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COVER ILLUSTRATIONS

Left: Poincaré sphere describing light’s polarization states is shown floating in front of a depo-
larized field of polarization ellipses, with linearly and circularly polarized fields propagating on 
its left and right, respectively. See Chaps. 12 and 15.

Middle: Triplet lens developed for photographic applications that can zero out the primary 
aberrations by splitting the positive lens of a doublet into two and placing one on each side of 
the negative lens. See Chap. 17.

Right: Micrographs of different optical storage media showing the straight and narrow tracks 
with 1.6-μm spacing between adjacent tracks. The recorded information bits appear as short 
marks along each track. See Chap. 35.
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COVER ILLUSTRATIONS

Left: Poincaré sphere describing light’s polarization states is shown floating in front of a depo-
larized field of polarization ellipses, with linearly and circularly polarized fields propagating on 
its left and right, respectively. See Chaps. 12 and 15.

Middle: Triplet lens developed for photographic applications that can zero out the primary 
aberrations by splitting the positive lens of a doublet into two and placing one on each side of 
the negative lens. See Chap. 17.

Right: Micrographs of different optical storage media showing the straight and narrow tracks 
with 1.6-μm spacing between adjacent tracks. The recorded information bits appear as short 
marks along each track. See Chap. 35.
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EDITORS’ PREFACE

The third edition of the Handbook of Optics is designed to pull together the dramatic developments 
in both the basic and applied aspects of the field while retaining the archival, reference book value 
of a handbook. This means that it is much more extensive than either the first edition, published 
in 1978, or the second edition, with Volumes I and II appearing in 1995 and Volumes III and IV in 
2001. To cover the greatly expanded field of optics, the Handbook now appears in five volumes. Over 
100 authors or author teams have contributed to this work.

Volume I is devoted to the fundamentals, components, and instruments that make optics pos-
sible. Volume II contains chapters on design, fabrication, testing, sources of light, detection, and a 
new section devoted to radiometry and photometry. Volume III concerns vision optics only and is 
printed entirely in color. In Volume IV there are chapters on the optical properties of materials, non-
linear, quantum and molecular optics. Volume V has extensive sections on fiber optics and x ray and 
neutron optics, along with shorter sections on measurements, modulators, and atmospheric optical 
properties and turbulence. Several pages of color inserts are provided where appropriate to aid the 
reader. A purchaser of the print version of any volume of the Handbook will be able to download 
a digital version containing all of the material in that volume in PDF format to one computer (see 
download instructions on bound-in card). The combined index for all five volumes can be down-
loaded from www.HandbookofOpticsOnline.com.

It is possible by careful selection of what and how to present that the third edition of the 
Handbook could serve as a text for a comprehensive course in optics. In addition, students who take 
such a course would have the Handbook as a career-long reference.

Topics were selected by the editors so that the Handbook could be a desktop (bookshelf) general ref-
erence for the parts of optics that had matured enough to warrant archival presentation. New chapters 
were included on topics that had reached this stage since the second edition, and existing chapters from 
the second edition were updated where necessary to provide this compendium. In selecting subjects to 
include, we also had to select which subjects to leave out. The criteria we applied were: (1) was it a spe-
cific application of optics rather than a core science or technology and (2) was it a subject in which the 
role of optics was peripheral to the central issue addressed. Thus, such topics as medical optics, laser sur-
gery, and laser materials processing were not included. While applications of optics are mentioned in the 
chapters there is no space in the Handbook to include separate chapters devoted to all of the myriad uses 
of optics in today’s world. If we had, the third edition would be much longer than it is and much of it 
would soon be outdated. We designed the third edition of the Handbook of Optics so that it concentrates 
on the principles of optics that make applications possible.

Authors were asked to try to achieve the dual purpose of preparing a chapter that was a worth-
while reference for someone working in the field and that could be used as a starting point to 
become acquainted with that aspect of optics. They did that and we thank them for the outstanding 
results seen throughout the Handbook. We also thank Mr. Taisuke Soda of McGraw-Hill for his help 
in putting this complex project together and Mr. Alan Tourtlotte and Ms. Susannah Lehman of the 
Optical Society of America for logistical help that made this effort possible.

We dedicate the third edition of the Handbook of Optics to all of the OSA volunteers who, since 
OSA’s founding in 1916, give their time and energy to promoting the generation, application, 
archiving, and worldwide dissemination of knowledge in optics and photonics.

Michael Bass, Editor-in-Chief 
Associate Editors:

Casimer M. DeCusatis
Jay M. Enoch

Vasudevan Lakshminarayanan
Guifang Li

Carolyn MacDonald
Virendra N. Mahajan

Eric Van Stryland
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xxvii

PREFACE TO VOLUME I

The third edition of the Handbook of Optics has been completely reorganized, expanded, and updated. 
The four volumes of the second edition grew to five in the current edition. Each volume is divided 
into parts, where each part, sometimes referred to as a section, consists of several chapters related 
to a certain topic. Volumes I and II are devoted primarily to the basic concepts of optics and optical 
phenomena, sometimes called classical optics. Volume I starts with geometrical optics and continues 
with physical optics. This includes interference, diffraction, coherence theory, and scattering. A new 
chapter on tools and applications of coherence theory has been added. A several-chapter section fol-
lows devoted to issues of polarized light. The chapter on polarimetry has been updated and its con-
tent on the Mueller matrices now appears in a separate chapter by that title. Next there are chapters 
on components such as lenses, afocal systems, nondispersive and dispersive prisms, and special optics 
that include integrated, miniature and micro-, binary, and gradient index optics. Finally, there are 
several chapters on instruments. They include cameras and camera lenses, microscopes, reflective and 
catadioptric objectives, scanners, spectrometers, interferometers, xerographic systems, and optical 
disc data storage.

There are many other chapters in this edition of the Handbook that could have been included 
in Volumes I and II. However, page limitations prevented that. For example, in Volume V there is 
a section on Atmospheric Optics. It consists of three chapters, one on transmission through the 
atmosphere, another on imaging through atmospheric turbulence, and a third on adaptive optics to 
overcome some of the deleterious effects of turbulence.

The chapters are generally aimed at the graduate students, though practicing scientists and engi-
neers will find them equally suitable as references on the topics discussed. Each chapter has sufficient 
references for additional and/or further study.

The whole Handbook has been retyped and the figures redrawn. The reader will find that the 
figures in the new edition are crisp. Ms. Arushi Chawla and her team from Glyph International have 
done an outstanding job in accomplishing this monumental task. Many of the authors updated and 
proofread their chapters. However, some authors have passed away since the second edition and others 
couldn’t be located. Every effort has been made to ensure that such chapters have been correctly 
reproduced.

Virendra N. Mahajan
The Aerospace Corporation

Associate Editor
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xxix

GLOSSARY AND FUNDAMENTAL 
CONSTANTS

Introduction

This glossary of the terms used in the Handbook represents to a large extent the language of optics. 
The symbols are representations of numbers, variables, and concepts. Although the basic list was 
compiled by the author of this section, all the editors have contributed and agreed to this set of sym-
bols and definitions. Every attempt has been made to use the same symbols for the same concepts 
throughout the entire Handbook, although there are exceptions. Some symbols seem to be used for 
many concepts. The symbol  is a prime example, as it is used for absorptivity, absorption coeffi-
cient, coefficient of linear thermal expansion, and more. Although we have tried to limit this kind of 
redundancy, we have also bowed deeply to custom.

Units

The abbreviations for the most common units are given first. They are consistent with most of the 
established lists of symbols, such as given by the International Standards Organization ISO1 and the 
International Union of Pure and Applied Physics, IUPAP.2

Prefixes

Similarly, a list of the numerical prefixes1 that are most frequently used is given, along with both the 
common names (where they exist) and the multiples of ten that they represent.

Fundamental Constants

The values of the fundamental constants3 are listed following the sections on SI units.

Symbols

The most commonly used symbols are then given. Most chapters of the Handbook also have a glos-
sary of the terms and symbols specific to them for the convenience of the reader. In the following 
list, the symbol is given, its meaning is next, and the most customary unit of measure for the quan-
tity is presented in brackets. A bracket with a dash in it indicates that the quantity is unitless. Note 
that there is a difference between units and dimensions. An angle has units of degrees or radians and 
a solid angle square degrees or steradians, but both are pure ratios and are dimensionless. The unit 
symbols as recommended in the SI system are used, but decimal multiples of some of the dimen-
sions are sometimes given. The symbols chosen, with some cited exceptions, are also those of the 
first two references.

RATIONALE FOR SOME DISPUTED SYMBOLS

The choice of symbols is a personal decision, but commonality improves communication. This sec-
tion explains why the editors have chosen the preferred symbols for the Handbook. We hope that this 
will encourage more agreement.
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Fundamental Constants

It is encouraging that there is almost universal agreement for the symbols for the fundamental con-
stants. We have taken one small exception by adding a subscript B to the k for Boltzmann’s constant.

Mathematics

We have chosen i as the imaginary almost arbitrarily. IUPAP lists both i and j, while ISO does not 
report on these.

Spectral Variables

These include expressions for the wavelength , frequency v, wave number ,  for circular or 
radian frequency, k for circular or radian wave number and dimensionless frequency x. Although 
some use f for frequency, it can be easily confused with electronic or spatial frequency. Some use 

 for wave number, but, because of typography problems and agreement with ISO and IUPAP, we 
have chosen  ; it should not be confused with the Stefan-Boltzmann constant. For spatial frequen-
cies we have chosen  and , although fx and fy are sometimes used. ISO and IUPAP do not report 
on these.

Radiometry

Radiometric terms are contentious. The most recent set of recommendations by ISO and IUPAP are L for 
radiance [Wcm–2sr–1], M for radiant emittance or exitance [Wcm–2], E for irradiance or incidance [Wcm–2], 
and I for intensity [Wsr–2]. The previous terms, W, H, N, and J, respectively, are still in many texts, notably 
Smith4 and Lloyd5 but we have used the revised set, although there are still shortcomings. We have tried to 
deal with the vexatious term intensity by using specific intensity when the units are Wcm–2sr–1, field intensity
when they are Wcm–2, and radiometric intensity when they are Wsr–1.

There are two sets to terms for these radiometric quantities, which arise in part from the terms 
for different types of reflection, transmission, absorption, and emission. It has been proposed that 
the ion ending indicate a process, that the ance ending indicate a value associated with a particu-
lar sample, and that the ivity ending indicate a generic value for a “pure” substance. Then one also 
has reflectance, transmittance, absorptance, and emittance as well as reflectivity, transmissivity, 
absorptivity, and emissivity. There are now two different uses of the word emissivity. Thus the words 
exitance, incidence, and sterance were coined to be used in place of emittance, irradiance, and radi-
ance. It is interesting that ISO uses radiance, exitance, and irradiance whereas IUPAP uses radiance 
excitance [sic], and irradiance. We have chosen to use them both, i.e., emittance, irradiance, and 
radiance will be followed in square brackets by exitance, incidence, and sterance (or vice versa). 
Individual authors will use the different endings for transmission, reflection, absorption, and emis-
sion as they see fit.

We are still troubled by the use of the symbol E for irradiance, as it is so close in meaning 
to electric field, but we have maintained that accepted use. The spectral concentrations of these 
quantities, indicated by a wavelength, wave number, or frequency subscript (e.g., L ) represent 
partial differentiations; a subscript q represents a photon quantity; and a subscript v indicates 
a quantity normalized to the response of the eye. Thereby, Lv is luminance, Ev illuminance, and 
Mv and Iv luminous emittance and luminous intensity. The symbols we have chosen are consis-
tent with ISO and IUPAP.

The refractive index may be considered a radiometric quantity. It is generally complex and is 
indicated by ñ = n – ik. The real part is the relative refractive index and k is the extinction coefficient. 
These are consistent with ISO and IUPAP, but they do not address the complex index or extinction 
coefficient.
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Optical Design

For the most part ISO and IUPAP do not address the symbols that are important in this area.
There were at least 20 different ways to indicate focal ratio; we have chosen FN as symmetri-

cal with NA; we chose f and efl to indicate the effective focal length. Object and image distance, 
although given many different symbols, were finally called so and si since s is an almost universal 
symbol for distance. Field angles are  and ; angles that measure the slope of a ray to the optical 
axis are u; u can also be sin u. Wave aberrations are indicated by Wijk, while third-order ray aberra-
tions are indicated by i and more mnemonic symbols.

Electromagnetic Fields

There is no argument about E and H for the electric and magnetic field strengths, Q for quantity 
of charge,  for volume charge density,  for surface charge density, etc. There is no guidance from 
Refs. 1 and 2 on polarization indication. We chose  and || rather than p and s, partly because s is 
sometimes also used to indicate scattered light.

There are several sets of symbols used for reflection transmission, and (sometimes) absorption, 
each with good logic. The versions of these quantities dealing with field amplitudes are usually 
specified with lower case symbols: r, t, and a. The versions dealing with power are alternately given 
by the uppercase symbols or the corresponding Greek symbols: R and T versus  and . We have 
chosen to use the Greek, mainly because these quantities are also closely associated with Kirchhoff ’s 
law that is usually stated symbolically as  = . The law of conservation of energy for light on a sur-
face is also usually written as  1.

Base SI Quantities

length m meter
time s second
mass kg kilogram
electric current A ampere
temperature K kelvin
amount of substance mol mole
luminous intensity cd candela

Derived SI Quantities

energy J joule
electric charge C coulomb
electric potential V volt
electric capacitance F farad
electric resistance ohm
electric conductance S siemens
magnetic flux Wb weber
inductance H henry
pressure Pa pascal
magnetic flux density T tesla
frequency Hz hertz
power W watt
force N newton
angle rad radian
angle sr steradian
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Prefixes

Symbol Name Common name Exponent of ten
F exa  18
P peta  15
T tera trillion 12
G giga billion 9
M mega million 6
k kilo thousand 3
h hecto hundred 2
da deca ten 1
d deci tenth –1
c centi hundredth –2
m milli thousandth –3

micro millionth –6
n nano billionth –9
p pico trillionth –12
f femto  –15
a atto  –18

Constants

c speed of light vacuo [299792458 ms–1]
c1 first radiation constant = 2 c2h = 3.7417749 × 10–16 [Wm2]
c2 second radiation constant = hc/k = 0.014838769 [mK]
e elementary charge [1.60217733 × 10–19 C]
gn free fall constant [9.80665 ms–2]
h Planck’s constant [6.6260755 × 10–34 Ws]
kB Boltzmann constant [1.380658 × 10–23 JK–1]
me mass of the electron [9.1093897 × 10–31 kg]
NA Avogadro constant [6.0221367 × 1023 mol–1]
R Rydberg constant [10973731.534 m–1]

o vacuum permittivity [ o
–1c –2]

Stefan-Boltzmann constant [5.67051 × 10–8 Wm–1 K–4]

o vacuum permeability [4  × 10–7 NA–2]

B Bohr magneton [9.2740154 × 10–24 JT–1]

General

B magnetic induction [Wbm–2, kgs–1 C–1]
C capacitance [f, C2 s2 m–2 kg–1]
C curvature [m–1]
c speed of light in vacuo [ms–1]
c1 first radiation constant [Wm2]
c2 second radiation constant [mK]
D electric displacement [Cm–2]
E incidance [irradiance] [Wm–2]
e electronic charge [coulomb]
Ev illuminance [lux, lmm–2]
E electrical field strength [Vm–1]
E transition energy [J]
Eg band-gap energy [eV]
f focal length [m]
fc Fermi occupation function, conduction band
fv Fermi occupation function, valence band
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FN focal ratio (f/number) [—]
g gain per unit length [m–1]
gth gain threshold per unit length [m1]
H magnetic field strength [Am–1, Cs–1 m–1]
h height [m]
I irradiance (see also E) [Wm–2]
I radiant intensity [Wsr–1]
I nuclear spin quantum number [—]
I current [A]
i 1
Im() imaginary part of
J current density [Am–2]
j total angular momentum [kg m2 s–1]
J1() Bessel function of the first kind [—]
k radian wave number =2 /  [rad cm–1]
k wave vector [rad cm–1]
k extinction coefficient [—]
L sterance [radiance] [Wm–2 sr–1]
Lv luminance [cdm–2]
L inductance [h, m2 kg C2]
L laser cavity length
L, M, N direction cosines [—]
M angular magnification [—]
M radiant exitance [radiant emittance] [Wm–2]
m linear magnification [—]
m effective mass [kg]
MTF modulation transfer function [—]
N photon flux [s–1]
N carrier (number)density [m–3]
n real part of the relative refractive index [—]
ñ complex index of refraction [—]
NA numerical aperture [—]
OPD optical path difference [m]
P macroscopic polarization [C m–2]
Re() real part of [—]
R resistance [ ]
r position vector [m]
S Seebeck coefficient [VK–1]
s spin quantum number [—]
s path length [m]
So object distance [m]
Si image distance [m]
T temperature [K, C]
t time [s]
t thickness [m]
u slope of ray with the optical axis [rad]
V Abbe reciprocal dispersion [—]
V voltage [V, m2 kgs–2 C–1]
x, y, z rectangular coordinates [m]
Z atomic number [—]

Greek Symbols

absorption coefficient [cm−1]
(power) absorptance (absorptivity)
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diclectric coefficient (constant) [—]
emittance (emissivity) [—]
eccentricity [—]

1 Re ( )

2 lm ( )
(power) transmittance (transmissivity) [—]
radiation frequency [Hz]
circular frequency = 2  [rads−1]
plasma frequency [H2]
wavelength [ m, nm]
wave number = 1/  [cm–1]
Stefan Boltzmann constant [Wm−2K−1]
reflectance (reflectivity) [—]

, angular coordinates [rad, °]
, rectangular spatial frequencies [m−1, r−1]

phase [rad, °]
lens power [m−2]
flux [W]
electric susceptibility tensor [—]
solid angle [sr]

Other

responsivity
exp (x) ex

loga (x) log to the base a of x
ln (x) natural log of x
log (x) standard log of x: log10 (x)

summation
product
finite difference

x variation in x
dx total differential

x partial derivative of x
(x) Dirac delta function of x

ij Kronecker delta

REFERENCES
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Standardization, 1982.
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and Applied Physics, 1978.

3. E. Cohen and B. Taylor, “The Fundamental Physical Constants,” Physics Today, 9 August 1990.

4. W. J. Smith, Modern Optical Engineering, 2nd ed., McGraw-Hill, 1990.
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1
GENERAL PRINCIPLES OF
GEOMETRICAL OPTICS

Douglas S. Goodman
Corning Tropel Corporation 
Fairport, New York

1.1 GLOSSARY

(NS) indicates nonstandard terminology

italics definition or first usage

gradient ( / x , / y , / z)

prime, unprime before and after, object and image space (not derivatives)

A auxiliary function for ray tracing

A, A area, total field areas, object and image points

AB directed distance from A to B

a unit axis vector, vectors

aO, aB, aI coefficients in characteristic function expansion

B matrix element for symmetrical systems

B auxiliary function for ray tracing

B, B arbitrary object and image points

b binormal unit vector of a ray path

interspace (between) term in expansion

C matrix element for conjugacy

C( , , ) characteristic function

c speed of light in vacuum

c surface vertex curvature, spherical surface curvature

cs sagittal curvature

ct tangential curvature

D auxiliary distance function for ray tracing

d distance from origin to mirror

d nominal focal distance

d, d arbitrary point to conjugate object, image points d AO, d A O

d, d axial distances, distances along rays

dH hyperfocal distance

dN near focal distance

dF far focal distance

1.3
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1.4  GEOMETRICAL OPTICS

dA differential area

ds differential geometrical path length

E image irradiance

E0 axial image irradiance

E, E entrance and exit pupil locations

e eccentricity

ex, ey, ez coefficients for collineation

F matrix element for front side

F, F front and rear focal points

FN F-number

FNm F-number for magnification m

F( ) general function

F(x, y, z) general surface function

f, f front and rear focal lengths f PF, f P F

G diffraction order

g, g focal lengths in tilted planes

h, h ray heights at objects and images, field heights

hamiltonian

I, I incidence angles

I unit matrix

i, i' paraxial incidence angles

image space term in characteristic function expansion

L surface x-direction cosine

L paraxial invariant

l, l   principal points to object and image axial points l PO, l P O

axial distances from vertices of refracting surface l VO, l V O

lagrangian for heterogeneous media

M lambertian emittance

M surface z-direction cosine

m transverse magnification

mL longitudinal magnification

m angular magnification

mE paraxial pupil magnification

mN nodal point magnification n/n

mP pupil magnification in direction cosines

mO magnification at axial point

mx, my, mz magnifications in the x, y, and z directions

N surface z-direction cosine

N, N nodal points

NA, NA numerical aperture

n refractive index

n normal unit vector of a ray path

NS nonstandard

O, O axial object and image points

object space term in expansion
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GENERAL PRINCIPLES OF GEOMETRICAL OPTICS  1.5

P power (radiometric)

P, P principal points

P( , ; x, y) pupil shape functions

P ( , ; x , y )

p period of grating

p ray vector, optical direction cosine p n r (px, py, pz)

p pupil radius

px, py, pz optical direction cosines

Q x y( , ; , ) pupil shape functions relative to principal direction cosines

Q x y( , ; , )

q resolution parameter

qi coordinate for Lagrange equations
qi derivative with respect to a parameter

q, q auxiliary functions for collineation

q unit vector along grating lines

R matrix element for rear side

r radius of curvature, vertex radius of curvature

r ray unit direction vector r ( , , )

S surface normal S (L, M, N)
S x y x y( , , , ) point eikonal V x y z x y z( , , ; , , )0 0

s geometrical length

s axial length

s, s distances associated with sagittal foci

skew invariant

T( , ; , ) angle characteristic function

t thickness, vertex-to-vertex distance

t, t distances associated with tangential foci

t time

t tangent unit vector of a ray path

U, U meridional ray angles relative to axis

u, u paraxial ray angles relative to axis

uM paraxial marginal ray angle

uC paraxial chief ray angle

u1, u2, u3, u4 homogeneous coordinates for collineation

V optical path length

V(x; x ) point characteristic function

V, V vertex points

v speed of light in medium

WLMN wavefront aberration term

Wx, Wy, Wz wavefront aberration terms for reference shift

W( , ; x, y, z) wavefront aberration function

W'( , ; x , y ) angle-point characteristic function

W(x, y; , ) point-angle characteristic function

x (x, y, z) position vector

x( ) parametric description of ray path
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1.6  GEOMETRICAL OPTICS

x( ) derivative with respect to a parameter

x( ) second derivative with respect to a parameter

y meridional ray height, paraxial ray height

yM paraxial marginal ray height

yC paraxial chief ray height

yP , yP paraxial ray height at the principal planes

z axis of revolution

z( ) surface sag

zsphere sag of a sphere

zconic sag of a conic

z, z focal point to object and image distances z FO, z F O

, , ray direction cosines

, , entrance pupil directions

, , exit pupil direction cosines

0, 0 principal direction of entrance pupil

0 , 0 principal direction of exit pupil

max, min extreme pupil directions

max, min extreme pupil directions

n  cos I − n cos I

x, y, z reference point shifts

, angular ray aberrations

x, y, z shifts

surface shape parameter

x, y transverse ray aberrations

, pupil coordinates—not specific

ray angle to surface normal

marginal ray angle 

plane tilt angle

conic parameter

curvature of a ray path

wavelength

azimuth angle 

field angle

power, surface power 

azimuth

radius of curvature of a ray path 

distance from axis 

radial pupil coordinate

ray path parameter 

general parameter for a curve

reduced axial distances 

torsion of a ray path

( , ; x , y ) pupil transmittance function

, reduced angle nu, n u

d differential solid angle
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GENERAL PRINCIPLES OF GEOMETRICAL OPTICS  1.7

1.2 INTRODUCTION

The Subject

Geometrical optics is both the object of abstract study and a body of knowledge necessary for design 
and engineering. The subject of geometrical optics is small, since so much can be derived from a 
single principle, that of Fermat, and large since the consequences are infinite and far from obvious. 
Geometrical optics is deceptive in that much that seems simple is loaded with content and impli-
cations, as might be suggested by the fact that some of the most basic results required the likes of 
Newton and Gauss to discover them. Most of what appears complicated seems so because of obscu-
ration with mathematical terminology and excessive abstraction. Since it is so old, geometrical 
optics tends to be taken for granted and treated too casually by those who consider it to be “under-
stood.” One consequence is that what has been long known can be lost if it is not recirculated by 
successive generations of textbook authors, who are pressed to fit newer material in a fairly constant 
number of pages.

The Contents

The material in this chapter is intended to be that which is most fundamental, most general, and 
most useful to the greatest number of people. Some of this material is often thought to be more 
esoteric than practical, but this opinion is less related to its essence than to its typical presentation. 
There are no applications per se here, but everything is applicable, at least to understanding. An 
effort has been made to compensate here for what is lacking elsewhere and to correct some com-
mon errors. Many basic ideas and useful results have not found their way into textbooks, so are 
little known. Moreover, some basic principles are rarely stated explicitly. The contents are weighted 
toward the most common type of optical system, that with rotational symmetry consisting of mir-
rors and/or lens elements of homogeneous materials. There is a section “Rays in Heterogeneous 
Media,” an application of which is gradient index optics discussed in Chap. 24. The treatment here 
is mostly monochromatic. The topics of caustics and anisotropic media are omitted, and there is 
little specifically about systems that are not figures of revolution. The section on aberrations is short 
and mostly descriptive, with no discussion of lens design, a vast field concerned with the practice of 
aberration control. Because of space limitations, there are too few diagrams.

Terminology

Because of the complicated history of geometrical optics, its terminology is far from standardized. 
Geometrical optics developed over centuries in many countries, and much of it has been rediscov-
ered and renamed. Moreover, concepts have come into use without being named, and important 
terms are often used without formal definitions. This lack of standardization complicates commu-
nication between workers at different organizations, each of which tends to develop its own optical 
dialect. Accordingly, an attempt has been made here to provide precise definitions. Terms are itali-
cized where defined or first used. Some needed nonstandard terms have been introduced, and these 
are likewise italicized, as well as indicated by “NS” for “nonstandard.”

Notation

As with terminology, there is little standardization. And, as usual, the alphabet has too few letters to 
represent all the needed quantities. The choice here has been to use some of the same symbols more 
than once, rather than to encumber them with superscripts and subscripts. No symbol is used in a 
given section with more than one meaning. As a general practice nonprimed and primed quantities 
are used to indicate before and after, input and output, and object and image space.
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1.8  GEOMETRICAL OPTICS

References

No effort has been made to provide complete references, either technical or historical. (Such a list 
would fill the entire chapter.) The references were not chosen for priority, but for elucidation or inter-
est, or because of their own references. Newer papers can be found by computer searches, so the older 
ones have been emphasized, especially since older work is receding from view beneath the current 
flood of papers. In geometrical optics, nothing goes out of date, and much of what is included here 
has been known for a century or so—even if it has been subsequently forgotten.

Communication

Because of the confusion in terminology and notation, it is recommended that communication 
involving geometrical optics be augmented with diagrams, graphs, equations, and numeric results, 
as appropriate. It also helps to provide diagrams showing both first-order properties of systems, 
with object and image positions, pupil positions, and principal planes, as well as direction cosine 
space diagrams, as required, to show angular subtenses of pupils.

1.3 FUNDAMENTALS

What Is a Ray?

Geometrical optics, which might better be called ray optics, is concerned with the light ray, an entity 
that does not exist. It is customary, therefore, to begin discussions of geometrical optics with a theo-
retical justification for the use of the ray. The real justification is that, like other successful models 
in physics, rays are indispensable to our thinking, notwithstanding their shortcomings. The ray is a 
model that works well in some cases and not at all in others, and light is necessarily thought about 
in terms of rays, scalar waves, electromagnetic waves, and with quantum physics—depending on the 
class of phenomena under consideration.

Rays have been defined with both corpuscular and wave theory. In corpuscular theory, some def-
initions are (1) the path of a corpuscle and (2) the path of a photon. A difficulty here is that energy 
densities can become infinite. Other efforts have been made to define rays as quantities related to 
the wave theory, both scalar and electromagnetic. Some are (1) wavefront normals, (2) the Poynting 
vector, (3) a discontinuity in the electromagnetic field,1,2 (4) a descriptor of wave behavior in short 
wavelength or high frequency limit,3 and (5) quantum mechanically.4 One problem with these 
definitions is that there are many ordinary and simple cases where wavefronts and Poynting vectors 
become complicated and/or meaningless. For example, in the simple case of two coherent plane 
waves interfering, there is no well-defined wavefront in the overlap region. In addition, rays defined 
in what seems to be a reasonble way can have undesirable properties. For example, if rays are defined 
as normals to wavefronts, then, in the case of gaussian beams, rays bend in a vacuum.

An approach that avoids the difficulties of a physical definition is that of treating rays as math-
ematical entities. From definitions and postulates, a variety of results is found, which may be more 
or less useful and valid for light. Even with this approach, it is virtually impossible to think “purely 
geometrically”—unless rays are treated as objects of geometry, rather than optics. In fact, we often 
switch between ray thinking and wave thinking without noticing it, for instance in considering the 
dependence of refractive index on wavelength. Moreover, geometrical optics makes use of quantities 
that must be calculated from other models, for example, the index of refraction. As usual, Rayleigh5

has put it well: “We shall, however, find it advisable not to exclude altogether the conceptions of the 
wave theory, for on certain most important and practical questions no conclusion can be drawn 
without the use of facts which are scarcely otherwise interpretable. Indeed it is not to be denied that 
the too rigid separation of optics into geometrical and physical has done a good deal of harm, much 
that is essential to a proper comprehension of the subject having fallen between the two schools.”
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GENERAL PRINCIPLES OF GEOMETRICAL OPTICS  1.9

The ray is inherently ill-defined, and attempts to refine a definition always break down. A defini-
tion that seems better in some ways is worse in others. Each definition provides some insight into 
the behavior of light, but does not give the full picture. There seems to be a problem associated with 
the uncertainty principle involved with attempts at definition, since what is really wanted from a 
ray is a specification of both position and direction, which is impossible by virtue of both classical 
wave properties and quantum behavior. So the approach taken here is to treat rays without precisely 
defining them, and there are few reminders hereafter that the predictions of ray optics are imperfect.

Refractive Index

For the purposes of this chapter, the optical characteristics of matter are completely specified by its 
refractive index. The index of refraction of a medium is defined in geometrical optics as

n
speed of light in vacuum
speed of light in medium

c
v

(1)

A homogeneous medium is one in which n is the same everywhere. In an inhomogeneous or 
heterogeneous medium the index varies with position. In an isotropic medium n is the same at each 
point for light traveling in all directions and with all polarizations, so the index is described by a scalar 
function of position. Anisotropic media are not treated here.

Care must be taken with equations using the symbol n, since it sometimes denotes the ratio of 
indices, sometimes with the implication that one of the two is unity. In many cases, the difference 
from unity of the index of air ( 1.0003) is important. Index varies with wavelength, but this depen-
dence is not made explicit in this chapter, most of which is implicitly limited to monochromatic light. 
The output of a system in polychromatic light is the sum of outputs at the constituent wavelengths.

Systems Considered

The optical systems considered here are those in which spatial variations of surface features or 
refractive indices are large compared to the wavelength. In such systems ray identity is preserved; 
there is no “splitting” of one ray into many as occurs at a grating or scattering surface.

The term lens is used here to include a variety of systems. Dioptric or refractive systems employ 
only refraction. Catoptric or reflective systems employ only reflection. Catadioptric systems employ 
both refraction and reflection. No distinction is made here insofar as refraction and reflection can 
be treated in a common way. And the term lens may refer here to anything from a single surface to a 
system of arbitrary complexity.

Summary of the Behavior and Attributes of Rays

Rays propagate in straight lines in homogeneous media and have curved paths in heterogeneous 
media. Rays have positions, directions, and speeds. Between any pair of points on a given ray there is 
a geometrical path length and an optical path length. At smooth interfaces between media with dif-
ferent indices rays refract and reflect. Ray paths are reversible. Rays carry energy, and power per area 
is approximated by ray density.

Reversibility

Rays are reversible; a path can be taken in either direction, and reflection and refraction angles are 
the same in either direction. However, it is usually easier to think of light as traveling along rays in a 
particular direction, and, of course, in cases of real instruments there usually is such a direction. The 
solutions to some equations may have directional ambiguity.
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1.10  GEOMETRICAL OPTICS

Groups of Rays

Certain types of groups of rays are of particular importance. Rays that originate at a single point 
are called a normal congruence or orthotomic system, since as they propagate in isotropic media they 
are associated with perpendicular wavefronts. Such groups are also of interest in image formation, 
where their reconvergence to a point is important, as is the path length of the rays to a reference 
surface used for diffraction calculations. Important in radiometric considerations are groups of 
rays emanating from regions of a source over a range of angles. The changes of such groups as they 
propagate are constrained by conservation of brightness. Another group is that of two meridional 
paraxial rays, related by the two-ray invariant.

Invariance Properties

Individual rays and groups of rays may have invariance properties—relationships between the posi-
tions, directions, and path lengths—that remain constant as a ray or a group of rays passes through 
an optical system.6 Some of these properties are completely general, e.g., the conservation of étendue 
and the perpendicularity of rays to wavefronts in isotropic media. Others arise from symmetries of 
the system, e.g., the skew invariant for rotationally symmetric systems. Other invariances hold in the 
paraxial limit. There are also differential invariance properties.7,8 Some ray properties not ordinarily 
thought of in this way can be thought of as invariances. For example, Snell’s law can be thought of 
as a refraction invariant n sin I.

Description of Ray Paths

A ray path can be described parametrically as a locus of points x( ), where  is any monotonic 
parameter that labels points along the ray. The description of curved rays is elaborated in the section 
on heterogeneous media.

Real Rays and Virtual Rays

Since rays in homogeneous media are straight, they can be extrapolated infinitely from a given 
region. The term real refers to the portion of the ray that “really” exists, or the accessible part, and 
the term virtual refers to the extrapolated, or inaccessible, part.

Direction

At each position where the refractive index is continuous a ray has a unique direction. The direction 
is given by its unit direction vector r, whose cartesian components are direction cosines ( ), i.e.,

r ( , , ) (2)

where | | .r 2 2 2 2 1  The three direction cosines are not independent, and one is often 
taken to depend implicitly on the other two. In this chapter it is usually , which is

( , ) 1 2 2 (3)

Another vector with the same direction as r is

p rn n p p px y z( , , ) ( , , ) (4)

where |p|2 n2. Several names are used for this vector, including the optical direction cosine and the 
ray vector.
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GENERAL PRINCIPLES OF GEOMETRICAL OPTICS  1.11

Geometrical Path Length

Geometrical path length is geometrical distance measured along a ray between any two points. The 
differential unit of length is

ds dx dy dz2 2 2 (5)

The path length between points x1 and x2 on a ray described parametrically by x( ), with derivative 
x x( ) ( )d d/  is

s ds
ds
d

d d( ; ) | ( )|x x x
x

x

x

x

x

x

1 2
2

1

2

1

2

1

22 (6)

Optical Path Length

The optical path length between two points x1 and x2 through which a ray passes is

Optical path length V n ds( ; ) ( )x x x
x

x

1 2
1

2
c

dds
d

v
tc (7)

The integral is taken along the ray path, which may traverse homogeneous and inhomogeneous 
media, and include any number of reflections and refractions. Path length can be defined for virtual 
rays. In some cases, path length should be considered positive definite, but in others it can be either 
positive or negative, depending on direction.9 If x0, x1, and x2 are three points on the same ray, then

V V V( ; ) ( ; ) ( ; )x x x x x x0 2 0 1 1 2 (8)

Equivalently, the time required for light to travel between the two points is

Time
optical path length

c c c v
V

n ds
ds1

1

( )x
x

xx

x

x 2

1

2 (9)

In homogeneous media, rays are straight lines, and the optical path length is V n ds (index) 
(distance between the points).

The optical path length integral has several interpretations, and much of geometrical optics 
involves the examination of its meanings. (1) With both points fixed, it is simply a scalar, the optical 
path length from one point to another. (2) With one point fixed, say x0, then treated as a function of 
x, the surfaces V(x0; x) constant are geometrical wavefronts for light originating at x0. (3) Most gen-
erally, as a function of both arguments V(x1; x2) is the point characteristic function, which contains all 
the information about the rays between the region containing x1 and that containing x2. There may 
not be a ray between all pairs of points.

Fermat’s Principle

According to Fermat’s principle10–15 the optical path between two points through which a ray passes 
is an extremum. Light passing through these points along any other nearby path would take either 
more or less time. The principle applies to different neighboring paths. The optical path length of a 
ray may not be a global extremum. For example, the path lengths of rays through different facets of 
a Fresnel lens have no particular relationship. Fermat’s principle applies to entire systems, as well 
as to any portion of a system, for example, to any section of a ray. In a homogeneous medium, the 
extremum is a straight line or, if there are reflections, a series of straight line segments.

The extremum principle can be described mathematically as follows.16 With the end points fixed, 
if a nonphysical path differs from a physical one by an amount proportional to , the nonphysical 
optical path length differs from the actual one by a quantity proportional to 2 or to a higher order. 
If the order is three or higher, the first point is imaged at the second-to-first order. Roughly speaking, 
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1.12  GEOMETRICAL OPTICS

the higher the order, the better the image. A point is imaged stigmatically when a continuum of 
neighboring paths have the same length, so the equality holds to all orders. If they are sufficiently 
close, but vary slightly, the deviation from equality is a measure of the aberration of the imaging. An 
extension of Fermat’s principle is given by Hopkins.17

Ray and wave optics are related by the importance of path length in both.18,19 In wave optics, optical 
path length is proportional to phase change, and the extremum principle is associated with constructive 
interference. The more alike the path lengths are from an object point to its image, the less the differ-
ences in phase of the wave contributions, and the greater the magnitude of the net field. In imaging this 
connection is manifested in the relationship of the wavefront aberration and the eikonal.

Fermat’s principle is a unifying principle of geometrical optics that can be used to derive laws of 
reflection and refraction, and to find the equations that describe ray paths and geometrical wave-
fronts in heterogeneous and homogeneous media. It is one of a number of variational principles 
based historically on the idea that nature is economical, a unifying principle of physics. The idea 
that the path length is an extremum could be used mathematically without interpreting the refrac-
tive index in terms of the speed of light.

Geometrical Wavefronts

For rays originating at a single point, a geometrical wavefront is a surface that is a locus of constant 
optical path length from the source. If the source point is located at x0 and light leaves at time t0,
then the wavefront at time t is given by

V( ; ) ( )x x0 0c t t (10)

The function V(x; x0), as a function of x, satisfies the eikonal equation

n
V
x

V
y

V
z

( )

|

x 2

2 2 2

V( ; )|x x0
2

(11)

This equation can also be written in relativistic form, with a four-dimensional gradient as 
0 20( )V xi/ .

For constant refractive index, the eikonal equation has some simple solutions, one of which is 
V n x x y y z z[ ( ) ( ) ( )],0 0 0  corresponding to a parallel bundle of rays with directions 
( , , ). Another is V n x x y y z z[( ) ( ) ( ) ] ,/

0
2

0
2

0
2 1 2  describing rays traveling radially from a 

point (x0, y0, z0).
In isotropic media, the rays and wavefronts are everywhere perpendicular to each other, a condi-

tion referred to as orthotomic. According to the Malus-Dupin principle, if a group of rays emanating 
front a single point is reflected and/or refracted any number of times, the perpendicularity of rays to 
wavefronts is maintained. The direction of a ray from x0 at x is that of the gradient of V(x0; x)

p rn V

or

n
V
x

n
V
y

n
V
z

(12)

In a homogeneous medium, all wavefronts can be found from any one wavefront by a construction. 
Wavefront normals, i.e., rays, are projected from the known wavefront, and loci of points equidistant 
therefrom are other wavefronts. This gives wavefronts in both directions, that is, both subsequent and 
previous wavefronts. (A single wavefront contains no directional information.) The construction also 
gives virtual wavefronts, those which would occur or would have occurred if the medium extended 
infinitely. This construction is related to that of Huygens for wave optics. At each point on a wavefront 
there are two principal curvatures, so there are two foci along each ray and two caustic surfaces.8,21
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GENERAL PRINCIPLES OF GEOMETRICAL OPTICS  1.13

The geometrical wavefront is analogous to the surface of constant phase in wave optics, and 
the eikonal equation can be obtained from the wave equation in the limit of small wavelength.3,4 A 
way in which wave optics differs from ray optics is that the phase fronts can be modified by phase 
changes that occur on reflection, transmission, or in passing through foci.

Fields of Rays

In many cases the optical direction cosine vectors p form a field, where the optical path length is 
the potential, and the geometrical wavefronts are equipotential surfaces. The potential changes with 
position according to

dV n dx n dy n dz n d dr x p x (13)

If dx is in the direction of a ray, then dV/dx n, the maximum rate of change. If dx is perpendicular 
to a ray, then dV/dx 0. The potential difference between any two wavefronts is

V V dV2 1
1

2

x

x
(14)

where x1 and x2 are any two points on the respective wavefronts, and the integrand is independent of 
the path. Other relationships for rays originating at a single point are

0 p r p x( )n dand 0= (15)

where the integral is about a closed path.3 These follow since p is a gradient, Eq. (13). In regions 
where the rays are folded onto themselves by refraction or reflections, p and V are not single-valued, 
so there is not a field.

1.4 CHARACTERISTIC FUNCTIONS

Introduction

Characteristic functions contain all the information about the path lengths between pairs of points, 
which may either be in a contiguous region or physically separated, e.g., on the two sides of a lens. 
These functions were first considered by Hamilton,22 so their study is referred to as hamiltonian 
optics. They were rediscovered in somewhat different form by Bruns23,24 and referred to as eikonals, 
leading to a confusing set of names for the various functions. The subject is discussed in a number 
of books.25–36

Four parameters are required to specify a ray. For example, an input ray is defined in the 
z 0 plane by coordinates (x, y) and direction ( , ). So four functions of four variables specify 
how an incident ray emerges from a system. In an output plane z 0, the ray has coordinates 
x x x y y y x y( , , , ), ( , , , ), and directions ( , , , ), ( , , , ).x y x y
Because of Fermat’s principle, these four functions are not independent, and the geometrical optics 
properties of a system can be fully characterized by a single function.32

For any given system, there is a variety of characteristic functions related by Legendre transfor-
mations, with different combinations of spatial and angular variables.34 The different functions are 
suited for different types of analysis. Mixed characteristic functions have both spatial and angular 
arguments. Those functions that are of most general use are discussed next. The others may be use-
ful in special circumstances. If the regions have constant refractive indices, the volumes over which 
the characteristic functions are defined can be extended virtually from physically accessible to inac-
cessible regions.

From any of its characteristic functions, all the properties of a system involving ray paths can 
be found, for example, ray positions, directions, and geometrical wavefronts. An important use of 
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1.14  GEOMETRICAL OPTICS

the characteristic functions is demonstrating general principles and fundamental limitations. Much 
of this can be done by using the general properties, e.g., symmetry under rotation. (Unfortunately, 
it is not always known how closely the impossible can be approached.)

Point Characteristic Function

The point characteristic function is the optical path integral V V x y z x y z( ; ) ( , , ; , , )x x taken as a 
function of both points x and x . At point x where the index is n,

n
V
x

n
V
y

n
V
z

Vor p (16)

Similarly, at x , where the index is n ,

n
V
x

n
V
y

n y
V
z

Vor p (17)

It follows from the above equations and Eq. (4) that the point characteristic satisfies two conditions:

n V n V2 2 2 2| | | |and (18)

Therefore, the point characteristic is not an arbitrary function of six variables. The total differential 
of V is

dV d d( ; )x x p x p x (19)

“This expression can be said to contain all the basic laws of optics”.36

Point Eikonal

If reference planes in object and image spaces are fixed, for which we use z0 and z0 , then the point 
eikonal is S x y x y V x y z x y z( , ; , ) ( , , ; , , ).0 0

This is the optical path length between pairs of 
points on the two planes. The function is not useful if the planes are conjugate, since more than one 
ray through a pair of points can have the same path length. The function is arbitrary, except for the 
requirement37 that

2 2 2 2

0
S

x x
S

y y
S

x y
S

x y
(20)

The partial derivatives of the point eikonal are

n
S
x

n
S
y

n
S
x

n
S
y

and (21)

The relative merits of the point characteristic function and point eikonal have been debated.37–39

Angle Characteristic

The angle characteristic function T( , ; , ), also called the eikonal, is related to the point char-
acteristic by

T V x y z x y z n x( , ; , ) ( , , ; , , ) ( y z

n x y z

)

( )

(22)

Here the input plane z and output plane z  are fixed and are implicit parameters of T.
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GENERAL PRINCIPLES OF GEOMETRICAL OPTICS  1.15

This equation is really shorthand for a Legendre transformation to coordinates p V xx / , etc. In 
principle, the expressions of Eq. (16) are used to solve for x and y in terms of  and , and likewise 
Eq. (17) gives x  and y  in terms of  and , so

T V x y z x( , ; , ) [ ( , ), ( , ), ; ( , ), ( , ), ]

[ ( , ) ( ,

y z

n x y )) ]

[ ( , ) ( , )

1

1

2 2 z

n x y 2 2 z ]

(23)

The angle characteristic is an arbitrary function of four variables that completely specify the direc-
tions of rays in two regions. This function is not useful if parallel incoming rays give rise to parallel 
outgoing rays, as is the case with afocal systems, since the relationship between incoming and outgo-
ing directions is not unique. The partial derivatives of the angular characteristic function are

T
n x z

T
n y z, (24)

T
n x z

T
n y z, (25)

These expressions are simplified if the reference planes are taken to be z 0 and z 0. The geo-
metrical interpretation of T is that it is the path length between the intersection point of rays with 
perpendicular planes through the coordinate origins in the two spaces, as shown in Fig. 1 for the 
case of constant n and n . If the indices are heterogeneous, the construction applies to the tangents 
to the rays. Of all the characteristic functions, T is most easily found for single surfaces and most 
easily concatenated for series of surfaces.

Point-Angle Characteristic

The point-angle characteristic function is a mixed function defined by

W x y z V x y z x y z( , , ; , ) ( , , ; , , ) nn x y z

T n x y

( )

( , ; , ) ( z)
(26)

FIGURE 1 Geometrical interpretation of the angle characteristic function for constant 
object and image space indices. There is, in general, a single ray with directions ( , , ) in
object space and ( , , ) in image space. Point O is the coordinate origin in object space, 
and O  is that in image space. From the origins, perpendiculars to the ray are constructed, 
which intersect the ray at Q and Q . The angle characteristic function T ( , , ) is the 
path length from Q to Q .

DO
 N

OT
 D

UP
LI

CA
TE



1.16  GEOMETRICAL OPTICS

As with Eq. (22), this equation is to be understood as shorthand for a Legendre transformation. The 
partial derivatives with respect to the spatial variables are related by equations like those of Eq. (16), 
so n2 | W|2, and the derivatives with respect to the angular variables are like those of Eq. (25). This 
function is useful for examining transverse ray aberrations for a given object point, since W/ ,

W/  give the intersection points (x , y ) in plane z for rays originating at (x, y) in plane z.

Angle-Point Characteristic

The angle-point characteristic function is

W x y z V x y z x y z( , ; , , ) ( , , ; , , ) n x y z

T n x y

( )

( , ; , ) ( z)
(27)

Again, this is shorthand for the Legendre transformation. This function satisfies relationships like 
those of Eq. (17) and satisfies n W2 2| | . Derivatives with respect to spatial variables are like 
those of Eq. (21). It is useful when input angles are given and output angles are to be found.

Expansions About an Arbitrary Ray

If two points on a ray that are not conjugate are taken as coordinate origins, and the z axes of the 
coordinate systems are taken to lie along the rays, then the expansion to second order of the point 
eikonal about these points is

S x y x y v a x b x y c y a x( , ; , )1 1 2 2 1 1
2

1 1 1 1 1
2

2 2
22

2 2 2 2 2
2

1 2 1 2 1 2 1 2

b x y c y

dx x ey y fx y gy x
(28)

The other characteristic functions have similar expansions. These expansions have three types of 
terms, those associated with the input space, the output space, and “interspace” terms. From the 
coefficients, information about imaging along a known ray is obtained. This subject is treated in the 
references for the section “Images About Known Rays.”

Expansions About the Axis

For rotationally symmetric systems, the building blocks for an expansion about the axis are

Object space term or: x y2 2 2 2 (29)

   Image space term or: x y2 2 2 2 (30)

     
Interspace term: or orxx yy x y

oor x y
(31)

(Here “between.”) The interspace term combines the variables included in  and . The general 
form can be written as a series

C aLMN
L M N

L M N( , , )
, ,

(32)

To second order, the expansion is

C a a a a a a( , , ) 0 100 010 001 200
2

020
2

002
2

110 101 011

a

a a a
(33)
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GENERAL PRINCIPLES OF GEOMETRICAL OPTICS  1.17

The constant term is the optical path length between coordinate origins in the two spaces. It is often 
unimportant, but it does matter if two systems are used in parallel, as in an interferometer. The three 
first-order terms give the paraxial approximation. For imaging systems, the second-order terms are 
associated with third-order ray aberrations, and so on.30 It is also possible to expand the characteristic 
functions in terms of three linear combinations of , , and . These combinations can be chosen 
so that the characteristic function of an aberration-free system depends on only one of the three 
terms, and the other two describe the aberrations.26,31,40

Paraxial Forms for Rotationally Symmetric Systems

These functions contain one each of the object space, image space, and interspace terms, with coef-
ficients aO, aI, and aB. The coefficients of the object and image space terms depend on the input and 
output plane locations. That of the interspace term depends on the system power. Point eikonal:

S x y x y a a x y a xx yy aO B I( , ; , ) ( ) ( ) (2 2 x y2 2) (34)

Angle characteristic:

T a a a aO B I( , ; , ) ( ) ( ) (2 2 2 2) (35)

Point-angle characteristic:

W x y a a x y a x y aO B I( , ; , ) ( ) ( ) (2 2 2 2) (36)

Angle-point characteristic:

W x y a a a x y aB I( , , , ) ( ) ( )O
2 2 (( )x y2 2 (37)

The corresponding coefficients in these expressions are different from each other. The familiar prop-
erties of paraxial and gaussian optics can be found from these functions by taking the appropriate 
partial derivatives.

Some Ideal Characteristic Functions

For a system that satisfies certain conditions, the form of a characteristic function can sometimes be 
found. Thereafter, some of its properties can be determined. Some examples of characteristic func-
tions follow, in each of which expression the function F is arbitrary.

For maxwellian perfect imaging (defined below) by a rotationally symmetric system between 
planes at z 0 and z 0 related by transverse magnification m, the point characteristic function, 
defined for z 0, is

V x y z x y F x y x mx y( , , ; , ) ( ) [( ) (2 2 2 mmy z) ] /2 2 1 2 (38)

Expanding the expression above for small x, x , y, y  give the paraxial form, Eq. (34). The form of the 
point-angle characteristic is

W x y F x y m n x n y( , ; , ) ( ) ( )2 2 (39)

The form of the angle-point characteristic is

W x y F x y
m

n x n y( , ; , ) ( ) ( )2 2 1 (40)

The functions F are determined if the imaging is also stigmatic at one additional point, for example, 
at the center of the pupil.26,34,40,41 The angular characteristic function has the form

T F n mn n mn( , ; , ) [( ) ( ) ]2 2 (41)

where F is any function.
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1.18  GEOMETRICAL OPTICS

For a lens of power that stigmatically images objects at infinity in a plane, and does so in either 
direction,

S x y x y xx yy T( , ; , ) ( ) ( , ; ,and ) ( )
nn

(42)

Partially differentiating with respect to the appropriate variables shows that for such a system, the 
heights of point images in the rear focal plane are proportional to the sines of the incident angles, 
rather than the tangents.

1.5 RAYS IN HETEROGENEOUS MEDIA

Introduction

This section provides equations for describing and determining the curved ray paths in a heteroge-
neous or inhomogeneous medium, one whose refractive index varies with position. It is assumed 
here that n(x) and the other relevant functions are continuous and have continuous derivatives to 
whatever order is needed. Various aspects of this subject are discussed in a number of books and 
papers.42–49 This material is often discussed in the literature on gradient index lenses50–54 and in dis-
cussions of microwave lenses.55–58

Differential Geometry of Space Curves

A curved ray path is a space curve, which can be described by a standard parametric description, 
x( ) [ ( ), ( ), ( )],x y z  where  is an arbitrary parameter.46,59–62

Different parameters may be used according to the situation. The path length s along the ray is 
sometimes used, as is the axial position z. Some equations change form according to the parameter, 
and those involving derivatives are simplest when the parameter is s. Derivatives with respect to the 
parameter are denoted by dots, so x x( ) ( ) [ ( ), ( ), ( )].d d x y z/  A parameter other than s is a 
function of s, so d ds d d d dsx x( ) ( )( )./ / /

Associated with space curves are three mutually perpendicular unit vectors, the tangent vector t,
the principal normal n, and the binormal b, as well as two scalars, the curvature and the torsion. The 
direction of a ray is that of its unit tangent vector

t
x
x

x
( )

| ( )|
( ) ( , , )s (43)

The tangent vector t is the same as the direction vector r used elsewhere in this chapter. The rate of 
change of the tangent vector with respect to path length is

n t x( ) ( ) , ,s s
d
ds

d
ds

d
ds (44)

The normal vector is the unit vector in this direction

n
x
x

( )

| ( )|

s

s
(45)

The vectors t and n define the osculating plane. The curvature | ( )|x s  is the rate of change of 
direction of t in the osculating plane.

2
2

6
2| ( ) ( )|

| ( )|
| ( )|

x x
x

x s
d
ds

2 2 2
d
ds

d
ds

(46)
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The radius of curvature is 1/ . Perpendicular to the osculating plane is the unit binormal vector

b t n
x x

x
( ) ( )
| ( )|
s s

s
(47)

The torsion is the rate of change of the normal to the osculating plane

b
n x x x

x
( )

( ) [ ( ) ( )] ( )

| ( )
s

d s
ds x

x x x

x( )|

[ ( ) ( )] ( )

| ( )|2 2

s s s

s
(48)

The quantity 1/  is the radius of torsion. For a plane curve, 0 and b is constant. The rates of 
change of t, n, and b are given by the Frenet equations:

t n n t b b n( ) ( ) ( )s s s, , (49)

In some books, 1/  and 1/  are used for what are denoted here by and .

Differential Geometry Equations Specific to Rays

From the general space curve equations above and the differential equations below specific to rays, 
the following equations for rays are obtained. Note that n here is the refractive index, unrelated to n.
The tangent and normal vectors are related by Eq. (59), which can be written

log ( log )n nn t t (50)

The osculating plane always contains the vector n. Taking the dot product with n in the above 
equation gives

log
log ( log )

n
N

n nn b x (51)

The partial derivative / N is in the direction of the principal normal, so rays bend toward regions 
of higher refractive index. Other relations46 are

n x x( ) [ log ( )]s n s (52)

b x b( ) logs n nand 0 (53)

( ( ) )

| ( )|

x

x

s n n

n s 2 (54)

Variational Integral

Written in terms of parameter , the optical path length integral, Eq. (7), is

V nds n
ds
d

d d (55)

The solution for ray paths involves the calculus of variations in a way analogous to that used 
in classical mechanics, where the time integral of the lagrangian  is an extremum.63 If  has 
no explicit dependence on , the mechanical analogue to the optics case is of no explicit time 
dependence.
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Differential Equations for Rays

General Differential Equations Because the optical path length integral is an extremum, the 
integrand  satisfies the Euler equations.46 For an arbitrary coordinate system, with coordinates 
q1, q2, q3 and the derivatives with respect to the parameter q dq di i / , the differential equations 
for the path are

0
d

d q q
d

d
n

q
ds
d q

n
i i i i

dds
d

i; , ,1 2 3 (56)

Cartesian Coordinates with Unspecified Parameter In cartesian coordinates ds d x y z/ ( ) ,/2 2 2 1 2

so the x equation is

0 2

d
d

n
x

ds
d

ds
d

n
x

d
d

nx
x y( 22 2 1 2

2 2 2 1 2

z
x y z

n
x)

( )/
/ (57)

Similar equations hold for y and z.

Cartesian Coordinates with Parameter s With s, so ds/d 1, an expression, sometimes 
called the ray equation, is obtained.28

n
d
ds

n
d s

ds
n

d s

ds

dn s
ds

dx x x( ) ( ) [ ( )]2

2

xx( )s
ds

(58)

Using dn ds n/ x, the ray equation can also be written

n n n n nx x x x x x( ) log ( log )or (59)

Only two of the component equations are independent, since | | .x 1

Cartesian Coordinates with Parameter ds n/ The parameter ds /n, for which ds/d n
and n x y z2 2 2 2, gives44

d

d
n

2

2
1
2

2x
( ) (60)

This equation is analogous to Newton’s law of motion for a particle, F m d2x/dt2, so the ray paths 
are like the paths of particles in a field with a potential proportional to n2(x). This analogy describes 
paths, but not speeds, since light travels slower where n is greater, whereas the particles would have 
greater speeds.64,65

Euler Equations for Parameter z If z, then ds d x y/ ( ) /2 2 1 21  and ( , ; , ; ).x y x y z
This gives45,49

0
1 2

d
dz

n
x

ds
dz

ds
dz

n
x

d
dz

nx

x( y
x y

n
x2 1 2

2 2 1 21
)

( )
/

/ (61)

with a similar equation for y. The equations can also be written (Refs. 51, app. A, and 66) as

nx x y
n
x

n
z

x ny x( ) (1 12 2 22 2y
n
y

n
z

y) (62)

This parameter is particularly useful when n is rotationally symmetric about the z axis.
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Hamilton’s Equations with Cartesian Coordinates for Parameter z A set of Hamilton’s equa-
tions can also be written in cartesian coordinates using z as the parameter.45,49 The canonical 
momenta in cartesian coordinates are the optical direction cosines

p
x

n p
y

nx y (63)

The hamiltonian is

( , ; , ; ) ( , , )x y p p z xp yp n x y zx y x y
2 ( )p px y

2 2 (64)

Hamilton’s equations are

dx
dz p

dy
dz p

dp

dz x

dp

dzx y

x y
, , ,

y
(65)

It is not possible to write a set of Hamilton’s equations using an arbitrary parameter and three 
canonical momenta, since they are not independent.67 Another equation is

z
d
dz

n
z

1 (66)

Paraxial Form of Hamilton’s Equations for  z In the paraxial limit, if n0 is the average index, the 
above set of equations gives49

d x z

dz n
n
x

d y z

dz n
n
y

2

2
0

2

2
0

1 1( ) ( )
(67)

Other Forms A variety of additional differential equations can be obtained with various parameters.67

Time cannot be used as a parameter.68 The equations can also be expressed in a variety of coordinate 
systems.56,58,69–71

Refractive Index Symmetries

When the refractive index has symmetry or does not vary with one or more of the spatial variables, 
the above equations may simplify and take special forms. If, in some coordinate system, n does not 
vary with a coordinate qi, so n/ qi 0, and if, in addition, / qi(ds/d ) 0, then

q q
n

q
ds
di

0 and constant (68)

There is an associated invariance of the ray path.44,49,56,58 (This is analogous to the case in mechanics 
where a potential does not vary with some coordinate.) A more esoteric approach to symmetries 
involves Noether’s theorem.72,73 There are a number of special cases.

If the index is rotationally symmetric about the z axis, n n x y z( , )2 2 , then / 0, where 
is the azimuth angle, and the constant of motion is analogous to that of the z component of angular 
momentum in mechanics for a potential with rotational symmetry. The constant quantity is the 
skew invariant, discussed in the section “Skew Invariant.”

If the refractive index is a function of radius, n n(r), there are two constants of motion. The 
ray paths lie in planes through the center (r 0) and have constant angular motion about an axis 
through the center that is perpendicular to this plane, so x p is constant. If the plane is in the x-y
plane, then n( y − x) is constant. This is analogous to motion of a particle in a central force field. 
Two of the best-known examples are the Maxwell fisheye48,74 for which n r r( ) ( ) ,1 2 1 and the 
Luneburg lens,45,75 for which n r r( ) 2 2  for r 1 and n 1 for r > 1.

DO
 N

OT
 D

UP
LI

CA
TE



1.22  GEOMETRICAL OPTICS

If n does not vary with z, then n  is constant for a ray as a function of z, according to 
Eq. (66).

If the medium is layered, so the index varies in only the z direction, then n  and n  are con-
stant. If  is the angle relative to the z axis, then n(z)sin (z) is constant, giving Snell’s law as a 
special case.

The homogeneous medium, where n/ x n/ y n/ z 0, is a special case in which there are 
three constants of motion, n , n , and n , so rays travel in straight lines.

1.6 CONSERVATION OF ÉTENDUE

If a bundle of rays intersects a constant z plane in a small region of size dx dy and has a small range 
of angles d d , then as the light propagates through a lossless system, the following quantity 
remains constant:

n dx dy d d n dAd d n dA d dx dy dp dpx y
2 2 2 cos (69)

Here dA dx dy is the differential area, d  is the solid angle, and  is measured relative to the normal 
to the plane. The integral of this quantity

n dxdy d d n dA d d n dA d dx dy dp dpx
2 2 2 cos yy

(70)

is the étendue, and is also conserved. For lambertian radiation of radiance Le, the total power 
transferred is P L n d d dx dye

2 . The étendue and related quantities are known by a variety 
of names,76 including generalized Lagrange invariant, luminosity, light-gathering power, light grasp,
throughput, acceptance, optical extent, and area-solid-angle-product. The angle term is not actually a 
solid angle, but is weighted. It does approach a solid angle in the limit of small extent. In addition, 
the integrations can be over area, giving n d d dA2 , or over angle, giving n dA d d2 .  A related 
quantity is the geometrical vector flux,77 with components ( , , ).dp dp dp dp dp dpy z x z x y

 In some 
cases these quantities include a brightness factor, and in others they are purely geometrical. The étendue 
is related to the information capacity of a system.78

As special case, if the initial and final planes are conjugate with transverse magnification m dx /
dx dy /dy, then

n d d n m d d2 2 2 (71)

Consequently, the angular extents of the entrance and exit pupil in direction cosine coordinates are 
related by

n d d n m d d2 2 2

exit pupilentrance pupil
(72)

See also the discussion of image irradiance in the section on apertures and pupils.
This conservation law is general; it does not depend on index homogeneity or on axial symmetry. 

It can be proven in a variety of ways, one of which is with characteristic functions.79–81 Phase space 
arguments involving Liouville’s theorem can also be applied.82–85 Another type of proof involves ther-
modynamics, using conservation of radiance (or brightness) or the principle of detailed balance.86–89

Conversely, the thermodynamic principle can be proven from the geometrical optics one.90–92 In 
the paraxial limit for systems of revolution the conservation of étendue between object and image 
planes is related to the two-ray paraxial invariant, Eq. (152). Some historical aspects are discussed by 
Rayleigh.93,94
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1.7 SKEW INVARIANT

In a rotationally symmetric system, whose indices may be constant or varying, a skew ray is one that 
does not lie in a plane containing the axis. The skewness of such a ray is

n y x p y p xx y( ) (73)

As a skew ray propagates through the system, this quantity, known as the skew invariant, does not 
change.95–104 For a meridional ray, one lying in a plane containing the axis, 0. The skewness can 
be written in vector form as

a x p( ) (74)

where a is a unit vector along the axis, x is the position on a ray, and p is the optical cosine vector at 
that position.

This invariance is analogous to the conservation of the axial component of angular momentum 
in a cylindrical force field, and it can be proven in several ways. One is by performing the rotation 
operations on , , x, and y (as discussed in the section on heterogeneous media). Another is by 
means of characteristic functions. It can also be demonstrated that  is not changed by refraction or 
reflection by surfaces with radial gradients. The invariance holds also for diffractive optics that are 
figures of rotation.

A special case of the invariant relates the intersection points of a skew ray with a given meridian. 
If a ray with directions ( , ) in a space of index n intersects the x 0 meridian with height y, then at 
another intersection with this meridian in a space with index n , its height y , and direction cosine 

 are related by

n y n y (75)

The points where rays intersect the same meridian are known as diapoints and the ratio y /y as the 
diamagnification.99

1.8 REFRACTION AND REFLECTION AT INTERFACES 
BETWEEN HOMOGENEOUS MEDIA

Introduction

The initial ray direction is specified by the unit vector r ( , , ). After refraction or reflection the 
direction is r ( , , ). At the point where the ray intersects the surface, its normal has direction 
S (L, M, N).

The angle of incidence I is the angle between a ray and the surface normal at the intersection 
point. This angle and the corresponding outgoing angle I  are given by

|cos | | | | |

|cos | | | |

I L M N

I L

r S

r S M N|
(76)

In addition

     |sin | | | |sin | | |I Ir S r Sand (77)

The signs of these expressions depend on which way the surface normal vector is directed. The surface 
normal and the ray direction define the plane of incidence, which is perpendicular to the vector cross 
product S r ( , , ).M N N L L M After refraction or reflection, the outgoing ray is in 
the same plane. This symmetry is related to the fact that optical path length is an extremum.
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The laws of reflection and refraction can be derived from Fermat’s principle, as is done in many 
books. At a planar interface, the reflection and refraction directions are derived from Maxwell’s 
equations using the boundary conditions. For scalar waves at a plane interface, the directions are 
related to the fact that the number of oscillation cycles is the same for incident and outgoing waves.

Refraction

At an interface between two homogeneous and isotropic media, described by indices n and n , the 
incidence angle I and the outgoing angle I  are related by Snell’s law:105

n I n Isin sin (78)

If sin I > 1, there is total internal reflection. Another relationship is

n I n n I n n n Icos sin cos2 2 2 2 2 2 2 (79)

Snell’s law can be expressed in a number of ways, one of which is

n n[ ( ) ] [ ( ) ]r r S S r r S S (80)

Taking the cross product of both sides with S gives another form

n n( ) ( )S r S r (81)

A quantity that appears frequently in geometrical optics (but which has no common name or 
symbol) is

n I n Icos cos (82)

It can be written in several ways

( ) cos sin cosn n n I n n I n I nr r S 2 2 2 2 n n I2 2 2cos (83)

In terms of , Snell’s law is

n nr r S (84)

or

n n L n n M n n N, , (85)

The outgoing direction is expressed explicitly as a function of incident direction by

n n n n n nr r S r S r S[ ( ) ]2 2 2 (86)

If the surface normal is in the z direction, the equations simplify to

n n n n n n n n, , 2 2 2 2 (87)

If 0, this reduces to n n , the familiar form of Snell’s law, written with direction cosines, 
with n n n( ) /2 2 2 1 2, corresponding to Eq. (79). Another relation from Eq. (85) is

n n

L

n n

M

n n

N
(88)

All of the above expressions can be formally simplified by using p nr and p n r . For a succession 
of refractions by parallel surfaces,

n I n I n I1 1 2 2 3 3sin sin sin (89)
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so the angles within any two media are related by their indices alone, regardless of the intervening 
layers. Refractive indices vary with wavelength, so the angles of refraction do likewise.

Reflection

The reflection equations can be derived from those for refraction by setting the index of the 
final medium equal to the negative of that of the incident medium, i.e., n −n, which gives 

2n Icos . The angles of incidence and reflection are equal

I I (90)

The incident and reflected ray directions are related by

S r S r (91)

Another expression is

r r S r S r S( ) ( cos )2 2 I (92)

The components are

2 2 2L I M I N Icos cos cos (93)

This relationship can be written in terms of dyadics106 as r (I − SS) · r. This is equivalent to the 
matrix form107–111

1 2 2 2
2 1 2 2
2

2

2

L LM LN
LM M MN
LLN MN N2 1 2 2

(94)

Each column of this matrix is a set of direction cosines and is orthogonal to the others, and likewise 
for the rows. The matrix associated with a sequence of reflections from plane surfaces is calculated 
by multiplying the matrices for each reflection. Another relationship is

L M N
(95)

If the surface normal is in the z direction, so (L, M, N) (0, 0, 1), then

(96)

Reflection by a Plane Mirror: Positions of Image Points

If light from a point (x, y, z) is reflected by a plane mirror whose distance from the coordinate origin 
is d, and whose surface normal has direction (L, M, N), the image point coordinates (x , y , z ) are 
given by

x
y
z

L LM LN dL
LM M

1

1 2 2 2 2
2 1 2

2

2 2 2
2 2 1 2 2
0 0 0 1

2

MN dM
LN MN N dN

x
y
z
11

(97)

This transformation involves both rotation and translation, with only the former effect applying if 
d 0. It is an affine type of collinear transformation, discussed in the section on collineation. The 
effect of a series of reflections by plane mirrors is found by a product of such matrices. The transfor-
mation can also be formulated in terms of quaternions.110,112
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Diffractive Elements

The changes in directions produced by gratings or diffractive elements can be handled in an ad hoc 
geometrical way113,114

n n GGr S r S q
p

(98)

Here  is the vacuum wavelength, p is the grating period, q is a unit vector tangent to the surface 
and parallel to the rulings, and G is the diffraction order. Equations (81) and (91) are special cases 
of this equation for the 0th order.

1.9 IMAGING

Introduction

Image formation is the principal use of lenses. Moreover, lenses form images even if this is not their 
intended purpose. This section provides definitions, and discusses basic concepts and limitations. 
The purposes of the geometrical analysis of imaging include the following: (1) discovering the 
nominal relationship between an object and its image, principally the size, shape, and location of the 
image, which is usually done with paraxial optics; (2) determining the deviations from the nomi-
nal image, i.e., the aberrations; (3) estimating image irradiance; (4) understanding fundamental 
limitations—what is inherently possible and impossible; and (5) supplying information for diffrac-
tion calculations, usually the optical path lengths.

Images and Types of Images

A definition of image (Webster 1934115) is: “The optical counterpart of an object produced by a lens, 
mirror, or other optical system. It is a geometrical system made up of foci corresponding to the parts 
of the object.” The point-by-point correspondence is the key, since a given object can have a variety 
of different images.

Image irradiance can be found only approximately from geometrical optics, the degree of accu-
racy of the predictions varying from case to case. In many instances wave optics is required, and for 
objects that are not self-luminous, an analysis involving partial coherence is also needed.

The term image is used in a variety of ways, so clarification is useful. The light from an object 
produces a three-dimensional distribution in image space. The aerial image is the distribution on a 
mathematical surface, often that of best focus, the locus of points of the images of object points. An 
aerial image is never the final goal; ultimately, the light is to be captured. The receiving surface (NS) 
is that on which the light falls, the distribution of which there can be called the received image (NS). 
This distinction is important in considerations of defocus, which is a relationship, not an absolute. 
The record thereby produced is the recorded image (NS). The recorded image varies with the posi-
tion of the receiving surface, which is usually intended to correspond with the aerial image surface. 
In this section, “image” means aerial image, unless otherwise stated.

Object Space and Image Space

The object is said to exist in object space; the image, in image space. Each space is infinite, with a 
physically accessible region called real, and an inaccessible region, referred to as virtual. The two 
spaces may overlap physically, as with reflective systems. Corresponding quantities and locations 
associated with the object and image spaces are typically denoted by the same symbol, with a prime 
indicating image space. Positions are specified by a coordinate system (x, y, z) in object space and 
(x , y , z ) in image space. The refractive indices of the object and image spaces are n and n .
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Image of a Point

An object point is thought of as emitting rays in all directions, some of which are captured by the 
lens, whose internal action converges the rays, more or less, to an image point, the term “point” being 
used even if the ray convergence is imperfect. Object and image points are said to be conjugate. Since 
geometrical optics is reversible, if A  is the image of A, then A is the image of A .

Mapping Object Space to Image Space

If every point were imaged stigmatically, then the entire object space would be mapped into the 
image space according to a transformation

x x x y z y y x y z z z x y z( , , ) ( , , ) ( , , ) (99)

The mapping is reciprocal, so the equations can be inverted. If n and n  are constant, then the mapping 
is a collinear transformation, discussed below.

Images of Extended Objects

An extended object can be thought of as a collection of points, a subset of the entire space, and its 
stigmatic image is the set of conjugate image points. A surface described by 0 F(x, y, z) has an 
image surface

0 F x y z F x x y z y x y( , , ) [ ( , , ), ( , , z z x y z), ( , , )] (100)

A curve described parametrically by x( ) [ ( ), ( ), ( )]x y z  has an image curve

x ( ) { [ ( ), ( ), ( )], [ ( ), ( ), ( )x x y z y x y z ]], [ ( ), ( ), ( )]}z x y z (101)

Rotationally Symmetric Lenses

Rotationally symmetric lenses have an axis, which is a ray path (unless there is an obstruction). All 
planes through the axis, the meridians or meridional planes, are planes with respect to which there is 
bilateral symmetry. An axial object point is conjugate to an axial image point. An axial image point 
is located with a single ray in addition to the axial one. Off-axis object and image points are in the 
same meridian, and may be on the same or opposite sides of the axis. The object height is the dis-
tance of a point from the axis, and the image height is that for its image. It is possible to have rota-
tional symmetry without bilateral symmetry, as in a system made of crystalline quartz,116 but such 
systems are not discussed here. For stigmatic imaging by a lens rotationally symmetric about the z axis, 
Eq. (99) gives

x x x z y y y z z z z( , ) ( , ) ( ) (102)

Planes Perpendicular to the Axis

The arrangement most often of interest is that of planar object and receiving surfaces, both perpen-
dicular to the lens axis. When the terms object plane and image plane are used here without further 
elaboration, this is the meaning. (This arrangement is more common for manufactured systems 
with flat detectors, than for natural systems, for instance, eyes, with their curved retinas.)
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Magnifications

The term magnification is used in a general way to denote the ratio of conjugate object and image 
dimensions, for example, heights, distances, areas, volumes, and angles. A single number is inad-
equate when object and image shapes are not geometrically similar. The term magnification implies 
an increase, but this is not the case in general.

Transverse Magnification

With object and image planes perpendicular to the axis, the relative scale factor of length is the 
transverse magnification or lateral magnification, denoted by m, and usually referred to simply as “the 
magnification.” The transverse magnification is the ratio of image height to object height, m h /h.
It can also be written in differential form, e.g., m dx /dx or m x / x. The transverse magnifica-
tion has a sign, and it can have any value from −  to + . Areas in such planes are scaled by m2. A 
lens may contain plane mirrors that affect the image parity or it may be accompanied by external 
plane mirrors that reorient images and change their parity, but these changes are independent of the 
magnification at which the lens works.

Longitudinal Magnification

Along the rotational axis, the longitudinal magnification, mL, also called axial magnification, is the 
ratio of image length to object length in the limit of small lengths, i.e., mL dz /dz.

Visual Magnification

With visual instruments, the perceived size of the image depends on its angular subtense. Visual 
magnification is the ratio of the angular subtense of an image relative to that of the object viewed 
directly. Other terms are used for this quantity, including “magnification,” “power,” and “magnifying 
power.” For objects whose positions can be controlled, there is arbitrariness in the subtense without the 
instrument, which is greatest when the object is located at the near-point of the observer. This distance 
varies from person to person, but for purposes of standardization the distance is taken to be 250 mm. 
For instruments that view distant objects there is no arbitrariness of subtense with direct viewing.

Ideal Imaging and Disappointments in Imaging

Terms such as perfect imaging and ideal imaging are used in various ways. The ideal varies with the 
circumstances, and there are applications in which imaging is not the purpose, for instance, energy 
collection and Fourier transformation. The term desired imaging might be more appropriate in cases 
where that which is desired is fundamentally impossible. Some deviations from what is desired are 
called aberrations, whether their avoidance is possible or not. Any ideal that can be approximated 
must agree in its paraxial limit ideal with what a lens actually does in its paraxial limit.

Maxwellian Ideal for Single-Plane Imaging

The most common meaning of perfect imaging is that elucidated by Maxwell,117 and referred to 
here as maxwellian ideal or maxwellian perfection. This ideal is fundamentally possible. The three 
conditions for such imaging of points in a plane perpendicular to the lens axis are: (1) Each point 
is imaged stigmatically. (2) The images of all the points in a plane lie on a plane that is likewise per-
pendicular to the axis, so the field is flat, or free from field curvature. (3) The ratio of image heights 
to object heights is the same for all points in the plane. That is, transverse magnification is constant, 
or there is no distortion.
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The Volume Imaging Ideal

A more demanding ideal is that points everywhere in regions of constant index be imaged stigmati-
cally and that the imaging of every plane be flat and free from distortion. For planes perpendicular 
to the lens axis, such imaging is described mathematically by the collinear transformation, discussed 
later. It is inherently impossible for a lens to function in this way, but the mathematical apparatus of 
collineation is useful in obtaining approximate results.

Paraxial, First-Order, and Gaussian Optics

The terms “paraxial,” “first order,” and “gaussian” are often used interchangeably, and their consid-
eration is merged with that of collineation. The distinction is often not made, probably because 
these descriptions agree in result, although differing in approach. One of the few discussions is 
that of Southall.118 A paraxial analysis has to do with the limiting case in which the distances of 
rays from the axis approach zero, as do the angles of the rays relative to the axis. The term first
order refers to the associated mathematical approximation in which the positions and directions 
of such rays are computed with terms to the first order only in height and angle. Gaussian refers 
to certain results of the paraxial optics, where lenses are black boxes whose properties are sum-
marized by the existence and locations of cardinal points. In the limit of small heights and angles, 
the equations of collineation are identical to those of paraxial optics. Each of these is discussed in 
greater detail below.

Fundamental Limitations

There are fundamental geometrical limitations on optical systems, relating to the fact that a given 
ray passes through many points and a given point lies on many rays. So the images of points on the 
same line or plane, or on different planes, are not independent. A set of rays intersecting at several 
points in object space cannot be made to satisfy arbitrary requirements in image space. Such limita-
tions are best studied by the methods of hamiltonian optics.

Stigmatic Imaging

If all rays from an object point converge precisely to an image point, the imaging of this point is said 
to be stigmatic. The optical path lengths of all rays between two such points are identical. A stigmatic 
image point is located by the intersection of any two rays that pass through the points. An absolute 
instrument is one which images all points stigmatically.119 For such imaging

n x n x n y n y n z n z, , (103)

where conjugate length elements are x and x , y and y , z and z

Path Lengths and Conjugate Points

All the rays from an object point to its stigmatic image point have the same optical path length. For 
focal lenses, the paths lengths for different pairs of conjugate points in a plane perpendicular to the 
axis are different, except for points on circles centered on the axis. For afocal lenses path lengths 
are nominally the same for all points in planes perpendicular to the axis. For afocal lenses with 
transverse magnification ±n/n , path lengths can be the same for all points. In general, the path 
lengths between different points on an object and image surface are equal only if the shape of the 
image surface is that of a wavefront that has propagated from a wavefront whose shape is that of 
the object surface.
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The Cosine Condition

The cosine condition relates object space and image space ray angles, if the imaging is stigmatic over 
some area.116,120,121 Let the x-y plane lie in the object surface and the x -y  plane in the conjugate 
surface (Fig. 2). Two rays leaving a point in the object region have direction cosines ( 1, 1) and ( 2, 2), 
and the rays on the image side have ( , )1 1  and ( , ).2 2 If the imaging is stigmatic, with local trans-
verse magnification m on the surface, then

m
n
n

n
n

( )
( )

( )
( )

1 2

1 2

1 2

1 2
(104)

In the limit as 1 2 and 1 2, the cosine condition gives

m
n d

n d
nd

n d
(105)

This condition also holds in the more general case of isoplanatic imaging, where there is aberration 
that is locally constant across the region in question.122,123

The Abbe Sine Condition

The sine condition or Abbe sine condition119,124 is a special case of the cosine condition for object and 
image planes perpendicular to the axis in regions about the axis. For a plane with transverse magni-
fication m, let  be the angle relative to the axis made by a ray from an axial object point, and  be 
that in image space. If the lens is free of coma

m
n

n
n

n
n

n
sin
sin

(106)

FIGURE 2 The cosine condition. A small area in object space about the origin 
in the x-y plane is imaged to the region around the origin of the x -y  plane in image 
space. A pair of rays from the origin with direction cosines ( 1, 1) and ( 2, 2) arrive 
with ( 1, 1) and ( 2, 2). The direction cosines and the transverse magnification in 
the planes are related by Eq. (104).
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for all  and . There are signs associated with  and , so that m > 0 if they have the same sign, 
and m < 0 if the signs are opposite. This equation is sometimes written with m replaced by the ratio 
of paraxial angles. There is sometimes the implication that  and  refer only to the extreme angles 
passing through the lens, when in fact the sine condition dictates that the ratio of the sines is the 
constant for all angles. For an object at infinity, the sine condition is

sin
y
f

n yor (107)

where y is the height of a ray parallel to the axis, is the power of the lens, and f  is the rear focal 
length. These relationships hold to a good approximation in most lenses, since small deviations are 
associated with large aberrations. A deviation from this relationship is called offense against the sine 
condition, and is associated with coma.123,125–128 The sine condition does not apply where there are 
discontinuities in ray behavior, for example, in devices like Fresnel lenses, or to diffraction-based 
devices like zone plates.

The Herschel Condition

The Herschel condition is a relationship that holds if the imaging is stigmatic for nearby points along 
the axis.119,129,130 The two equivalent relations are

m
n

n
m

n
nL

sin

sin

sin ( )
sin

1
2

1
2

2 1
2and 22 1
2

1
1( )

( )
( )

n
n

(108)

The Herschel condition is inconsistent with the sine condition unless m n n/ . So, in general, stigmatic 
imaging in one plane precludes that in others.

Sine and Herschel Conditions for Afocal Systems

For afocal systems the sine condition and Herschel condition are identical. For rays entering parallel 
to the axis at y and leaving at y , they are

m
y

y
(109)

That is, the ratio of incoming and outgoing heights is independent of the incoming height. (Ref. 
128, chap. 3, “The Sine Condition and Herschel’s Condition”).

Stigmatic Imaging Possibilities

For object and image spaces with constant refractive indices, stigmatic imaging is only pos-
sible for the entire spaces for afocal lenses with identical transverse and longitudinal magnifications 
m ±n/n  and |mL| |m|. Such lenses re-create not only the intersection points, but the wavefronts, 
since the corresponding optical path lengths are the same in both spaces, Eq. (103). For other lenses 
with constant object and image space indices, the maxwellian ideal can be met for only a single sur-
face. In addition, a single point elsewhere can be imaged stigmatically.127,131 Nonplanar surfaces can 
be imaged stigmatically, a well-known example being the imaging of spherical surfaces by a spheri-
cal refracting surface, for a particular magnification.119 For systems with spherical symmetry, it is 
possible that two nonplanar surfaces be stigmatically imaged.132 In addition, various systems with 
heterogeneous indices can image stigmatically over a volume.
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1.10 DESCRIPTION OF SYSTEMS OF REVOLUTION

Introduction

This section is concerned with the optical description of lens and mirror systems that are figures of 
revolution.133–145 From a mechanical viewpoint, optical systems are comprised of lenses and mirrors. 
From the point of view of the light, the system is regions of media with different indices, separated 
by interfaces of various shapes. This section is limited to homogeneous isotropic media. It is further 
restricted to reflecting and refracting surfaces that are nominally smooth, and to surfaces that are 
figures of revolution arranged so their axes are collinear, so the entire system is a figure of revolution 
about the lens axis. (The often-used term “optical axis” is also used in crystallography. Moreover, the 
axis is often mechanical as well as “optical.”) The lens axis is the z axis of an orthogonal coordinate 
system, with the x-y plane perpendicular. The distance from a point to the axis is x y2 2 .
Along the axis, the positive direction is from left to right.

Terminology

A meridian or meridional plane contains the axis, all such planes being equivalent. Meridional 
planes are planes of bilateral symmetry if the indices are homogeneous and isotropic. Some optical 
systems are comprised of pieces of surfaces of revolution, in which case it is still useful to discuss 
the behavior about the axis.

Reflection, Unfolded Diagrams

Light passes through refractive systems more or less in the same direction relative to the axis. In 
reflective and catadioptric systems, the light may change directions. (It may not, in the case of graz-
ing incidence optics.) In order to consider all types of systems in a unified way, pictorially and alge-
braically, reflections can often be “unfolded,” i.e., represented pictorially as transmission, with mir-
rors replaced by hypothetical lenses with the same properties, Figs. 3 and 18. Some structures must 
be taken into account several times in unfolding. For example, a hole may block light at one point 
along a ray and transmit it at another. (In some considerations, unfolding can be misleading—for 
instance, those involving stray light.)

Description of Surfaces

A surface is an interface between media with different refractive indices—either refracting or 
reflecting. The surface is the optical element, produced by a lens, which is a mechanical element. 
Surfaces can be described mathematically in many ways. (For example, conics can be described as 
loci of points with certain relationships.) In optical instruments, the entire surface is rarely used, 
and the axial region is usually special, so the description usually begins there and works out. The 
vertex of a figure of revolution intersects with the axis, and is a local extremum. The plane perpen-
dicular to the axis and tangent to the vertex will be referred to as the vertex plane (NS). A surface 
can be described by its sag, the directed distance z( ) from the vertex plane to the surface, Fig. 4. 
The vertex is usually taken to have z(0) 0. The vertex curvature or paraxial curvature c and radius 
of curvature r are given by

c
r

z1 2

2
0

( )
(110)
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For an arbitrary surface, this curvature is identical to that of the sphere which is a best fit on axis. 
The sign convention for curvature and radius is that c and r are positive if the center of curvature is 
to the right of the vertex, as in the case shown in Fig. 4. In general, the curvature is mathematically 
more foolproof than radius, since curvature can be zero, but it is never infinite, whereas radius is 
never zero, but may be infinite.

FIGURE 3 Example of an unfolded diagram. The two-mirror system above 
has an unfolded representation below. The reflective surfaces are replaced by thin 
lens equivalents. Their obstructions and the finite openings are accounted for by 
dummy elements.

FIGURE 4 Description of a surface 
of revolution. The distance from the axis is 

, and the sag z( ) is the distance from the 
vertex tangent plane to the surface.
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Spherical Surfaces

The spherical surface is the most common in optics, since it is most naturally produced. Spherical 
is the default, and is assumed when no other mention is made. Aspheres are thought of as deviating 
from spheres, rather than spheres as special cases of more general forms. The equation for a sphere 
with radius r, curvature c, and a vertex at z 0 is

2 2 2( )z r r (111)

The sag is given by

z r r r c
c

c
( ) ( )2 2 2 2

2

2 2
1 1

1 1
(112)

The Taylor expansion is

z c c c c c( ) 1
2

2 1
8

3 4 1
16

5 6 5
128

7 8 7
256

9 100 (113)

At the point (x, y, z) on the surface of the sphere, the surface normal has direction cosines

( , , ) , , ( , , )L M N
x
r

y
r

z r
r

cx cy cz 1 (114)

Conics of Rotation

The general form of a conic of rotation about the z axis is

z
r

c
c

c
( ) ( )1 1

1 1
2 2

2

2 2
(115)

The value of  determines the type of conic, as given in the table below. It is common in optics to 
use , the conic parameter or conic constant, related by

1 1or (116)

Another parameter used to describe conics is the eccentricity e, used in the polar coordinate form for 
conics about their focus: r a e( ) / ( cos )1  where e2 − . In the case of paraboloids, the first 
form of Eq. (115) breaks down. A cone can be approximated by a hyperbola with − sec2 , where 

 is the cone half angle.

Conic Type and Value of Parameter

Parameter e

Oblate ellipsoid > 1 > 0 —
Sphere 1 0 0
Prolate ellipsoid 0 < < 1 −1 < < 0 0 < e < 1
Paraboloid 0 −1 e 1
Hyperboloid < 0 < −1 e > 1

The Taylor expansion for the sag is

z c c c c( ) 1
2

2 1
8

3 4 1
16

2 5 6 5
128

3 7 8 7
2566

4 9 10c (117)

The surface normals are

( , , ) [ ( ) ( ) ] ( , ,/L M N c z c z cx cy c1 2 1 12 2 1 2 zz 1) (118)
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The sagittal and tangential curvatures are

c
c

c
c

c

cs t[ ( ) ]
,

[ ( ) ]/ /1 1 1 12 2 1 2 2 2 3 2
(119)

General Asphere of Revolution

For an arbitrary figure of revolution all of whose derivatives are continuous, the Taylor expansion is

z c q q( ) 1
2

2
4

4
6

6 (120)

An asphere is often treated as a sphere that matches at the vertex and a deviation therefrom:

z z a a( ) ( )sphere 4
4

6
6 (121)

Alternatively, nonconic aspheres can be treated as conics and a deviation therefrom:

z z b b( ) ( )conic 4
4

6
6 (122)

The expansion coefficients are different in each case. Additional information on the coefficients is given 
by Malacara144 and Brueggemann.135 The sagittal and tangential curvatures are given in general by

c
z

z
c

z

zs t

( )

[ ( ) ]
,

( )

[ ( ) ]/1 12 1 2 2 3//2 (123)

Here z dz d( ) ( )/ and z d z d( ) ( ) .2 2/

1.11 TRACING RAYS IN CENTERED SYSTEMS 
OF SPHERICAL SURFACES

Introduction

Ray tracing is the process of calculating the paths of rays through optical systems. Two operations 
are involved, propagation from one surface to the next and refraction or reflection at the surfaces. 
Exact equations can be written for spherical surfaces and conics of revolution with homogeneous 
media.146–153 Conics are discussed by Welford.152 For general aspheres, the intersection position is 
found by iterating.153,154 Nonsymmetric systems are discussed by Welford.152

Description and Classification of Rays in a Lens

For optical systems with rotational symmetry, rays are typically described in terms of the axial 
parameter z. A ray crosses each constant z plane at a point (x, y) with direction cosines ( , , ), 
where  is not independent. Thus a ray is described by [x(z), y(z)] and [ (z), (z)].

For systems that are figures of revolution, meridional rays are those lying in a meridional plane, 
a plane that includes the axis, and other rays are skew rays. The axial ray corresponds to the axis of 
revolution. Rays are also classified according to their proximity to the axis. Paraxial rays are those in 
the limit of having small angles and small distances from the axis. Nonparaxial rays are sometimes 
referred to as finite rays or real rays. Ray fans are groups of rays lying in a plane. A tangential fan lies 
in a meridian, and intersects at a tangential focus. A sagittal fan lies in a plane perpendicular to a 
meridian, and intersects at a sagittal focus.
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Transfer

In propagating through a homogeneous medium, a ray originating at (x1, y1, z1) with directions ( , , )
intersects a z2 plane at

x x z z y y z z2 1 2 1 2 1 2 1( ) ( )and (124)

Intersection Points

Let the intersection points of the ray with the vertex plane at z 0 be (x0, y0, 0), Fig. 5. Define auxil-
iary functions

A x y c c x y B x y( , ; , ; ) ( ) ( , ,0 0 0 0 0 0and c c x y) ( )2
0
2

0
2 (125)

The distance D along the ray from this point to the surface is given by

cD A A B
B

A A B
2

2
(126)

The intersection point has the coordinates

x x D y y D z D0 0, , (127)

The incidence angle I at the intersection point is given by

cosI A B2 (128)

so

n A B n n n A B2 2 2 2 2( ) (129)

Mathematically, double intersection points are possible, so they must be checked for. If the ray 
misses the surface, then A2 < B. If there is total internal reflection, the second square root in Eq. (129) 
is imaginary.

FIGURE 5 Intersection points. A ray 
with direction cosines ( , , ) intersects 
the vertex tangent plane at (x0, y0, 0) and 
the optical surface at (x, y, z). The distance 
between these points is D, given by Eq. (126).
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Refraction and Reflection by Spherical Surfaces

Rays refract or reflect at surfaces with reference to the local normal at the intersection point. The 
surface normal given by Eq. (114) is substituted in the general form for refraction, Eq. (85), to give

n n cx n n cy n ny cz, , ( )1 (130)

For reflection, the above equations are used, with n − n, so 2 2 2n I n A Bcos .

Meridianal Rays

The meridian is customarily taken to be that for which x 0, so the direction cosines are (0, , ). 
Let U be the angle between the axis and the ray, so sin U and cos U. The transfer equation, 
Eq. (124), becomes

y y U z z2 1 2 1tan ( ) (131)

The second equation of Eq. (130) can be written

n U n U cy n I n Isin sin ( cos cos ) (132)

If the directed distance from the vertex to the intersection point of the incident ray with the axis is l,
the outgoing angle is

U U lc U
n

n
lc Uarcsin[( )sin ] arcsin ( )sin1 1 (133)

The directed distance l  from the vertex to the axial intersection of the refracted ray is given by

cl cl
n
n

U
U

1 1( )
sin
sin

(134)

For reflection, setting n −n gives

U U lc U2 1arcsin[( )sin ] (135)

1.12 PARAXIAL OPTICS OF SYSTEMS 
OF REVOLUTION

Introduction

The term paraxial is used in different ways. In one, paraxial rays are those whose distances from 
the axis and whose angles relative to the axis are small. This leaves questions of how small is small 
enough and how this varies from system to system. The other interpretation of the term, which is 
used here, is that paraxial rays represent a limiting case in which the distances from the axis and 
angles relative to the axis vanish. Paraxial optics then describes the behavior of systems in this limit. 
The ray-tracing equations in the paraxial limit are linear in angle and in distance from the axis, 
hence the term first-order optics, which is often considered equivalent to paraxial. (There are no 0th-
order terms since the expansion is taken about the axis, so a ray with an initial height and angle of 
zero, i.e., a ray along the axis, has the same outgoing height and angle.) The linearity of the paraxial 
equations makes them simple and understandable, as well as expressible in matrix form. Paraxial ray 
tracing is discussed to some extent by almost every book that treats geometrical optics.
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Paraxial ray tracing is done to determine the gaussian properties of lenses, to locate image posi-
tions and magnifications, and to locate pupils and determine their sizes. Another use of paraxial ray 
tracing, not discussed here, is the computation of third-order aberrations.155

Paraxial imaging is perfect in the sense that it agrees with the Maxwell ideal and with that 
of collineation. Point images everywhere are stigmatic, fields are flat, and there is no distortion. 
Aberration is often thought of as the difference between the behavior of finite rays and that of 
paraxial rays. If this approach is taken, then in the process of lens design, finite rays are made to 
agree, insofar as possible, with the paraxial ones, which cannot be similarly changed. In the paraxial 
limit, surfaces are described by their vertex curvatures, so conics, aspheres, and spheres are indis-
tinguishable, the difference being in the fourth power and above. Consequently, aberrations can be 
altered by changing the surface asphericity without changing paraxial properties. A paraxial treatment 
can be done even if a system is missing the axial region, as in the case with central obstructions and 
off-axis sections of figures of revolution.

This section is concerned with systems of mirrors and lenses with rotational symmetry 
and homogeneous refractive indices. In this case, it suffices to work in a single meridian. 
Generalizations are found in the sections in this chapter on images about known rays and rays in 
heterogeneous media. Other generalizations involve expansions about given rays in systems that 
are not rotationally symmetric.

The Paraxial Limit

The lens axis is the z axis, and rays in the x 0 meridian are considered. Ray heights are y, and angles 
relative to the axis are u. In the paraxial limit, the quantities u, tan u, and sin u  are indistinguish-
able. The z-direction cosine is cos .u 1  Since the ray angles and heights are small, incidence 
angles are likewise, so i isin , cos ,I 1 cos ,I 1  and n I n I n ncos cos .

Transfer

In traversing a distance t between two planes, the height of a meridional ray changes from y to y
according to Eq. (124), y y + t / . In the paraxial limit, this equation becomes

y y tu (136)

If a ray travels from one curved surface to the next, the distance t equals the vertex separation to first 
order, since the correction for the surface sag is of second order in height and angle. This term is 
given above in Eq. (127).

Refraction

The paraxial form of Snell’s law, Eq. (78), is

n i ni (137)

Reflection

The law of reflection is the same for paraxial as for finite rays,

i i (138)
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Angle of Incidence at a Surface

A ray with an angle u, which intersects a surface of curvature c at height y, makes an angle i with the 
local surface normal of the surface given by

i u yc (139)

This equation is easily remembered from two special cases. When y 0, the intersection is at the ver-
tex, so i u. When u −cy, the ray is directed through the center of curvature, so i 0.

Refraction at a Surface

The above equation combined with that for Snell’s law gives

n u nu yc n n( ) (140)

This equation can also be obtained from the exact equation, n n cy , Eq. (125). In the 
paraxial limit, n n, and the intersection height y is that in the vertex plane.

Reflection at a Surface

The relationship between incident and outgoing angles at a reflecting surface is found by combining 
Eqs. (138) and (139), to be

u u cy2 (141)

Refraction and Reflection United: Surface Power

Reflection and refraction can be treated the same way mathematically by thinking of reflection as 
refraction with n n,  in which case Eq. (140) gives Eq. (141). A reflecting surface can be repre-
sented graphically as a thin convex-plano or concave-plano thin lens with index − n, where n is the 
index of the medium, Fig. 18. For both refraction and reflection,

n u nu y (142)

where the surface power  is

c n n( ) (143)

If the surface is approached from the opposite direction, then n and n  are switched, as is the sign 
of c, so  is the same in both directions. Thus  is a scalar property of the interface, which can be 
positive, negative, or zero. The power is zero if n n or c 0. If n n, the surface is “invisible,” and 
the rays are not bent. If c 0, the rays are bent. For a planar refracting surface n u nu, and a pla-
nar reflecting surface gives u −u.

Principal Focal Lengths of a Surface

A ray approaching a surface parallel to the axis (u 0) with a height y has an outgoing angle given by

n u y (144)
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This ray intercepts the axis at the rear focal point, whose directed distance from the vertex is 
f y u n/ / . This directed distance is the rear focal length. Similarly, a ray entering from the 
right with u 0 intercepts the axis at the front focal point, a directed distance from the vertex of 
f y u n/ / , the front focal length. Thus, a surface has a single power and two focal lengths, 
among which the following relationships hold:

f
n

f
n n

f
n
f

f
f

n
n

, , , (145)

For a refracting surface, the signs of f  and f are opposite. For a reflecting surface f f.

Axial Object and Image Locations for a Single Surface

A ray from an axial point a directed distance l from the vertex of a surface that makes an angle u
with the axis intersects the surface at height y −l/u. After refraction or reflection, the ray angle is 
u , and the ray intersects the axis at a distance l − y/u  from the vertex, Fig. 6. Substituting for u
and u  in Eq. (142), the relationship between axial object and image distances is

n

l

n

l
(146)

This can also be written

n
r l

n
r l

1 1 1 1
(147)

This is a special case of the equations below for imaging about a given ray. The transverse magnifica-
tion is m l /l.

Paraxial Ray Tracing

Paraxial rays are traced through an arbitrary lens by a sequence of transfers between surfaces and 
power operations at surfaces. Each transfer changes height but not angle, and each power operation 
changes angle but not height. An image can be found by applying Eq. (136) and Eq. (142) succes-
sively. Alternatively, matrix methods described later or in Sec. 1.17 can be used.

O u

n i

i

n

O

u
C

r

FIGURE 6 Refraction at a single spherical surface with center C and radius r. Axial object 
point O is imaged at O .
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Linearity of Paraxial Optics

For both the transfer and power operations, the outgoing heights and angles depend linearly on the 
incoming heights and angles. So a system described by a sequence of such operations is also linear. 
Therefore, a ray that enters with height y and angle u leaves with y (y, u) and u (y, u) given by

y
y
y

y
y
u

u u
u
y

and y
u
u

u (148)

These equations can also be thought of as the first terms of Taylor expansions of exact expres-
sions for y (y, u) and u (y, u). These partial derivatives depend on the structure of the system, 
and they can be determined by tracing two rays through the system. The partial derivatives, other 
than u / y, also depend on the axial locations of the input and output surfaces. The changes with 
respect to these locations are treated easily by matrix methods.

The Two-Ray Paraxial Invariant

The various rays that pass through a lens are not acted upon independently, so there are several 
invariants that involve groups of rays. Consider two meridional paraxial rays that pass through a 
lens. At a given plane, where the medium has an index n, one ray has height y1 and angle ul, and the 
other has y2 and u2. The quantity

L n y u y u( )1 2 2 1 (149)

which we refer to as the paraxial invariant (NS), is unchanged as the rays pass through the system. 
Applying Eq. (136) and Eq. (142) to the above expression shows that this quantity does not change 
upon transfer or upon refraction and reflection. The invariant is also related to the general skew 
invariant, Eq. (73), since a paraxial skew ray can be decomposed into two meridional rays.

Another version of the invariance relationship is as follows. Two objects with heights y1 and 
y2 are separated axially by d12. If their image heights are y1

 and y2
, and the image separation is 

d12 , then

n
y y

d
n

y y

d
1 2

12

1 2

12

(150)

An additional version of the invariance relationship is

y
y

u
u

y
u

u
y

n
n

(151)

where the partial derivatives, Eq. (148), describe the action of any system.
The invariant applies regardless of the system. Thus, for example, if the lens changes, as with a 

zoom system, so that both of the outgoing rays change, their invariant remains. The invariant arises 
from basic physical principles that are manifested in a variety of ways, for example, as conservation 
of brightness and Liouville’s theorem, discussed earlier in the section on conservation of étendue. 
This invariance shows that there are fundamental limits on what optical systems can do. Given the 
paraxial heights and angles of two input rays, only three of the four output heights and angles can 
be chosen arbitrarily. Likewise, only three of the four partial derivatives above can be freely chosen. 
The invariant is not useful if it vanishes identically. This occurs if the two rays are scaled versions 
of one another, which happens if both u1 0 and u2 0 for some z, or if both rays pass through the 
same axial object point, in which case y1 0 and y2 0. The invariant also vanishes if one of the rays 
lies along the axis, so that y1 0 and u1 0.
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Image Location and Magnification

To locate an image plane, any ray originating at the axial object point can be traced through the 
system to determine where it again intersects the axis, Fig. 7. The magnification for these con-
jugates can be found in two ways. One is to trace an arbitrary ray from any off-axis point in the 
object plane. The ratio of its height in the image plane to that in the object plane is the trans-
verse magnification.

Alternately, the magnification can be found from the initial and final angles of the ray through 
the axial points. Let ray 1 leave the axial object point, so y1 0. Let ray 2 originate in the object 
plane some distance from the axis. At the object plane L ny2u1, and at the image plane y2 0, so 
L n y u2 1

. Therefore,

L ny u n y u2 1 2 1 (152)

So the magnification is

m
y

y

nu

n u
2

2

1

1

(153)

The relative signs of u and u  determine that of the magnification. Equation (153) is a paraxial form 
of the sine condition Eq. (106). Squaring this equation gives L n y u2 2

2
2

1
2, which is proportional to a 

paraxial form of the étendue. These matters are discussed further in the sections on conservation of 
étendue and on apertures. The quantity ny2u1 is sometimes referred to as the invariant, but it is not 
the most general form.

Three-Ray Rule

A further consequence of the paraxial invariant and of the linearity of paraxial optics is that once 
the paths of two paraxial meridional rays has been found, that of any third ray is determined. Its 
heights and angles are a linear combination of those of the other two rays. Given three rays, each 
pair has an invariant: L n y u y u12 1 2 2 1( ), L n y u y u23 2 3 3 2( ), and L n y u y u31 3 1 1 3( ). Therefore, in 
every plane

y
L

L
y

L

L
y u

L

L
u

L

L3
23

12
1

31

12
2 3

23

12
1

31

12

and uu2 (154)

This assumes that no pair of the three rays are simply scaled versions of one another, i.e., that both 
L23 0 and L31 0.

2

1
1

2

2

2

1

1

FIGURE 7 An object and image plane with ray 1 through the axial points and ray 2 through off-axis 
points. The location and magnification of an image plane can be found by tracing a ray from the axial 
object point O to axial image point O . The magnification is given by Eq. (153). In the figure, u1 and u1
have opposite signs, so the transverse magnification is negative.
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Switching Axial Object and Viewing Positions

If an axial object and axial viewing position are switched, the apparent size of the image is 
unchanged. Put more precisely, let an object lie in a plane intersecting the axial point A and let its 
image be viewed from an axial point B  in image space that is not conjugate to A. If the object and 
viewing positions are switched, so the eye is at A and the object plane is at B , the subtense of the 
object as seen by the eye is unchanged.156–159

1.13 IMAGES ABOUT KNOWN RAYS

Given a ray, referred to here as the central ray (also “base ray”), other rays from a point on the central 
ray making a small angle with respect to it are focused at or near other points on the central ray. These 
foci can be determined if the path of a central ray is known, as well as the indices of the media through 
which it passes, and the principal curvatures at the surfaces where it intersects. Here indices are con-
stant. At each intersection point with an optical surface, the wavefront has two principal curvatures, 
as does the surface. After refraction or reflection, the wavefront has two different principal curvatures. 
Accordingly, if a single point is imaged, there are two astigmatic focal lines at some orientation. These 
foci are perpendicular, but they do not necessarily lie in planes perpendicular to that of the central ray. 
The imaging of a small extended region is generally skewed, so, for example, a small square in a plane 
perpendicular to the central ray can be imaged as a rectangle, parallelogram, or trapezoid.

This is a generalization of paraxial optics, in which the central ray is the axis of a system of revo-
lution. While not difficult conceptually, the general case of an arbitrary central ray and an arbitrary 
optical system is algebraically complicated. This case can also be analyzed with a hamiltonian optics 
approach, using an expansion of a characteristic function about the central ray, like that of Eq. (28). 
The subject is sometimes referred to as parabasal optics, and the central ray as the base ray. This 
subject has been discussed by numerous authors160–186 under various names, e.g., “narrow beams,” 
“narrow pencils,” and “first order.”

The following is limited to the case of meridional central rays and surfaces that are figures of 
revolution. The surface, at the point of intersection, has two principal curvatures cs and ct. [See Eqs. 
(119) and (123).] For spherical surfaces, cs ct c, and for planar surfaces c 0. There is a focus for 
the sagittal fan and one for the tangential one, Fig. 8, the two foci coinciding if the imaging is stig-
matic. After one or more surfaces are encountered, the separated foci are the sources for subsequent 
imaging. Let s and t be the directed distances from the intersection point of the central ray and the 
surface to the object point, and s  and t  be the distances from intersection point to the foci. The 
separation |s − t | is known as the astigmatic difference.

For refraction

n
s

n
s

c
n I

t
n I

t
cs tand

cos cos2 2
(155)

where n I n Icos cos , Eq. (82). The sagittal equation is simpler, providing a mnemonic for 
remembering which equation is which: “S” sagittal simpler. If the surface is spherical, and the 
ray fan makes an arbitrary angle of  with the meridian, then175

n

d
I

n

d
I c( cos sin ) ( cos sin )1 12 2 2 2 (156)

where d and d  are the distances along the central ray from the surface to the object and image 
points. For normal incidence at a spherical surface n n , so both equations become

n

d

n

d
c n n( ) (157)

This also applies to surfaces of revolution if the central ray lies along the axis. This equation is iden-
tical to the paraxial equation, Eq. (146).
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The corresponding relations for reflection are obtained by setting n −n and I I in the refraction 
equations, giving

1 1
2

1 1 2
s s

c I
t t

c
Is

tcos
cos

and (158)

For stigmatic imaging between the foci of reflective conics, s t is the distance from one focus to 
a point on the surface, and s t  is that from the surface to the other focus. Therefore, ct cs cos2 I.
The reflection analogue to Eq. (156), for a spherical surface is

1 1 2

1 2 2d d

c I

I

cos

cos sin
(159)

These equations are known by several names, including Coddington’s equations, Young’s astigmatic 
formulae, and the s- and t-trace formulae.

1.14 GAUSSIAN LENS PROPERTIES

Introduction

The meaning of the term gaussian optics is not universally agreed upon, and it is often taken to be 
indistinguishable from paraxial optics or first-order optics, as well as collineation. Here the term is 
considered to apply to those aspects of paraxial optics discovered by Gauss,187 who recognized that 
all rotationally symmetric systems of lens elements can be described paraxially by certain system 
properties. In particular, lenses can be treated as black boxes described by two axial length parameters 
and the locations of special points, called cardinal points, also called Gauss points. Once a lens is so 

Object
point

Refracting
surface

Tangential
focus

Sagittal
focus

, 

FIGURE 8 Astigmatic imaging of a point by a single refracting surface. 
The distance from the surface to the object point along the central ray of the 
bundle is s = t. The distances from the surface to the sagittal focus is s , and 
that to the tangential focus is t , as given by Eq. (155).
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characterized, knowledge of its actual makeup is unnecessary for many purposes, and repeated ray 
traces need not be performed. For example, given the object location, the image location and mag-
nification are determined from the gaussian parameters. From the gaussian description of two or 
more lenses, that of a coaxial combination can be found. Another consequence of Gauss’s discovery 
is that there is an infinity of specific embodiments for any external prescription.

The lenses considered in this section are figures of revolution with uniform object space and 
image space indices n and n . All quantities discussed in this section are paraxial, so the prefix 
“paraxial” is not repeated. For the purposes of this section, no distinction is made between real and 
virtual rays. Those in each space are considered to extend infinitely, and intersection points may be 
either accessible or inaccessible. The quantities used in this section are found in Table 1.

TABLE 1 Gaussian Notation and Definitions

By convention, in the diagrams the object space is to the left of the lens, image space is to the right, and rays go 
left to right. Object space quantities are unprimed, and image space quantities are primed, and quantities or 
positions that correspond in some way have same symbol, primed and unprimed. This correspondence can have 
several forms, e.g., the same type of thing or conjugate. The term front refers to object space, or left side, and rear
to image space, or right side. A “front” entity may actually be behind a “rear” one. For example, a negative singlet 
has its object space focal point behind lens.

Scalars

n and n  object and image space refractive indices
power

m transverse magnification
mN nodal plane magnification n/n
mL longitudinal magnification
m  angular magnification
u and u  paraxial ray angles (the positive direction is counterclockwise from the axis)
y and y paraxial ray heights
yP paraxial ray height at the principal planes y P

Axial points

Cardinal points:
Focal points F and F , not conjugate
Principal points P and P , conjugate m +1
Nodal points N and N , conjugate mN n/n

Other points:
Axial object and image points O and O , conjugate
Arbitrary object and image points A and A , B and B
Vertices V and V , not conjugate, in general

Directed axial distances

These distances here are between axial points and are directed.
Their signs are positive if from left to right and vice versa.
Types of distances: entirely in object or image space, between spaces
Principal focal lengths: f PF and f P F
Principal points to object and image axial points: l PO and l P O
Front and rear focal points to object and image axial points: z = FO and z = F O

Relations: l f + z and l f + z
Arbitrary point to conjugate object and image points: d AO and d A O

Distances between object space and image space points involve distances within both spaces, as well as a distance 
between the spaces, e.g., PP , FF , VV  and OO . The distances between spaces depend on the particular structure 
of the lens. They can be found by paraxial ray tracing.
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Power, Focal Lenses, and Afocal Lenses

A paraxial ray entering a lens parallel to the axis at a height y leaves with some angle u , Fig. 9. 
Likewise, a ray entering from the opposite side with height y  leaves with angle u. The power of the 
lens is defined by

n
u
y

n
u
y

(160)

The outgoing ray can have any angle, and the power can be positive, negative, or zero. If u 0, 
then 0  and the lens is afocal or telescopic. Lenses for which 0  are referred to here as focal,
although the term “nonafocal” is more common. Afocal lenses are fundamentally different from 
focal ones, and are treated separately next. Power is the same in both directions, i.e., whether the 
ray enters from left to right or from right to left. The lens in Fig. 9 has 0 , and that in Fig. 10 

u

y

n n′

F′P′

f ′ u′ ≠

u ≠

F

P

y′

f
u′ = 

FIGURE 9 Diagrams for determining power, focal points, and 
focal lengths. Rays parallel to the axis in one space cross the axis in the 
other space at the focal points. The principal planes are at the intersec-
tions of entering and leaving rays. The power is given by Eq. (159). The 
lens in this diagram has positive power, a positive rear focal length, and 
a negative front focal length.

FIGURE 10 A lens with negative power and negative 
rear focal length. An incoming ray parallel to the axis with a 
positive height leaves the lens with a positive angle. The rear 
focal plane precedes the rear principal plane.
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has 0 . Diagrams such as Fig. 11 show the location of the principal focal point, but not the sign 
of the power; two rays enter and two leave, but there is no indication of which is which. (Note that 
some negative lenses have accessible rear focal points.) Another expression for power involves two 
rays at arbitrary angles and heights. If two incident rays have (yl, u1) and (y2, u2), and a nonzero 
invariant L n(y1u2 − y2u1), and the outgoing ray angles are u1

 and u2
, then

nn

L
u u u u( )1 2 2 1 (161)

Focal Lenses

Focal lenses are those for which 0 . Their cardinal points are the principal focal points, the 
principal points, and the nodal points. These points may be located anywhere on axis relative to 
the physical lens system. If they are inside a lens, then the intersection points referred to below are 
virtual. The cardinal points are pairs consisting of a member in object space and one in image space. 
The one in object space is often referred to as front, and the one in image space as rear, but this 
terminology may be misleading, since the points can be in any sequence along the axis.

Principal Focal Points Rays entering a lens parallel to its axis cross the axis at the principal focal 
points or focal points. Rays parallel to the axis in object space intersect the axis at the rear focal point 
F  in image space and those parallel in image space intersect at the front focal point F in object space, 
Fig. 9. The principal focal planes or focal planes are the planes perpendicular to the axis at the focal 
points. The terms focal point and focal plane are often used to refer to the images of any point or 
plane. In this chapter, image point is used for other points where rays are focused and image plane
for other planes.

Principal Planes The principal planes are the conjugate planes for which the transverse magnifica-
tion is unity, Fig. 12. The intersections of the principal planes and the axis are the principal points, 

FIGURE 11 An ambiguous diagram. Two rays 
that enter a lens parallel to its axis converge at the rear 
focal point F . Without specifying which ray is which, 
the sign of the power is not known.

FIGURE 12 Principal planes as effective ray-bending surfaces. 
Incoming and outgoing paraxial rays intersect the object and image 
space principal planes at the same height yP. The angles are related by 
Eq. (161).
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denoted by P and P . The rear principal plane is the locus of intersections between u 0 rays incident 
from the left and their outgoing portions, Fig. 9. Likewise, the front principal plane is the intersection 
so formed with the rays for which u 0. A ray intersecting the first principal plane with height yP
and angle u leaves the second principal plane with height y = yP and an angle given by

n u nu yP (162)

The lens behaves as if the incoming ray intercepts the front principal plane, is transferred to the 
second with its height unchanged, and is bent at the second by an amount proportional to its height 
and to the power of lens. The power of the lens determines the amount of bending. For rays passing 
through the principal points, yP 0, so u /u n/n .

Principal Focal Lengths The focal lengths, also called effective focal lengths, are the directed dis-
tances from the principal points to the focal points. The front and rear focal lengths are

PF f
n

P F f
n

and (163)

The two focal lengths are related by

n
f

n
f

f
f

n
n

and (164)

This ratio is required by the paraxial invariant.188 If n n , then f −f. If n n 1, then

f f
1 (165)

The focal lengths are the axial scaling factors for the lens, so axial distances in all equations can be 
scaled to them.

Nodal Points The nodal points are points of unit angular magnification. A paraxial ray entering 
the object space nodal point N leaves the image space point N  at the same angle, Fig. 13. The planes 
containing the nodal points are called nodal planes. A nodal ray is one that passes through the nodal 
points. Such a ray must cross the axis, and the point where it does so physically is sometimes called 
the lens center. In general, this point has no special properties. (Gauss suggested an alternate “lens 
center,” the point midway between the principal points. Rotating a lens front to rear about this point 
would leave object and image positions and magnifications unchanged.)

If the refractive indices of the object space and image space are the same, the nodal points cor-
respond to the principal points. If not, both nodal points are shifted according to

PN P N
n n

f f (166)

FIGURE 13 Nodal points. A paraxial ray through 
the object space nodal point N passes through image space 
nodal point N with the same angle.
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The distances from the nodal points to the focal points are

N F f NF fand (167)

The nodal points are conjugate, and the transverse magnification of the nodal planes is

m
n
nN

(168)

These equations can be recalled by the simple example of the single refracting surface, for which 
both nodal points correspond to the center of curvature.

Conjugate Equations For an object plane perpendicular to the axis at point O, there is an image 
plane perpendicular to the axis at O , in which the transverse magnification is m. Note that 
specifying magnification implies both object and image positions. There is a variety of conju-
gate equations (NS) that relate their positions and magnifications. The equations differ in which 
object space and image space reference points are used from which to measure the directed dis-
tances to the object and image. These equations can be written in several ways, as given below, 
and with reference to Fig. 14. Axial distances can be scaled to the focal lengths, or the distances 
can be scaled to the indices, with a common power term remaining.

The simplest conjugate equation is Newton’s equation, for which the reference points are the focal 
points and the lengths therefrom are z FO and z F O . The equation can be written in several 
forms:

zz ff
z
f

z
f

z
n

z
n

or or1
1

2 (169)

More generally, if A and A  are any pair of axial conjugate points, as are B and B , then

FA F A FB F B (170)

Another form is that for which the reference points are the principal points and the directed 
distances are l PO and l P O :

1
f
l

f
l

n
l

n
l

or (171)

If the reference points are arbitrary conjugates with magnification mA and the axial distances are 
d AO and d A O , then

m
n
d m

n
d

d
f

m
d
f

m
d
f

A
A

A

A

1

1

2

or (172)

F F O

P P

O

z

l l

z

FIGURE 14 Directed distances used in common conjugate equations for 
focal lenses. Distances z and z  are from the focal points to axial conjugate points. 
Distances l and l  are from the principal points to axial conjugate points.
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This equation also relates the curvatures of a wavefront at conjugate points. For a point source at A
the radius of the wavefront at O is d, so at O  the radius is d

If the reference points are the nodal points, mA mN n/n , and the axial distances are d NO
and d N O , then

1
f

d
f
d

n
d

n
d

or (173)

The most general equation relating conjugate points is obtained when both reference points are 
arbitrary. Let the reference point in object space be a point A, at which the magnification is mA, and 
that in image space be B , associated with magnification mB

. If d AO and d B O , then

1
1

1

1

m
m m

d m d d d

d
m

d
m

B

A A
B

A

or

BB

A

B

m
d m

1
1

(174)

All the other conjugate equations are special cases of this one with the appropriate choice of mA
and mB.

If the reference point in object space is the focal point, and that in image space is the principal 
plane, then mA  and mB 1, giving

n
z

l
n

f
z

l
f

1 1or (175)

Likewise, if the object space reference point is P and the image space reference is F , then

n
l

z
n

f
l

z
f

1 1or (176)

A relationship between distances to the object and image from the principal points and those 
from the focal points is

1
z

l

z

l

F O

P O

FO

PO
(177)

Transverse Magnification In planes perpendicular to the axis, the transverse magnification, usually 
referred to simply as the magnification, is

m
x

x

y

y

dx

dx

dy

dy
(178)

There are several equations for magnification as a function of object position or image position, 
or as a relationship between the two. Newton’s equations are

m
f
z

z
f

f
f l

f l
f

(179)

Other relationships are

m
n
n

l
l

f
f

l
l

z
l

l
z

(180)
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If n n , then m l /l. Another form, with respect to conjugate planes of magnification mA is

mm
n

d

d

n

f

d

d

fA (181)

If d and d  are distances from the nodal points, m d /d. The change of magnification with respect 
to object or image positions with conjugacy maintained is

dm
dz f

m
z

dm
dz

f

z

m
f

m
z

1
2

2

and (182)

Images of Distant Objects If an object at a great distance from the lens subtends an angle  from 
the axis at the lens, then its paraxial linear extent is y z . The image height is

y my
f

z
y f

n
n

f
dy
d

n
n

fand (183)

If a distant object moves perpendicularly to the axis, then its image moves in the opposite direction 
if f > 0 and in the same direction if f < 0, so long as n and n  have the same sign.

Distance Between Object and Image The directed distance from an axial object point to its image 
contains three terms, one in object space, one in image space, and one relating the two spaces. The 
first two depend on the magnification and focal lengths. The interspace term depends on the partic-
ular structure of the lens, and is found by paraxial ray tracing. The most commonly used interspace 
distance is PP , since it equals zero for a thin lens, but the equations using FF  are simpler. Newton’s 
equations give z −f/m and z −mf , so the object-to-image distance is

OO FF z z FF f m
f

m
FF n m

n
m

1
(184)

This is the basic equation from which all others are derived. If the reference points are the principal 
points, then

OO PP f m f
m

PP n m n( ) ( )1 1
1 1

1 11
1
m

(185)

If the object-to-image distance is given, the magnification is

m
n

q q nn
1

2
42( )

(186)where q OO PP n n( ) .

There are two magnifications for which OO  is the same. The magnitude of their product is n/n
The derivative of the object-to-image distance with respect to the magnification is

d
dm

OO f
f

m
f

z
f

n
m

n2

2

2

1
(187)

Extrema occur at m n n/ , giving m n n1 if . The extrema are

OO FF nn ff
2

2 (188)

or

OO PP n n nn f f ff
1

2 2( ) (189)
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For the common case of n n, the object-to-image distance is

OO PP f m
m

2
1

(190)

OO  is the same for magnifications m and 1/m. For a lens with f > 0, the extremum object-to-image 
distances are OO − PP 4f  with m −1 and OO − PP 0 for m +1. If the object-to-image 
distance and the focal length are given, then the magnification is

m s s
1
2

1
4

12

(191)where s
f

OO PP
1

2.

The two values of m are reciprocal of each other.

Axial Separations and Longitudinal Magnification Two axial points A and B are imaged at A  and 
B  with magnifications mA and mB. Newton’s equations give the object separation

z z z
m m

m m
fA B

A B

B A
(192)

The separation of their images is

z z z m m fA B B A( ) (193)

The ratio of the image and object separations is

z
z

z z
z z

A B
AB

n
n

m m
f
f

m mA B

A B
A B A B

(194)

If mA and mB have different signs, then the direction of A B  is opposite to that of AB. This occurs 
when A and B are on opposite sides of the front focal point. In the limit as the separation between A
and B vanishes, mA and mB both approach the same magnification m. The longitudinal magnification
mL is the ratio of axial separations in the limit of small separations

m
A B
AB

dz
dz

n
n

m
z
zL A B

LIMIT 2 (195)

This quantity is also called the axial magnification. Since m2 is always positive, as an object moves 
axially in a given direction, its image moves in a constant direction. There is a discontinuity in image 
position when the object crosses the focal point, but the direction of motion stays the same. At the 
nodal points, the transverse and longitudinal magnifications are equal.

Angular Magnification The ratio of the outgoing to incoming ray angles, u /u, is sometimes called 
the angular magnification m . If the ray passes through conjugate axial points with magnification m,
then the angular magnification is

m
u
u

n
n m

1 (196)

If the ray leaves an object point with height y in a plane for which the magnification is m, the outgoing 
ray angle is given by

n u
m

nu y
m

nu y
1 1

( ) (197)

The ratio u /u is not constant unless y 0 or 0.
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Relationship Between Magnifications The transverse, angular, and longitudinal magnifications 
are related by

m m mL (198)

This relationship is connected to the paraxial invariant and also holds for afocal lenses.

Reduced Coordinates Many relationships are formally simplified by using reduced axial distances 
z/n and z /n  and reduced angles nu, n u , which are paraxial optical direction 

cosines. For example, the angular magnification is / 1/m, and the longitudinal magnification 
is d /d m2.

Mechanical Distances The cardinal points can be located anywhere on axis relative to the physical 
structure of the lens. The vertex of a lens is its extreme physical point on axis. The object space vertex 
is denoted by V and the image space vertex by V . The two vertices are not, in general, conjugate. The 
front focal distance FV is that from the vertex to the front focal point, and the rear focal distance V F  is 
that from the rear vertex to the rear focal point. Likewise, the front working distance OV is the distance 
from the object to the vertex, and the rear working distance V O  is that from the vertex to the image. 
These lengths have no significance to the gaussian description of a lens. For example, a lens of a given 
focal length can have any focal distance and vice versa. For a telephoto lens the focal length is greater 
than the focal distance, and for a retrofocus lens the focal distance is greater than the focal length.

Afocal Lenses

An afocal or telescopic lens189–191 is one for which 0. A ray entering with u 0 leaves with u 0, 
Fig. 15. There are no principal focal points or focal lengths. In general, the u 0 ray leaves at a 
different height than that at which it enters. The ratio y /y is the same for all such rays, so the trans-
verse magnification m is constant. Likewise, the longitudinal magnification is constant, equaling 
mL (n /n)m2, as is the angular magnification u /u m n/(n m). A parallel bundle of rays enter-
ing at angle u leaves as a parallel bundle at u m u, Fig. 16. Summarizing:

m m
n
n

m m
n
n m

m mL Lconst, const, const,2 1
mm (199)

Any two of these magnifications provide the two scaling factors that describe the system. If m n/n ,
then mL m and m 1, so image space is a scaled version of object space.

Afocal lenses differ fundamentally from focal lenses. Objects at infinity are imaged by afocal 
lenses at infinity, and objects at finite distances are imaged at finite distances. An afocal lens has no 
cardinal points and the focal length is undefined. Afocal lenses have no principal planes. If m 1
there are no unit magnification conjugates, and if m 1 there is only unit magnification. Likewise, 
there are no nodal points; the angular magnification is either always unity or always differs from unity. 

FIGURE 15 Afocal lens. Paraxial rays entering parallel 
to the axis leave parallel, in general at a different height. The 
ratio of the heights is the transverse magnification, which is 
constant.
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It is sometimes stated or implied that an afocal lens is a focal one with an infinite focal length, but 
this description is dubious. For example, the above equations relating magnification and conjugate 
positions to focal length are meaningless for afocal lenses, and they cannot be made useful by sub-
stituting f . The equations for the afocal lenses can be obtained from those for focal lenses with a 
limiting process, but for most purposes this approach is not helpful.

If the positions for a single axial conjugate pair A and A  are known, other pairs are located from 
the property of constant longitudinal magnification. If O and O  are another pair of conjugates, then

A O m AOL
(200)

As a function of distance AO, the object-to-image distance OO  is

OO AA m AOL( )1 (201)

where AA  is the separation between the initially known conjugates. If mL 1, the object-to-image 
distance is constant. Otherwise, it can take any value. For all afocal lenses, except those for which 
mL 1, there is a position, sometimes called the center, at which OO 0, so the object and image 
planes coincide.

A principal use of afocal lenses is in viewing distant objects, as with binoculars. An object of 
height h at a great distance d from the lens subtends an angle h d/ . The image height is h mh,
and the image distance is approximately d m2d. So the image subtends an angle m m/ .
Thus a telescope used visually produces an image which is actually smaller, but which is closer by a 
greater factor, so the subtense increases.

Determination of Gaussian Parameters

If a lens prescription is given, its gaussian properties can be obtained by paraxially tracing any two 
meridional rays whose invariant is not zero. A common choice for focal lenses is the rays with u 0
and u 0, which give F, P, F , and P . If a lens is known to be afocal, a single ray not parallel to the 
axis suffices, since such a ray gives a pair of conjugates and the angular magnification. If it is not 
known that the lens is afocal, two rays show that it is, as well as giving the required information 
about conjugates. Alternately, a matrix representation of the lens can be determined, from which 
the cardinal points are found, as described in the matrix section. The gaussian properties can also be 
determined experimentally in a number of ways.

Basic Systems

Single Refracting Surface Media of indices n and n  are separated by a surface of curvature c and 
radius r. The power is ( ) .n n c The principal points coincide at the vertex. The nodal points 
coincide at the center of curvature. The distance from principal points to nodal points is r.

FIGURE 16 Afocal lens. Groups of paraxial rays 
entering parallel leave parallel, in general at a different 
angle. The ratio of the angles is the angular magnification, 
which is constant.
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Thick Lens The term thick lens usually denotes a singlet whose vertex-to-vertex distant is not 
negligible, where negligibility depends on the application. For a singlet of index n in vacuum with 
curvatures c1 and c2 and thickness t, measured from vertex to vertex

1
1

1
1 2 1 2f

n c c
n

n
tc c (202)

A given power may be obtained with a variety of curvatures and indices. For a given power, higher 
refractive index gives lower curvatures. The principal planes are located relative to the vertices by

VP
n

n

tc
V P

n
n

tc1 12 1and (203)

These equations can be derived by treating the lens as the combination of two refracting surfaces. 
Two additional relationships are

PP VV
n

n
t c c V P

VP
r
r

c
c

1 1 2 2

1

1

2

( )
and (204)

Thin Lens A thin lens is the limiting case of a refracting element whose thickness is negligible, so 
the principal planes coincide, and the ray bending occurs at a single surface, Fig. 17. In the limit as 
t 0, for a lens in vacuum the thick lens expressions give

1
1 0 01 2f

n c c VP V P PP( )( ), , (205)

Single Reflecting Surface A reflecting surface has power 2 2n r nc/ . The principal points are 
located at the vertex. The nodal points are at the center of curvature.

Mirror as a Thin Lens In unfolding systems, a mirror can be thought of as a convex or concave 
plano thin lens, with an index −n, where n is the index of the medium in which it works, Fig. 18. 
All the thin lens equations apply, as well as those for third-order aberration equations, which are 
not discussed here.

FIGURE 17 The thin lens approximation. 
The thickness of the lens is negligible, and the 
principal planes are coincident, so rays bend at 
the common plane.

FIGURE 18 Reflecting surface represented 
unfolded. A convex mirror is represented as a con-
vex plano thin lens with index n −n, where n is 
the index of the medium.
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1.15 COLLINEATION

Introduction

Collineation is a mathematical transformation that approximates the imaging action of a lens 
with homogeneous refractive indices in both spaces. This transformation takes points to points, 
lines to lines, and planes to planes. With an actual lens, incoming rays become outgoing rays, so 
lines go exactly to lines. In general, however, rays that intersect in object space do not intersect in 
image space, so points do not go to points, nor planes to planes. The collinear transformation is an 
approximate description of image geometry with the intervening optical system treated as a black 
box, not a theory that describes the process of image formation. Collineation is also referred to as 
projective transformation. The historical development of this approach, which was first applied to 
optics by Möbius,192 is discussed by Southall.193 Several authors give extensive discussions.193–197

Projective transformation is used in computer graphics, and is discussed in this context in a number 
of recent books and papers.

The imaging described by collineation is, by definition, stigmatic everywhere, and planes are 
imaged without curvature. And for rotationally symmetric lenses, planes perpendicular to the 
axis are imaged without distortion. So the three conditions of maxwellian perfection are satis-
fied for all conjugates. Consequently, collineation is often taken as describing ideal imaging of 
the entire object space. However, it is physically impossible for a lens to image as described by 
collineation, except for the special case of an afocal lens with m mL n/n . The putative ray 
intersections of collineation violate the equality of optical path lengths for the rays involved in 
the imaging of each point. The intrinsic impossibility manifests itself in a variety of ways. As 
an example, for axial points in a plane with transverse magnification m and ray angles  and 
relative to the axis, collineation gives m  tan /tan , but optical path length considerations 
require that m  sin /sin . Another violation is that of the skew invariant n y x( ).
The ratio of this quantity before and after collineation is not unity, but / / , where  is 
the axial direction cosine in object space and  is that in image space.

The expressions for collineation do not contain refractive indices, another manifestation of their 
not accounting for optical path length. Rather than the refractive index ratio n /n, which occurs in 
many imaging equations, the expressions of collineation involve ratios of focal lengths. For afocal 
lenses there are ratios of transverse and longitudinal magnifications or ratios of the focal lengths of 
the lenses making up the afocal system.

The expressions for actual ray behavior take the form of collineation in the paraxial, and, more 
generally, parabasal limits. So paraxial calculations provide the coefficients of the transformation for 
any particular system.

Collineation is most often treated by starting with the general form, and then reducing its 
complexity by applying the symmetries of a rotationally symmetric system, to give familiar simple 
equations such as Newton’s.198 Alternatively, it is possible to begin with the simple forms and to 
derive the general ones therefrom with a succession of images, along with translations and rota-
tions. However, the more important use of these properties is in treating lenses lacking rotational 
symmetry. This includes those comprising elements that are arbitrarily oriented, that is, tilted or 
decentered—either intentionally or unintentionally. Other examples are nonplanar objects, tilted 
object planes, and arbitrary three-dimensional object surfaces.

Lenses, along with plane mirror systems, can form a succession of images and can produce 
translations and rotations. Correspondingly, a succession of collinear transformations is a col-
linear transformation, and these transformations form a group. It is associative, corresponding to 
the fact that a series of imaging operations can be associated pairwise in any way. There is a unit 
transformation, corresponding physically to nothing or to a unit magnification afocal lens. There is 
an inverse, so an image distorted as a result of object or lens tilt can be rectified by an appropriately 
designed system—to the extent that collineation validly describes the effects.
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General Equations

The general form of the collinear transformation is

x
a x b y c z d

ax by cz d
y

a x b y c z1 1 1 1 2 2 2,
dd

ax by cz d
z

a x b y c z d

ax by cz d
2 3 3 3 3, (206)

At least one of the denominator coefficients, a, b, c, d, is not zero. The equations can be inverted, 
so there is a one-to-one correspondence between a point (x, y, z) in object space and a point (x ,
y , z) in image space. The inverted equations are formally identical, and can be written by replac-
ing unprimed quantities with primed ones and vice versa in the above equation. It is seen that a 
plane is transformed to a plane, since a x b y c z d 0 has the same form as a function 
of (x, y, z). An intersection of two planes gives a line. It can also be shown that a line transforms 
to a line by writing the equation for a line in parametric form, with parameter , x x( ) 0
y y( ) ,0 z z( ) 0 Substituting in the transformation equations, it is found that dx /
dy (dx /d )/(dy /d ) is constant, as are other such ratios.

These equations contain 16 coefficients, but it is possible to divide all three equations through 
by one of the coefficients, so there are 15 independent coefficients in general. Since the location of 
an image point is described by three coordinates, five points that are not coplanar determine the 
transformation.

The ratios of the coefficient dimensions are determined by the fact that x, y, z and x , y , z  are 
lengths. A variety of schemes can be used and, in the expressions below, a given symbol may have 
different dimensions.

There are two major categories of the transformation, according to whether the denominator 
varies or is constant. That with a varying denominator corresponds to focal lenses. For afocal lenses, 
the demonimator is constant, and the general form of the transformation is

x a x b y c z d y a x b y c z d z a x1 1 1 1 2 2 2 2 3, , bb y c z d3 3 3 (207)

Here coefficient d has been normalized to unity. Such a transformation is called affine or telescopic.

Coordinate Systems and Degrees of Freedom

The transformation involves two coordinate systems. The origin of each is located by three param-
eters, as is the orientation of each. This leaves three parameters that describe the other aspects of the 
transformation for the most general case of no symmetry. The number is reduced to two if there is 
rotational symmetry.

In addition to considering the transformation of the entire space, there are other cases, especially 
the imaging of planes. In each situation, there are specific coordinate systems in which the aspects 
of the relationship, other than position and orientation, are most simply expressed. Accordingly, 
different coordinate systems are used in the following sections. Thus, for example, the z axis in one 
expression may not be the same as that for another.

Simplest Form of the General Transformation

For focal lenses, the denominators are constant for a set of parallel planes

ax b y c z d constant (208)

Each such plane is conjugate to one of a set of parallel planes in the other space. Within each of 
these planes, the quantities x x/ , x y/ , x z/ are constant, as are the other such derivatives. 
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Therefore, magnifications do not vary with position over these planes, although they do vary with 
direction. There is one line that is perpendicular to these planes in one space whose conjugate is 
perpendicular to the conjugate planes in the other space. It can be taken to be the z axis in one 
space and the z  axis in the other. The aximuths of the x-y and x -y  axes are found by imaging a 
circle in each space, which gives an ellipse in the other. The directions of the major and minor axes 
determine the orientations of these coordinate axes. The principal focal planes are the members of 
this family of planes for which

0 ax by cz d (209)

Lines that are parallel in one space have conjugates that intersect at the principal focal plane in the 
other. The principal focal points are the intersection of the axes with the focal planes.

Using these simplifying coordinate systems, the general transformation is

x
a x

cz d
y

b y

cz d
z

c z d

cz d
1 1 3 3, , (210)

One of the six coefficients can be eliminated, and two of the others are determined by the choice of 
origins for the z axis and z  axis. If the origins are taken to be at the principal focal points, the trans-
formation equations are

x
e x

z
y

e y

z
z

e

z
x y z, , (211)

where ex, ey, ez are constants. Unless ex ey the images of shapes in constant z planes vary with their 
orientations. Squares in one orientation are imaged as rectangles, and in others as parallelograms. 
Squares in planes not perpendicular to the axes are imaged, in general, with four unequal sides.

For afocal lenses, the simplest form is

x m x y m y z m zx y z, , (212)

Spheres in one space are imaged as ellipsoids in the other. The principal axes of the ellipsoids give 
the directions of the axes for which the imaging equations are simplest.

Conjugate Planes

A pair of conjugate planes can be taken to have x 0 and x 0, so the general transformation 
between such planes is

y
b y c z d

by cz d
z

b y c z d

by cz d
2 2 2 3 3 3, (213)

There are eight independent coefficients, so four points that are not in a line define the transforma-
tion. In each space, two parameters specify the coordinate origins and one the orientation. Two 
parameters describe the other aspects of the transformation.

The simplest set of coordinates is found by a process like that described above. For focal lenses, 
constant denominators define a line set of parallel lines

by cz d constant (214)

with similar conjugate lines in the other space. There is a line that is perpendicular to this family in 
one space, whose conjugate is perpendicular in the other, which can be taken as the z axis on one 
side and the z  axis on the other. There is a principal focal line in the plane in each space, and a principal
focal point, at its intersection with the axis. In this coordinate system the transformation is

y
b y

cz d
z

c z d

cz d
2 3 3, (215)
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Of the six coefficients, four are independent and two are fixed by the choice of origins. If z 0 and 
z 0 are at the principal focal points, then

y
e y

z
z

e

z
y z, (216)

where ey and ez are constants.
For afocal lenses, the general transformation between conjugate planes is

y b y c z d z b y c z d2 2 2 3 3 3, (217)

The simplest form of the transformation is

y m y z m zy z, (218)

where my and mz are constants.

Conjugate Lines

A line can be taken to have x  0, y  0, x  0, y 0, so its transformation is

z
c z d
cz d
3 3 (219)

There are three independent coefficients, so three points determine them. The origins in the two 
spaces account for two of the parameters, leaving one to describe the relative scaling. The simplest 
forms are

Focal Afocal: ; :z
e

z
z m zz

z
(220)

There is a relationship between distances along a line (or ray) that is unchanged in collineation.193,199

If four points on a line A, B, C, D have images A , B , C , D , the double ratio or cross ratio is invariant 
under projective transformation, that is,

AC
BC

BD
AD

A C
B C

B D
A D

(221)

where AC is the distance from A to C, and likewise for other pairs.

Matrix Representation of the Transformation

The transformation can be expressed in linear form by using the variables (u1, u2, u3, u4) and 
( , , , )u u u u1 2 3 4 , where x u1/u4, y u2/u4, z u3/u4 and x u u1 4/ , y u u2 4/ , z u u3 4/ . These are 
referred to as homogeneous coordinates. The transformation can be written

u
u
u

u

a b c d
a b c d
a

1

2

3

4

1 1 1 1

2 2 2 2

3 bb c d

a b c d

u
u
u

u
3 3 3

1

2

3

4

(222)

In terms of the cartesian coordinates and an additional pair of terms q and q , the transformation 
can be expressed as

q x
q y
q z
q

a b c d
a b c d
a

1 1 1 1

2 2 2 2

3 bb c d

a b c d

qx
qy
qz
q

3 3 3

(223)
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The dimensions of q and q  depend on the choice of coefficient dimensions. Here q q ax by cz d/ ,
the equation for the special set of planes.

Certain sections of the matrix are associated with various aspects of the transformation.200 The 
first three elements in the rightmost column have to do with translation. This is shown by setting 
(x, y, z) (0, 0, 0) to locate the conjugate in the other space. The first three elements in the bottom 
row are related to perspective transformation. The upper left-hand 3 3 array expresses rotation, 
skew, and local magnification variation.

For the simple form of the transformation expressed in Eq. (211), a1 ex, b2 ey, d3 ez, c 1, and 
the rest of the coefficients vanish. The general matrix representation for the afocal transformation is

x
y
z

a b c d
a b c d
a b c d

1 0

1 1 1 1

2 2 2 2

3 3 3 3

00 0 1 1

x
y
z

(224)

The quantities q and q  can also be included, in which case q q. In the simplest afocal form, 
Eq. (212), the matrix is diagonal with a1 mx, b2 my, d3 mz, and the rest of the nondiagonal 
coefficients vanishing. A succession of collineations can be treated by multiplying the matrices that 
describe them.201 To combine lenses with arbitrary orientations and to change coordinate systems, 
compatible rotation and translation matrices are required. The transformation for a pure rotation 
with direction cosines (L, M, N) is

x
y
z

L LM LN
LM M

1

1 2 2 2 0
2 1 2 2

2

2 MMN
LN MN N

x
y
z

0
2 2 1 2 0
0 0 0 1 1

2 (225)

The transformation for translation by ( x, y , z) is

x
y
z

x
y
z

1

1 0 0
0 1 0
0 0 1
0 0 0 1

x
y
z
1

(226)

The quantities q and q  can be included if necessary. The transformations associated with con-
jugate planes can likewise be expressed with 3 3 matrices, and the transformations of lines with 
2 2 matrices.

Rotationally Symmetric Lenses

For rotationally symmetric lenses, the simplest forms are obtained with the z and z  axes corre-
sponding to the lens axis in the two spaces. There is one less degree of freedom than in the general 
case, and a1 b2 in Eq. (210). The general transformation is thus

x
a x

cz d
y

a y

cz d
z

c z d

cz d
1 1 3 3, , (227)

There are four degrees of freedom, two associated with the lens and two with the choice of coordi-
nate origins. For focal lenses, the two axial length parameters are f and f . If the coordinate origins 
are at the focal points,

x
fx
z

y
fy
z

z
f f
z

, , (228)
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If the coordinate origins are conjugate and related by magnification m0, then

x
m x

z f
y

m y

z f
z

f f m z

z f
0 0 0

2

1 1 1/ /

/

/
, ,

( )
(229)

The constant term in the numerator of the z  expression is the longitudinal magnification for z 0, 
for which point dz dz f f m/ /( ) .0

2 A special case of these equations is that for which the principal 
points are the origins, so m0 1.

For rotationally symmetric afocal lenses, the two degrees of freedom are the transverse magnifi-
cation mx my m, and the longitudinal magnification mz mL. The simplest set of transformation 
equations is

x mx y my z m zL, , (230)

where z 0 and z 0 are conjugate. If m ±1 and mL 1 the image space replicates object space, 
except possibly for orientation. If mL m, the spaces are identical except for overall scaling and ori-
entation. The m and mL appear as functions of ratios of focal lengths of the lenses that make up the 
afocal system.

Rays for Rotationally Symmetric Lenses

A skew ray with direction cosines ( , , ) in object space is described in parametric form with 
parameter z as follows

x z x z y z x z( ) , ( )0 0
(231)

For a focal lens, if z 0 is taken to be the front focal plane, and z 0 is the rear focal plane, the para-
metric form of the ray in image space is

x z f
x

f
z y z f( ) , ( )0 y

f
z0 (232)

So x f0 / , y f0 / , / /x f0 , / /y f0 . For meridional rays with x 0, if  and 
 are the ray angles in the two spaces, then tan / , tan y0/f , and

tan
tan

f
f

m (233)

where m is the transverse magnification in a plane where the meridional ray crosses the axis.
For afocal lenses, if z 0 and z 0 are conjugate planes, the ray in image space is given by

x z mx
m
m

z y z my
m
mL L

( ) , ( )0 0 z (234)

For meridianal rays with x 0,

tan
tan

m
m

L (235)

Tilted Planes with Rotationally Symmetric Lenses

A plane making an angle  with the lens axis in object space has an image plane that makes an angle ,
given by Eq. (233), the so-called Scheimpflug condition.202,203 A tilted plane and its image are per-
pendicular to a meridian of the lens, Fig. 19. There is bilateral symmetry on these planes about the 

DO
 N

OT
 D

UP
LI

CA
TE



1.62  GEOMETRICAL OPTICS

intersection line with the meridian, which is taken to be the z axis in object space and the z  axis in 
image space. The perpendicular coordinates are y and y . Letting m0 be the transverse magnification 
for the axial point crossed by the planes, the transform equations are

y
m y

z g
z

g g m z

z g
0 0

2

1 1/
,

/

/

( )
(236)

Here g and g  are the focal lengths in the tilted planes, the distances from the principal planes to the 
focal planes of the lens, measured along the symmetry line, so

g
f

g
f g

g
f
fcos cos

and cos, ,
2

2 1

mm0
2

2sin (237)

As 90°, g and g  become infinite, and (g /g)m0 1, giving y m0 y and z m0z. (Forms like 
Newton’s equations may be less convenient here, since the distances from the axes to the focal points 
may be large.)

For an afocal lens with transverse magnification m and longitudinal magnification mL, the object 
and image plane angles are related by Eq. (235). The conjugate equations for points in the planes are

y my z m m zL, ( cos sin ) /2 2 2 2 1 2 (238)

Here the origins may be the axial intersection point, or any other conjugate points.

Some General Properties

For all collinear transformations, points go to points, lines to lines, and planes to planes. In general, 
angles at intersections, areas, and volumes are changed. The degree of a curve is unchanged, so, for 
example, a conic is transformed into a conic. For focal systems, a “closed” conic, an ellipse or circle, 
may be imaged as either a closed or an “open” one, a parabola or hyperbola. For afocal systems, the 

FIGURE 19 The image plane for a tilted object plane. The y-z
plane is the object plane and the y -z  plane is the image plane. The 
angles between the planes and the lens axis are  and , which are 
related by Eq. (232). The conjugate points in these planes are related 
by Eq. (235).
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closedness and openness are preserved. With focal systems, the imaging of a shape varies with its 
location, but for afocal systems it does not. For afocal systems parallelness of lines is maintained, but 
for focal systems the images of parallel lines intersect. For afocal systems, equal distances along lines 
are imaged as equal distances, but are different unless the magnification is unity.

1.16  SYSTEM COMBINATIONS: GAUSSIAN 
PROPERTIES

Introduction

This section deals with combinations of systems, each of which is of arbitrary complexity. From a 
gaussian description of each lens and the geometry of the combination, the gaussian description of the 
net system can be found. If two rotationally symmetric lenses are put in series with a common axis, the 
resultant system is also rotationally symmetric. Its gaussian description is found from that of the two 
constituent lenses and their separations. The net magnification is the product of the two contributions, 
i.e., m m1 m2. Matrix methods are particularly convenient for handling such combinations, and the 
results below can be demonstrated easily thereby. If two rotationally symmetric lenses are combined so 
their axes do not coincide, the combination can be handled with appropriate coordinate translations 
and rotations in the intermediate space, or by means of collineation. In the most general case, where 
subsystems without rotational symmetry are combined, the general machinery of collineation can be 
applied. There are three classes of combinations: focal-focal, focal-afocal, and afocal-afocal.

Focal-Focal Combination: Coaxial

The first lens has power 1 and principal points at P1 and P1,  Fig. 20. The index preceding the lens 
is n and that following it is n12. The second lens has power 2 and principal points at P2 and P2 ,
with preceding index n12 and following index n . The directed distance from the rear principal point 
of the first lens to the first principal point of the second lens is d P P1 2 , which may be positive or 
negative, since the lenses may have external principal planes. The power of the combination is

1 2
12

1 2

1

n
d (239)

The two principal planes of the combination are located relative to those of the contributing lenses 
by directed distances

P P
n

n
d P P

n
n

d1
12

2
2

12

1 (240)

F1F

P1P

P1 P1 P2

F1 F2F2

n12
n

F1

n

F P

P2

P2 P

F2 F

P F

d

s

FIGURE 20 Coaxial combination of two focal lenses. The cardinal points of the two 
lenses are shown above the axis and those of the system below. The directions in this drawing 
are only one possible case.
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If 0 , the combination is afocal and there are no principal planes. In applying these equations, 
the inner-space index n12 must be the same as that for which the two lenses are characterized. For 
example, if two thick lenses are characterized in air and combined with water between them, these 
equations cannot be used by simply changing n12. It would be necessary to characterize the first lens 
with water following it and the second lens with water preceding it.

Another set of equations involves the directed distance from the rear focal point of the first lens 
to the front focal point of the second, s F F1 2.  The power and focal lengths of the combination are

1

12
1 2

1 2 1 2

n
s f

f f

s
f

f f

s
, , (241)

The focal points are located with respect to those of the contributing lenses by

F F
nn

s

n

n

f

s
F F

n n

s

n
1

12

1
2

12 1
2

2
12

2
2

, 112 2
2

n

f

s
(242)

Another relationship is (F1F)(F2 F ) ff . The system is afocal if s 0. There are many special cases 
of such combinations. Another case is that when the first principal point of the second lens is at the 
rear focal point of the first, in which case the system focal length is that of the first. These relation-
ships are proven by Welford.204

Focal-Afocal: Coaxial

A focal lens combined with an afocal lens is focal, Fig. 21. Here we take the afocal lens to be to 
the left, with magnification m1. The focal lens to the right has power 2 and rear focal length 
f2 . The power of the combination is 2 1m , and the rear focal length of the combination is 
f f m2 1/ . On the side of the focal lens, the location of the principal focal point is unchanged. 
On the side of the afocal lens, the system focal point is located at the image of the focal point of 
the focal lens in the space between the two. Changing the separation between the lenses does not 
change the power or the position of the principal focal point relative to that of the focal lens. 
The principal focal point on the afocal lens side does move.

Afocal-Afocal: Coaxial

The combination of two afocal lenses is itself afocal, Fig. 22. If the two lenses have transverse magni-
fications m1 and m2, the combination has m m1m2. A pair of conjugate reference positions is found 
from the conjugates in the outer regions to any axial point in the inner space. If the separation 

FIGURE 21 Coaxial combination of a focal lens and an afocal lens. In this drawing the 
afocal lens has a transverse magnification 0 < m1 < 1 and the focal lens has a positive power. 
The combination is a focal lens with focal length f f /m1. The focal point on the side of the 
focal lens is at the focal point of that lens alone.

Afocal Focal

P′2P′

F′2, F′

f ′2
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between the two lenses changes, the combination remains afocal and the magnification is fixed, but 
the conjugate positions change. This result extends to a combination of any number of afocal lenses.

Noncoaxial Combinations: General

The most general combinations can be handled by the machinery of collineation. The net col-
lineation can be found by multiplying the matrices that describe the constituents, with additional 
rotation and translation matrices to account for their relative positions. After obtaining the overall 
matrix, object and image space coordinate systems can be found in which the transformation is sim-
plest. This approach can also be used to demonstrate general properties of system combinations. For 
example, by multiplying matrices for afocal systems, it is seen that a succession of afocal lenses with 
any orientation is afocal.

1.17 PARAXIAL MATRIX METHODS

Introduction

Matrix methods provide a simple way of representing and calculating the paraxial properties 
of lenses and their actions on rays. These methods contain no physics beyond that contained 
in the paraxial power and transfer equations, Eq. (136) and Eq. (142), but they permit many 
useful results to be derived mechanically, and are especially useful for lens combinations. The 
matrix description of systems is also useful in elucidating fundamental paraxial properties. With 
the symbolic manipulation programs now available, matrix methods also provide a means of 
obtaining useful expressions.

The optical system is treated as a black box represented by a matrix. The axial positions of the 
input and output planes are arbitrary. The matrix describes the relationship between what enters 
and what leaves, but contains no information about the specifics of the system within, and there is 
an infinity of systems with the same matrix representation.

The origin of matrix methods in optics is not clear. Matrices were used by Samson205 who 
referred to them as “schemes.” Matrices appear without comment in a 1908 book.206 Matrix meth-
ods are treated in papers207,208 and in many books.209–218 Notation is not standardized, and many 
treatments are complicated by notation that conceals the basic structures.

This section is limited to rotationally symmetric lenses with homogeneous media. References are 
provided for systems with cylindrical elements. This treatment is monochromatic, with the wave-
length dependence of index not made explicit.

The matrices are simplified by using reduced axial distances t/n and reduced angles nu.
The paraxial angles u are equivalent to direction cosines, and the reduced angles are optical direc-
tion cosines in the paraxial limit. For brevity,  and are usually referred to in this section simply as 
“angle” and “distance.”

FIGURE 22 Coaxial combination of two afocal lenses. An internal point 
A  has an object space conjugate A and an image space conjugate A  These two 
points can be used for position references in the overall object and image spaces.
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Basic Idea: Linearity

Paraxial optics is concerned with the paraxial heights and paraxial angles of rays. A meridional ray 
entering a system has a given height y and angle  and leaves with another height y  and angle .
Paraxial optics is linear, as discussed above, in the sense that both the outgoing height and angle 
depend linearly on the incoming height and angle. Writing Eq. (148) in terms of s gives

y
y
y

y
y

y
and y (243)

The partial derivatives are constant for a given system. This linearity is the basis of the matrix treatment, 
since these equations can be written in matrix form:

y y
y

y

y

y

(244)

Basic Operations

The basic operations in paraxial ray tracing are transfer, Eq. (136), between surfaces and refraction 
or reflection at surfaces, Eq. (142).

Transfer Matrix

Transfer changes the height of a ray, in general, leaving the angle unchanged. In terms of reduced 
quantities, the relationships are

y y tu y
t
n

un y and (245)

The transfer matrix is

1
0 1

(246)

For left-to-right transfer, 0. This gives a difference in signs between some of the terms in expres-
sions here and those in the gaussian section, where directed distances are measured from a reference 
point related to the lens to the object.

Power Matrix

Refraction or reflection changes the angle of a ray, but not its height. The equations for reduced 
quantities are

n u nu y y y yand (247)

Here c n n( ) for refraction and 2nc  for reflection, where c is the surface curvature, Eq. (143). 
The power matrix is

1 0
1

(248)

A planar reflecting or refracting surface has 0, so it is represented by the unit matrix.
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Arbitrary System

A general system consists of a series of surfaces with powers 1 2, , . . .  that are separated from one 
another by distances 1, 2, . . . Its matrix is the product

1

0 1
1 0

1
1
0 1

1 0
12

2

1

N 1
0 1

1 (249)

By convention, the successive matrices are concatenated from right to left, whereas ray tracing is 
done left to right.

A special case is a succession of transfers, itself a transfer.

Succession of transfers:
1
0 1

1 2 (250)

Another is a series of refractions with no intervening transfer, itself a power operation.

Succession of powers:
1 0

11 2( )
(251)

Matrix Elements

Each matrix element has a physical significance, and the terms can be given mnemonic symbols 
associated with the conditions under which they are zero. (This practice is not standard.) If the ini-
tial ray angle is zero, the outgoing angles depend on the incident ray heights and the power of the 
system, according to y , so / y . If the initial surface is at the front focal plane, the 
outgoing ray angles depend only on the incident height, so / 0. This term is denoted by 
F for “front.” Similarly, if the final surface is at the real focal plane, the outgoing ray heights depend 
only on the incoming angles, so y y R/  for “rear.” If the initial and final planes are conjugate, 
then all incoming rays at a given height y have the outgoing height y my, regardless of their 
angle, so y / 0  for conjugate planes. Since this term is related to the condition of conjugacy, 

y C/  for “conjugate.” With this notation, the general matrix is

R C
F

(252)

Dimensions

The terms R and F are dimensionless. C has the dimensions of length, and those of  are inverse 
length. Dimensional analysis, as well as the consideration of Eq. (248), shows that the F and R
terms will always contain products of equal numbers of l ’s and k’s, such as k l. The  expression 
contains terms like k and k l m, with one more power term than distance terms. Similarly, C has 
terms like k and k l m .

Determinant

Both the transfer and power matrices have unit determinants. Therefore, any product of such matri-
ces has a unit determinant, a fact that is related to the two-ray paraxial invariant.

R C
F

FR C 1 (253)

This provides an algebraic check. For afocal lenses and conjugate arrangements, FR 1.
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Possible Zeros

The possible arrangements of zeros in a system matrix is limited by the unit determinant restric-
tion. There can be a single zero anywhere. In this case, either C 1/  or F 1/R, and the remaining 
nonzero term can have any value. There can be two zeros on either diagonal. No row or column can 
contain two zeros, since a system represented by such a matrix would violate conservation of bright-
ness. A matrix with double zeros in the bottom row would collimate all rays, regardless of their 
incoming position and direction. A matrix with all zeros in the top row represents a system that 
would bring all incoming light to a single point. A system whose matrix has double zeros in the first 
column would bring all incoming light to a focus on the axis. For double zeros in the second row, 
the system would concentrate all light diverging from an input point in a single output point with a 
single direction.

Operation on Two Rays

Instead of considering a single input and output ray, the matrix formalism can be used to treat a 
pair of rays, represented by a 2 2 matrix. In this case

y y R C
F

y y1 1

1 2

1 2

1 2

(254)

Since the system matrix has a unit determinant, the determinants of the incoming and outgoing ray 
matrices are identical:

L y y y y12 1 2 2 1 1 2 2 1
(255)

This is the paraxial invariant, Eq. (149). It is possible to operate on more than two rays, but never 
necessary, since any third ray is a linear combination of two, Eq. (154). Operations on two rays can 
also be handled with a complex notation in which two ray heights and two angles are each repre-
sented by a complex number.219,220

Conjugate Matrix

For conjugate planes, y my, so C 0, R m, and F 1/m, giving

m
m
0

1/
(256)

The 1/m term gives the angular magnification, u /u n/n m, Eq. (196). This matrix also holds for 
afocal lenses, in which case 0 .

Translated Input and Output Planes

For a given system, the locations of the input and output planes are arbitrary. If the input plane is 
translated by  and the output plane by , the resultant matrix is

R C R F
F

(257)

Note that the object-space translation term is grouped with F and the image-space term with R.
The equation C R F0  gives all pairs of  and for which the input and output surfaces 
are conjugate.
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Principal Plane-to-Principal Plane

If the input and output planes are the principal planes, then the matrix is a conjugate one, for which 
m 1.

1 0
1

(258)

This is also the matrix representing a thin lens.

Nodal Plane-to-Nodal Plane

The nodal points are conjugate, with unit angular magnification, so u u and n /n. Thus

n n
n n

/
/
0

(259)

The transverse magnification mN n/n  equals unity when n n . This matrix has no meaning for 
afocal lenses.

Focal Plane-to-Focal Plane

If the initial surface is at the front principal focal plane and the final surface is at the rear focal plane, 
the matrix is

0 1
0
/

(260)

This is the “Fourier transform” arrangement, in which incident heights are mapped as angles and 
vice versa.

Translation from Conjugate Positions

If the input plane is translated  from a plane associated with magnification m and the output plane 
is translated a distance from the conjugate plane, the matrix is

m m m
m

/
/1

(261)

Setting C 0 gives an equation that locates all other pairs of conjugate planes relative to the first 
one, Eq. (172).

Translation from Principal Planes

If the initial conjugate planes are the principal planes, then

1
1

(262)

The equation for other conjugates is C 0 , corresponding to Eq. (170). It follows 
that the distance from the input surface to the first principal plane is ( )/1 F  and the distance 
from the output surface to the second principal plane is ( )1 R / .
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Translation from Focal Planes

If the input plane is a distance  from the front focal plane and the output plane a distance from 
the rear focal plane, the matrix is

1
1 2( )

(263)

Thus F and R are proportional to the distances of the input and output surfaces from the object 
space and image space focal planes. Using Newton’s formulas, this can also be written

m
m

m

m

1
1

1
(264)

Here m  is the magnification that would obtain if the image point were as located by R, and m is that 
if the object point were located by F. The conjugate term vanishes when m m .

Conjugate Relative to Principal Focal Planes

If Eq. (263) is a conjugate matrix, it becomes

0
(265)

The vanishing C term gives 0 1/ , which is the Newton equation usually written as zz f f .
The magnification terms are the other Newton’s equations,  m  and 1/m , which are 
usually written as m z f f z/ / .

Afocal Lens

For afocal lenses 0. Since the determinant is unity, F 1/R. And since the transverse magnification 
is constant, R m, giving

m C
m0 1/

(266)

A ray with 0 has y my, and /m for all y. At conjugate positions, an afocal lens has the 
matrix

m
m

0
0 1/

(267)

Performing a translation in both object and images spaces from the conjugate position gives

m m
m

m0 1/
(268)

Setting C 0 gives −m2 , which relates the location of a single conjugate pair to all others, 
Eq. (200).
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Symmetrical Lenses

For lenses with symmetry about a central plane and symmetrically located input and output surfaces, 
F R, so the matrix has the form

B C
B

(269)

where B C2 1 . The conjugate matrix has m ±1.

Reversing Lenses

When a lens is flipped left to right along with their media, the matrix of the reversed system is 
obtained from that of the original one by switching the F and R terms.

F C
R

(270)

This reversal maintains the exterior references planes, that is, the input surface for the initial system 
becomes the output surface for the flipped one and vice versa.

Inverse Systems

By the “inverse” of a lens is meant a second system that undoes the effect of a given one. That is, the 
rays at the output surface of the second system have the same height and angle as those at the input 
of the first system. The combination of a system and its inverse is afocal with unit magnification. 
The matrix representing the inverse system is the inverse of that representing the system.

F C
R

(271)

The matrix provides no instruction as to how such a lens is made up. Alternatively, the inverse 
matrix can be interpreted as that whose input is y  and , with outputs y and .

Series of Arbitrary Lenses

The matrix for two successive lenses is

R R C C R C F
F R F F C

1 2 2 1 1 2 2 1

1 2 2 1 1 2 1 2

R C
F

R C
F

2 2

2 2

1 1

1 1

(272)

For example, two given lenses separated by some distance have the matrix

R C
F

R C
F

2 2

2 2

1 1

1 1

1
0 1

(273)

Multiplying from right to left gives a running product or “cumulative matrix,” that shows the effect 
of the system up to a given plane.

Decomposition

Matrix multiplication is associative, so the system representation can be broken up in a number of 
ways. For example, the portion of a lens before and after the aperture stop can be used to find the 
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pupil locations and magnifications. An arbitrary lens matrix can be written as a product of three 
matrices:221

R C
F R

R
R

C R1 0
1

0
0 1

1
0 1/ /

/
(274)

or

R C
F

C F F
F F

1
0 1

1 0
0

1 0
1

/ /
/

(275)

Thus a general lens is equivalent to a succession of three systems. One has power and works at unit 
magnification. The second is a conjugate afocal matrix. The third is a translation. Each of these sys-
tems is defined by one of the three terms, either, R, /R , C/R or F, /F , C/F . This is another mani-
festation of the three degrees of freedom of paraxial systems.

Matrix Determination by Two-Ray Specification

If a two-ray input matrix is given along with the desired output, or the two input and output rays 
are measured to determine the matrix of an unknown lens, Eq. (254) gives

R C
F

y y y y1 2

1 2

1 2

1 2

1

(276)

so

R C
F y y

y y y y y y1

1 2 2 1

1 2 2 1 2 1 1 22

1 2 2 1 2 1 2 1y y
(277)

The denominator of the multiplicative factor is the paraxial invariant associated with the two rays, 
Eq. (149). As a special case, the two rays could be the marginal and chief rays. The input and output 
pairs must have the same invariant, or the matrix thus found will not have a unit determinant.

Experimental Determination of Matrix Elements

The matrix elements for an unknown lens can, in principle, be determined experimentally. One 
method, as mentioned in the preceding section, is to measure the heights and angles of an arbitrary 
pair of rays. Another method is as follows. The power term is found in the usual way by sending 
a ray into the lens parallel to the axis and measuring its outgoing angle. To find C y / , the 
input ray angle is varied, while its height is unchanged. If the output height is graphed, its slope is C.
Likewise, the other partial derivatives in Eq. (243) can be found by changing one of the input 
parameters while the other is fixed. The four measurements are redundant, the unit determinant 
providing a check of consistency.

Angle Instead of Reduced Angle

The matrices above can be modified to use the angles u and u , instead of the reduced angles. In 
terms of matrix theory, this amounts to a change in basis vectors, which is accomplished by multi-
plying by diagonal vectors with elements 1 and n or 1 and n , The result is

y

u

R nC

n
n
n

F

y

u
1 (278)

This matrix has a constant determinant n/n . The form of Eq. (252) is simpler.
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Other Input-Output Combinations

Referring to Eq. (244), any pair of the four quantities y, , y , and  can be taken as inputs, with the 
other two as outputs, and the relationships can be expressed in matrix form. The four matrices in 
this section cannot be multiplied to account for the concatenation of lenses. If the angles are given, 
the heights are

y

y

F
R

1 1
1

(279)

The matrix is undefined for afocal lenses, for which the relationship of  and  is independent of 
heights. Similarly, the angles can be expressed as functions of the heights by

1 1
1C
R

F

y

y
(280)

For conjugates the expression breaks down, since there is no fixed relationship between heights and 
angles. If the input is a height on one side and an angle on the other, then

y

F
C y1 1
1

(281)

For the inverse situation,

y

R
C y1 1
1

(282)

The determinants of these matrices are, respectively, C, , R, and F.

Derivative Matrices

If the axial position of the input surface changes, the rate of change of the output quantities is

dy dz

d dz

R y/

/

0
0

(283)

If the axial position of the output surface can change, the rate of change of output quantities is

dy dz

d dz

F y/

/ 0 0
(284)

Higher derivatives vanish.

Skew rays

The matrix formalism can be used to treat a paraxial skew ray, represented by a 2 2 matrix of x and y
positions and directions  and . In this case

x y
n n

R C
F

x y
na n

(285)

Since the lens matrix has a unit determinant, the determinants of the incoming and outgoing ray 
matrices are identical:

n y x n y x( ) ( ) (286)

From Eq. (73), this is the skew invariant.
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Relationship to Characteristic Functions

A lens matrix can be related to any one of the four paraxial characteristic functions, Eqs. (34) 
through (37), each of which has three first coefficients, associated with the three degrees of freedom 
of the matrix. Brouwer and Walther222 derive the paraxial matrices from more general matrices based 
on the point angle characteristic function.

Nonrotationally Symmetric Systems

Systems comprising cylindrical lenses can also be treated paraxially by matrices.223–228,221 The more 
general case of a treatment around an arbitrary ray is also represented by a 4 4 matrix.229 This is 
treated by several of the references to the section “Images About Known Rays.”

1.18 APERTURES, PUPILS, STOPS, FIELDS, 
AND RELATED MATTERS

Introduction

This section is concerned with the finite size of lenses and their fields, as expressed in various limita-
tions of linear dimensions and angles, and with some of the consequences of these limits. (Other 
consequences, for example, resolution limitations, are in the domain of wave optics.) Terminology 
in this area is not well defined, and the terms typically used are insufficient for all the aspects of the 
subject, so this section deals considerably with definitions.

Field Size and Field Stop

The field or field of view of a lens is the region of object space from which light is captured or 
the region of image space that is used. The field size may be described in angular, linear, or area 
units, depending on the circumstances. (It can be described in still other ways, e.g., the number of 
pixels.) In and of itself, a lens does not have a definite field size, but beyond a certain size, image 
quality diminishes, both with respect to aberration correction and to light collection. A field stop
is a physical delimiter of the field, which may be in either object or image space. A detector may 
be the delimiter.

Aperture Stop

Each object point can be thought of as emitting rays in all directions. Since lenses are finite in size, 
only some of the rays pass through them. The rays that do pass are referred to as image-forming
rays, the ensemble of which is the image-forming bundle, also called the image-forming cone,
although the bundle may not be conical. The bundle associated with each object point is delimited 
by one or more physical structures of the lens. For axial object points, the delimiting structure is 
called the aperture, the stop, or the aperture stop. The aperture may be either within the lens or 
outside of it on either side, Fig. 23. The aperture may be a structure whose sole purpose is delimit-
ing the bundle, or it may be the edge of an optical element or a lens mount. The aperture stop may 
be fixed or adjustable, for instance, an iris. Which structure acts as the aperture can change with 
object position, Fig. 24. The size and position of the aperture do not effect the gaussian properties 
of the lens, i.e., the cardinal points and the conjugate locations and magnifications. They do affect 
the image irradiance, the aberrations, and the effects of defocus. The aperture is most commonly 
centered on axis, but this is not always so. With visual instruments, the aperture stop for the entire 
system may be either an aperture in the optics or the iris of the observer’s eye.
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Marginal Rays and Chief Rays

Ray bundles are described to a considerable extent by specifying their central and extreme rays. For 
object planes perpendicular to the lens axis, there are two meridional rays of particular importance, 
defining the extremities of field and aperture, Fig. 25. These rays are reciprocal in that one is to the 
pupil what the other is to the field.

The marginal ray originates at the axial object point, intersects the conjugate image point, and 
passes through the edge of the aperture. This term is also used for rays from other field points that pass 
through the extremes of the aperture. The paraxial marginal ray is the marginal ray in the paraxial limit.

The chief ray or principal ray originates at the edge of the object field, intersects the edge of the 
image field, and passes approximately through the center of the aperture, and hence approximately 
through the center of the pupils. (Here we use “chief ray,” since the prefix “principal” is so commonly 
used for other entities.) The term is also used for the central ray of other bundles. The paraxial chief
ray passes exactly through the centers of the aperture and both paraxial pupils.

Field Angle

The field angle is that subtended by the field of view at the lens. This term is ambiguous, since several 
angles can be used, as well as angles in both object and image space. A nodal ray angle is the same in 
both spaces. If the nodal points are not at the pupils, the chief ray angle differs on the two sides. The ratio 

FIGURE 24 An example of change of aperture with axial 
object position. For distant points the aperture is the nominal stop. 
For near points the aperture is the rim of the lens.

Internal
aperture

External
aperture

FIGURE 23 Axial ray cone and aperture stop. 
The upper lens has an internal aperture, and the lower 
one has an external aperture on the object side.
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of paraxial chief ray angles is proportional to the paraxial pupil magnification, as discussed later, 
Eq. (289). If the lens is telecentric, the chief ray angle is zero. An afocal lens has no nodal points, 
and the paraxial ratio of output angles to input angles is constant. The concept of field angle is most 
useful with objects and/or images at large distances, in which case on the long conjugate side the 
various ray angles are nearly identical. On the short conjugate side, ambiguity is removed by giving 
the focal length, the linear size of the detector, and the principal plane and exit pupil positions. For 
finite conjugates, such information should be provided for both spaces.

Pupils

The term pupil is used in several ways, and care should be taken to distinguish between them. There 
are paraxial pupils, “real” pupils, pupils defined as ranges of angles, and pupil reference spheres used 
for aberration definition and diffraction calculations. The entrance pupil is the aperture as seen 
from object space—more precisely, as seen from a particular point in object space. If the aperture 
is physically located in object space, the entrance pupil is identical to the aperture. Otherwise, the 
entrance pupil is the image of the aperture in object space formed by the portion of the lens on the 
object side of the aperture. If the aperture is in image space, the entrance pupil is its image formed 
by the entire lens. Similarly, the exit pupil is the aperture as seen from image space. A real pupil is a 
physically accessible image of the aperture or the aperture itself, and a virtual pupil is an inacces-
sible image. Visual instruments often have external pupils, where the user’s eye is located. The axial 
entrance pupil point is denoted here by E and the exit pupil by E .

The pupils can be located anywhere on axis, except that they cannot coincide with the object 
or image. It is common to draw pupils as shown in Fig. 25, but they can also be on the side of the 
object or image away from the lens. The pupils are usually centered on axis, but not necessarily. 
Aberrations may shift pupils from nominal axial centration.

Both pupils are conjugate to the aperture, so they are conjugate to each other. The term pupil
imaging refers to the relationship of the pupils with respect to each other and to the aperture. In 
pupil imaging, the chief ray of the lens is the marginal ray and vice versa. The pupil magnification
mP denotes the ratio of exit pupil size to entrance pupil size. The size may be specificed as linear or 
an angular extent, and the pupil magnification may be a transverse magnification, finite or paraxial, 
or a ratio of angular subtenses. In general, there is pupil aberration, so the image of the aperture in 
each space is aberrated, as is that of the imaging of one pupil to the other. Pupil imaging is subject to 
chromatic aberration, so positions, sizes, and shapes of pupils may vary with wavelength.

There is ambiguity about pupil centers and chief rays for several reasons. The center can be taken 
with respect to linear, angular, or direction cosine dimensions. Because of spherical pupil aberration, 
a ray through the center of the pupil may not also pass through the center of the aperture, and vice 
versa. The angular dimensions of pupils may change with field position. Pupil aberrations cause the 
actual pupil shape to be different from that of the paraxial pupil.

FIGURE 25 Schematic diagram of a lens with object and image planes, entrance and exit 
pupils, and marginal and chief rays. The entrance pupil is located at E and the exit pupil at E .
The chief ray passes through the edges of the fields and the centers of the pupils. The marginal 
ray passes through the axial object and image points and the edges of the pupils.
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Pupils that are not apertures can have any linear size, since the aperture can be imaged at any 
magnification. If the aperture is within the lens, there is no particular relationship between the posi-
tions and linear sizes of the entrance and exit pupils, since the portions of the lens that precede and 
follow the aperture have no specific relationship. There is a relationship between the angular sub-
tense of the pupils, as discussed below.

The angular size and shape of the pupils can vary with field position, and the pupils can change 
position if the aperture changes with object position. If the lens changes internally, as with a zoom, 
the sizes and positions of the pupils change.

Paraxial Description

The paraxial pupils are the paraxial images of the aperture. They are usually planar and perpendicu-
lar to the axis and are implicitly free from aberration. The paraxial chief ray passes through the cen-
ter of both pupils and the aperture, and the paraxial marginal ray through the edges. The object and 
pupil magnifications and the distances from object to entrance pupil and from exit pupil to image 
are related by Eq. (194). If the object at O is imaged at O  with magnification m, and the pupil mag-
nification from entrance pupil at E to exit pupil at E  is mE, then from Eq. (194)

O E
n

n
mm OEE

(287)

Paraxial Invariant for Full Field and Full Aperture

Let the height of the paraxial marginal ray be yM at the entrance pupil and yM at the exit pupil, and 
that of the paraxial chief ray by yC, at the object plane and yC  at the image plane, Fig. 25. Let the angles 
of these rays be uM, uC , uM , uC . The two-ray paraxial invariant, Eq. (149), is

L ny u ny u n y u n y uC M M C M C C M
(288)

This relationship was rediscovered several times, so the conserved quantity is referred to by a variety 
of names, including the Lagrange invariant, the Helmholtz invariant, the Smith invariant, and with 
various hyphenated combinations of the proper names.230, 231 Further discussions are found in the 
sections on paraxial optics and on the étendue. The paraxial transverse magnification and paraxial pupil 
magnifications are related to the paraxial marginal and chief ray angles by
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Pupil Directions

For some purposes, pupils are best described as ranges of directions, specified in direction cosines, 
rather than by linear extents of aperture images. Here the term pupil directions (NS) is used. This 
is particularly the case when dealing with a given region of the object. The construction for this 
description is shown in Fig. 26. The x and y axes of the object-space coordinate system lie in the 
object surface, and the x  and y  axes of the image-space coordinate system lie in the image surface. 
From a point on the object plane, the extreme set of rays that passes through the lens is found. Its 
intersection with a unit sphere about the object point is found, and perpendiculars are dropped to 
the unit circle on (or tangent to) the object plane, giving the extent in direction cosines.

The entrance pupil is delimited by a closed curve described by a relationship 0 P( , ; x, y), 
and the exit pupil is likewise defined by 0 P ( , ; x , y ). The spatial argument is included to 
indicate that the shape varies, in general, with the field position. There may be multiple regions, as 
in the case of central obstructions. It is usually preferable to define the pupils relative to principal
directions (NS) ( 0, 0) in object space and ( , )0 0  in image space, where the two directions are 
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those of the same ray in the two spaces, usually a meridional ray. The principal directions are analogous 
to the chief rays. The entrance pupil is then given by 0 Q( − 0, − 0; x, y) and the exit pupil by 
0 0 0Q x y( , ; , ). For example, for a field point on the x 0 meridian, the expression for 
the pupil might be well approximated by an ellipse, 0 a 2 b( − 0)

2, where (0, 0) is the chief ray 
direction. If the imaging is stigmatic, the relationship between entrance and exit pupil angular shapes 
is provided by the cosine condition, Eq. (104).

Q x y Q m m xP P, ; , , ; ,0 0 yy (290)

The entrance and exit pupils have the same shapes when described in direction cosine space. 
They are scaled according to the pupil angular magnification (NS) mP n/n m. The orientations may 
be the same or rotated 180°. There is no particular relationship between ( 0, 0) and ( , )0 0  which 
can, for example, be changed by field lenses. The principal directions are, however, usually in the 
same meridian as the object and image points, in which case 0 0 0 0/ / . If the field point is in 
the x meridian, and the central ray is in this meridian, then 0 0 and 0 0. Even with aberrations, 
Eq. (290) usually holds to a good approximation. The aberration pupil distortion refers to a deviation 
from this shape constancy.

Pupil Directional Extent: Numerical Aperture 
and Its Generalizations

The angular extent of a pupil extent is limited by some extreme directions. In the example above of 
the elliptical shape, for instance, there are two half widths

1
2

1
2

( ) ( )max min max minand (291)

For a rotationally symmetric lens with a circular aperture, the light from an axial object point in a 
medium of index n is accepted over a cone whose vertex angle is max. The object space numerical
aperture is defined as

NA n n n nsin max max max max( )2 2 (292)

FIGURE 26 Construction for the description of the pupils with direction cosines. An 
x-y plane is tangent to the object surface at the object point, and a unit sphere is centered 
on the point. The intersections with the unit sphere of the rays are projected to the tangent 
plane to give the pupil direction cosines.
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Likewise, on the image side, where the index is n  and the maximum angle is max , the image space
numerical aperture is

NA n n n nsin max max max m( )2 2
aax

(293)

If the lens is free of coma, the sine condition, Eq. (106), gives for finite conjugates

m
n

n
NA
NA

sin

sin
max

max

(294)

For infinite conjugates

sin or sinmax
max

max max ma

y

f
n NA n y xx

(295)

If there is coma, these relationships are still good approximations. For a given lens and a given aper-
ture size, the numerical aperture varies with the axial object position.

F-Number and Its Problems

The F-number is written in a variety of ways, including F/no. and F/#. It is denoted here by FN. The 
F-number is not a natural physical quantity, is not defined and used consistently in the literature, 
and is often used in ways that are both wrong and confusing.232,233 Moreover, there is no need to 
use the F-number, since everything that it purports to describe or approximately describes is treated 
properly with direction cosines. The most common definition for F-number, applied to the case of 
an object at infinity, is

FN
focal length

entrance pupil diameter ta
1

2 nn
(296)

where  is the outgoing angle of the axial imaging cone. In general, the F-number is associated with 
the tangents of collinear transformations, rather than the sines (or direction cosines) that are physi-
cally appropriate. It presumes that a nonparaxial ray entering parallel to the axis at height y leaves 
the rear principal plane at the same height and intersects the rear focal point, so that tan y/f .
However, this particular presumption contradicts Eq. (294), and in general, collineation does not 
accurately describe lens behavior, as discussed above.

Other problems with F-number, as it is used in the literature, include the following: (1) It is 
not defined consistently. For example, the literature also contains the definition F-number (focal 
length)/(exit pupil diameter). (2) For lenses used at finite conjugates, the F-number is often stated 
for an object at infinity. In fact, given only the numerical aperture for an object at infinity, that 
for other conjugates cannot be determined. (3) There are confusing descriptions of variation 
of F-number with conjugates, for example, the equation FNm (1 m)FN , where FNm is the 
F-number for magnification m and FN  is that for an object at infinity. In fact, numerical aper-
tures for various magnifications are not so related. (4) The object and image space numerical 
apertures are related by Eq. (294), but there is no such relationship for tangents of angles, except 
that predicted by collineation, Eq. (232), which is approximate. (5) With off-axis field points and 
noncircular pupils, the interpretation of F-number is more ambiguous. (6) Afocal systems have 
finite numerical apertures when used at finite conjugates, but they have no analogue to Eq. (295). 
(7) Object and image space refractive indices are not accounted for by the F-number, whereas 
they are by the numerical aperture. (8) The F-number is often used as a descriptor of radiometric 
throughput, rather than of ray angles per se.

A related quantity is the T-number,234 which accounts for both the convergence angle of the 
imaging cone and the fraction of power transmitted by the lens. This is useful as a single-number 
descriptor, but it is subject to all the confusion associated with the F-number.
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Image Irradiance for Lambertian Objects

If the light from a region of an object is lambertian with a power/area M, then the emitted power per 
angle with angle according to (M/ ) cos d (M/ ) d d . The power captured by the entrance 
pupil from a small object area dA is

dP M dA d d
1

entrance pupil
(297)

(For a full hemisphere d d , giving dP M dA.) If there are no losses within the lens, the 
power reaching the conjugate image region dA  is the same. Using the conservation of étendue equa-
tion, Eq. (72), the image irradiance is

E
dP

dA
M

n

n
d d

1 2

2 exit pupil
(298)

The image irradiance does not depend explicitly on the magnification, but magnification is included 
implicitly, since, for a given lens, the subtense of the exit pupil varies with conjugates.

This equation applies everywhere in the field, and it applies to arbitrary object surface positions 
and orientations, so long as the direction cosines are defined with respect to the local object and 
image surface normals. These equations apply regardless of the chief ray angles, so they are appli-
cable, for example, with telecentricity. In general, the pupil shape and principal direction vary with 
field position, so there is a gradation of irradiance in the image of a uniform lambertian object.

These equations do not account for all that influences image irradiance, for example, lens 
absorption and reflection. These effects can be included in the above expressions by adding an 
appropriate weighting function of angle and field in the above integrals, giving

E x y
dP
dA

M x y
n
n

x y( , ) ( , ) ( , ; , )
1 2

2 dd d (299)

where ( , ; x , y ) is the lens transmittance as a function of the direction cosines for the image 
point (x , y ). With externally illuminated objects that are not lambertian scatterers, these relation-
ships do not hold. For example, in optical projectors the illumination is matched to the object and 
imaging lens to give nominally uniform image irradiance.

Axial Image Irradiance for Lambertian Objects

In the special case of circular pupils and axial object surfaces perpendicular to the axis, the collected 
power and image irradiance given above are

dP M dA E M
n

n
sin and sin2

2

2
2 (300)

Power/Pixel

From wave optics, a lens working at the “resolution limit” has an image pixel size q /n sin
where  is the vacuum wavelength and q is a dimensionless factor, typically of the order of unity. 
Applying Eq. (300) gives

Power/pixel q M
n

2

2

(301)

M( /n)2 is the energy emitted per square wavelength of object area. This is a fundamental radiometric 
quantity. Increasing q gives a greater numerical aperture than is nominally required for resolution, 
but in practice the aberration correction may be such that the actual resolution is not greater.
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Cosine-to-the-Fourth Approximation

For distant, planar, uniform lambertian objects perpendicular to the lens axis, if the entrance pupil 
is well approximated by a circle, then the image irradiance varies approximately with the object 
space field angle  according to the cosine-to-the-fourth relationship

E E( ) 0
4cos (302)

where E0 is the axial irradiance. There are three contributions to this dependence. (1) The angular 
distribution of a lambertian emitter varies as cos . (2) The distance from the field point to the 
entrance pupil varies as 1/d2  cos2 . (3) Insofar as the pupil behaves as a rigid circle, its projected 
solid angle varies approximately as cos . The cosine-to-the-fourth relationship should be used only 
as a guideline, since ray tracing permits more accurate calculations, and because of the ambiguities 
in the meaning of the field angle, as discussed above, and elsewhere.235–239 For example, field angle is 
meaningless with telecentricity. Some lenses, especially wide-angle ones, are specifically designed so 
the pupil subtense increases with the field angle in order to compensate for effects (1) and (2) above, 
to produce a sufficiently uniform image.240

Total Lens Étendue

The total amount of power from a lambertian object that can be transferred through a lens is

1
M dx dy d d

field pupil
(303)

The pupil integral may vary over the field. If the pupil is round and constant over the field, the éten-
due is proportional to A(NA)2, where A is the area of the field. This quantity is also related to the 
total number of pixels in the field, and the ability of the lens to transfer information.241 The term 
“area-solid angle product” is sometimes used, but this is an approximation. The total étendue is pro-
portional paraxially to ~ L2, where L is given by Eq. (288).

Vignetting

Vignetting occurs when an image-forming bundle is truncated by two or more physical structures 
in different planes, Fig. 27. Typically, one is the nominal aperture and another is the edge of a lens. 
Another case is that of central obstructions away from the aperture. When vignetting occurs, the 
image irradiance is changed, and its diminution with field height is faster than it otherwise would 
be. Aberration properties are also changed, so vignetting is sometimes used to eliminate light that 
would unacceptably blur the image.

FIGURE 27 Example of vignetting. The dashed ray passes through the 
aperture, but misses the lens.
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Lens Combinations and Field Lenses

When lenses are used to relay images, the light is transferred without loss only if the exit pupil of one 
corresponds with the entrance pupil of the next. An example of the failure to meet this requirement 
is shown in Fig. 28. The axial point is reimaged satisfactorily, but off-axis bundles are vignetted. To 
transfer the light properly, a field lens in the vicinity of the intermediate image is used to image the 
exit pupil of the preceding lens into the entrance pupil of the next one. If the field lens is a thin lens 
in the image plane, then its magnification with respect to the image is unity. In practice, the field 
lens is usually shifted axially, so scratches or dust on its surface are out of focus. Its magnification 
then differs from unity. The focal length of a thin field lens in air is given by 1/f 1/a 1/b, where 
a is the distance from exit pupil of first lens to the field lens, and b is that from field lens to the 
entrance pupil of the second lens. The exit pupil is reimaged with a magnification b/a. If the sizes of 
the various pupils and their images are not matched, then the aperture of the combination is deter-
mined by the smallest. Field lenses affect aberrations.

Defocus

When the object and image-receiving surface are not conjugate there is defocus. If either the object 
or the receiving surface is considered to be correctly positioned, the defocus is associated with the 
other. Another situation is that in which the object and receiving surfaces are conjugate, but both 
are wrongly located, so that the image is sharp but the magnification is not what is desired.

Defocus has two basic geometrical effects, if there are no aberrations, Fig. 29. One is blurring, 
since the rays from an object point do not converge to a single point on the receiving surface. The 
blur size varies linearly with the axial defocus in image space and with the cone angle of the image-
forming bundle. The shape of the blur is that of the exit pupil, projected on the receiving surface. 
The other effect of defocus is a lateral shift in position of the blur’s centroid relative to that of the 
correctly focused point. The shift depends on the chief ray angle on the side of the lens where the 
defocus occurs. In the simplest case, the shift is approximately linear with field height, so acts as a 

FIGURE 28 A pair of lenses relaying an image with and without a field lens. In the 
top figure, there is no field lens, and some of the light forming the intermediate image 
does not pass through the second lens. The amount lost depends on the two numerical 
apertures and increases with distance from the axis. In the lower figure, a field lens at the 
intermediate image forms an image of the exit pupil of the first lens into the entrance 
pupil of the next. No light is lost unless the numerical aperture of the second lens is less 
than that of the first.
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change of magnification. If the object is tilted or is not flat, the effects of defocus vary across the 
field in a more complicated way. Aberrations affect the nature of the blur. With some aberrations, 
the blur is different on the two sides of focus. With spherical aberration, the blur changes in quality, 
and with astigmatism the orientation of the blur changes.

In considering the geometrical imaging of a small region of a lambertian object, there is an 
implict assumption that the pupil is filled uniformly with light. In imaging an extended object that 
is externally illuminated, the light from a given region may not fill the pupil uniformly, so the char-
acter of the blurring is affected by the angular properties of the illumination and scattering proper-
ties of the object.

The amount of defocus can be described in either object or image space, and it can be measured 
in a variety of ways, for example, axial displacement, displacement along a chief ray, geometrical blur 
size, and wavefront aberration. The axial displacements in object and image space differ, in general, 
and are related by the longitudinal magnification. As expressed in wavefront aberration, i.e., optical 
path length, defocus is the same in both spaces. There are also various functional measurements of 
defocus, for example, the sizes of recorded images through focus.

Telecentricity

A lens is telecentric if the chief rays are parallel to one another. Most commonly, they are also parallel 
to the lens axis and perpendicular to the object and/or image planes that are perpendicular to the 
axis, Fig. 30. Telecentricity is often described by speaking of pupils at infinity, but the consideration 
of ray angles is more concrete and more directly relevant. A lens is telecentric in object space if the 
chief rays in object space are parallel to the axis, 0 0 and 0 0. In this case the image of the aper-
ture formed by the portion of the lens preceding it is at infinity and the aperture is at the rear focal 
plane of the portion preceding it. Similarly, a lens is telecentric in image space if the aperture is at the 

FIGURE 29 Defocus of the receiving surface. A receiving surface is 
shown in focus and shifted axially. The image of a point on the shifted surface 
is blurred, and its centroid is translated radially.

FIGURE 30 Example of telecentricity. The lens shown is telecentric in 
image space, in which chief rays are parallel to the axis. An axial shift in the 
receiving surface results in blurring, but does not translate the centroid, so 
there is no change in image scale.
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front focal point of the subsequent optics, so 0 0 and 0 0. More generally, but less commonly, 
the chief rays can be parallel to each other, but not necessarily to the axis, and not necessarily per-
pendicular to a (possibly tilted) object or image plane.

With tilted object and image surfaces and nonaxial pupils, the chief rays are not perpendicular to 
the object and/or image surfaces, but their angles are everywhere the same, so defocus can result in a 
rigid shift of the entire image.

A focal lens can be nontelecentric or telecentric on either side, but it cannot be doubly telecen-
tric. An afocal lens can be nontelecentric, or doubly telecentric, but it cannot be telecentric on one 
side. A doubly telecentric lens must be afocal, and a singly telecentric lens cannot be afocal.

For a lens that is telecentric in image space, if the receiving surface is defocused, the image of a 
point is blurred, but its centroid stays fixed. However, if it is not telecentric in object space, then the 
scale changes if the object is defocused. The converse holds for object-space telecentricity without 
image-space telecentricity. For a doubly telecentric lens, an axial shift of either the object or the 
receiving plane produces blurring without a centroid shift. Although the magnification of an afocal lens 
does not change with conjugates, there can be an effective change with defocus if it is not telecentric. 
If the pupil is not on the axis or if the object and image planes are tilted, there can be telecentricity 
without the chief rays being perpendicular to the object and/or image planes. In these cases, defocus 
results in a rigid shift of the entire image.

Nominal telecentricity can be negated in several ways. Pupil aberrations may change the chief 
ray angles across the field. For an extended object that is externally illuminated the pupil may not be 
filled uniformly by light from a given region, so defocus can product a lateral image shift.

Depth of Focus and Depth of Field

The depth of focus and depth of field are the amounts of defocus that the receiving surface or 
object may undergo before the recorded image becomes unacceptable. The criterion depends on 
the application—the nature of the object, the method of image detection, and so on, and there 
are both ray and wave optics criteria for goodness of focus. For example, a field of separated 
point objects differs from that of extended objects. Depth of focus is usually discussed in terms 
of blurring, but there are cases where lateral shifts become unacceptable before blurring. For 
example, in nature photography blurring is more critical than geometrical deformation, while 
the opposite may be true in metrology.

Range of Focus and Hyperfocal Distance

In some cases, a geometrical description of defocus is applicable, and the allowable blur is specified 
as an angle.242, 243, 234 The hyperfocal distance is

Hyperfocal distance
diameter of the entrancee pupil

maximum acceptable angular blur
= dH (304)

Let the object distance at which the lens is focused be d, the nearest distance at which the image is 
acceptable be dN, and the furthest distance be dF . All of these quantities are positive definite. The fol-
lowing relations are obtained:

d
d d

d d
d

d d
d dF

H

H
N

H

H
and (305)

The distances to either side of best focus are

d d
d

d d
d d

d
d dF

H
N

H

2 2

and (306)
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The total range of focus is

d d
d d

d d
d

d dF N
H

H H

2 2
1

2

2 2 2( )/
(307)

For d > dH the above quantities involving dF are infinite (not negative). If the lens is focused at the 
hyperfocal distance or beyond, then everything more distant is adequately focused. If the lens is focused 
at the hyperfocal distance, i.e., d dH, the focus is adequate everywhere beyond half this distance, and 
this setting gives the greatest total range. If the lens is focused at infinity, then objects beyond hyperfocal 
distance are adequately focused. The hyperfocal distance decreases as the lens is stopped down.

1.19  GEOMETRICAL ABERRATIONS OF POINT 
IMAGES: DESCRIPTION

Introduction

In instrumental optics, the term aberration refers to a departure from what is desired, whether or not it 
is physically possible. Terms such as “perfect system” and “ideal system” indicate what the actual is com-
pared to, and these terms themselves are not absolute, but depend on what is wished for. The ideal may 
be intrinsically impossible, in which case a deviation therefrom is not a defect. A further distinction is 
between aberrations inherent in a design and those that result from shortcomings in fabrication.

This section considers only the description of aberrations of point images, with the lens treated 
as a black box, whose action with respect to aberrations is accounted for by what leaves the exit 
pupil. A full consideration of aberrations involves, among other things, their causes, their correction, 
their various manifestations, and their evaluation. Aberrated images of extended objects are formed 
by overlapping blurs from the individual points. The analysis of such images is object- and application-
dependent, and is beyond the scope of this section. Aberrations do vary with wavelength, but most 
of this discussion involves monochromatic aberrations, those at a single wavelength. In addition, 
aberrations vary with magnification. Aberrations are discussed to some extent in many books that 
treat geometrical optics.244–253

Descriptions

Aberration has many manifestations, and can be described in a variety of ways. For example, geo-
metrical wavefronts, path lengths, ray angles, and ray intersection points can all differ from the 
nominal (and in wave optics there are additional manifestations). Terms such as “wavefront aber-
ration” and “ray aberration” do not refer to fundamentally different things, but to different aspects 
of the same thing. Often, a single manifestation of the aberration is considered, according to what is 
measurable, what best describes the degradation in a particular application, or what a lens designer 
prefers to use for optimization during the design process.

Classification

Aberrations are classified and categorized in a variety of ways. These include pupil dependence, 
field dependence, order, evenness and oddness, pupil and field symmetry, and the nature of change 
through focus—symmetrical and unsymmetrical. In addition, there are natural groupings, e.g., 
astigmatism and field curvature. The classification systems overlap, and the decompositions are not 
unique. The complete aberration is often described as a series of terms, several schemes being used, 
as discussed below. The names of aberrations, such as “spherical,” “coma,” and “astigmatism,” are not 
standardized, and a given name may have different meanings with respect to different expansions. 
Furthermore, the effects of aberrations are not simply separated. For example, “pure coma” can have 
effects usually associated with distortion. Defocus is sometimes taken to be a type of aberration, and 
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it is useful to think of it in this way, since it is represented by a term in the same expansion and since 
the effects of aberrations vary with focus. The number of terms in an expansion is infinite, and familiar 
names are sometimes associated with unfamiliar terms. To improve clarity, it is recommended that all 
the terms in an expansion be made explicit up to agreed-upon values too small to matter, and that, 
in addition, the net effect be shown graphically. Further, it is often helpful to show more than one of 
an aberration’s manifestations.

Pupil and Field Coordinates

In this section, all the quantities in the equation are in image space, so primes are omitted. Field 
coordinates are x and y, with h2 x2 y2, and (x, y) is the nominal image point in a plane z 0. 
Direction cosines equally spaced on the exit pupil should be used for pupil coordinates but, in practice, 
different types of coordinates are used, including linear positions, spatial frequencies, and direction 
cosines. Here the pupil coordinates are  and , which are dimensionless, with 2 2 2. The 
overall direction of the pupil may vary with field. Here the ( , ) (0, 0) is always taken at the pupil 
center, the meaning of which may not be simple, as discussed in the section on pupils above. The 
angle of a meridian in the pupil is . Entrance and exit pupil coordinates must be distinguished. For 
diffraction calculations, the exit pupil should be sampled at equal intervals in direction cosines, but 
a set of rays from an object point that is equally spaced in direction cosines may leave with uneven 
spacing, as a result of aberrations.

Wavefront Aberration

If an object point is imaged stigmatically, then the optical path lengths of all rays from the object 
point to its image are identical, and the geometrical wavefronts leaving the exit pupil are spherical. In 
the presence of aberrations, the wavefront is no longer spherical. Rather than describing the wave-
front shape, it is usually preferable to consider the difference between the actual wavefront, and a 
nominal wavefront, often called the reference sphere, centered at a reference point that is usually the 
nominal image point. This reference sphere is usually taken to intersect the center of the pupil, since 
this gives the most accurate diffraction calculations. The wavefront aberration W is the optical path 
length from reference sphere to wavefront, or vice versa, according to the convention used, Fig. 31. 
Two sign conventions are in use; a positive wavefront aberration may correspond either to a wave-
front which lags or leads the reference sphere. For each nominal image point (x, y, z), the wavefront 
aberration is a function of the pupil coordinates ( , ), so the functional form is W( , ; x, y, z),

FIGURE 31 Wavefront aberration. The reference 
sphere is concentric with the nominal image point. 
The wavefront is taken that is tangent to the reference 
sphere in the center of the pupil. The wavefront aberra-
tion function is the distance from the reference sphere 
to the wavefront as a function of pupil coordiantes.
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with the z usually suppressed, since the image plane is usually taken to be fixed. For a given lens 
prescription, W is found by tracing a set of rays from each object point to the reference sphere and 
calculating their path lengths. If the absolute path length is unimportant, the choice of the reference 
sphere’s radius is not critical. Considered from the point of view of wave optics, the image of a point 
is degraded by phase differences across the reference sphere, so absolute phase is of no consequence, 
and the zero of the wavefront aberration can be chosen arbitrarily. By convention and convenience, 
the zero is usually taken at the center of the pupil, so W(0, 0, x, y) 0. Absolute optical path lengths 
are significant for imaging systems with paths that separate between object and image in cases where 
there is coherence between the various image contributions. An error in absolute optical path length 
is called piston error. This results in no ray aberrations, so it is omitted from some discussions.

Ray Aberrations

In the presence of aberrations, the rays intersect any surface at different points than they would 
otherwise. The intersection of the rays with the receiving surface, usually a plane perpendicular to 
the axis, is most often of interest. The transverse ray aberration is the vectorial displacement ( x, y)
between a nominal intersection point and the actual one. The displacement is a function of the 
position of the nominal image point (x, y) and the position in the pupil through which the ray 
passes ( , ). A complete description of transverse ray aberrations is given by

x yx y x y( , ; , ) ( , ; , )and (308)

The longitudinal aberration is the axial displacement from nominal of an axial intersection point. 
This description is useful for points on the axis of rotationally symmetrical systems, in which case 
all rays intersect the axis. Such aberrations have both transverse and longitudinal aspects. The inter-
section with a meridian can also be used. The diapoint is the point where a ray intersects the same 
meridian as that containing the object point.247 For an image nominally located at infinity, aberra-
tions can be described by the slope of the wavefront relative to that of the nominal, that is, by ray 
angles rather than intersection points. A hypothetical ideal focusing lens can also be imagined to 
convert to transverse aberrations.

A ray intercept diagram shows the intersection points of a group of rays with the receiving 
surface.254 The rays are usually taken to arise from a single object point and to uniformly sample 
the pupil, with square or hexagonal arrays commonly used. The ray intercept diagrams can suffer 
from artifacts of the sampling array, which can be checked for by using more than one type of array. 
Other pupil loci, for instance, principal meridians and annuli, can be employed to show particular 
aspects of the aberration. Intercept diagrams can also be produced for a series of surfaces through focus. 
Image quality may be better than ray diagrams suggest, since destructive interference can reduce the 
irradiance in a region relative to that predicted by the ray density.

Relationship of Wavefront and Ray Aberrations

Since rays are normal to geometrical wavefronts, Fig. 32, transverse ray aberrations are proportional 
to the slope of the wavefront aberration function. For systems of rotation with image space index n
and marginal ray angle , the transverse aberrations are to a good approximation251

x yn
W

n
W1 1

sin sin
(309)

The refractive index appears since W is an optical path length. If the rays are nominally parallel, then 
the partial derivatives give the angular ray errors

1 1
np

W
np

W
(310)
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where p is the linear radius of the exit pupil, which cannot be infinite if the image is at infinity. 
These expressions may also have a multiplicative factor of −1, depending on the sign conventions. A 
sum of wavefront aberrations gives a transverse aberration that is the sum of the contributing ones.

Ray Densities

The density of rays near the nominal image point is251

1 2

2

2

2

2

Density
W W W

2

(311)

Caustics are the surfaces where ray densities are infinite. Here, geometrical optics predicts infinite 
power/area, so the ray model is quantitatively inaccurate in this case.

Change of Reference Points

The center of the reference sphere may be displaced from the nominal image point. If the reference 
point is changed by linear displacement ( x, y, z), then the wavefront aberration function changes 
from W to W  according to

W x y x y z W x y Wx( , ; , ; , , ) ( , ; , ) W Wy z( )2 2 (312)

where Wx n sin x

Wy n sin y (313)

W n zz
1
2

2sin

The transverse ray aberration x and y with respect to the new reference points are

x x y yx z y zsin sin (314)

The change through focus is accounted for by varying z. Setting x y 0 gives the parametric 
equations x( z) and y( z) for a ray with pupil coordinates ( , ), relative to the nominal ray near 
the nominal image point.

FIGURE 32 Ray aberration. Rays intersect the receiving 
plane at positions shifted from the nominal.
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Aberration Symmetries for Systems 
with Rotational Symmetry

If the lens, including the aperture, is a figure of rotation, only certain aberration forms are possible. 
For object points on axis, the wavefront aberration and the image blur are figures of revolution. For 
off-axis points, both wavefront aberration and blur are bilaterally symmetrical about the meridional 
plane containing the object point. For object points on a circle centered on the axis, the wavefront 
and ray aberrations are independent of azimuth, relative to the local meridian. In practice, there is 
always some imperfection, so the symmetries are imperfect and additional aberration forms arise.

Wavefront Aberration Forms for Systems 
with Rotational Symmetry

Here the pupil is taken to be circular, with the coordinate origin taken at the center. The field coordi-
nates are normalized so x2 y2 h2 1 at the edge of the field. The pupil coordinates are normalized, 
so that 2 2 2 1 on the rim of the pupil. The algebra is simplified by using dimensionless coor-
dinates. To add dimensions and actual sizes, replace the  by / max, and likewise for other variables. 
The simplest combinations of pupil and field coordinates with rotational symmetry are

x y h x y2 2 2 2 2, ,2 (315)

The general wavefront aberration function can be expressed as a series of such terms raised to inte-
gral powers,

W x y W x y x yLMN
L M N

L

( , ; , ) ( ) ( ) ( )2 2 2 2

,, ,M N 0
(316)

where L, M, N are positive integers. The terms can be grouped in orders according to the sum 
L M N, where, by convention, the order equals 2(L M N) −1. The order number refers more 
directly to ray aberration forms than to wavefront forms, and it is always odd. The first-order terms 
are those for which L M N 1, for the third-order terms the sum is two, and so on. The number of 
terms in the Qth order is 1 (Q 1)(Q 7)/8. For orders 1, 3, 5, 7, 9 the number of terms is 3, 6, 10, 
15, 21. For each order, one contribution is a piston error, which is sometimes excluded from the count.

The expression of Eq. (316) is related to the characteristic function for a rotationally symmetrical 
system, Eq. (32). If the spatial coordinates are taken to be those of the object point, this is the point-
angle characteristic function. In the hamiltonian optics viewpoint, the characteristic function is a 
sum of two parts. The first-order terms specify the nominal properties, and those of higher orders 
the deviation therefrom. This is discussed in the references given in that section. The term for which 
L M N 0 has to do with absolute optical path length.

Since there is bilateral symmetry about all meridians, the expansion can be simplified by consid-
ering object points in a single meridian, customarily taken to be that for which x 0. Doing so and 
letting the fractional field height be y h gives the wavefront aberration function

W h W h W hLMN
L N M N

ABC
A B C

A B C

( ; , )
, ,

2 2

LL M N, , 0
(317)

where A 2L N, B 2M, C N, and the order equals (A B C) − 1. Another form is obtained 
with the fractional pupil radius  and the pupil azimuth , the angle from the x 0 meridian, so 

 cos . With these pupil variables the wavefront aberration function is

W h W h W hLMN
L N M N N

ABC
A B( ; , ) cos co2 2 ssC

A B CL M N , ,, , 0
(318)
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where A 2L N, B 2M N, C N, and the order is A B − 1. For orders above the first, the 
WLMN

, WABC , and WABC are the wavefront aberration coefficients.
For a given field position, the wavefront aberration function for circular pupils can also be 

decomposed into the Zernike polynomials, also called circle polynomials, a set of functions complete 
and orthonormal on a circle.249,255–257

Third-Order Aberrations and Their Near Relatives

There are six third-order terms. The Seidel aberrations are spherical, coma, astigmatism, field cur-
vature, distortion, and there is also a piston-error term. Expressions for these aberrations are given 
below, along with some higher-order ones that fall in the same classification. The terminology of 
higher-order aberrations is not standardized, and there are forms that do not have third-order ana-
logues. This section uses the notation of the second expression of Eq. (318), without the primes on 
the coefficients.

It is useful to include defocus as a term in aberration expansions. Its wavefront aberration and 
transverse ray aberrations are

W W W Wx y020
2

020 0202 2 (319)

Coefficient W020 is similar to Wz, Eq. (313).
In spherical aberration the wavefront error is a figure of revolution in the pupil. The individual 

terms of the expansion have the form 2N. The form that appears on axis, and which is independent 
of field position is

W W W W020
2

040
4

060
6 (320)

where defocus has been included. The W040 term is the third-order term, the W060 is the fifth-order 
term, etc. The ray aberrations are

x

y

W W W

W W

2 4 6

2 4

020 040
2

060
4

020 0400
2

060
46W

(321)

There are also higher-order off-axis terms, called oblique spherical aberration, with forms h2L 2M.
Spherical is an even aberration.

In coma, the wavefront aberration varies linearly with field height, so the general form is 
h 2M h 2M 1 cos . Coma is an odd aberration. The wavefront expansion is

W W W h W W( ) ( )131
2

151
4

131
3

151
5 cos hh (322)

The ray aberrations are

x

y

W W h

W

[ ( ) ( ) ]

[ (

131 151
2 2

131
2

2 4

3 5 62
151

4 2 2 4) ( ) ]W h
(323)

In astigmatism the wavefront aberration is cylindrical. The third-order term is

W W h W h222
2 2

222
2 2 2cos (324)

with ray aberration

x y W h0 2 222
2 (325)
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Field curvature, also known as Petzval curvature, is a variation of focal position in the axial direc-
tion with field height. In its presence, the best image of a planar object lies on a nonplanar surface. 
Its absence is called field flatness. The wavefront aberration form is

W W h W h W h( )220
2

420
4

620
6 2 (326)

with symmetrical blurs given by

x

y

W h W h W h

W h W

( )

(

220
2

420
4

620
6

220
2

420hh W h4
620

6 )
(327)

The curvature of the best focus surface may have the same sign across the field, or there may be cur-
vatures of both signs.

Astigmatism and field curvature are often grouped together. Combining defocus, third-order 
astigmatism, and third-order field curvature, the wavefront aberration can be written

W W W W W h020
2 2

220
2

220 222
2 2( ) [ ( ) ] (328)

The resultant ray aberration is

x yW W h W W W h[ ] , [ ( ) ]020 220
2

020 222 220
2 (329)

A tangential fan of rays, one that lies in the x 0 meridian, has 0, so x 0. The tangential 
focus occurs where y 0, which occurs for a defocus of W020 −(W220 W222)h2. Combining this 
result with Eq. (314) gives z h2, the equation for the tangential focal surface. A sagittal fan of rays 
crosses the pupil in the 0 meridian, so y 0. The sagittal focus occurs where x 0, i.e., on the 
surface given by W020 −W220h

2.
In general, distortion is a deviation from geometrical similarity between object and image. For 

rotationally symmetrical lenses and object and image planes perpendicular to the axis, the error is 
purely radial, and can be thought of as a variation of magnification with field height. The aberration 
forms are

W W h W h W h( )111 311
3

511
5 (330)

with

x y W h W h W h0 111 311
3

511
5, (331)

In pincushion distortion the magnitude of magnification increases monotonically with field 
height, so the image is stretched radially. In barrel distortion the magnitude decreases, so the image 
is squeezed. In general, the aberration coefficients can be both positive and negative, so the direction 
of distortion can change as a function of field height and the distortion may vanish for one or more 
field heights.

For piston error the wavefront differs uniformly across the pupil from its nominal in a way that 
varies with field height.

W W W h W h W h x y000 200
2

400
4

600
6 0, (332)

There are no transverse ray aberrations.

Chromatic Aberrations

In general, the properties of optical systems vary with wavelength. The term chromatic aberration
often refers to the variation in paraxial properties as a function of wavelength. Thus, axial color is 
related to differences of focal length and principal plane location with wavelength, and lateral color
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is related to variations of magnification with wavelength. Also, the monochromatic aberrations vary 
in magnitude with wavelength. Reflective systems have identical ray properties at all wavelengths, 
but their wave properties vary with color, since a given variation in path length has an effect on 
phase that varies with wavelength.

Stop Size and Aberration Variation

For a given system, if the size of the aperture is changed, the marginal ray is changed, but not the 
chief ray. If the aperture is reduced, depth of focus and depth of field increase and image irradiance 
decreases. The rays from axial object points are more nearly paraxial, so the imaging tends to be better 
corrected. For off-axis points, some aberrations are changed and others are not. Distortion, as defined 
with respect to the chief ray, is not changed. Field curvature per se does not change, since the aperture 
size does not change the location of the best image surface (if there are no other aberrations), but the 
depth of focus does change, so a flat detector can cover a larger field.

Stop Position and Aberration Variation

For a given system, if the aperture is moved axially, the image-forming bundle passes through differ-
ent portions of the lens elements. Accordingly, some aberrations vary with the position of the stop. 
Lens design involves an operation called the stop shift, in which the aperture is moved axially while 
its size is adjusted to keep the numerical apertures constant. In this operation, the marginal ray is 
fixed, while the chief ray is changed. This does not change the aberrations on axis. Most of those for 
off-axis points are changed, but third-order field curvature is unchanged.
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2.1 GLOSSARY

A amplitude

E electric field vector

r position vector

x, y, z rectangular coordinates

phase

2.2 INTRODUCTION

Interference results from the superposition of two or more electromagnetic waves. From a classical 
optics perspective, interference is the mechanism by which light interacts with light. Other phenom-
ena, such as refraction, scattering, and diffraction, describe how light interacts with its physical envi-
ronment. Historically, interference was instrumental in establishing the wave nature of light. The earli-
est observations were of colored fringe patterns in thin films. Using the wavelength of light as a scale, 
interference continues to be of great practical importance in areas such as spectroscopy and metrology.

2.3 WAVES AND WAVEFRONTS

The electric field vector due to an electromagnetic field at a point in space is composed of an ampli-
tude and a phase

E A( ) ( ) ( , , , )x y z t x y z t ei x y z t, , , , , , (1)

or

E r A r r( ) ( ) ( , ), ,t t ei t (2)

2.3
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where r is the position vector and both the amplitude A and phase  are functions of the spatial 
coordinate and time. As described in Chap. 12, “Polarization,” the polarization state of the field is 
contained in the temporal variations in the amplitude vector.

This expression can be simplified if  a linearly polarized monochromatic wave is 
assumed:

E A( ) ( ) [ ( , , )]x y z t x y z t ei t x y z, , , , , , (3)

where  is the angular frequency in radians per second and is related to the frequency v by

2 v (4)

Some typical values for the optical frequency are 5 × 1014 Hz for the visible, 1013 Hz for the infra-
red, and 1016 Hz for the ultraviolet. Note that in the expression for the electric field vector, the time 
dependence has been eliminated from the amplitude term to indicate a constant linear polarization. 
The phase term has been split into spatial and temporal terms. At all locations in space, the field 
varies harmonically at the frequency .

Plane Wave

The simplest example of an electromagnetic wave is the plane wave. The plane wave is produced by 
a monochromatic point source at infinity and is approximated by a collimated light source. The 
complex amplitude of a linearly polarized plane wave is

E E r A k r( ) ( ) [ ]x y z t t ei t, , , , (5)

where k is the wave vector. The wave vector points in the direction of propagation, and its magni-
tude is the wave number k 2 / , where  is the wavelength. The wavelength is related to the tem-
poral frequency by the speed of light in the medium:

v
c

nv
c

n
2 2 (6)

where n is the index of refraction, and c is the speed of light in a vacuum. The amplitude A of a 
plane wave is a constant over all space, and the plane wave is clearly an idealization.

If the direction of propagation is parallel to the z axis, the expression for the complex amplitude 
of the plane wave simplifies to

E A( ) [ ]x y z t ei t kz, , , (7)

We see that the plane wave is periodic in both space and time. The spatial period equals the wave-
length in the medium, and the temporal period equals 1/v. Note that the wavelength changes with 
index of refraction, and the frequency is independent of the medium.

Spherical Wave

The second special case of an electromagnetic wave is the spherical wave which radiates from an iso-
tropic point source. If the source is located at the origin, the complex amplitude is

E r t A r ei t kr( ) ( ) [ ], / (8)

where r (x2 y2 z2)1/2. The field is spherically symmetric and varies harmonically with time 
and the radial distance. The radial period is the wavelength in the medium. The amplitude of the 
field decreases as 1/r for energy conservation. At a large distance from the source, the spherical 
wave can be approximated by a plane wave. Note that the vector characteristics of the field (its 
polarization) are not considered here as it is not possible to describe a linear polarization pattern 
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of constant amplitude that is consistent over the entire surface of a sphere. In practice, we only 
need to consider an angular segment of a spherical wave, in which case this polarization concern 
disappears.

Wavefronts

Wavefronts represent surfaces of constant phase for the electromagnetic field. Since they are nor-
mally used to show the spatial variations of the field, they are drawn or computed at a fixed time. 
Wavefronts for plane and spherical waves are shown in Fig. 1a and b. The field is periodic, and a 
given value of phase will result in multiple surfaces. These surfaces are separated by the wavelength. 
A given wavefront also represents a surface of constant optical path length (OPL) from the source. 
The OPL is defined by the following path integral:

OPL n s ds
S

P
( ) (9)

where the integral goes from the source S to the observation point P, and n(s) is the index of refrac-
tion along the path. Variations in the index or path can result in irregularities or aberrations in the 
wavefront. An aberrated plane wavefront is shown in Fig. 1c. Note that the wavefronts are still sepa-
rated by the wavelength.

The local normal to the wavefront defines the propagation direction of the field. This fact pro-
vides the connection between wave optics and ray or geometrical optics. For a given wavefront, a set 
of rays can be defined using the local surface normals. In a similar manner, a set of rays can be used 
to construct the equivalent wavefront.

2.4 INTERFERENCE

The net complex amplitude is the sum of all of the component fields,

E E( ) ( )x y z t x y z ti
i

, , , , , , (10)

and the resulting field intensity is the time average of the modulus squared of the total complex 
amplitude

I x y z t x y z t( ) | ( )|, , , , , ,E 2
(11)

FIGURE 1 Examples of wavefronts: (a) plane wave; (b) spherical wave; and (c) aberrated 
plane wave.

(a) (c)(b)
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2.6  PHYSICAL OPTICS

where  indicates a time average over a period much longer than 1/v. If we restrict ourselves to two 
interfering waves E1 and E2, this result simplifies to

I x y z t( ) | | | |, , , 2 2
2 1 (12)

or

I x y z t I I( ), , , 1 2 2 1 2 (13)

where I1 and I2 are the intensities due to the two beams individually, and the (x, y, z, t) dependence 
is now implied for the various terms.

This general result can be greatly simplified if we assume linearly polarized monochromatic 
waves of the form in Eq. (3):

E Ai i
i t x yx y z t x y z t e i i( ) ( ) [ ( , ,, , , , , , zz)] (14)

The resulting field intensity is

I x y z t I I t( ) ( ) ( ) (, , , cos[1 2 1 2 1 22 A A 11 2( ) ( ))x y z x y z, , , , ] (15)

The interference effects are contained in the third term, and we can draw two important conclusions 
from this result. First, if the two interfering waves are orthogonally polarized, there will be no visible 
interference effects, as the dot product will produce a zero coefficient. Second, if the frequencies of 
the two waves are different, the interference effects will be modulated at a temporal beat frequency 
equal to the difference frequency.

Interference Fringes

We will now add the additional restrictions that the two linear polarizations are parallel and that 
the two waves are at the same optical frequency. The expression for the intensity pattern now 
becomes

I x y z I I I I x y z( ) [ ( )], , cos , ,1 2 1 22 (16)

where 1 2  is the phase difference. This is the basic equation describing interfer-
ence. The detected intensity varies cosinusoidally with the phase difference between the two 
waves as shown in Fig. 2. These alternating bright and dark bands in the intensity pattern 

FIGURE 2 The variation in intensity as a function of the phase difference between two 
interfering waves.
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INTERFERENCE  2.7

are referred to as interference fringes, and along a particular fringe, the phase difference is 
constant.

The phase difference is related to the difference in the optical path lengths between 
the source and the observation point for the two waves. This is the optical path difference
(OPD):

OPD OPL OPL1 2 2
(17)

or

2
OPD (18)

The phase difference changes by 2  every time the OPD increases by a wavelength. The OPD is 
therefore constant along a fringe.

Constructive interference occurs when the two waves are in phase, and a bright fringe or 
maximum in the intensity pattern results. This corresponds to a phase difference of an integral 
number of 2 ’s or an OPD that is a multiple of the wavelength. A dark fringe or minimum in the 
intensity pattern results from destructive interference when the two waves are out of phase by 
or the OPD is an odd number of half wavelengths. These results are summarized in Table 1. For 
conditions between these values, an intermediate value of the intensity results. Since both the 
OPD and the phase difference increase with the integer m, the absolute value of m is called the 
order of interference.

As we move from one bright fringe to an adjacent bright fringe, the phase difference changes by 
2 . Each fringe period corresponds to a change in the OPD of a single wavelength. It is this inher-
ent precision that makes interferometry such a valuable metrology tool. The wavelength of light is 
used as the unit of measurement. Interferometers can be configured to measure small variations in 
distance, index, or wavelength.

When two monochromatic waves are interfered, the interference fringes exist not only in the 
plane of observation, but throughout all space. This can easily be seen from Eq. (16) where the 
phase difference can be evaluated at any z position. In many cases, the observation of interference 
is confined to a plane, and this plane is usually assumed to be perpendicular to the z axis. The z
dependence in Eq. (16) is therefore often not stated explicitly, but it is important to remember that 
interference effects will exist in other planes.

Fringe Visibility

It is often more convenient to rewrite Eq. (16) as

I x y I x y x y x y z( ) ( , ){ ( ) [ ]}, , cos ( , , )0 1 (19)

or

I x y I x y x y x y( ) ( ){ ( ) [ ( ), , , cos OPD , /0 1 2 ]]} (20)

TABLE 1 The Phase Difference and OPD for 
Bright and Dark Fringes (m an Integer)

OPD

Bright fringe 2m m
Dark fringe 2(m 1) (m 1/2)
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2.8  PHYSICAL OPTICS

where I x y I x y I x y0 1 2( ) ( ) ( ), , , , and

( )
[ ( ) ( )]

( ) (

/

x y
I x y I x y

I x y I x
,

, ,

,

2 1 2
1 2

1 2 ,, y)
(21)

Since the cosine averages to zero, I0 (x, y) represents the average intensity, and (x, y) is the local 
fringe contrast or visibility. The fringe visibility can also be equivalently calculated using the standard 
formula for modulation:

( , )
( , ) ( , )

( , ) ( ,
max min

max min

x y
I x y I x y

I x y I x yy)
(22)

where Imax and Imin are the maximum and minimum intensities in the fringe pattern.
The fringe visibility will have a value between 0 and 1. The maximum visibility will occur when 

the two waves have equal intensity. Not surprisingly, the visibility will drop to zero when one of 
the waves has zero intensity. In general, the intensities of the two waves can vary with position, so 
that the average intensity and fringe visibility can also vary across the fringe pattern. The average 
intensity in the observation plane equals the sum of the individual intensities of the two interfering 
waves. The interference term redistributes this energy into bright and dark fringes.

Two Plane Waves

The first special case to consider is the interference of two plane waves of equal intensity, polar-
ization and frequency. They are incident at angles 1 and 2 on the observation plane, as shown 
in Fig. 3. The plane of incidence is the x-z plane (the two k-vectors are contained in this plane). 
According to Eq. (5), the complex amplitude for each of these plane waves is

E Ai
i t kz kxx y z t e i i( ) [ ( ) ( )], , , cos sin (23)

where the dot product has been evaluated. For simplicity we will place the observation plane at 
z = 0, and the phase difference between the two waves is

( , ) (sin sin ) ( )(sin sinx y kx x1 2 1 22 / )) (24)

FIGURE 3 The geometry for the interference of two plane waves.
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INTERFERENCE  2.9

The resulting intensity from Eq. (19) is

I x y I x( ) { cos[( )(sin sin )]}, /0 1 21 2 (25)

where I0 2A2 is twice the intensity of each of the individual waves. Straight equispaced fringes are 
produced. The fringes are parallel to the y axis, and the fringe period depends on the angle between 
the two interfering beams.

The fringe period p is

p
sin sin1 2

(26)

and this result can also be obtained by noting that a bright fringe will occur whenever the phase 
difference equals a multiple of 2 . A typical situation for interference is that the two angles of inci-
dence are equal and opposite, 1 2 . The angle between the two beams is 2 . Under this con-
dition, the period is

p
2 2sin (27)

and the small-angle approximation is given. As the angle between the beams gets larger, the period 
decreases. For example, the period is 3.8  at 15  (full angle of 30 ) and is  at 30  (full angle of 
60 ). The interference of two plane waves can be visualized by looking at the overlap or moiré of 
two wavefront patterns (Fig. 4). Whenever the lines representing the wavefronts overlap, a fringe 
will result. This description also clearly shows that the fringes extend parallel to the z axis and exist 
everywhere the two beams overlap.

Plane Wave and Spherical Wave

A second useful example to consider is the interference of a plane wave and a spherical wave. 
Once again the two waves have the same frequency. The plane wave is at normal incidence, 
the spherical wave is due to a source at the origin, and the observation plane is located at 
z R. The wavefront shape at the observation plane will be a spherical shell of radius R. 

FIGURE 4 The interference of plane waves incident at  resulting in straight fringes.
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2.10  PHYSICAL OPTICS

Starting with Eq. (8), the complex amplitude of the spherical wave in the observation 
plane is

E t A R e A R ei t k R i t( ) ( ) ( )[ ( ) ] [/
, / /

2 2 1 2 kk R R( / )]2 2 (28)

where ( )x y2 2 1 2, and the square root has been expanded in the second expression. This expan-
sion approximates the spherical wave by a parabolic wave with the same vertex radius. An additional 
assumption is that the amplitude of the field A/R is constant over the region of interest. The field for 
the plane wave is found by evaluating Eq. (23) at z R and 0. The phase difference between the 
plane and the sphere is then

( )
2

R
(29)

and the resulting intensity pattern is

I I
R

( ) 0

2

1 cos (30)

The fringe pattern comprises concentric circles, and the radial fringe spacing decreases as the radius 
 increases. The intensities of the two waves have been assumed to be equal at the observation plane. 

This result is valid only when  is much smaller than R. 
The radius of the mth bright fringe can be found by setting 2 m :

m mR2 (31)

where m is an integer. The order of interference m increases with radius. Figure 5 shows a visualiza-
tion of this situation using wavefronts. This fringe pattern is the Newton’s ring pattern and is dis-
cussed in more detail later, under “Fizeau Interferometer.” This picture also shows that the radii of 
the fringes increase as the square root of R.

The analysis of the spherical wave could also have been done by using the sag of a spherical 
wavefront to produce an OPD and then converting this value to a phase difference. The qua-
dratic approximation for the sag of a spherical surface is 2/2R. This corresponds to the OPD 

FIGURE 5 The interference of a plane wave and a spherical wave.
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INTERFERENCE  2.11

between the spherical and planar wavefronts. The equivalent phase difference [Eq. (18)] is then 
2 / R , as before.

Two Spherical Waves

When considering two spherical waves, there are two particular geometries that we want to exam-
ine. The first places the observation plane perpendicular to a line connecting the two sources, and 
the second has the observation plane parallel to this line. Once again, the sources are at the same 
frequency.

When the observations are made on a plane perpendicular to a line connecting the two sources, 
we can use Eq. (28) to determine the complex amplitude of the two waves:

E t A R ei
i t k R Ri i( ) ( ) [ ( / )], /

2 2 (32)

Let d R R1 2 be the separation of the two sources. For simplicity, we have also assumed that the 
amplitudes of the two waves are equal (R is an average distance). The phase difference between the 
two waves is

2

1 2

21 1 2 2
R R

d d d

R2
(33)

where the approximation R1R2 R2 has been made. There are two terms to this phase difference. 
The second is a quadratic phase term identical in form to the result obtained from spherical and 
plane waves. The pattern will be symmetric around the line connecting the two sources, and its 
appearance will be similar to Newton’s rings. The equivalent radius of the spherical wave in Eq. (29) 
is R2/d. The first term is a constant phase shift related to the separation of the two sources. If this 
term is not a multiple of 2 , the center of the fringe pattern will not be a bright fringe; if the term is 

, the center of the pattern will be dark. Except for the additional phase shift, this intensity pattern 
is not distinguishable from the result in the previous section. It should be noted, however, that a 
relative phase shift can be introduced between a spherical wave and a plane wave to obtain this same 
result.

An important difference between this pattern and the Newton’s ring pattern is that the order 
of interference (|m| defined by 2 m) or phase difference is a maximum at the center of 
the pattern and decreases with radius. The Newton’s ring pattern formed between a plane and 
a spherical wave has a minimum order of interference at the center of the pattern. This distinc-
tion is important when using polychromatic sources.

There are several ways to analyze the pattern that is produced on a plane that is parallel to a 
line connecting the two sources. We could evaluate the complex amplitudes by using Eq. (28) and 
moving the center of the spherical waves to ±d/2 for the two sources. An equivalent method is to 
compare the wavefronts at the observation plane. This is shown in Fig. 6. The OPD between the two 
wavefronts is

OPD ,
/ /

( )
[( ) ] [( ) ]

x y
x d y

L

x d y

L

2

2

2

2

2 2 2 2

(34)

where the quadratic approximation for the wavefront sag has been assumed, and L is the dis-
tance between the sources and the observation plane. After simplification, the OPD and phase 
differences are

OPD ,( )x y
xd
L

(35)
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2.12  PHYSICAL OPTICS

and

( )x y
xd
L

,
2

(36)

Straight equispaced fringes parallel to the y axis are produced. The period of the fringes is L/d. This 
fringe pattern is the same as that produced by two plane waves. Note that these fringes increase in 
spacing as the distance from the sources increases. The approximations used require that L be much 
larger than  and d.

Figure 7 shows the creation of the fringe patterns for two point sources. The full three-
dimensional pattern is a series of nested hyperboloids symmetric about the line connecting the 
sources. Above the two sources, circular fringes approximating Newton’s rings are produced, 
and perpendicular to the sources, the fringes appear to be straight and equispaced. The actual 
appearance of these patterns is modified by the approximations used in the derivations, and as a 
result, these two specific patterns have limited lateral extent.

Aberrated Wavefronts

When an aberrated or irregularly shaped wavefront is interfered with a reference wavefront, an 
irregularly shaped fringe pattern is produced. However, the rules for analyzing this pattern are 
the same as with any two wavefronts. A given fringe represents a contour of constant OPD or 
phase difference between the two wavefronts. Adjacent fringes differ in OPD by one wavelength 

W2

OPD

–d/2

d/2

W1

Sources

L

x

z

FIGURE 6 The interference of two spherical waves on a plane parallel to the sources.
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INTERFERENCE  2.13

or equivalently correspond to a phase difference of 2 . If the reference is a plane wave, the abso-
lute shape of the irregular wavefront is obtained. If the reference is a spherical wave, or another 
aberrated wave, the measured OPD or phase difference map represents the difference between 
the two wavefronts.

Temporal Beats

In Eq. (15) it was noted that if the waves are at different frequencies, the interference effects are 
modulated by a beat frequency. Rewriting this expression assuming equal-intensity parallel-polar-
ized beams produces

I x y t I vt x y( ) { cos[ ( )]}, , ,0 1 2 (37)

where v v v1 2. The intensity at a given location will now vary sinusoidally with time at the beat 
frequency v. The phase difference appears as a spatially varying phase shift of the beat fre-
quency. This is the basis of the heterodyne technique used in a number of interferometers. It is com-
monly used in distance-measuring interferometers.

In order for a heterodyne system to work, there must be a phase relationship between the 
two sources even though they are at different frequencies. One common method for obtaining 
this is accomplished by starting with a single source, splitting it into two beams, and frequency-
shifting one beam with a known Doppler shift. The system will also work in reverse; measure 
the interferometric beat frequency to determine the velocity of the object producing the 
Doppler shift.

FIGURE 7 The interference of two spherical waves.
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Coherence

Throughout this discussion of fringe patterns, we have assumed that the two sources producing the 
two waves have the same frequency. In practice, this requires that both sources be derived from a 
single source. Even when two different frequencies are used [Eq. (37)] there must be an absolute 
phase relation between the two sources. If the source has finite size, it is considered to be com-
posed of a number of spatially separated, independently radiating point sources. If the source has 
a finite spectral bandwidth, it is considered to be composed of a number of spatially coincident 
point sources with different frequencies. These reductions in the spatial or temporal coherence of 
the source will decrease the visibility of the fringes at different locations in space. This is referred 
to as fringe localization. These effects will be discussed later in this chapter and also in Chap. 5, 
“Coherence Theory.”

There are two general methods to produce mutually coherent waves for interference. The 
first is called wavefront division, where different points on a wavefront are sampled to produce 
two new wavefronts. The second is amplitude division, where some sort of beamsplitter is used 
to divide the wavefront at a given location into two separate wavefronts. These methods are dis-
cussed in the next sections.

2.5 INTERFERENCE BY WAVEFRONT DIVISION

Along a given wavefront produced by a monochromatic point source, the wavefront phase is con-
stant. If two parts of this wavefront are selected and then redirected to a common volume in space, 
interference will result. This is the basis for interference by wavefront division.

Young’s Double-Slit Experiment

In 1801, Thomas Young performed a fundamental experiment for demonstrating interference and 
the wave nature of light. Monochromatic light from a single pinhole illuminates an opaque screen 
with two additional pinholes or slits. The light diffracts from these pinholes and illuminates a view-
ing screen at a distance large compared to the pinhole separation. Since the light illuminating the 
two pinholes comes from a single source, the two diffracted wavefronts are coherent and interfer-
ence fringes form where the beams overlap.

In the area where the two diffracted beams overlap, they can be modeled as two spherical waves 
from two point sources, and we already know the form of the solution for the interference from 
our earlier discussion. Equispaced straight fringes are produced, and the period of the fringes is 

L d/ , where L is the distance to the screen and d is the separation of the pinholes. The fringes are 
oriented perpendicular to the line connecting the two pinholes.

Even though we already know the answer, there is a classic geometric construction we should 
consider that easily gives the OPD between the two wavefronts at the viewing screen. This is shown 
in Fig. 8. S0 illuminates both S1 and S2 and is equidistant from both slits. The OPD for an observa-
tion point P at an angle  or position x is

OPD S P S P2 1 (38)

We now draw a line from S1 to B that is perpendicular to the second ray. Since L is much larger than 
d, the distances from B to P and S1 to P are approximately equal. The OPD is then

OPD S B d d
dx
L2 sin (39)

DO
 N

OT
 D

UP
LI

CA
TE



INTERFERENCE  2.15

and constructive interference or a bright fringe occurs when the OPD is a multiple of the wave-
length: OPD m , where m is an integer. The condition for the mth order bright fringe is

Bright fringe or: sin( )
m

d
x

m L

d
(40)

This construction is useful not only for interference situations, but also for diffraction analysis.

Effect of Slit Width

The light used to produce the interference pattern is diffracted by the pinholes or slits. Interference 
is possible only if light is directed in that direction. The overall interference intensity pattern is 
therefore modulated by the single-slit diffraction pattern (assuming slit apertures):

I x I
Dx

L
x

xd
L

( ) ( )0
2 1

2
sinc cos (41)

where D is the slit width, and a one-dimensional expression is shown. The definition of a sinc 
function is

sinc( )
sin( )

(42)

where the zeros of the function occur when the argument is an integer. The intensity variation in the 
y direction is due to diffraction only and is not shown. Since the two slits are assumed to be illuminated 
by a single source, there are no coherence effects introduced by using a pinhole or slit of finite size.

The term (x) is included in Eq. (41) to account for variations in the fringe visibility. These 
could be due to unequal illumination of the two slits, a phase difference of the light reaching the 
slits, or a lack of temporal or spatial coherence of the source S0.

d

P

x

zL
S0

S1

S2
OPD

B

FIGURE 8 Young’s double-slit experiment.
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Other Arrangements

Several other arrangements for producing interference by division of wavefront are shown in 
Fig. 9. They all use a single source and additional optical elements to produce two separate and 
mutually coherent sources. Fresnel’s biprism and mirror produce the two virtual source images, 
Billet’s split lens produces two real source images, and Lloyd’s mirror produces a single virtual 
source image as a companion to the original source. Interference fringes form wherever the two 
resulting waves overlap (shaded regions). One significant difference between these arrange-
ments and Young’s two slits is that a large section of the initial wavefront is used instead of just 
two points. All of these systems are much more light efficient, and they do not rely on diffrac-
tion to produce the secondary wavefronts.

In the first three of these systems, a bright fringe is formed at the zero OPD point between the 
two sources as in the double-slit experiment. With Lloyd’s mirror, however, the zero OPD point has 
a dark fringe. This is due to the phase shift that is introduced into one of the beams on reflection 
from the mirror.

1

0

2

(a)

0

1

2

(b)

FIGURE 9 Arrangements for interference by division of wavefront: (a) Fresnel’s biprism; 
(b) Fresnel’s mirror; (c) Billet’s split lens; and (d) Lloyd’s mirror.
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Source Spectrum

The simple fringe pattern produced by the two-slit experiment provides a good example to examine 
the effects of a source with a finite spectrum. In this model, the source can be considered to be a col-
lection of sources, each radiating independently and at a different wavelength. All of these sources 
are colocated to produce a point source. (Note that this is an approximation, as a true point source 
must be monochromatic.) At each wavelength, an independent intensity pattern is produced:

I x I
xd
L

I( ) cos cos, 0 01
2

1
2 OOPD

(43)

where the period of the fringes is L d/ , and a fringe visibility of one is assumed. The total intensity 
pattern is the sum of the individual fringe patterns:

I x S I x d S v I x v dv( ) ( ) ( ) ( ) ( ), ,
0 0

(44)

where S( ) or S(v) is the source intensity spectrum which serves as a weighting function.

1
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0

(c)

0
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FIGURE 9 (Continued)
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2.18  PHYSICAL OPTICS

The effect of this integration can be seen by looking at a simple example where the source is 
composed of three different wavelengths of equal intensity. To further aid in visualization, let’s use 
Blue (400 nm), Green (500 nm), and Red (600 nm). The result is shown in Fig. 10a. There are three 
cosine patterns, each with a period proportional to the wavelength. The total intensity is the sum of 
these curves. All three curves line up when the OPD is zero (x 0), and the central bright fringe is 
now surrounded by two-colored dark fringes. These first dark fringes have a red to blue coloration 
with increasing OPD. As we get further away from the zero OPD condition, the three patterns get 
out of phase, the pattern washes out, and the color saturation decreases. This is especially true when 
the source is composed of more than three wavelengths.

It is common in white light interference situations for one of the two beams to undergo an addi-
tional phase shift. This is the situation in Lloyd’s mirror. In this case, there is a central dark fringe 
at zero OPD with colored bright fringes on both sides. This is shown in Fig. 10b, and the pattern is 
complementary to the previous pattern. In this case the first bright fringe shows a blue to red color 
smear. The dark central fringe is useful in determining the location of zero OPD between the two 
beams.

The overall intensity pattern and resulting fringe visibility can be computed for a source with a 
uniform frequency distribution over a frequency range of v :

I x
v

I x v dv
v

I
vxd

cL
( ) ( )

1 1
1

2
0, cos dv

v v

v v

v v

v v

0

0

0

0

2

2

2

2

/

/

/

/
(45)

where v0 is the central frequency, and the 1/ v term is a normalization factor to assure that the aver-
age intensity is I0. After integration and simplification, the result is

I x I
xd v

cL

v xd

cL
( ) 0

01
2

sinc cos (46)

where the sinc function is defined in Eq. (42). A fringe pattern due to the average optical frequency 
results, but it is modulated by a sinc function that depends on v and x. The absolute value of the 
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FIGURE 10 The interference pattern produced by a source with three separate wave-
lengths: (a) zero OPD produces a bright fringe and (b) zero OPD produces a dark fringe.
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sinc function is the fringe visibility (x), and it depends on both the spectral width and position of 
observation. The negative portions of the sinc function correspond to a  phase shift of the fringes.

It is informative to rewrite this expression in terms of the OPD:

I x I
v

c
( ) cos0

0

1
2

sinc
OPD OPD

(47)

where 0 is the wavelength corresponding to v0. Good fringe visibility is obtained only when either 
the spectral width is small (the source is quasi-monochromatic) or the OPD is small. The fringes 
are localized in certain areas of space. This result is consistent with the earlier graphical representa-
tions. In the area where the OPD is small, the fringes are in phase for all wavelengths. As the OPD 
increases, the fringes go out of phase since they all have different periods, and the intensity pattern 
washes out.

This result turns out to be very general: for an incoherent source, the fringes will be localized 
in the vicinity of zero OPD. There are two other things we should notice about this result. The 
first is that the first zero of the visibility function occurs when the OPD equals c / v. This distance 
is known as the coherence length as it is the path difference over which we can obtain interference. 
The second item is that the visibility function is a scaled version of the Fourier transform of the 
source frequency spectrum. It is evaluated for the OPD at the measurement location. The Fourier 
transform of a uniform distribution is a sinc function. We will discuss this under “Coherence and 
Interference” later in the chapter.

2.6 INTERFERENCE BY AMPLITUDE DIVISION

The second general method for producing interference is to use the same section of a wavefront 
from a single source for both resulting wavefronts. The original wavefront amplitude is split into 
two or more parts, and each fraction is directed along a different optical path. These waves are then 
recombined to produce interference. This method is called interference by amplitude division. There 
are a great many interferometer designs based on this method. A few will be examined here, and 
many more will be discussed in Chap. 32, “Interferometers.”

Plane-Parallel Plate

A first example of interference by amplitude division is a plane-parallel plate illuminated by a 
monochromatic point source. Two virtual images of the point source are formed by the Fresnel 
reflections at the two surfaces, as shown in Fig. 11. Associated with each of the virtual images is a 
spherical wave, and interference fringes form wherever these two waves overlap. In this case, this is 
the volume of space on the source side of the plate. The pattern produced is the same as that found 
for the interference of two spherical waves (discussed earlier under “Two Spherical Waves”), and 
nonlocalized fringes are produced. The pattern is symmetric around the line perpendicular to the 
plate through the source. If a screen is placed along this axis, a pattern similar to circular Newton’s 
ring fringes are produced as described by Eq. (33), where d 2t/n is now the separation of the vir-
tual sources. The thickness of the plate is t, its index is n, and the distance R is approximately the 
screen-plate separation plus the source-plate separation. We have ignored multiple reflections in 
the plate. As with the interference of two spherical waves, the order of interference is a maximum at 
the center of the pattern.

The interference of two plane waves can be obtained by illuminating a wedged glass plate with 
a plane wavefront. If the angle of incidence on the first surface is and the wedge angle is , two 
plane waves are produced at angles and 2n due to reflections at the front and rear surfaces. 
Straight equispaced fringes will result in the volume of space where the two reflected waves over-
lap. The period of these fringes on a screen parallel to the plate is given by Eq. (26), where the two 
reflected angles are used.
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Extended Source

An extended source is modeled as a collection of independent point sources. If the source is quasi-
monochromatic, all of the point sources radiate at the same nominal frequency, but without a phase 
relationship. Each point source will produce its own interference pattern, and the net intensity pat-
tern is the sum or integral of all the individual intensity patterns. This is the spatial analogy to the 
temporal average examined earlier under “Source Spectrum.”

With an extended source, the fringes will be localized where the individual fringe position or 
spacing is not affected by the location of the point sources that comprise the extended source. We 
know from our previous examples that a bright fringe (or a dark fringe, depending on phase shifts) 
will occur when the OPD is zero. If there is a location where the OPD is zero independent of source 
location, all of the individual interference patterns will be in phase, and the net pattern will show 
good visibility. In fact, the three-dimensional fringe pattern due to a point source will tend to shift 
or pivot around this zero-OPD location as the point source location is changed. The individual pat-
terns will therefore be out of phase in areas where the OPD is large, and the average intensity pattern 
will tend to wash out in these regions as the source size increases.

The general rule for fringe visibility with an extended quasi-monochromatic source is that the 
fringes will be localized in the region where the OPD between the two interfering wavefronts is 
small. For a wedged glass plate, the fringes are localized in or near the wedge, and the best visibility 
occurs as the wedge thickness approaches zero and is perhaps just a few wavelengths. The allowable 
OPD will depend on the source size and the method of viewing the fringes. This result explains why, 
under natural light, interference effects are seen in thin soap bubbles but not with other thicker glass 
objects. An important exception to this rule is the plane-parallel plate where the fringes are localized 
at infinity.

Fringes of Equal Inclination

There is no section of a plane-parallel plate that produces two reflected wavefronts with 
zero OPD. The OPD is constant, and we would expect, based on the previous section, that 
no high-visibility fringes would result with an extended source. If, however, a lens is used 

t

S0

Screen

S1 S2

Index = n

FIGURE 11 Interference from a plane-parallel plate and a point source.
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to collect the light reflected from the plate, fringes are formed in the back focal plane of the 
lens. This situation is shown in Fig. 12, and any ray leaving the surface at a particular angle 

 is focused to the same point P. For each incident ray at this angle, there are two parallel 
reflected rays: one from the front surface and one from the back surface. The reflections 
from different locations on the plate at this angle are due to light from different points in 
the extended source. The OPD for any pair of these reflected rays is the same regardless of 
the source location. These rays will interfere at P and will all have the same phase difference. 
High-visibility fringes result. Different points in the image plane correspond to different 
angles. The formation of these fringes localized at infinity depends on the two surfaces of the 
plate being parallel.

The OPD between the reflected rays is a function of the angle of incidence , the plate index n,
and thickness t :

OPD cos2nt (48)

FIGURE 12 The formation of fringes of equal inclination.

DO
 N

OT
 D

UP
LI

CA
TE



2.22  PHYSICAL OPTICS

where  is the internal angle. Taking into account the half-wave shift due to the phase change 
difference of  between an internal and an external reflection, a dark fringe will result for angles 
satisfying

2
2

nt m
m

nt
cos or cos (49)

where m is an integer. Since only the angle of incidence determines the properties of the interference 
(everything else is constant), these fringes are called fringes of equal inclination. They appear in the 
back focal plane of the lens and are therefore localized at infinity since infinity is conjugate to the 
focal plane. As the observation plane is moved away from the focal plane, the visibility of the fringes 
will quickly decrease.

When the axis of the lens is normal to the surfaces of the plate, a beamsplitter arrangement is 
required to allow light from the extended source to be reflected into the lens as shown in Fig. 13. 
Along the axis, 90 , and symmetry requires that the fringes are concentric about the axis. 
In this special case, these fringes are called Haidinger fringes, and they are identical in appearance 
to Newton’s rings [Eq. (30)]. If there is an intensity maximum at the center, the radii of the other 
bright fringes are proportional to the square roots of integers. As with other fringes formed by a 
plane-parallel plate (discussed earlier), the order of interference decreases with the observation 
radius on the screen. As  increases, the value of m decreases.

Fringes of Equal Thickness

The existence of fringes of equal inclination depends on the incident light being reflected by two 
parallel surfaces, and the angle of incidence is the mechanism which generates changes in the OPD. 
There are many arrangements with an extended source where the reflections are not parallel, and 
the resulting changes in OPD dominate the angle-of-incidence considerations. The fringes pro-
duced in this situation are called fringes of equal thickness, and we have stated earlier that they will be 
localized in regions where the OPD between the two reflections is small.

FIGURE 13 The formation of Haidinger fringes.
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An example of fringes of equal thickness occurs with a wedged glass plate illuminated by a quasi-
monochromatic extended source. We know that for each point in the source, a pattern comprising 
equispaced parallel fringes results, and the net pattern is the sum of all of these individual patterns. 
However, it is easier to examine this summation by looking at the OPD between the two reflected 
rays reaching an observation point P from a source point S. This is shown in Fig. 14. The wedge 
angle is , the thickness of the plate at this location is t, its index is n, and the internal ray angle is 

 The exact OPD is difficult to calculate, but under the assumption that  is small and the wedge is 
sufficiently thin, the following result for the OPD is obtained:

OPD cos2nt (50)

As other points on the source are examined, the reflection needed to get light to the observation 
point will move to a different location on the plate, and different values of both t and  will result. 
Different source points may have greatly different OPDs, and in general the fringe pattern will wash 
out in the vicinity of P.

This reduction in visibility can be avoided if the observation point is placed in or near the wedge. 
In this case, all of the paths between S and P must reflect from approximately the same location on 
the wedge, and the variations in the thickness t are essentially eliminated. The point P where the two 
reflected rays cross may be virtual. The remaining variations in the OPD are from the different ’s 
associated with different source points. This variation may be limited by observing the fringe pattern 
with an optical system having a small entrance pupil. This essentially limits the amount of the source 
that is used to examine any area on the surface. A microscope or the eye focused on the wedge can 
be used to limit the angles. If the range of values of  is small, high-visibility fringes will appear to 
be localized at the wedge. The visibility of the fringes will decrease as the wedge thickness increases.

It is common to arrange the system so that the fringes are observed in a direction approximately 
normal to the surface. Taking into account the additional phase shift introduced at the reflection 
from one of the surfaces, the conditions for bright and dark fringes are then

Bright: 2
2

nt m (51)

and

Dark: 2nt m (52)

FIGURE 14 The ray path between a point source and an observation 
point for a wedged plate.
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where m is an integer greater than or equal to zero. Since t increases linearly across the wedge, the 
observed pattern will be straight equispaced fringes.

These same conditions hold for any plate where the two surfaces are not parallel. The surfaces 
may have any shape, and as long as the surface angles are small and the plate is relatively thin, high-
visibility fringes localized in the plate are observed. Along a given fringe the value of m is constant, 
so that a fringe represents a contour of constant optical path length nt. If the index is constant, we 
have fringes of equal thickness. The fringes provide a contour map of the plate thickness, and adja-
cent fringes correspond to a change of thickness of /2n . An irregularly shaped pattern will result 
from the examination of a plate of irregular thickness.

Thin Films

With the preceding background, we can easily explain the interference characteristics of thin films.
There are two distinct types of films to consider. The first is a thin film of nonuniform thickness, 
and examples are soap bubbles and oil films on water. The second type is a uniform film, such as 
would be obtained by vacuum deposition and perhaps used as an antireflection coating. Both of 
these films share the characteristic of being extremely thin—usually not more than a few wave-
lengths thick and often just a fraction of a wavelength thick.

With a nonuniform film, fringes of equal thickness localized in the film are produced. 
There will be a dark fringe in regions of the film where it is substantially thinner than a half 
wave. We are assuming that the film is surrounded by a lower-index medium such as air so 
that there is an extra  phase shift. If white light is used for illumination, colored bands will 
be produced similar to those diagramed in Fig. 10b (the curves would need to be modified 
to rescale the x axis to OPD or film thickness). Each color will produce its first maximum in 
intensity when the optical thickness of the film is a quarter of that wavelength. As the film 
thickness increases, the apparent fringe color will first be blue, then green, and finally red. 
These colored fringes are possible because the film is very thin, and the order of interference 
m is often zero or one [Eqs. (51) and (52)]. The interference patterns in the various colors 
are just starting to get out of phase, and interference colors are visible. As the film thickness 
increases, the various wavelength fringes become jumbled, and distinct fringe patterns are no 
longer visible.

When a uniform thin film is examined with an extended source, fringes of equal inclina-
tion localized at infinity are produced. These fringes will be very broad since the thickness 
of the film is very small, and large angles will be required to obtain the necessary OPD for 
a fringe [Eq. (49)]. A common use of this type of film is as an antireflection coating. In this 
application, a uniform coating that has an optical thickness of a quarter wavelength is applied 
to a substrate. The coating index is lower than the substrate index, so an extra phase shift is 
not introduced. A wave at normal incidence is reflected by both surfaces of the coating, and 
these reflected waves are interfered. If the incident wavelength matches the design of the 
film, the two reflected waves are out of phase and interfere destructively. The reflected inten-
sity will depend on the Fresnel reflection coefficients at the two surfaces, but will be less than 
that of the uncoated surface. When a different wavelength is used or the angle of incidence 
is changed, the effectiveness of the antireflection coating is reduced. More complicated film 
structures comprising many layers can be produced to modify the reflection or transmission 
characteristics of the film.

Fizeau Interferometer

The Fizeau interferometer compares one optical surface to another by placing them in close prox-
imity. A typical arrangement is shown in Fig. 15, where the extended source is filtered to be quasi-
monochromatic. A small air gap is formed between the two optical surfaces, and fringes of equal 
thickness are observed between the two surfaces. Equations (51) and (52) describe the location of 

DO
 N

OT
 D

UP
LI

CA
TE



INTERFERENCE  2.25

the fringes, and the index of the thin wedge is now that of air. Along a fringe, the gap is of constant 
thickness, and adjacent fringes correspond to a change of thickness of a half wavelength. This inter-
ferometer is sometimes referred to as a Newton interferometer.

This type of interferometer is the standard test instrument in an optical fabrication shop. 
One of the two surfaces is a reference or known surface, and the interferometric comparison of 
this reference surface and the test surface shows imperfections in the test part. Differences in 
radii of the two surfaces are also apparent. The fringes are easy to interpret, and differences of 
as little as a twentieth of a wavelength can be visually measured. These patterns and this inter-
ferometer are further discussed in Chap. 13, “Optical Testing,” in Vol. II. The interferometer is 
often used without the beamsplitter, and the fringes are observed in the direct reflection of the 
source from the parts.

The classic fringe pattern produced by a Fizeau interferometer is Newton’s rings. These are 
obtained by comparing a convex sphere to a flat surface. The parabolic approximation for the sag of 
a sphere of radius R is

sag( )
2

2R
(53)

and  is the radial distance from the vertex of the sphere. If we assume the two surfaces are in con-
tact at 0, the OPD between the reflected waves is twice the gap, and the condition for a dark 
fringe is

m R (54)

Optical surfaces Air gap

B.S.

Extended
source

Eye

FIGURE 15 Fizeau interferometer.
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Circular fringes that increase in radius as the square root of  are observed. Note that a dark fringe 
occurs at the center of the pattern. In reflection, this point must be dark, as there is no interface at 
the contact point to produce a reflection.

Michelson Interferometer

There are many two-beam interferometers which allow the surfaces producing the two 
wavefronts to be physically separated by a large distance. These instruments allow the two 
wavefronts to travel along different optical paths. One of these is the Michelson interferometer
diagramed in Fig. 16a. The two interfering wavefronts are produced by the reflections from 
the two mirrors. A plate beamsplitter with one face partially silvered is used, and an identical 
block of glass is placed in one of the arms of the interferometer to provide the same amount of 
glass path in each arm. This cancels the effects of the dispersion of the glass beamsplitter and 
allows the system to be used with white light since the optical path difference is the same for 
all wavelengths.

Figure 16b provides a folded view of this interferometer and shows the relative optical 
position of the two mirrors as seen by the viewing screen. It should be obvious that the two 

FIGURE 16 Michelson interferometer: (a) schematic view and (b) folded view 
showing the relative optical position of the two mirrors.
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mirrors can be thought of as the two surfaces of a “glass” plate that is illuminated by the 
source. In this case, the index of the fictitious plate is one, and the reflectivity at the two sur-
faces is that of the mirrors. Depending on the mirror orientations and shapes, the interferom-
eter either mimics a plane-parallel plate of adjustable thickness, a wedge of arbitrary angle and 
thickness, or the comparison of a reference surface with an irregular or curved surface. The 
type of fringes that are produced will depend on this configuration, as well as on the source 
used for illumination.

When a monochromatic point source is used, nonlocalized fringes are produced, and the 
imaging lens is not needed. Two virtual-source images are produced, and the resulting fringes 
can be described by the interference of two spherical waves (discussed earlier). If the mirrors 
are parallel, circular fringes centered on the line normal to the mirrors result as with a plane-
parallel plate. The source separation is given by twice the apparent mirror separation. If the 
mirrors have a relative tilt, the two source images appear to be laterally displaced, and hyper-
bolic fringes result. Along a plane bisecting the source images, straight equispaced fringes are 
observed.

When an extended monochromatic source is used, the interference fringes are localized. If the 
mirrors are parallel, fringes of equal inclination or Haidinger fringes (as described earlier) are pro-
duced. The fringes are localized at infinity and are observed in the rear focal plane of the imaging 
lens. Fringes of equal thickness localized at the mirrors are generated when the mirrors are tilted. 

Extended
source

B.S.

Screen

1

2

FIGURE 16 (Continued)
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The apparent mirror separation should be kept small, and the imaging lens should focus on the 
mirror surface.

If the extended source is polychromatic, colored fringes localized at the mirrors result. 
They are straight for tilted mirrors. The fringes will have high visibility only if the apparent 
mirror separation or OPD is smaller than the coherence length of the source. Another way 
of stating this is that the order of interference m must be small to view the colored fringes. 
As m increases, the fringes will wash out. The direct analogy here is a thin film. As the mirror 
separation is varied, the fringe visibility will vary. The fringe visibility as a function of mir-
ror separation is related to the source frequency spectrum (see under “Source Spectrum” and 
“Coherence and Interference”), and this interferometer forms the basis of a number of spec-
trometers. When the source spectrum is broad, chromatic fringes cannot be viewed with the 
mirrors parallel. This is because the order of interference for fringes of equal inclination is a 
maximum at the center of the pattern.

An important variation of the Michelson interferometer occurs when monochromatic colli-
mated light is used. This is the Twyman-Green interferometer, and is a special case of point-source 
illumination with the source at infinity. Plane waves fall on both mirrors, and if the mirrors are 
flat, nonlocalized equispaced fringes are produced. Fringes of equal thickness can be viewed by 
imaging the mirrors onto the observation screen. If one of the mirrors is not flat, the fringes rep-
resent changes in the surface height. The two surfaces are compared as in the Fizeau interferom-
eter. This interferometer is an invaluable tool for optical testing.

2.7 MULTIPLE BEAM INTERFERENCE

Throughout the preceding discussions, we have assumed that only two waves were being interfered. 
There are many situations where multiple beams are involved. Two examples are the diffraction 
grating and a plane-parallel plate. We have been ignoring multiple reflections, and in some instances 
these extra beams are very important. The net electric field is the sum of all of the component fields. 
The two examples noted above present different physical situations: all of the interfering beams have 
a constant intensity with a diffraction grating, and the intensity of the beams from a plane-parallel 
plate decreases with multiple reflections.

Diffraction Grating

A diffraction grating can be modeled as a series of equispaced slits, and the analysis bears a strong 
similarity to the Young’s double slit (discussed earlier). It operates by division of wavefront, and the 
geometry is shown in Fig. 17. The slit separation is d, the OPD between successive beams for a given 
observation angle  is d sin ( ), and the corresponding phase difference 2 d sin /( ) . The field 
due to the nth slit at a distant observation point is

E Ae j Nj
i j( ) ( )1 1 2, , . . ., (55)

where all of the beams have been referenced to the first slit, and there are N total slits. The net 
field is

E E A ej
i j

j

N

j

N

( ) ( ) ( ) 1

11

(56)

which simplifies to

E A
e

e

iN

i
( )

1

1
(57)
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The resulting intensity is

I I

N

( )

sin

sin
0

2

2

2

2

I

N d

d0

2

2

sin
sin( )

sin
sin( )

(58)

where I0 is the intensity due to an individual slit.
This intensity pattern is plotted in Fig. 18 for N 5. The result for N 2, which is the double-

slit experiment, is also shown. The first thing to notice is that the locations of the maxima are 
the same, independent of the number of slits. A maximum of intensity is obtained whenever the 
phase difference between adjacent slits is a multiple of 2 . These maxima occur at the diffraction 
angles given by

sin( )
m
d

(59)

where m is an integer. The primary difference between the two patterns is that with multiple slits, 
the intensity at the maximum increases to N 2 times that due to a single slit, and this energy is con-
centrated into a much narrower range of angles. The full width of a diffraction peak between inten-
sity zero corresponds to a phase difference of 4 /N .

The number of intensity zeros between peaks is N − 1. As the number of slits increases, the angu-
lar resolution or resolving power of the grating greatly increases. The effects of a finite slit width can 
be added by replacing I0 in Eq. (58) by the single-slit diffraction pattern. This intensity variation 
forms an envelope for the curve in Fig. 18.
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FIGURE 17 Diffraction grating: multiple-beam interference 
by division of wavefront.
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Plane-Parallel Plate

The plane-parallel plate serves as a model to study the interference of multiple waves obtained 
by division of amplitude. As we shall see, the incremental phase difference between the interfer-
ing beams is constant but, in this case, the beams have different intensities. A plate of thickness 
t and index n with all of the reflected and transmitted beams is shown in Fig. 19. The amplitude 
reflection and transmission coefficients are  and , and  and , where the primes indicate 

4p/
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4 0

25 0
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f

FIGURE 18 The interference patterns produced by gratings with 2 and 5 slits.
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FIGURE 19 Plane-parallel plate: multiple-beam interference by division of amplitude.
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reflection or transmission from within the plate. The first reflected beam is 180  out of phase 
with the other reflected beams since it is the only beam to undergo an external reflection, and 

− . Note that  occurs only in odd powers for the reflected beams. Each successive reflected 
or transmitted beam is reduced in amplitude by 2. The phase difference between successive 
reflected or transmitted beams is the same as we found when studying fringes of equal inclination 
from a plane-parallel plate:

4 nt cos( )
(60)

where is the angle inside the plate.
The transmitted intensity can be determined by first summing all of the transmitted amplitudes:

E E A ej
i j

jj

( ) ( )2 1

11

(61)

where the phase is referenced to the first transmitted beam. The result of the summation is

E
A

ei
( )

1 2
(62)

The transmitted intensity It is the squared modulus of the amplitude which, after simplification, 
becomes

I

I
t

0

2

2

2

1

1
2

1
2sin ( )/

(63)

where I0 is the incident intensity. We have also assumed that there is no absorption in the plate, and 
therefore 2 1. Under this condition of no absorption, the sum of the reflected and transmit-
ted light must equal the incident light: It Ir = I0. The expressions for the transmitted and reflected 
intensities are then

I

I F
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0
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1 2sin ( )/
(64)

and
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(65)

and F is defined as

F
2

1 2

2

(66)

F is the coefficient of finesse of the system and is a function of the surface reflectivity only. The value 
of F will have a large impact on the shape of the intensity pattern. Note that the reflected intensity 
could also have been computed by summing the reflected beams.

A maximum of transmitted intensity, or a minimum of reflected intensity, will occur when 
/2 m , where m is an integer. Referring back to Eq. (60), we find that this corresponds to the 

angles

cos
m

nt2
(67)
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This is exactly the same condition that was found for a plane-parallel plate with two beams 
[Eq. (49)]. With an extended source, fringes of equal inclination are formed, and they are 
localized at infinity. They must be at infinity since all of the reflected or transmitted beams 
are parallel for a given input angle. The fringes are observed in the rear focal plane of a view-
ing lens. If the optical axis of this lens is normal to the surface, circular fringes about the axis 
are produced. The locations of the maxima and minima of the fringes are the same as were 
obtained with two-beam interference

The shape of the intensity profile of these multiple beam fringes is not sinusoidal, as it 
was with two beams. A plot of the transmitted fringe intensity [Eq. (64)] as a function of 

 is shown in Fig. 20 for several values of F. When the phase difference is a multiple of 2 ,
we obtain a bright fringe independent of F or . When F is small, low-visibility fringes are 
produced. When F is large, however, the transmitted intensity is essentially zero unless the 
phase has the correct value. It drops off rapidly for even small changes in . The transmit-
ted fringes will be very narrow bright circles on an essentially black background. The reflected 
intensity pattern is one minus this result, and the fringe pattern will be very dark bands on a 
uniform bright background. The reflected intensity profile is plotted in Fig. 21 for several 
values of F.

The value of F is a strong function of the surface reflectivity R 2. We do not obtain appre-
ciable values of F until the reflectivity is approximately one. For example, R 0.8 produces F 80,
while R 0.04 gives F 0.17. This latter case is typical for uncoated glass, and dim broad fringes in 
reflection result, as in Fig. 21. The pattern is approximately sinusoidal, and it is clear that our earlier 
assumptions about ignoring multiple reflections when analyzing a plane-parallel plate are valid for 
many low-reflectivity situations.

The multiple beam interference causes an energy redistribution much like that obtained from 
a diffraction grating. A strong response is obtained only when all of the reflected beams at a given 
angle add up in phase. The difference between this pattern and that of a diffraction pattern is that 
there are no oscillations or zeros between the transmitted intensity maxima. This is a result of the 
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FIGURE 20 The transmitted intensity of a multiple-beam interference pattern produced 
by a plane-parallel plate.
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unequal amplitudes of the interfering beams. With a diffraction grating, all of the beams have equal 
amplitude, and the resultant intensity oscillates as more beams are added.

Multiple-beam fringes of equal thickness can be produced by two high-reflectivity surfaces in 
close proximity in a Fizeau interferometer configuration. The dark fringes will narrow to sharp lines, 
and each fringe will represent a contour of constant OPD between the surfaces. As before, a dark 
fringe corresponds to a gap of an integer number of half wavelengths. The area between the fringes 
will be bright. The best fringes will occur when the angle and the separation between the surfaces is 
kept small. This will prevent the multiple reflections from walking off or reflecting out of the gap.

Fabry-Perot Interferometer

The Fabry-Perot interferometer is an important example of a system which makes use of multiple-
beam interference. This interferometer serves as a high-resolution spectrometer and also as an opti-
cal resonator. In this latter use, it is an essential component of a laser. The system is diagrammed in 
Fig. 22, and it consists of two highly reflective parallel surfaces separated by a distance t. These two 
separated reflective plates are referred to as a Fabry-Perot etalon or cavity, and an alternate arrange-
ment has the reflected coatings applied to the two surfaces of a single glass plate. The two lenses 
serve to collimate the light from a point on the extended source in the region of the cavity and to 
then image this point onto the screen. The screen is located in the focal plane of the lens so that 
fringes of equal inclination localized at infinity are viewed. As we have seen, light of a fixed wave-
length will traverse the etalon only at certain well-defined angles. Extremely sharp multiple-beam 
circular fringes in transmission are produced on the screen, and their profile is the same as that 
shown in Fig. 20.

If the source is not monochromatic, a separate independent circular pattern is formed for each 
wavelength. Equation (67) tells us that the location or scale of the fringes is dependent on the wave-
length. If the source is composed of two closely spaced wavelengths, the ring structure is doubled, 

FIGURE 21 The reflected intensity of a multiple-beam interference pattern produced by a 
plane-parallel plate.
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and the separation of the two sets of rings allows the hyperfine structure of the spectral lines to be 
evaluated directly. More complicated spectra, usually composed of discrete spectral lines, can also 
be measured. This analysis is possible even though the order of interference is highest in the center 
of the pattern. If the phase change due to the discrete wavelengths is less than the phase change 
between adjacent fringes, nonoverlapping sharp fringes are seen.

A quantity that is often used to describe the performance of a Fabry-Perot cavity is the finesse 
. It is a measure of the number of resolvable spectral lines, and is defined as the ratio of the phase 

difference between adjacent fringes to the full width-half maximum FWHM of a single fringe. Since 
the fringe width is a function of the coefficient of finesse, the finesse itself is also a strong function of 
reflectivity. The phase difference between adjacent fringes is 2 , and the half width-half maximum 
can be found by setting Eq. (64) equal to 1

2
 and solving for . The FWHM is twice this value, and 

under the assumption that F is large,

FWHM
4

F
(68)

and the finesse is

2
2 1 12FWHM

F R
R

(69)

where  is the amplitude reflectivity, and R is the intensity reflectivity. Typical values for the finesse 
of a cavity with flat mirrors is about 30 and is limited by the flatness and parallelism of the mirrors. 
There are variations in  across the cavity. Etalons consisting of two curved mirrors can be con-
structed with a much higher finesse, and values in excess of 10,000 are available.

Another way of using the Fabry-Perot interferometer as a spectrometer is suggested by rewriting 
the transmission [Eq. (64)] in terms of the frequency v :

T
I

I F tv c
t

0
2

1

1 2sin ( )/
(70)

where Eq. (60) relates the phase difference to the wavelength, t is the mirror separation, and 
an index of one and normal incidence ( 0) have been assumed. This function is plotted in 
Fig. 23, and a series of transmission spikes separated in frequency by c/2t are seen. A maximum 
occurs whenever the value of the sine is zero. The separation of these maxima is known as the 
free spectral range, FSR. If the separation of the mirrors is changed slightly, these transmission 
peaks will scan the frequency axis. Since the order of interference m is usually very large, it takes 

FIGURE 22 Fabry-Perot interferometer.
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only a small change in the separation to move the peaks by one FSR. In fact, to scan one FSR, the 
required change in separation is approximately t/m. If the on-axis transmitted intensity is moni-
tored while the mirror separation is varied, a high-resolution spectrum of the source is obtained. 
The source spectrum must be contained within one free spectral range so that the spectrum is 
probed by a single transmission peak at a time. If this were not the case, the temporal signal 
would contain simultaneous contributions from two or more frequencies resulting from different 
transmission peaks. Under this condition there are overlapping orders, and it is often prevented 
by using an auxiliary monochromator with the scanning Fabry-Perot cavity to preselect or limit 
the frequency range of the input spectrum. The resolution v of the trace is limited by the finesse 
of the cavity.

For a specific cavity, the value of m at a particular transmission peak, and some physical insight 
into the operation of this spectrometer, is obtained by converting the frequency of a particular 
transmission mode mc/2t into wavelength:

2
2

t
m

t mor (71)

For the mth transmission maximum, exactly m half waves fit across the cavity. This also implies 
that the round-trip path within the cavity is an integer number of wavelengths. Under this condi-
tion, all of the multiply-reflected beams are in phase everywhere in the cavity, and therefore all 
constructively interfere. A maximum in the transmission occurs. Other maxima occur at different 
wavelengths, but these specific wavelengths must also satisfy the condition that the cavity spacing is 
an integer number of half wavelengths.

These results also allow us to determine the value of m. If a 1-cm cavity is used and the 
nominal wavelength is 500 nm, m 40,000 and FSR 1.5 × 1010 Hz. The wavelength interval 
corresponding to this FSR is 0.0125 nm. If a 1-mm cavity is used instead, the results are m 4000 
and FSR 1.5 × 1011 Hz 0.125 nm. We see now that to avoid overlapping orders, the spectrum 
must be limited to a very narrow range, and this range is a function of the spacing. Cavities with 
spacings of a few tens of m’s are available to increase the FSR. Increasing the FSR does have 
a penalty. The finesse of a cavity depends only on the reflectivities, so as the FSR is increased 
by decreasing t, the FWHM of the transmission modes increases to maintain a constant ratio. 
The number of resolvable spectrum lines remains constant, and the absolute spectral resolution 
decreases.

FSR

2
(  + 1)

2
(  + 2)

2
(  + 3)

2
(  + 4)

2

FIGURE 23 The transmission of a Fabry-Perot cavity as a function of frequency.
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A mirror translation of a half wavelength is sufficient to cover the FSR of the cavity. The usual 
scanning method is to separate the two mirrors with a piezoelectric spacer. As the applied voltage is 
changed, the cavity length will also change. An alternate method is to change the index of the air in 
the cavity by changing the pressure.

2.8 COHERENCE AND INTERFERENCE

The observed fringe visibility is a function of the spatial and temporal coherence of the source. 
The classical assumption for the analysis is that every point on an extended source radiates inde-
pendently and therefore produces its own interference pattern. The net intensity is the sum of 
all of the individual intensity patterns. In a similar manner, each wavelength or frequency of a 
nonmonochromatic source radiates independently, and the temporal average is the sum of the 
individual temporal averages. Coherence theory allows the interference between the light from two 
point sources to be analyzed, and a good visual model is an extended source illuminating the two 
pinholes in Young’s double slit. We need to determine the relationship between the light trans-
mitted through the two pinholes. Coherence theory also accounts for the effects of the spectral 
bandwidth of the source.

With interference by division of amplitude using an extended source, the light from many point 
sources is combined at the observation point, and the geometry of the interferometer determines 
where the fringes are localized. Coherence theory will, however, predict the spectral bandwidth 
effects for division of amplitude interference. Each point on the source is interfered with an image 
of that same point. The temporal coherence function relates the interference of these two points 
independently of other points on the source. The visibility function for the individual interference 
pattern due to these two points is computed, and the net pattern is the sum of these patterns for the 
entire source. The temporal coherence effects in division of amplitude interference are handled on a 
point-by-point basis across the source.

In this section, the fundamentals of coherence theory as it relates to interference are introduced. 
Much more detail on this subject can be found in Chap. 5, “Coherence Theory.”

Mutual Coherence Function

We will consider the interference of light from two point sources or pinholes. This light is derived 
from a common origin so that there may be some relationship between the complex fields at the 
two sources. We will represent these amplitudes at the pinholes as E1(t) and E2(t), as shown in 
Fig. 24. The propagation times between the two sources and the observation point are t1 and t2,

FIGURE 24 Geometry for examining the mutual coherence of two 
sources.
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where the times are related to the optical path lengths by ti OPLi c. The two complex ampli-
tudes at the observation point are then E1(t − t1) and E2(t − t2), where the amplitudes have been 
scaled to the observation plane. The time-average intensity at the observation point can be found 
by returning to Eq. (13), which is repeated here with the time dependence:

I I I E t t E t t E t t E t1 2 1 1 2 2 1 1 2( ) ( ) ( ) ( tt2) (72)

where I1 and I2 are the intensities due to the individual sources. If we now shift our time origin by t2,
we obtain

I I I E t E t E t E t1 2 1 2 1 2( ) ( ) ( ) ( ) (73)

where

t t
c c2 1

2 1OPL OPL OPD
(74)

The difference in transit times for the two paths is . The last two terms in the expression for the 
intensity are complex conjugates, and they contain the interference terms.

We will now define the mutual coherence function 12( ):

12 1 2( ) ( ) ( )E t E t (75)

which is the cross correlation of the two complex amplitudes. With this identification, the intensity 
of the interference pattern is

I I I1 2 12 12( ) ( ) (76)

or, recognizing that a quantity plus its complex conjugate is twice the real part,

I I I1 2 122Re{ ( )} (77)

It is convenient to normalize the mutual coherence function by dividing by the square root of the 
product of the two self-coherence functions. The result is the complex degree of coherence:

12
12

11 22

12

1
20 0

( )
( )

( ) ( )

( )

| ( )|E t || ( )|

( )

E t I I
1

2

12

2 2

(78)

and the intensity can be rewritten:

I I I I I1 2 1 2 122 Re{ ( )} (79)

We can further simplify the result by writing 12( ) as a magnitude and a phase:

12 12 12
12 12( ) | ( )| | ( )|( ) [ ( )e ei i ( )] (80)

where 12( ) is associated with the source, and ( ) is the phase difference due to the OPD 
between the two sources and the observation point [Eq. (18)]. The quantity | ( )|12 is known as the 
degree of coherence. The observed intensity is therefore

I I I I I1 2 1 2 12 122 | ( )|cos[ ( ) ( )] (81)

The effect of 12( ) is to add a phase shift to the intensity pattern. The fringes will be shifted. A sim-
ple example of this situation is Young’s double-slit experiment illuminated by a tilted plane wave 
or a decentered source. With quasi-monochromatic light, the variations of both | ( )|12  and 12( )
with are slow with respect to changes of ( ), so that the variations in the interference pattern in 
the observation plane are due primarily to changes in  with position.
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A final rewrite of Eq. (81) leads us to the intensity pattern at the observation point:

I I
I I

I I0
1 2

1 2
12 121

2
| ( )|cos[ ( ) ( )] (82)

where I I I0 1 2. The fringe visibility is therefore

( ) | ( )|
2 1 2

1 2
12

I I

I I
(83)

and is a function of the degree of coherence and . Remember that is just the temporal measure 
of the OPD between the two sources and the observation point. If the two intensities are equal, the 
fringe visibility is simply the degree of coherence: ( ) | ( )|12 . The degree of coherence will take 
on values between 0 and 1. The source is coherent when | ( )|12 1, and completely incoherent 
when | ( )|12 0. The source is said to be partially coherent for other values. No fringes are observed 
with an incoherent source, and the visibility is reduced with a partially coherent source.

Spatial Coherence

The spatial extent of the source and its distance from the pinholes will determine the visibility of the 
fringes produced by the two pinhole sources (see Fig. 25). Each point on the source will produce a 
set of Young’s fringes, and the position of this pattern in the observation plane will shift with source 
position. The value of 12( ) changes with source position. The existence of multiple shifted pat-
terns will reduce the overall visibility. As an example, consider a quasi-monochromatic source that 
consists of a several point sources arranged in a line. Each produces a high modulation fringe pat-
tern in the observation plane (Fig. 26a), but there is a lateral shift between each pattern. The net pat-
tern shows a fringe with the same period as the individual patterns, but it has a reduced modulation 
due to the shifts (Fig. 26b). This reduction in visibility can be predicted by calculating the degree of 
coherence | ( )|12  at the two pinholes.

Over the range of time delays between the interfering beams that are usually of interest, 
the degree of coherence is a slowly varying function and is approximately equal to the value at

0 : | 12( )| | 12(0)| | 12|. The van Cittert–Zernike theorem allows the degree of coherence in 
the geometry of Fig. 25 to be calculated. Let be the angular separation of the two pinholes as seen 
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S

FIGURE 25 An extended source illuminating two pinholes.
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from the source. This theorem states that degree of coherence between two points is the modulus of 
the scaled and normalized Fourier transform of the source intensity distribution:

| |
( , )

( , )

( / )( )

12

2I e d d

I d

i

S

x y

d
S

(84)

where x and y are the x and y components of the pinhole separation , and the integral is over the 
source.

Two cases that are of particular interest are a slit source and a circular source. The application of 
the van Cittert–Zernike theorem yields the two coherence functions:

Slit source of width sincw
w x: | |12 ssinc

wa
z

(85)

Circular source of diameter d

J
d x

: | |12

12

d

J
da
z

da
z

x

2 1
 (86)

FIGURE 26 The interference pattern produced by a linear source: (a) the individual fringe 
patterns and (b) the net fringe pattern with reduced visibility.
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where a is the separation of the pinholes, z is the distance from the source to the pinholes, the sinc 
function is defined by Eq. (42), and J1 is a first-order Bessel function. The pinholes are assumed to 
be located on the x axis. These two functions share the common characteristic of a central core sur-
rounded by low-amplitude side lobes. We can imagine these functions of pinhole spacing mapped 
onto the aperture plane. The coherence function is centered on one of the pinholes. If the other 
pinhole is then within the central core, high-visibility fringes are produced. If the pinhole spacing 
places the second pinhole outside the central core, low-visibility fringes result.

Michelson Stellar Interferometer

The Michelson stellar interferometer measures the diameter of stars by plotting out the degree of 
coherence due to the light from the star. The system is shown in Fig. 27. Two small mirrors sepa-
rated by the distance a sample the light and serve as the pinholes. The spacing between these mir-
rors can be varied. This light is then directed along equal path lengths into a telescope, and the two 
beams interfere in the image plane. To minimize chromatic effects, the input light should be filtered 
to a small range of wavelengths. The modulation of the fringes is measured as a function of the mir-
ror spacing to measure the degree of coherence in the plane of the mirrors. This result will follow 

FIGURE 27 Michelson stellar interferometer.
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Eq. (86) for a circular star, and the fringe visibility will go to zero when a 1.22 , where = d/z
is the angular diameter of the star. We measure the mirror separation that produces zero visibility 
to determine . In a similar manner, this interferometer can be used to measure the spacing of two 
closely spaced stars.

Temporal Coherence

When examining temporal coherence effects, we use a source of small dimensions (a point source) 
that radiates over a range of wavelengths. The light from this source is split into two beams and 
allowed to interfere. One method to do this is to use an amplitude-splitting interferometer. Since 
the two sources are identical, the mutual coherence function becomes the self-coherence function

11( ). Equal-intensity beams are assumed. The complex degree of temporal coherence becomes

11
11

11

1 1

1
0

( )
( )

( )

( ) ( )

| ( )|

E t E t

E t 22
(87)

After manipulation, it follows from this result that 11( ) is the normalized Fourier transform of the 
source intensity spectrum S(v):

11

0

2

0( )
{ ( )}

( )

( )

(

FT S v

S v dv

S v e dx

S v

i vt

))dv
0

(88)

The fringe visibility is the modulus of this result. Since 11( ) has a maximum at 0, the maxi-
mum fringe visibility will occur when the time delay between the two beams is zero. This is consis-
tent with our earlier observation under “Source Spectrum” that the fringes will be localized in the 
vicinity of zero OPD.

As an example, we will repeat the earlier problem of a uniform source spectrum:

S v
v v

v
( ) rect 0 (89)

where v0 is the average frequency and v is the bandwidth. The resulting intensity pattern is

I I I v v0 12 0 01 1 2{ Re{ ( )}} [ ( )cos( )sinc ]] (90)

where the sinc function is the Fourier transform of the rect function. Using OPD/c from 
Eq. (74), we can rewrite this equation in terms of the OPD to obtain the same result expressed 
in Eq. (47).

Laser Sources

The laser is an important source for interferometry, as it is a bright source of coherent radiation. 
Lasers are not necessarily monochromatic, as they may have more than one longitudinal mode, and 
it is important to understand the unique temporal coherence properties of a laser in order to get 
good fringes. The laser is a Fabry-Perot cavity that contains a gain medium. Its output spectrum 
is therefore a series of discrete frequencies separated by c/2nL, where L is the cavity length. For gas 
lasers, the index is approximately equal to one, and we will use this value for the analysis. If G(v) is 
the gain bandwidth, the frequency spectrum is

S v G v
Lv
c

( ) ( ) comb
2 (91)
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where a comb function is a series of equally spaced delta functions. The number of modes contained 
under the gain bandwidth can vary from 1 or 2 up to several dozen. The resulting visibility function 
can be found by using Eq. (88):

( ) | ( )| ( ) ( )11 2
G

c
L

Gcomb commb
OPD

2L
(92)

where G( ) is the normalized Fourier transform of the gain bandwidth, and  indicates convolu-
tion. This result is plotted in Fig. 28, where G( ) is replicated at multples of 2L. The width of these 
replicas is inversely proportional to the gain bandwidth. We see that as long as the OPD between 
the two optical paths is a multiple of twice the cavity length, high-visibility fringes will result. This 
condition is independent of the number of longitudinal modes of the laser. If the laser emits a single 
frequency, it is a coherent source and good visibility results for any OPD.

2.9 APPLICATIONS OF INTERFERENCE

The fundamental measurement unit associated with interference is the wavelength of light. Every 
time the OPD in the system changes by one wave, an additional fringe is produced. Because of this 
sensitivity, interferometers find widespread use in many metrology and optical testing applica-
tions. Many of these applications are detailed in subsequent chapters of this Handbook, includ-
ing Chap. 32, “Interferometers,” in this volume, and Chap. 12, “Optical Metrology,” and Chap. 13, 
“Optical Testing,” in Vol. II. The applications of interferometry include distance and angle mea-
surement, surface figure and finish metrology, profilometry, and spectroscopy. Techniques such as 
phase-shifting interferometry, heterodyne interferometry, and stitching interferometry have enabled 
the analysis of the interference patterns associated with the many interferometric measurement 
techniques in use.

The use of lasers in interferometers has greatly increased their utility. Because of their long 
coherence length, interference fringes can be produced even when there is a large OPD between the 
two interfering beams. Instruments such as the Tywman-Green interferometer and the laser-Fizeau 
interferometer can be used in a compact form to test very large optical surfaces.
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3.1 GLOSSARY

A amplitude 

E electric field

f focal length

G Green function 

E irradiance

p, q, m direction cosines

r spatial vector

S Poynting vector

t time

dielectric constant

permeability

frequency

wave function

^ Fourier transform

3.2 INTRODUCTION

Starting with waves as solutions to the wave equation obtained from Maxwell’s equations, the basics 
of diffraction of light are covered in this chapter. The discussion includes those applications where 
the geometry permits analytical solutions. At appropriate locations references are given to the literature 
and/or textbooks for further reading. The discussion is limited to an explanation of diffraction, and 
how it may be found in some simple cases with plots of fringe structure. 

3.1
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3.3 LIGHT WAVES

Light waves propagate through free space or a vacuum. They exhibit the phenomenon of diffraction 
with every obstacle they encounter. Maxwell’s equations form a theoretical basis for describing light 
in propagation, diffraction, scattering and, in general, its interaction with material media. Experience 
has shown that the electric field E plays a central role in detection of light and interaction of light 
with matter. We begin with some mathematical preliminaries. 

The electric field E obeys the wave equation in free space or vacuum:

2
2

2

2

1
0E

E

c t
(1)

where c is the velocity of light in vacuum. Each Cartesian component Ej ( j  x, y, z) obeys the 
equation and, as such, we use a scalar function (r, t) to denote its solutions, where the radius 
vector r has components, r ix jy kzˆ ˆ ˆ . The wave equation is a linear second-order partial dif-
ferential equation. Linear superposition of its linearly independent solutions offers the most 
general solution. It has traveling plane waves, spherical waves, and cylindrical waves as examples 
of its solutions. These solutions represent optical wave forms. A frequently used special case of 
these solutions is the time harmonic version of these waves. We start with the Fourier transform 
on time,

( , ) ˆ ( , ) exp ( )r rt i t d2 (2)

where  is a temporal (linear) frequency in hertz. The spectrum ˆ ( , )r  obeys the Helmholtz 
equation,

2 2 0ˆ ˆk (3)

with the propagation constant k  2 /  2 /c /c, where  is the wavelength and  is the cir-
cular frequency. A Fourier component traveling in a medium of refractive index n , where  is 
the dielectric constant, is described by the Helmholtz equation with k2 replaced by n k2 2. As a further 
special case, a plane wave may be harmonic in time as well as in space.

( ) cos ( )r k r, t tA (4)

where k kŝ, ŝ is a unit vector in the direction of propagation, and A is a constant. An expanding 
spherical wave may be written in the form

( , ) cos ( )r t
A
r

kr t (5)

For convenience of operations, a complex function is frequently used. For example, we write 

( , ) ( )]r k rexp[t A i t (6)

in place of Eq. (4) bearing in mind that only its real part corresponds to the optical wave form. 
The function ( , )r t  is called the optical “disturbance” while the coefficient A is the amplitude.

In the general discussion of diffraction phenomenon throughout this chapter several classic 
source books have been used.1–10 This discussion is a blend of ideas contained in these sources.

The mathematical solutions described heretofore, although ideal, are nevertheless often approxi-
mated in practice. A suitable experimental arrangement with a self-luminous source and a condens-
ing lens to feed light to a small enough pinhole fitted with a narrowband spectral filter serves as a 
quasi-monochromatic, or almost monochromatic, point source. In Fig. 1, light behind the pinhole 
S is in the form of ever-expanding spherical waves. These waves are of limited spatial extent; all are 
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approximately contained in a cone with its apex at the pinhole. When intercepted by a converging 
lens L1

, with the pinhole on its axis and at the front focal point, these spherical waves are converted 
to plane waves behind L1. These plane waves also are limited spatially to the extent dictated by the 
aperture of the converging lens. A second converging lens, L2, is behind the first converging lens and 
is oriented so that both lenses have a common optical axis and can form an image of the pinhole. 
The image S is on the axis at the focal point behind the second lens and is formed by converging 
spherical waves. These waves, which converge toward the image, are limited spatially to the extent 
dictated by the aperture of the second lens and are approximately contained in a cone with its apex 
at the image of the pinhole.

It is necessary to clarify that ‘‘a small enough pinhole’’ means that the optics behind the pinhole 
are not able to resolve its structure.1 A ‘‘narrowband filter” means that its pass band  is much 
smaller than the mean frequency , that is, . In this situation, the experimental arrange-
ment may be described by a quasi-monochromatic theory, provided that the path differences l
of concern in the optics that follow the pinhole are small enough, as given by, l c/ . If the path 
differences l  involved are unable to obey this condition, then a full polychromatic treatment of the 
separate Fourier components contained within is necessary, even if . See, for example, 
Beran and Parrent11 and Marathay.12

Limiting the extent of plane waves and spherical waves, as discussed before, causes diffraction, 
a topic of primary concern in this chapter. The simplifying conditions stated above are assumed to 
hold throughout the chapter, unless stated otherwise.

As remarked earlier, the electric field E [V/m] plays a central role in optical detection. There are 
detectors that attain a steady state for constant incident beam power [W], and there are those like 
the photographic plate that integrate the incident power over a certain time. For a constant beam 
power, the darkening of the photographic plate depends on the product of the power and exposure 
time. Since detectors inherently take the time average, the quantity of importance is the average 
radiant power [W]. Furthermore, light beams have a finite cross-sectional area, so it is meaningful 
to talk about the average power in the beam per unit area of its cross-section measured in square 
meters or square centimeters. In the standard radiometric nomenclature, this sort of measurement 
is called irradiance, E [Wcm 2]. For a plane wave propagating in free space, the irradiance may be 
expressed in terms of the Poynting vector S by

E S E E
1
2

0

0

1 2/

(7)

The constants given in Eq. (7) may not be displayed with every theoretical result. The Poynting vec-
tor and irradiance are discussed further in Ref. 12 (pp. 280–285).

Light is properly described by a transverse vector field. Nevertheless, a scalar field is a conve-
nient artifice to use in understanding the wave nature of light without the added complication of 
the vector components. The transverse nature of the field will be accounted for when the situation 
calls for it. 

S

LL

S

FIGURE 1 Experimental layout to describe the notation used for spherical and plane 
waves. S: pinhole source. L1, L2: lenses. S': image.
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3.4  PHYSICAL OPTICS

3.4 HUYGENS-FRESNEL CONSTRUCTION 

Without the benefit of a fundamental theory based on Maxwell’s equations and the subsequent 
mathematical development, Huygens sought to describe wave propagation in the days before 
Maxwell. Waves are characterized by constant-phase surfaces called wavefronts. If the initial shape 
at time t of such a wavefront is known in a vacuum or in any medium, Huygens proposed a geo-
metrical construction to obtain its shape at a later time, t t. He regarded each point of the initial 
wavefront as the origin of a new disturbance that propagates in the form of secondary wavelets in all 
directions with the same speed as the speed of propagation of the initial wave in the medium. These 
secondary wavelets of radii c t are constructed at each point of the initial wavefront. A surface tan-
gential to all these secondary wavelets, called the envelope of all these wavelets, is then the shape and 
position of the wavefront at time t t. With this construct, Huygens explained the phenomena 
of reflection and refraction of the wavefront. To explain the phenomenon of diffraction, Fresnel 
modified Huygens’ construction by attributing the property of mutual interference to the second-
ary wavelets. The modified Huygens’ construction is called the Huygens-Fresnel construction. With 
further minor modifications it helps explain the phenomenon of diffraction and its various aspects, 
including those that are not so intuitively obvious. 

Fresnel Zones

Let P0 be a point source of light that produces monochromatic spherical waves. A typical spherical 
wave, A/r0 exp[ i( t  kr0)], of radius r0 at time t is shown in Fig. 2. The coefficient A stands for 
the amplitude of the wave at unit distance from the source P0. At a later time this wave will have 
progressed to assume a position passing through a point of observation P with radius, r0 b. Fresnel 
zone construction on the initial wave offers a way to obtain the wave in the future by applying the 
Huygens-Fresnel construction. The zone construction forms a simple basis for studying and under-
standing diffraction of light. 

From the point of observation P, we draw spheres of radii b, b /2, b 2 /2, b  3 /2, . . . , 
b  j /2, . . . , to mark zones on the wave in its initial position, as shown in Fig. 2. The zones are 

PbC

s

Z
Z

Z

Zn

S

q

P

r

Q

c

FIGURE 2 Fresnel zone construction. P0: point source. S: wavefront. r0: radius of 
the wavefront. b: distance CP. s: distance QP. (After Born and Wolf.1)
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DIFFRACTION  3.5

labeled z1, z2, . . . zj. The zone boundaries are successively half a wavelength away from the point of 
observation P. By the Huygens-Fresnel construction, each point of the wave forms a source of a 
secondary disturbance. Each secondary source produces wavelets that are propagated to the point P.
A linear superposition of the contribution of all such wavelets yields the resulting amplitude at 
the point P. It is reasonable to expect that the contribution of the secondary wavelets is not uni-
form in all directions. For example, a wavelet at C is in line with the source P0 and the point of 
observation P, while a wavelet at Q sees the point P at an angle with respect to the radius vector 
from the source P0.

To account for this variation, an obliquity or inclination factor K( ) is introduced. In the phe-
nomenological approach developed by Fresnel, no special form of K( ) is used. It is assumed to have 
the value unity at C where  0, and it is assumed to decrease at first slowly and then rapidly as 
increases. The obliquity factors for any two adjacent zones are nearly equal and it is assumed that it 
becomes negligible for zones with high enough index j. 

The total contribution to the disturbance at P is expressed as an area integral over the primary 
wavefront,

( )
( ) exp( )

( )P A
i t kr

r
iks

s
K dS

s

exp[ ]0

0

(8)

where dS is the area element at Q. The subscript S on the integrals denotes the region of integration 
on the wave surface. The integrand describes the contribution of the secondary wavelets. Fresnel-
zone construction provides a convenient means of expressing the area integral as a sum over the 
contribution of the zones. 

For optical problems, the distances involved, such as r0 and b, are much larger than the wave-
length . This fact is used very effectively in approximating the integral. The phases of the wavelets 
within a zone will not differ by more than . The zone boundaries are successively /2 further away 
from the point of observation P. The average distance of successive zones from P differs by /2; the 
zones, therefore, are called half-period zones. Thus, the contributions of the zones to the disturbance 
at P alternate in sign,

( )P 1 2 3 4 5 6
(9)

where j stands for the contribution of the jth zone, j  1, 2, 3, . . . . The contribution of each annu-
lar zone is directly proportional to the zone area and is inversely proportional to the average dis-
tance of the zone to the point of observation P. The ratio of the zone area to its average distance 
from P is independent of the zone index j. Thus, in summing the contributions of the zones we 
are left with only the variation of the obliquity factor K( ). To a good approximation, the obliq-
uity factors for any two adjacent zones are nearly equal and for a large enough zone index j the 
obliquity factor becomes negligible. The total disturbance at the point of observation P may be 
approximated by

( ) / ( )P n1 2 1
(10)

where the index n stands for the last zone contributing to P. The  sign is taken according to whether n
is odd or even. For an unobstructed wave, the integration is carried out over the whole spherical 
wave. In this case, the last term n is taken to be zero. Thus, the resulting disturbance at the point of 
observation P equals one-half of the contribution of the first Fresnel zone,

( ) /P 1 2 1 (11)

The contribution 1 is found by performing the area integral of Eq. (8) over the area of the first 
zone. The procedure results in 

( ) { [ ( ) ]}P
A

r b
i t k r b

0

exp /0 2 (12)
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3.6  PHYSICAL OPTICS

whereas a freely propagating spherical wave from the source P0 that arrives at point P is known to 
have the form

( ) exp{ [ ( )]}P
A

r b
i t k r b

0
0 (12 )

The synthesized wave of Eq. (12) can be made to agree with this fact, if one assumes that the com-
plex amplitude of the secondary waves, exp (iks)/s of Eq. (8) is [1/ exp ( i /2)] times the primary 
wave of unit amplitude and zero phase. With the time dependence exp ( i t), the secondary wave-
lets are required to oscillate a quarter of a period ahead of the primary. 

The synthesis of propagation of light presented above has far-reaching consequences. The phe-
nomenon of light diffraction may be viewed as follows. Opaque objects that interrupt the free prop-
agation of the wave block some or parts of zones. The zones, or their portions that are unobstructed, 
contribute to the diffraction amplitude (disturbance) at the point of observation P. The obstructed 
zones do not contribute. 

Diffraction of Light from Circular Apertures and Disks

Some examples of unobstructed zones are shown in Fig. 3. Suppose a planar opaque screen with a 
circular aperture blocks the free propagation of the wave. The center C of the aperture is on the axis 
joining the source point S and the observation point P, as shown in Fig. 4. The distance and the size of 
the aperture are such that, with respect to point P, only the first two zones are uncovered as in Fig. 3a. 
To obtain the diffraction amplitude for an off-axis point such as P, one has to redraw the zone struc-
ture as in Fig. 4. Figure 3b shows the zones and parts of zones uncovered by the circular aperture in 
this case. Figure 3c shows the uncovered zones for an irregularly shaped aperture.

1

2

(a) (b)

1

2
3

(c)

FIGURE 3 Some examples of unobstructed Fresnel zones 
that contribute to the amplitude at the observation point P.
(After Andrews.9)
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DIFFRACTION  3.7

In Fig. 3a the first two zones are uncovered. Following Eq. (9), the resulting diffraction amplitude 
at P for this case is

( )P 1 2 (13)

but, since these two contributions are nearly equal, the resulting amplitude is (P)  0! 
Relocating point P necessitates redrawing the zone structure. The first zone may just fill the aper-

ture if point P is placed farther away from it. In this case the resulting amplitude is

( )P 1 (14)

which is twice what it was for the unobstructed wave! Therefore the irradiance is four times as large!
On the other hand, if the entire aperture screen is replaced by a small opaque disk, the irradiance 

at the center of the geometrical shadow is the same as that of the unobstructed wave! To verify this, 
suppose that the disk diameter and the distance allows only one Fresnel zone to be covered by the 
disk. The rest of the zones are free to contribute and do contribute. Per Eq. (9) we have

(P) 2 3 4 5 6

The discussion after Eq. (9) also applies here and the resulting amplitude on the axis behind the 
center of the disk is 

( )P
1
2 2

(15)

which is the same as the amplitude of the unobstructed wave. Thus, the irradiance is the same at 
point P as though the wave were unobstructed. As the point P moves farther away from the disk, the 
radius of the first zone increases and becomes larger than the disk.

Alternatively one may redraw the zone structure starting from the edge of the disk. The analysis 
shows that the point P continues to be a bright spot of light. As the point P moves closer to the disk, 
more and more Fresnel zones get covered by the disk, but the analysis continues to predict a bright 
spot at P. There comes a point where the unblocked zone at the edge of the disk is significantly 
weak; the point P continues to be bright but has reduced irradiance. Still closer to the disk, the 
analysis ceases to apply because P enters the near-field region, where the distances are comparable to 

FIGURE 4 The redrawn zone structure for use with an off-axis point P'. (After Andrews.9)
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3.8  PHYSICAL OPTICS

the size of the wavelength. In Fig. 5, the variation of irradiance on the axial region behind the disk is 
shown. It is remarkable that the axial region is nowhere dark! For an interesting historical note, see 
Refs. 1 and 5. 

For comparison, we show the variation of on-axis irradiance behind a circular opening in Fig. 6. 
It shows several on-axis locations where the irradiance goes to zero. These correspond to the situa-
tion where an even number of zones are exposed through the circular aperture. Only the first few 
zeros are shown, since the number of zeros per unit length (linear density) increases as the point P is
moved closer to the aperture. The linear density increases as the square of the index j when P moves 

E P

E

R

FIGURE 5 Variation of on-axis irradiance behind an opaque disk. R: distance along the axis 
behind the disk. (From Marion and Heald.5)

FIGURE 6 Variation of on-axis irradiance behind a circular opening. R: distance 
along the axis behind the opening. (From Marion and Heald.5)
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DIFFRACTION  3.9

closer to the aperture. While far enough away, there comes a point where the first zone fills the aper-
ture and, thereafter, there are no more zeros as the distance increases. 

Figure 7 shows a series of diffraction patterns from a circular aperture. The pictures are taken at 
different distances from the aperture to expose one, two, three, etc., zones. Each time an odd num-
ber of zones is uncovered the center spot becomes bright. As we approach the pictures at the bottom 
right, more zones are exposed. 

Babinet Principle 

Irradiances for the on-axis points are quite different for the circular disk than for the screen with a 
circular opening. The disk and the screen with a hole form of a pair of complementary screens, that 
is, the open areas of one are the opaque areas of the other and vice versa. Examples of pairs of such 
complementary screens are shown in Fig. 8. Observe that the open areas of screen Sa taken with the 
open areas of the complementary screen Sb add up to no screen at all. 

The Babinet principle states that the wave disturbance S(P) at any point of observation P due 
to a diffracting screen Sa added to the disturbance CS(P) due to the complementary screen Sb at the 
same point P equals the disturbance at P due to the unobstructed wave, that is,

S P P P( ) ( ) ( )CS UN (16)

Recall that the wave disturbance at any point of observation P behind the screen is a linear superpo-
sition of the contributions of the unobstructed zones or portions thereof. This fact, with the obser-
vation that the open areas of screen Sa taken with the open areas of the complementary screen Sb
add up to no screen at all, implies the equality indicated by the Babinet principle. 

The application of Babinet’s principle to diffraction problems can reduce the complexity of the 
analysis considerably. For an example of this, we once again return to diffraction of light due to a 
circular aperture and an opaque disk. For on-axis amplitude, the Rayleigh-Sommerfeld diffraction 
integral [see Eq. (43) later] can be evaluated in closed form.6

FIGURE 7 A series of pictures of diffraction patterns from circular apertures. (After 
Andrews.9)
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3.10  PHYSICAL OPTICS

FIGURE 8 Examples of complementary screens, 
labeled Sa and Sb. (After Jackson13 and Andrews.9)

A circular aperture of radius a in a dark screen is illuminated by a normally incident plane wave,
A ikzexp ( ), where z is the axis perpendicular to the plane of the aperture. The on-axis diffracted 
field cir is

cir( ) exp( ) expz A ikz
Az

a z
ik a z

2 2

2 2 (17)

The corresponding irradiance at z is

E z A
z

a z

z

a z
k a zcir cir cos( ) | |2 2

2

2 2 2 2

21
2 22 z (18)

See Fig. 9 for the on-axis irradiance plotted against the distance z from the circular aperture.
Next consider the dark screen and circular aperture is replaced by an opaque disk of the same 

radius a. Applying Babinet’s principle, the on-axis diffracted field for the opaque disk illuminated by 
a normally incident plane wave is

disk cirA ikzexp( ) (19)

disk( ) expz
Az

a z
ik a z

2 2

2 2 (20)
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DIFFRACTION  3.11

The corresponding irradiance at z is

E z A
z

a zdisk disk( ) | |2 2
2

2 2
(21)

See Fig. 10 for the variation of the on-axis irradiance with distance z from the opaque disk of radius a.
The behavior of the on-axis irradiance for the case of the opaque disk is quite different from that 

of the complementary circular aperture. There is no simple relationship between the irradiances of 
the two cases because they involve a squaring operation that brings in cross-terms. 

It is important to note that the closed form expressions of Eq. (17) through Eq. (21) are valid 
only within the approximations of the Rayleigh-Sommerfield theory. The value of unity obtained by 
Eq. (18) reproduces the assumed boundary conditions of the theory.

Zone Plate 

If alternate zones are blocked the contribution of the unblocked zones will add in phase to yield a 
large irradiance at the point of observation. An optical device that blocks alternate zones is called 
a zone plate. Figure 11 shows two zone plates made up of concentric circles with opaque alternate 

FIGURE 9 Normalized on-axis irradiance behind a circular aperture of radius 8 ,
plotted as a function of z, the distance from the aperture in terms of wavelengths. At z  0, 
the assumed boundary condition of unity is obtained. The maxima of the oscillations 
increases monotonically to a maximum value of 4 at z d2/4  when one Fresnel zone 
fills the aperture. For z > d2/4  the irradiance decreases monotonically to zero.

FIGURE 10 Normalized on-axis irradiance behind a disk of radius 8 , plotted as 
a function of z, the distance from the aperture in terms of wavelengths. The irradiance is 
zero at z  0 and increases monotonically to unity for large z.
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3.12  PHYSICAL OPTICS

zones. They block odd-indexed or even-indexed zones, respectively. The radii of the zone boundar-
ies are proportional to the square root of natural numbers.

We place a point source at a distance r0 in front of the zone plate. If Rm is the radius of the mth
zone, a bright image of this source is observed at a distance b behind the plate, so that

1 1

0
2r b

m

Rm

(22)

where  is the wavelength of light from the source. This equation for the condition on the distance 
b is like the paraxial lens formula from which the focal length of the zone plate may be identified or 
may be obtained by setting the source distance r0 .

The focal length f1 so obtained is

f
R

m
m

1

2

(23)

and is called the primary focal length. For unlike, the case of the lens, the zone plate has several sec-
ondary focal lengths. These are given by

f
R

n mn
m

2 1

2

2 1( )
(24)

where n 1, 2, 3, . . . . In the case of the primary focal length, each opaque zone of the zone plate cov-
ers exactly one Fresnel zone. The secondary focal length f3 is obtained when each opaque zone covers 
three Fresnel zones. It is a matter of regrouping the right-hand side of Eq. (9) in the form

( ) ( ) ( )P 1 2 3 4 5 6 7 8 9

10 11 12 13 14 15( )
(25)

The zone plate in Fig. 11b, for example, blocks all even-indexed zones. It corresponds to omitting 
the terms enclosed in the angular brackets, . . .  in Eq. (25). The remaining terms grouped in paren-
theses add in phase to form a secondary image of weaker irradiance. The higher-order images are 
formed successively closer to the zone plate and are successively weaker in irradiance.

Further discussion may be found in several books listed in the references, for example, Ref. 10 
(p. 375). The radii of the concentric circles in a zone plate are proportional to the square root of 
natural numbers. For equidistant source and image locations, say 10 cm at a wavelength of 500 nm,

FIGURE 11 Two zone plates made up of concentric circles with 
alternate zones made opaque. They block odd-indexed or even-indexed 
zones, respectively. The radii of the zone boundaries are proportional 
to the square root of natural numbers. (From Hecht and Zajac.10)
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Rm m  0.16 mm. Due to the smallness of the radii, a photographic reduction of a large-scale 
drawing is used.

Incidentally, the pair of zone plates of Fig. 11 form a pair of complementary screens. Per the Babinet 
principle, the groupings are

UN CS( ) ( ) ( )

(

P P PS

1 3 5 7 9 11

2 4

)

( 6 8 10 12 )

(26)

The first group of terms corresponds to the zone plate of Fig. 11b and the second group of items 
corresponds to Fig. 11a. 

3.5 CYLINDRICAL WAVEFRONT

A line source generates cylindrical wavefronts. It is frequently approximated in practice by a slit 
source, which, in turn, can illuminate straight edges and rectangular or slit apertures (see Fig. 12a).
In this case, as we shall see, the phenomena of diffraction can be essentially reduced to a one-
dimensional analysis for this source and aperture geometry. 

Fresnel zones for cylindrical wavefronts take the form of rectangular strips, as shown in Fig. 12a. 
The edges of these strip zones are /2 farther away from the point of observation P. The treatment 
for the cylindrical wave parallels the treatment used for the spherical wave in Sec. 3.4. The line M0
on the wavefront intersects at right angles to the line joining the source S and the point of observa-
tion P. Refer to M0 as the axis line of the wavefront with respect to the point P. Let a be the radius 
of the wavefront with respect to the source slit and let b be the distance of P from M0. Fresnel 
zones are now in the form of strips above and below M0 and are parallel to it. The line pairs M M1 1

,
M M2 2 , etc., are marked /2 farther away from the point of observation P. Fresnel zones are now half-
period strips. Thus PMm  b m /2 and, to a good approximation, the arc length (MmMm 1)

mab a b m m/( )( )1 . For small values of m such as 1, 2, etc., the arc widths decrease rapidly 
while, for large values of m the neighboring strips have nearly equal widths. The lower-order strips 
have much larger areas compared to the ones further up from M0. This effect is much more domi-
nant than the variation of the obliquity factor K( ) which has been neglected in this analysis. 

Consider one single strip as marked in Fig. 12b. Imagine that this strip is divided into half-period 
sections as shown. The wavefront is almost planar over the width of this strip. All the sections on 
either side of the arc M1M2 contribute to the disturbance at P. The boundaries of these are marked 
N1, N2 , etc. The area of these sections are proportional to c n n( )1 . The areas of those half-
period sections decrease rapidly at first and then slowly. The contribution to the disturbance at P
from the higher-order sections is alternately positive and negative with respect to the first section 
near M1M2. Consequently, their contribution to the total disturbance at P is nearly zero. 

The disturbance at P due to a single strip consists of the dominant contribution of the two sec-
tions from N1 to N’1. This conclusion holds for all the strips of the cylindrical wave. Following the 
procedure of Eq. (9) employed for the spherical wave,

( )P 1 2 3 4 5 6 (9')

where (P) is the disturbance at P and m denotes the secondary wavelet contributions from 
strip zones of either side of the axis line M0 of Fig. 12a. As in Eq. (11) the series can be summed, 
but here we need to account for the strip zone contribution from both sides of the axis line M0:
therefore, we have

( )P 1 (11')
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3.14  PHYSICAL OPTICS

The first zone contributions can be computed and compared with the freely propagating cylindrical 
wave. 

Fresnel Diffraction from Apertures 
with Rectangular Symmetry

Straight Edge A cylindrical wave from a slit source S illuminates an opaque screen with a straight 
edge AB oriented parallel to the slit, as shown in Fig. 13. It shows three special positions of the point 
of observation P. In Fig. 13a, P is such that all the strip zones above the axis line M0 are exposed, 
while those below are blocked. The point P in Fig. 13b is such that the strip zones above M0 and 
one zone below, marked by the edge M1, are exposed. In Fig. 13c, P has moved into the geometrical 
shadow region. The strip M1M0 and all those below M0 are blocked. 

Following the discussion in Sec. 3.4, we discuss the disturbance at P for the three cases of Fig. 13. 
At the edge of the geometrical shadow

a P( ) /1 2 1 (27)

For Fig. 13b we have

b P( ) / /1 2 3 21 1 1 (28)

As P is moved further up, there comes a point for which two strip zones below M0 are exposed, 
resulting in (P)  3/2 1 2. As P explores the upper half of the observation plane, the amplitude 

a

(a)

(b)

c
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P

M4

M3
M2

M1
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N1 N2
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N 1
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a

S

S

b + 4
2

FIGURE 12 Fresnel zones for cylindrical wavefront. S: slit source. a: radius of the cylindrical 
wavefront. b: distance M0 P. M1, M1', etc.: zone boundaries. (Adapted from Jenkins and White.2)
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and, hence, the irradiance go through maxima and minima according to whether an odd or even 
number of (lower) strip zones is exposed. Furthermore, the maxima decrease gradually while the 
minima increase gradually until the fringes merge into a uniform illumination that corresponds to 
the unobstructed wave. 

In the geometrical shadow (see Fig. 13c)

c P( ) /1 2 2 (29)

As P goes further down, we get (P)  1/2 3; in general, the number of exposed zones decreases 
and the irradiance falls off monotonically.

A mathematical analysis of Fresnel diffraction from apertures with rectangular symmetry is 
possible with the use of Fresnel integrals and the Cornu’s spiral (vibration curve). Irradiance of the 
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M2

M3

M4

M0

P

(a)

(b)

(c)

M1

FIGURE 13 Fresnel zones for a cylindrical wavefront. The edges of these 
strip zones are /2 farther away from the point of observation P. S: slit source. 
P: point of observation. M0: axis line of the cylindrical wave. AB: straight-edge 
opaque obstruction. (After Jenkins and White.2)
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diffraction pattern from a straight edge illuminated by a cylindrical wave is found by relating the 
spiral to the cylindrical wavefront and to the plane of observation. Figure 13 shows the diffraction 
geometry. The line or slit source is aligned parallel to the straight edge. The on-axis point of observation 
P is as shown in Fig. 13 and is defined as P(0). An off-axis point of observation (see Fig. 13b and c)
is defined as P(x) at x. The plane passing through P(0) and P(x) is perpendicular to the edge. As 
shown in Fig. 12a, the radius of the cylindrical wave is a and the distance between M0 and P(0) is b.
The distance of a point on the wavefront above M0 labeled Mm to the point P(0) is b b m /2. 
The path difference b b . To a good approximation,

s
a b

ab
2

2
(30)

where s is the arc length between M0 and Mm but is approximated by the corresponding chord 
length. For computational purposes the arc length s is converted to a dimensionless parameter v by 
defining the phase difference as

2 2

2 2

22 2s
a b

ab
v v s

a b

ab

( ) (31)

With Fig. 12 we can relate the arc length s with the coordinate x in the plane of observation,

x s
a b

a
(32)

and therefore,

v s
a b

ab
x

a

b a b

2 2( )

( )
(33)

Cornu’s Spiral The diffraction amplitude [see Eq. (8)] is given by

( )
( ) exp( )

( )P A
i t kr

r
iks

s
K dS

s

exp[ ]0

0

(34)

For a cylindrical wave illumination of the straight edge, the double integral reduces to a single 
integral. The single integral describes integration along a line on the cylindrical wavefront parallel 
to the line source. For r0 a s band  much larger than the width of the strip of Fresnel zone on the 
cylindrical wavefront, we use the approximation,

( )
exp( ( ))

( ) exp( )P C
ik a b
ab

K ik ds
s

s

1

2 (35)

In this expression, C A i texp( ). The formal limits of integration s s1 2and  designate the limit 
of integration appropriate for a slit aperture oriented parallel to the line source. For the straight 
edge problem, the upper limit is  and the lower limit s1 describes the location of the straight-edge 
with respect to the position of the point of observation P along the x axis. Thus, the amplitude is 
proportional to

( ) exp( ) exp( )P C ik dS C ik
s1 0

ddS ik dS
s

exp( )
0

1

(36)

( ) ( ) ( )P C C v i S v
1

2

1

21 1
(37)
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E P P C C v S v( ) | ( )| | | ( ) ( )2 2
1

2

1

1
2

1
2

2

(38)

We have defined

C C
ik a b
ab

K
exp( ( ))

( ) and | |
| | ( )

C
C K

a b
2

2 2

2 2

For the case of a cylindrical wave incident, Cornu’s spiral helps in the calculation of the diffraction 
amplitude (Plane wave incidence is a special case in the limit where radius a of the cylindrical wave 
becomes very large compared to the distance b of the observation screen.) Cornu’s spiral is defined in 
terms of the dimensionless parameter v. The description of this spiral begins with the definitions

C v v dv
v

( ) cos
2

2

0
S v v dv

v
( ) sin

2
2

0
(39)

1. Cornu’s spiral is a plot of S v( ) along the vertical axis and C v( ) along the horizontal axis with v as 
a parameter, v .

2. The arc length measured along the spiral from the origin is v; v C[ ( )] [ ( )]2 2S ; C(v)
and S(v) are the projections of the arc length on the horizontal and vertical axes, respectively.

3. The vector length from the origin to any point v on the spiral is proportional to diffracted 
amplitude.

4. The angle  made by the vector measured from the horizontal equals the phase of the diffracted light; 

tan tan
S
C

v v
2 2

2 2.

5. The radius of curvature 
dv
d v

1
.

6. For large v, the spiral winds about two limit points 

v C S

v C S

( ) ( )

( ) ( )

1
2

1
2

1
2

1
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7. The magnitude of the diffraction integral has its maximum value when 

3
4

=
3
2

v .

8. Subsidiary maxima at 
3
4

4+2 =
3
2

where =1, 2, 3, . . . .n n , n

9. Minimum values at 
7
4

4+ 2 =
7
2

where =0, 1, 2, 3,m m m, .. . . .

Cornu’s spiral is plotted in Fig. 14 and tabulated in Table 1.
Figure 15 shows a plot of the irradiance in the diffraction pattern of light from a straight edge.  

The maxima and minima follow the description given in 8 and 9 in the above list. It is interesting 
to observe that the edge is neither at the maximum of the first fringe nor at the halfway point. It 
appears at one-fourth of the irradiance of the unobstructed wave. For a complete vectorial solution 
of diffraction of light by a straight edge, see Sommerfeld.14
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FIGURE 14 Cornu’s spiral (vibration curve) for use with cylindrical waves and 
apertures with rectangular symmetry. (Adapted from Jenkins and White .2)

FIGURE 15 The plot of irradiance in the diffraction pattern of a 
straight edge AB. The plot is normalized to unity for the irradiance of 
the unobstructed wave. Labels 1 and 2 show points P in the geometrical 
shadow. Label 3 is at the edge of the geometrical shadow, while labels 4 
and 5 are in the illuminated region.  is a unitless variable to label dis-
tances along the plane of observation. (From Hecht and Zajac.10)
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TABLE 1 Table of Fresnel Integrals

v C(v) S(v) v C(v) S(v)

0.00 0.0000 0.0000 4.50 0.5261 0.4342
0.10 0.1000 0.0005 4.60 0.5673 0.5162
0.20 0.1999 0.0042 4.70 0.4914 0.5672
0.30 0.2994 0.0141 4.80 0.4338 0.4968
0.40 0.3975 0.0334 4.90 0.5002 0.4350
0.50 0.4923 0.0647 5.00 0.5637 0.4992
0.60 0.5811 0.1105 5.05 0.5450 0.5442
0.70 0.6597 0.1721 5.10 0.4998 0.5624
0.80 0.7230 0.2493 5.15 0.4553 0.5427
0.90 0.7648 0.3398 5.20 0.4389 0.4969
1.00 0.7799 0.4383 5.25 0.4610 0.4536
1.10 0.7638 0.5365 5.30 0.5078 0.4405
1.20 0.7154 0.6234 5.35 0.5490 0.4662
1.30 0.6386 0.6863 5.40 0.5573 0.5140
1.40 0.5431 0.7135 5.45 0.5269 0.5519
1.50 0.4453 0.6975 5.50 0.4784 0.5537
1.60 0.3655 0.6389 5.55 0.4456 0.5181
1.70 0.3238 0.5492 5.60 0.4517 0.4700
1.80 0.3336 0.4508 5.65 0.4926 0.4441
1.90 0.3944 0.3734 5.70 0.5385 0.4595
2.00 0.4882 0.3434 5.75 0.5551 0.5049
2.10 0.5815 0.3743 5.80 0.5298 0.5461
2.20 0.6363 0.4557 5.85 0.4819 0.5513
2.30 0.6266 0.5531 5.90 0.4486 0.5163
2.40 0.5550 0.6197 5.95 0.4566 0.4688
2.50 0.4574 0.6192 6.00 0.4995 0.4470
2.60 0.3890 0.5500 6.05 0.5424 0.4689
2.70 0.3925 0.4529 6.10 0.5495 0.5165
2.80 0.4675 0.3915 6.15 0.5146 0.5496
2.90 0.5624 0.4101 6.20 0.4676 0.5398
3.00 0.6058 0.4963 6.25 0.4493 0.4954
3.10 0.5616 0.5818 6.30 0.4760 0.4555
3.20 0.4664 0.5933 6.35 0.5240 0.4560
3.30 0.4058 0.5192 6.40 0.5496 0.4965
3.40 0.4385 0.4296 6.45 0.5292 0.5398
3.50 0.5326 0.4152 6.50 0.4816 0.5454
3.60 0.5880 0.4923 6.55 0.4520 0.5078
3.70 0.5420 0.5750 6.60 0.4690 0.4631
3.80 0.4481 0.5656 6.65 0.5161 0.4549
3.90 0.4223 0.4752 6.70 0.5467 0.4915
4.00 0.4984 0.4204 6.75 0.5302 0.5362
4.10 0.5738 0.4758 6.80 0.4831 0.5436
4.20 0.5418 0.5633 6.85 0.4539 0.5060
4.30 0.4494 0.5540 6.90 0.4732 0.4624
4.40 0.4383 0.4622 6.95 0.5207 0.4591

Note: This table is adapted from Jenkins and White.2

Rectangular Aperture Figure 16 is a series of diagrams of irradiance distributions for light dif-
fracted by single-slit apertures. A pair of marks on the horizontal axis indicate the edges of the geo-
metrical shadow of the slit relative to the diffraction pattern. In all cases, relatively little light falls in 
the geometrical shadow region. The last diagram corresponds to a rather wide slit. It appears as two 
opposing straightedge diffraction patterns corresponding to the two edges of the slit. 

DO
 N

OT
 D

UP
LI

CA
TE
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These patterns may be interpreted as obtained with the plane of observation fixed for different-
size slits. Alternately, the slit size may be held fixed but move the plane of observation. For the first 
diagram the plane is far away. For the successive diagrams the plane is moved closer to the slit. The plane 
of observation is the closest for the last diagram of Fig. 16. The important parameter is the angular 
subtense of the slit to the observation plane. A similar comment applies to the case of the circular 
aperture2,9 as shown in Fig. 7.

Opaque Strip Obstruction A slit aperture and an opaque strip or a straight wire form a pair of 
complementary screens. In Fig. 17 photographs of Fresnel diffraction patterns produced by nar-
row wires are shown with the corresponding theoretical curves. These theoretical curves show some 
more detail. Generally, the figures show the characteristic unequally spaced diffraction fringes of a 
straight edge on either side of the geometrical shadow. These fringes get closer and closer together, 
independent of the width of the opaque obstruction, and finally merge into a uniform illumination. 
Figure 17 also shows the maximum in the center and equally spaced narrow fringes within the 
shadow. The width of these fringes is inversely proportional to the width of the obstruction. We 
shall now discuss this detail. 

Figure 18 shows the arrangement of the source S, opaque strip AB, and the plane of observation. 
A point x in the geometrical shadow receives light from Fresnel zones of both sides of the opaque 
strip. At each edge of the opaque strip the exposed zones add up effectively to one-half of the contri-
bution of a single zone adjacent to that edge. Owing to the symmetry, the resulting disturbance from 
each edge starts out in phase. Light from the two edges adds constructively or destructively accord-
ing to whether the path difference to the point x in the shadow region is an even or an odd multiple 
of /2. The situation is similar to two coherent sources separated by the width of the opaque strip. 
Young examined these fringes inside the geometrical shadow. In particular, he showed that if an 
opaque screen is introduced on one side of the opaque strip to block that part of the wave, then the 
straightedge diffraction fringes due to that edge, as well as the interference fringes in the shadow 
region, vanished. 

FIGURE 16 A series of diagrams of irradiance distributions for light diffracted 
by single-slit apertures of different widths. (From Jenkins and White.2)
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FIGURE 17 Fresnel diffraction patterns produced by narrow wires are 
shown with the corresponding theoretical curves. (From Jenkins and White.2)
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FIGURE 18 Arrangement of the source S, opaque strip AB, and the plane of 
observation. Point x is in the geometrical shadow region.
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3.6 MATHEMATICAL THEORY OF DIFFRACTION

Kirchhoff showed that the Huygens-Fresnel construction follows from an integral theorem starting 
from the wave equation. The resulting mathematical expression is called the Fresnel-Kirchhoff dif-
fraction formula.1 This theory was further refined by Rayleigh and Sommerfeld.7,12
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It is well known in wave theory that the field values inside a volume enclosed by a bounding sur-
face are determined by the values of the field and/or its normal derivative on this bounding surface. 
The solution is expressed in terms of the Green function of the problem, as in

( )P
G
n

G
n

1
4

dS
S

(40)

where G is the Green function of the problem. The integral is over the arbitrary closed surface S. The 
symbol / n stands for the normal derivative with the normal pointing into the volume enclosed by 
the surface.1 A convenient Green function is the expanding spherical wave, exp(iks)/s from the point 
of observation P. The closed surface for the diffraction problem is made up of the aperture plane 
and a large partial sphere centered at the point of observation P, as shown in Fig. 19.

This is the starting point of Kirchhoff theory. It requires specifying the field values and its nor-
mal derivative on the bounding surface to obtain the field (P) at P in the volume enclosed by the 
surface. It is possible to show that the contribution of the surface integral on the partial sphere is 
zero. Kirchhoff assumed that the field and its normal derivative are zero on the opaque portion of 
the aperture plane. On the open areas of the aperture plane he assumed the values to be the same 
as incident (unperturbed) values. If the incident field is an expanding spherical wave (a/r) exp(ikr),
then the field (P) is given by

( )
exp ( ) exp ( )

P
ia ikr

r
iks

sA2
[[ ( , ) ( , )]cos cosn r n s dS (41)

The area integral is over the open areas A of the aperture. As shown in Fig. 19, (n, s) and (n, r) are 
the angles made by s and r, respectively, with the normal to the aperture plane. The above equation is 
referred to as the Fresnel-Kirchhoff diffraction formula. From a strictly mathematical point of view 
the specification of field and its normal derivative over-specifies the boundary conditions. It is possible 
to modify the Green function so that only the field or its normal derivative / n needs to be specified. 
With this modification one obtains

( )
exp( ) exp( )

P
ia ikr

r

iks

sA
n s dScos ( , ) (42)

FIGURE 19 The closed surface for the diffraction problem. It is made up of the aperture plane 
and a large partial sphere centered at the point of observation P. (From Born and Wolf.1)
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This is referred to as the Rayleigh-Sommerfeld diffraction formula. Other than mathematical 
consistency, both formulas yield essentially similar results when applied to practical optical situa-
tions. They both use the approximate boundary conditions, namely, that the field is undisturbed in 
the open areas of the aperture and zero on the opaque regions of the aperture plane. The cosine fac-
tors in the above formulas play the role of the obliquity factor of the Huygens wave used in Eq. (8), 
more generally, the field (for a single temporal frequency) at the point of observation P(x, y, z) may 
be expressed by12

( , , ) ( )
exp (

x y z x y
z

ik
i

s sA
( , , 0)

1
2

1
kk

dx dys s

)
2 (43)

where (xs, ys, 0) are the values of the field in the aperture A, at z  0. The expression in the square 
brackets is the normal derivative of the modified Green function. In this expression  [(x  xs)

2

(y  ys)
2  z2]1/2 is the distance between a point in the aperture and the point of observation P, and

the ratio z/  is the direction cosine of the difference vector. In the far zone where k  >> 1, Eq. (43) 
reduces to Eq. (42) for the case of spherical wave illumination. Since the expression in the square 
brackets depends on the coordinate difference, (x  xs) and (y  ys), Eq. (43) has the form of a convolu-
tion integral. It is well known that the convolution integral has a corresponding product relationship 
in the Fourier-spatial-frequency domain. The two-dimensional Fourier decomposition of the field is

( , , ) ˆ ( , )exp[ ( )x y z p q z i px qy/ / , /2 ]] ( ) (d p d q/ / ) (44)

where p and q are the two-direction cosines. The third-direction cosine m is defined by

and
m p q p q

m i p q

( )

( )

/

/

1 1

1

2 2 1 2 2 2

2 2 1 2

for

foor p q2 2 1

(45)

A similar decomposition as in Eq. (44) is used for the field in the aperture at z  0, wherein the 
finite area of the aperture is included in the description of the incident field. With the help of Weyl’s 
plane-wave decomposition of a spherical wave,

exp ( )
e ( ) ( )

ikr
r

i
m

ikmz
i

px qy
1

xp exp
2

dp dq (46)

the Fourier transform of the expression in square brackets in Eq. (43) can be found. The relation-
ship in the Fourier domain has the form

ˆ ( ) ˆ ( ) exp( )p q z p q ikmz/ , / , / , / , 0 (47)

The inverse Fourier transform yields the disturbance in x, y, z space at point P. At z  0 it reproduces 
the assumed boundary conditions, a property not shared by the Fresnel-Kirchhoff formula.

A plane-wave decomposition describes a function in (x, y, z) space in terms of the weighted sum 
of plane waves, each propagating in a direction given by the direction cosines (p, q, m). Equation (47) 
may be referred to as the angular spectrum formulation of diffraction. For application of this for-
mulation see Ref. 15.

Fresnel and Fraunhofer Approximations 

In practical optical situations, diffraction is mainly studied in the forward direction, that is, for small 
angles from the direction of propagation of the incident field. Furthermore, the distances involved 
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are much larger than the wavelength , r  >> . In this situation the distance  of Eq. (43) may be 
approximated by the low-order terms in the binomial expansion of the square root

( ) ( )
/

x x y y z r
xx yy

r

x
s s

s s s2 2 2
1 2 2 yy

r
s
2

2
(48)

where r is the radial distance of the observation point P, r x y z2 2 2 . When the terms quadratic 
in the aperture variables are retained, namely (x2

s  y2
s), we have a description of Fresnel diffraction. 

Let d be the maximum dimension of the aperture. If the plane of observation is moved to distance 
z >> d2/ , the quadratic terms are negligible and Eq. (43) is approximated by

( , , ) exp( ) ( , , )exx y z
i

r
ikr x ys s 0 pp

( )
A

s s
s s

ik xx yy

r
dx dy (49)

This is the formula for Fraunhofer diffraction. 

Fraunhofer Diffraction

Far enough away from the aperture, z >> d2/ , Fraunhofer-type diffraction is found. Equation (49) 
shows that it has the form of a Fourier transform of the light distribution in the aperture. For more 
general conditions on the distance and angles to obtain Fraunhofer diffraction, see Born and Wolf.1

Thus, instead of moving the observation plane to the far field, parallel light incident on the aperture 
can be brought to a focus by a converging lens as in Fig. 20, thus producing a Fraunhofer pattern of 
the aperture in the focal plane. 

In an imaging situation (see Fig. 21), a diverging spherical wave is brought to a focus in the 
image plane. This is also an example of Fraunhofer diffraction pattern of the light distribution in 
the aperture A by a converging spherical wave. To realize Fraunhofer diffraction, a similar situation 
is obtained when a narrow diffracting aperture is held next to the eye focused on a distant point 
source. The diffraction pattern is observed in the plane of the source. 

An optical processing setup is shown in Fig. 22 where collimated or parallel light is incident 
normally on plane 1. In this arrangement an inverted image of plane 1 is formed in plane 3. The 
imaging process may be thought of as a Fourier transform (Fraunhofer diffraction) of the light dis-
tribution in plane 1 onto plane 2, followed by another Fourier transform of the light distribution in 
plane 2 onto plane 3. 

Recall our earlier discussion in relation to Eqs. (48) and (49). When the quadratic phase factor, 
exp[i (x2

s  y 2
s)/ r], may be approximated by unity, we are in the domain of Fraunhofer diffraction. 
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P

FIGURE 20 Arrangement to observe a Fraunhofer diffraction by a slit aperture. 
(After Rossi.8)
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From the point of view of Fresnel zone construction, the far-field condition, z >> d2/ , means that 
for these distances z the first Fresnel zone overfills the aperture. The entire aperture contributes to 
the disturbance at any point in the Fraunhofer pattern. In Fresnel diffraction only relatively small 
portions of the aperture contribute to any one point in the pattern. 

In this context, the term Fresnel number is frequently used. It is defined in terms of the product 
of two ratios. The radius r of the aperture to the wavelength  times the radius of the aperture to the 
distance b measured from the aperture to the plane of observation:

Fresnel number N
r r

b b

d1

4

2

(50)

Thus, the Fresnel number can also be expressed as the ratio of the far-field distance, d 2/ , to the dis-
tance b from the aperture. With the definition of the Fresnel zones in Sec. 3.4, these ratios indicate 
that the Fresnel number equals the number of Fresnel zones that may be drawn within the aperture 
from a point P at a distance b from the aperture.

Thus, well within the Fresnel region, b << d2/ , the Fresnel number is large. There are many 
zones in the aperture. As seen in Figs. 7 and 16, very little light falls within the geometrical shadow 
region; most of the light is in the confines of the aperture boundary dictated by geometrical optics. 
In the study of cavity resonators16,17 and modes it is found that diffraction losses are small for large 
Fresnel numbers, N >> 1. In the Fraunhofer region b > d2/ , N < 1 where the first Fresnel zone over-
fills the aperture as pointed out before.

In Figs. 23 and 24 the theoretical plots of Fraunhofer patterns of a rectangular aperture and 
a circular aperture, respectively, are shown. In the rectangular case the central maximum has 
equally spaced zeros on either side, while in the circular case the central maximum is surrounded 
by unequally spaced concentric dark rings. In both cases the central maximum occurs at the geo-
metrical image of the point source that produced parallel light illumination on the aperture. 

FIGURE 21 Fraunhofer diffraction of an aperture A, with a converging 
spherical wave. S: point source. L: converging lens. S': image.

FIGURE 22 Optical processing arrangement. Collimated or parallel light is incident nor-
mally on plane 1. The system images plane 1 onto plane 3 with a Fourier transform in plane 2.

DO
 N

OT
 D

UP
LI

CA
TE



3.26  PHYSICAL OPTICS

The unitless variable x shown in the plots is defined as follows. (1) In the case of rectangular aper-
ture, x  2 ap/ , where 2a is the width of the aperture in the xs direction. In the other dimension 
y 2 bq/ , and 2b is the dimension in the ys direction. As before, p and q are the direction cosines 
of the vector joining the center of the aperture to the point of observation. (2) In the case of circu-
lar aperture, the unitless radial variable x  2 aw/ , where 2a is the diameter of the aperture in the
xs , ys plane and w p q2 2 .

In the far field the size of the diffraction pattern is very large compared to the aperture that 
produced it. In the focal plane of the lens, z = f and the size of the diffraction pattern is much 
smaller than the aperture. In both cases the patterns are in a reciprocal width relationship, that is, 
if the aperture is narrow in the xs direction compared to ys , the pattern is broader in the x direction 
compared to the y. A converging spherical lens illuminated by a plane wave produces in the focal 
plane a Fraunhofer diffraction pattern of the amplitude and phase of the aperture of a circular 
lens. When the lens has negligible phase errors, the diffraction pattern has a bright disk in the cen-
ter surrounded by concentric dark rings. This is called an Airy disk and it plays an important role 
in the Rayleigh criterion of resolving power.

Fraunhofer Diffraction Pattern of a Double Slit

The diffraction pattern of two slits may be observed by using the optical arrangement of Fig. 25. The 
center-to-center separation of the two slits is h. The off-axis point P is in the direction  from the 
axis as shown in the figure. The maxima and minima are determined according to whether the path 

FIGURE 23 Rectangular aperture (in coordinates xs and ys) and one section of the diffraction pattern. 
Normalized irradiance y plotted against a unitless variable x as discussed in the text. (From Born and Wolf.1)
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difference O1H is an even or odd multiple of a half-wave. Let E0 be the irradiance at the center of the 
single-slit diffraction pattern. The irradiance distribution in the plane of observation is given by

E E4 0

2

2sin
cos( ) (51)

where h(sin )/ . The irradiance at the center of the double-slit pattern is 4E0. The second term, 
(sin / )2, describes the diffraction pattern of a single slit of width 2a. Here  2 a(sin )/ .

FIGURE 24 A section of the diffraction pattern 
of a circular aperture. The normalized irradiance E
is plotted against a unitless variable x in the plane 
of observation as discussed in the text. (From Born 
and Wolf.1)
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FIGURE 25 Arrangement to observe the Fraunhofer diffraction of an aperture 
consisting of two slits. S: point source. P: point of observation. O1, O2: two slit apertures 
with center-to-center separation h. (From Rossi.8)
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The term (cos )2 is the interference pattern of two slits. These two patterns as well as their prod-
uct are sketched in Fig. 26. 

Diffraction Grating

In Fig. 27, an arrangement similar to Fig. 25 permits observation of the Fraunhofer diffraction pattern 
of a grating, of N parallel and equidistant slits. The center-to-center separation between neighboring 
slits is h. As in the two-slit case, the Fraunhofer pattern consists of the diffraction due to one slit times 
the interference pattern of N slits. The irradiance distribution in the plane of observation is given by

E N E
N

N
2

0

2 2
sin sin

sin
(52)

FIGURE 26 (a) Plot of a single-slit diffrac-
tion pattern D( ); (b) plot of a two-slit interference 
pattern; and (c) their product E/E0. (From Rossi.8)
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where h(sin )/  and N 2E0 is proportional to the irradiance at the center of the N-slit pat-
tern. The term (sin / )2 is the single-slit pattern as used with Eq. (51). In the case of multiple slits 
each slit is very narrow; hence, this pattern is very broad, a characteristic of Fraunhofer diffraction. 
The interference term (sin N /N sin )2 shows prominent maxima when both the numerator and 
denominator are simultaneously zero; this happens when h(sin )/  m , where m is an inte-
ger. It leads to the grating equation, namely,

h msin (53)

There are several, (N 1), subsidiary minima in between the principal maxima. This happens when 
the numerator is zero but the denominator is not,  m /N. For the case of N  10, these effects are 
sketched in Fig. 28, which shows the effect of the product of the diffraction and interference terms.

In general, as N increases the subsidiary maxima become more nearly negligible, while the prin-
cipal maxima become narrower, being proportional to (1/N). The location of the principal maxima 
other than the zeroth order (m  0) are proportional to the wavelength . The diffraction grating 
thus forms an important spectroscopic tool. Further discussion of gratings is given by Petit18 and 
Gaylord and Moharam.19

3.7 STATIONARY PHASE APPROXIMATION

The diffracted field in the Rayleigh-Sommerfeld diffraction theory is given by

( , , ) ( , , ) ( )
exp(

x y z x y
z

ik
i

s sA
0

1
2

1
kk

dx dys s

)
2

(54)

where ( , , )x ys s 0  is the field in aperture A. The diffracted field can also be represented by

( , , ) ( , , ) (x y z L M i Lx My N
A

/ / exp0 2 zz d L d M) ( ) ( )/ / / (55)

The phase term in this integral is

( , ) ( )/ [ ( )]L M Lx My Nz Lx My L M2
2

1 2 2 zz (56)

FIGURE 27 Arrangement to observe the Fraunhofer diffraction of an aperture 
consisting of N slits. S: slit source. P : point of observation. G: grating. (From Rossi.8)
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FIGURE 28 (a) Irradiance plot of a single-slit diffraction pattern; (b) partial plot of an N 10
slit interference pattern; and (c) their product. (From Rossi.8)
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The special values of L and M that make the first derivatives of the phase zero, 

L M
0 (57)

are 

L
x

r
M

y

r0 0and (58)

where r x y z2 2 2. The negative sign is omitted for forward propagation, z 0. The phase is 
approximated by

( , ) ( , ) [ ( ) ( ) (L M L M L L M M L0 0 0
2

0
21

2
2 L M M0 0)( )]

where the higher-order terms are neglected and , , and are the second derivatives evaluated at 
L L M M0 0and . These constant coefficients are given by

( , )L M kr0 0 (59)
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2 2
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y z
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(60a)

(60b)

and

2

L M M L
kr

xy

z

2

2

(60c)

The resulting phase function is used in the double integral to obtain the diffracted field, ( , , )x y z .
The reader may also refer to Ref. 1, app. III, Eq. (20). The above procedure yields the stationary 
phase approximation for the diffracted field given by

( , , )
exp( )

,x y z
i z

r

ikr

r

x

r

y

rSP
(61)

where

SP

x
r

y
r

x y
i xx y

s sA

s, ( , , ) exp0
2 yy

r
dx dys

s s

The diffracted field on a hemisphere is simply the spatial Fourier transform of the field dis-
tribution in the aperture as long as the distance r to the observation point satisfies the far-field 
condition

r
N a2 2

(62)

where N z r/ cos( ), the third direction cosine, a is the radius of the aperture, and  is the 
wavelength of the light incident on the aperture. (  is measured from the z axis, and as  increases 
the far-field condition is weakened.) For observation points not satisfying the far-field condition, 
the higher-order terms of the stationary phase approximation cannot be neglected. Harvey20 and 
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Harvey and Shack21 have shown that these terms can be considered as aberrations of the spatial 
Fourier transform of the aperture field on the hemisphere of observation. In the stationary phase 
approximation, there is no restriction on the direction cosines, L, M, and N. Hence the diffracted 
field amplitude in Eq. (61) is valid over the entire hemisphere.

3.8 VECTOR DIFFRACTION

The popularity of the Fresnel-Kirchhoff diffraction formula in the scalar case stems from the fact 
that it is widely applicable and relatively easy to use. In the study of electromagnetic diffraction,13,22

a similar formula can be obtained [see Ref. 13, Eq. (9.156)] but it has limited applicability because 
of the boundary conditions that must be satisfied. 

These conditions are the ones related to perfectly conducting screens. They are not adequately 
approximated at optical frequencies. The study with finite conductivity makes for complicated 
mathematical procedures. From the point of view of instrumental optics the applicability of the 
theory then is severely limited.

In the optical literature, periodic structures such as gratings (both shallow and deep compared to 
the wavelength) have been studied. Boundary conditions are applied to perfectly conducting grat-
ing profiles.18,19 The equation of the grating dictating the angular positions of the diffraction orders 
such as Eq. (53) continues to apply; the amount of power found in the different orders is signifi-
cantly different in the vector theory compared to the scalar theory. 

A special case of interest is discussed in detail by Jackson.13 Consider a plane wave incident at an 
angle  on a thin, perfectly conducting screen with a circular hole of radius a in the x-y plane. The 
polarization vector (E field) of the incident wave lies in the x-z plane, which is taken to be the plane 
of incidence. The arrangement is shown in Fig. 29 where k0 stands for the wave vector of the inci-
dent wave and k is used for the diffracted field. 

FIGURE 29 Coordinate system and aperture geometry for vector 
diffraction. : angle of incidence. The E field is in the xz plane. k0: the wave 
vector of the incident wave. k: the diffracted field. (From Jackson.13)
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The vector and scalar approximations are compared in Fig. 30. The angle of incidence is equal to 
45°and the aperture is one wavelength in diameter, ka . The angular distribution is shown in Fig. 30 
for two cases. Figure 30a shows the distribution of the power per unit solid angle in the plane of 
incidence which contains the E field and Fig. 30b the distribution for the plane perpendicular to it. 
Both vector and scalar theories contain the Airy-disk-type distribution; the differences show in the 
angular distribution. 

For normal incidence  0 and ka >> 1 the polarization dependence is unimportant and the dif-
fraction is confined to very small angles in the forward direction (Airy-disk-type distribution) as we 
found before in Fig. 24 under Fraunhofer diffraction. 

The Vector Huygens-Fresnel Secondary Source

Ideally, the fundamental model of any diffraction theory of light would retain the simplicity of 
Huygens’ scalar secondary source and wavefront construction theory but also account for its vector 
nature. It has been shown that an electromagnetic wavefront can be modeled as a set of fictitious 
oscillating electric and magnetic surface charge and current densities existing at all points on the 
wavefront. The vector Huygens secondary source is a unit composed of two fictitious coincident 
dipoles; one electric and the other magnetic their magnitudes and orientation dictated by the 
wavefront boundary conditions. The fields of the vector Huygens secondary source are composed 
of the linear, vector superposition of the fields of these electric and magnetic dipoles. The electric 
dipole’s axis lies in the plane of the page, is oriented in the vertical direction, and is located at the 
origin. The magnetic dipole’s axis is perpendicular to the plane of the page and is also located at 
the origin. The vector of (a) the radiated electric field (Fig. 31a) is tangent to the spherical wave-
front (represented by the outer circle) and lies in the plane of the page and (b) the radiated mag-
netic field (Fig. 31b) is tangent to the spherical wavefront (represented by the outer circle) and is 
perpendicular to the plane of the page. The Poynting vector (Fig. 31c) points radially outward. The 
magnitude of the irradiance is proportional to the length of the chord from the origin to the irra-
diance plot along the radius to the point of tangency. The strength of these vectors is proportional 
to the length of the chord from the origin to the field plot along the radius to the point of tangency. 

FIGURE 30 Fraunhofer diffraction pattern for a circular opening one wavelength 
in diameter in a thin-plane conducting screen. The angle of incidence is 45 . (a) Power-
per-unit solid angle (radiant intensity) in the plane of incidence and (b) perpendicular 
to it. The solid (dotted) curve gives the vector (scalar) approximation in each case. 
(From Jackson.13)
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The plot is rotationally symmetric about k̂ EM which lies in the plane of the page and is in the direction 
of the vector from the origin to 0 degrees.

The diffracted field at any observation point is the summation of the fields radiated from the 
electriomagnetic dipoles in the aperture visible to the observation point as given by

E r
i

R E r R R Hs s s
o

o
s( ) ˆ ( ) ˆ ˆ (

2 2
r

ikR

R
d rsEPW

s

s
s)

exp( )
3 (63)

H r
i

R H r R R Es s s
o

o
s( ) ˆ ( ) ˆ ˆ (

2 2
r

ikR

R
d rsEPW

s

s
s)

exp( )
3 (64)
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FIGURE 31a This figure is the mapping of the EM dipole’s normalized electric field strength on the 
radiated spherical wavefront in the far zone of the EM dipole as a function of the angle between the direction 
of observation and k̂ EM which lies in the plane of the page and is in the direction of the vector from the origin 
to 0 degrees.
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In these expressions, E r( ) and H r( ) are, respectively, the diffracted electric and magnetic fields at 
the point of observation r . In the integrands, E rs( ) and H rs( ) are the fields of the wavefront incident  
on the aperture at point rs

 and are related by

H r n r E rs
o

o
s s( ) ˆ( ) ( ) (65)

Here ˆ( )n rs  is the normal to the wavefront. We have defined R r rs s and use Rs for the magnitude 
and R̂s for the unit vector in the direction of Rs. The letters EPW under the volume integral stand 
for “exposed parts of the primary wavefront.” The integration is restricted to the open areas of the 
aperture. 
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FIGURE 31b This figure is the mapping of the EM dipole’s normalized magnetic field strength on the 
radiated spherical wavefront in the far zone of the EM dipole as a function of the angle between the direction 
of observation and k̂ EM which lies in the plane of the page and is in the direction of the vector from the origin 
to 0 degrees. 
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FIGURE 31c This figure is the mapping of the EM dipole’s normalized irradiance on the radiated 
spherical wavefront in the far zone of the EM dipole as a function of the angle between the direction of 
observation and k̂ EM which lies in the plane of the page and is in the direction of the vector from the origin 
to 0 degrees. 

By use of vector identities, the curly bracket in Eq. (63) may be rewritten in the form

ˆ ( ) ˆ ˆ ( )R E r R R H rs s s
o

o
s s

E r E r n r Es s s( ) ( )( ) ˆ( )( (cos rrs))

(66)

In this expression E rs( ) is the transverse component of E rs( ) perpendicular to the direction R̂s  and 
E rs( ) is the longitudinal component of E rs( ) parallel to the direction R̂s. The symbol  stands for 
the angle between the unit vectors ˆ ˆ( )R n rs sand . In the special case where the angle  is zero, the curly 
bracket reduces to 2E rs( ).

For further details and additional references, we refer to McCalmont23 and Marathay and 
McCalmont.24 Figure 32 is a sequence of irradiance profiles due to the diffraction of light by a 
narrow slit based on Eqs. (63) and (64). The sequence describes diffraction from deep within the 
Fresnel region into the Fraunhofer zone.
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FIGURE 32 Flux density profiles along the horizontal x axis on an 
observation screen at the following distances: (a) 5 , (b) 100 , (c) 500 , and 
(d) 15,000 . These profiles are due to diffraction by a rectangular slit and 
are based on Eqs. (63) and (64). The slit is of width 20 . The first zero of the 
Fraunhofer pattern is at 2.81° from the optical axis. The incident field is a 
plane wave of unit amplitude, at normal incidence on the plane of the aper-
ture and polarized in the vertical y-direction. The position on the x axis is in 
terms of wavelengths from the origin of the observation plan.

DO
 N

OT
 D

UP
LI

CA
TE



3.38  PHYSICAL OPTICS

3.9 ACKNOWLEDGMENTS

The chapter is dedicated by Arvind Marathay to his wife Sunita and family and by John McCalmont 
to his wife Ingrid and family.

3.10 REFERENCES

Exhaustive and/or the latest listing of references is not the intent but the following source books were used 
throughout the chapter.

1. M. Born and E. Wolf, Principles of Optics, 6th ed., Pergamon, Oxford, 1980.

2. F. A. Jenkins and H. E. White, Fundamentals of Optics, McGraw-Hill, New York, 1957.

3. R. S. Longhurst, Geometrical and Physical Optics, Wiley, New York, 1967.

4. B. K. Mathur and T. P. Pandya, Geometrical and Physical Optics, Gopal Printing Press, Kanpur, India, 1972.

5. J. B. Marion and M. A. Heald, Classical Electromagnetic Radiation, 2d ed., Academic Press, New York, 1980.

6. A. S. Marathay and J. F. McCalmont, “On the Usual Approximation Used in the Rayleigh-Sommerfeld 
Diffraction Theory,” J. Opt. Soc. Am. 21(4):510–516, 2004.

7. J. W. Goodman, Introduction to Fourier Optics, McGraw-Hill, New York, 1968.

8. B. Rossi, Optics, Addison-Wesley, Reading, Massachusetts, 1957.

9. C. L. Andrews, Optics of the Electromagnetic Spectrum, Prentice-Hall, Englewood Cliffs, New Jersey, 1960.

10. E. Hecht and A. Zajac, Optics, Addison-Wesley, Reading, Massachusetts, 1976.

11. M. J. Beran and G. B. Parrent Jr., Theory of Partial Coherence, Prentice-Hall, Englewood Cliffs, New Jersey, 
1964.

12. A. S. Marathay, Elements of Optical Coherence Theory, Wiley, New York, 1985.

13. J. D. Jackson, Classical Electrodynamics, Wiley, New York, 1962.

14. A. E. Sommerfeld, Electrodynamics, Academic Press, New York, 1964 (Translation of Uber Theoretische 
Volesung Physik, Vol. 3, Electrodynamik). 

15. W. H. Carter, “Wave Theory of a Simple Lens,” Optica Acta, 20(10):805–826, 1973.

16. K. D. Möller, Optics, University Science Books, Mill Valley, California, 1988. 

17. H. Kogelnik and T. Li, “Laser Beams and Resonators,” Appl. Opt. 5:1550–1565, 1966.

18. R. Petit, Electromagnetic Theory of Gratings, Springer-Verlag, New York, 1980.

19. T. K. Gaylord and M. G. Moharam, “Analysis and Applications of Optical Diffraction by Gratings,” Proc. IEEE 
73:894–937, 1985.

20. J. E. Harvey, “Fourier Treatment of Near-Field Scalar Diffraction Theory,” Am. J. Phys. 47(11), Nov. 1979.

21. J. E. Harvey and R. V. Shack, “Aberrations of Diffracted Wave Fields,” Appl. Opt. 17:3003–3009, 1978.

22. J. A. Stratton, Electromagnetic Theory, McGraw-Hill, New York, 1941.

23. J. F. McCalmont, A Vector Huygens-Fresnel Model of the Diffraction of Electromagnetic Waves, Ph.D. disserta-
tion, University of Arizona, 1999.

24. A. S. Marathay and J. F. McCalmont, “Vector Diffraction Theory for Electromagnetic Waves,” J. Opt. Soc. Am.
18:2585–2593, 2001.DO

 N
OT

 D
UP

LI
CA

TE



4
TRANSFER FUNCTION 
TECHNIQUES

Glenn D. Boreman
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Orlando, Florida

4.1 GLOSSARY

B spot full width

CTF contrast transfer function (square wave response)

e(x) edge response

FN focal ratio

F( , ) Fourier transform of f(x, y)

f(x, y) object function

G( , ) Fourier transform of g(x, y)

g(x, y) image function

H( , ) Fourier transform of h(x, y)

h(x, y) impulse response

( )x line response

S( , ) power spectrum

W detector dimension

( )x delta function

( , ) phase transfer function

two-dimensional convolution

4.2 INTRODUCTION

Transfer functions are a powerful tool for analyzing optical and electro-optical systems. The inter-
pretation of objects and images in the frequency domain makes available the whole range of linear-
systems analysis techniques. This approach can facilitate insight, particularly in the treatment of 
complex optical problems. For example, when several optical subsystems are combined, the overall 
transfer function is the multiplication of the individual transfer functions. The corresponding analysis, 
without the use of transfer functions, requires convolution of the corresponding impulse responses.
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4.3 DEFINITIONS

The image quality of an optical or electro-optical system can be characterized by either the system’s 
impulse response or its Fourier transform, the transfer function. The impulse response h(x, y) is the 
two-dimensional image formed in response to a delta-function object. Because of the limitations 
imposed by diffraction and aberrations, the image quality produced depends on the following: the 
wavelength distribution of the source; the F-number (FN) at which the system operates; the field 
angle at which the point source is located; and the choice of focus position.

A continuous object f(x, y) can be decomposed, using the sifting property of delta functions, 
into a set of point sources, each with a strength proportional to the brightness of the object at that 
location. The final image g(x, y) obtained is the superposition of the individually weighted impulse 
responses. This result is equivalent to the convolution of the object with the impulse response:

f x y h x y g x y( , ) ( , ) ( , ) (1)

where the double asterisk denotes a two-dimensional convolution.
The validity of Eq. (1) requires shift invariance and linearity. Shift invariance is necessary for the 

definition of a single impulse response and linearity is necessary for the superposition of impulse 
responses. These assumptions are often violated in practice, but the convenience of a transfer-
function analysis dictates that we preserve this approach if possible. While most optical systems are 
linear, electro-optical systems that include a receiver (such as photographic film, detector arrays, and 
xerographic media) are often nonlinear. A different impulse response (and hence transfer function) 
is obtained for inputs of different strengths. In optical systems with aberrations that depend on field 
angle, separate impulse responses are defined for different regions of the image plane.

Although h(x, y) is a complete specification of image quality (given a set of optical parameters), 
additional insight is gained by use of the transfer function. A transfer-function analysis considers 
the imaging of sinusoidal objects, rather than point objects. It is more convenient than an impulse-
response analysis because the combined effect of two or more subsystems can be calculated by a 
point-by-point multiplication of the transfer functions, rather than by convolving the individual 
impulse responses. Using the convolution theorem of Fourier transforms, we can rewrite the convo-
lution of Eq. (1) as a multiplication of the corresponding spectra:

F H G( , ) ( , ) ( , ) (2)

where the uppercase variables denote the Fourier transforms of the corresponding lowercase variables: 
F( , ) is the object spectrum; G( , ) is the image spectrum; H( , ) is the spectrum of the 
impulse response. As a transfer function, H( , ) multiplies the object spectrum to yield the image 
spectrum. The variables and  are spatial frequencies in the x and y directions. Spatial frequency is 
the reciprocal of the crest-to-crest distance of a sinusoidal waveform used as a basis function in the 
Fourier analysis of an object or image. In two dimensions, a sinusoid of arbitrary orientation has a 
spatial period along both the x and y axes. The reciprocals of these spatial periods are the spatial fre-
quencies and . Typical units of spatial frequency are cycles/millimeter when describing an image, 
and cycles/milliradian when describing an object at a large distance. For an object located at infinity, 
these two representations are related through the focal length of the image-forming optical system:

angular cycles/mrad cycles/mm][ ] . [0 001 f [[ ]mm (3)

The function H( , ) in Eq. (2) is usually normalized to have unit value at zero frequency. This 
yields a transfer function relative to the response at low frequency, and ignores frequency-independent 
attenuations, such as losses caused by Fresnel reflection or by obscurations. This normalization is 
appropriate for most optical systems, because1 the transfer function of an incoherent optical system 
is proportional to the two-dimensional autocorrelation of the exit pupil, which is maximum at zero 
frequency. For more general imaging systems (for example, the human eye, photographic film, and 
electronic imaging systems), the transfer function is not necessarily maximum at the origin, and may 
be more useful in an unnormalized form.
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With the above normalization, H( , ) is called the optical transfer function (OTF). In general, 
OTF is a complex function, having both a magnitude and a phase portion:

OTF( , ) exp{H H j( , ) | ( , )| ( , )} (4)

The magnitude of the OTF, | ( , )|,H  is referred to as the modulation transfer function (MTF), 
while the phase portion of the OTF, ( , ), is referred to as the phase transfer function (PTF).

MTF is the magnitude response of the imaging system to sinusoids of different spatial frequen-
cies. This response is described in terms of the modulation depth, a measure of visibility or contrast:

M
A A

A A
max min

max min

(5)

where A refers to a value of the waveform (typically W/cm2 vs position) that describes the object or 
image. These quantities are nonnegative, so the sinusoids always have a dc bias. Modulation depth is 
thus a number between 0 and 1. The effect of the finite-size impulse response is that the modulation 
depth in the image is less than that in the object. This attenuation is usually more severe at high frequen-
cies. MTF is the ratio of image modulation to object modulation, as a function of spatial frequency:

MTF( )
image

object

,
( , )

( , )

M

M
(6)

PTF describes the relative phases with which the various sinusoidal components recombine in the 
image. A linear phase such as PTF x0  corresponds to a shift of the image by an amount x0, each 
frequency component being shifted the amount required to reproduce the original waveform at the 
displaced location. For impulse responses that are symmetric about the ideal image point, the PTF 
exhibits phase reversals, with a value of either 0 or  radians as a function of spatial frequency. A 
general impulse response that is real but not even yields a PTF that is a nonlinear function of fre-
quency, resulting in image degradation. Linearity of PTF is a sensitive test for aberrations (such as 
coma) which produces asymmetric impulse responses, and is often a design criterion.

4.4 MTF CALCULATIONS

OTF can be calculated from wave-optics considerations. For an incoherent optical system, the OTF is 
proportional to the two-dimensional autocorrelation of the exit pupil. This calculation can account 
for any phase factors across the pupil, such as those arising from aberrations or defocus. A change of 
variables is required for the identification of an autocorrelation (a function of position in the pupil) 
as a transfer function (a function of image-plane spatial frequency). The change of variables is

x

di

(7)

where x is the autocorrelation shift distance in the pupil,  is the wavelength, and di is the distance 
from the exit pupil to the image. A system with an exit pupil of full width D has an image-space cut-
off frequency consistent with Eq. (7):

cutoff FN
1

( )
(8)

where FN equals (focal length)/D for a system with the object at infinity, and di/D for a system oper-
ating at finite conjugates.

A diffraction-limited system has a purely real OTF. Diffraction-limited MTFs represent the best 
performance that a system can achieve, for a given FN and , and accurately describe systems with 
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negligible aberrations, whose impulse-response size is dominated by diffraction effects. A diffraction-
limited system with a square exit pupil of dimensions D D has a linear MTF along  or :

MTF
cutoff cutoff

1 (9)

For a system with a circular exit pupil of diameter D, the MTF is circularly symmetric, with profile:2

MTF cos
cutoff cutoff c

2 1

uutoff cutoff

1

2
1 2/

if

if

cutoff

cutoff0

(10)

Equation (10) is plotted in Fig. 1, along with MTF curves obtained for annular pupils, which arise in 
obscured systems such as Cassegrain telescopes. The plots are functions of the obsuration ratio, and 
the emphasis at high frequencies has been obtained by an overall decrease in flux reaching the image, 
proportional to the obscured area. If the curves in Fig. 1 were plotted without normalization to 1 at 

0, they would all be contained under the envelope of the unobscured diffraction-limited curve.
A system exhibiting effects of both diffraction and aberrations has an MTF curve bounded by the 

diffraction-limited MTF curve as the upper envelope. Aberrations broaden the impulse response, 
resulting in a narrower and lower MTF, with less integrated area.

The effect of defocus on the MTF is shown in Fig. 2. The MTF curves resulting from third-order 
spherical aberration are shown in Fig 3. MTF results for specific cases of other aberrations are 
contained in Ref. 3.

A geometrical-aberration OTF can be calculated from ray-trace data, without regard for diffrac-
tion effects. Optical-design computer programs typically yield a diagram of ray-intersection density 
in the image plane, a geometrical-optics spot diagram. A geometrical-aberration OTF is calculated 
by Fourier transforming the spot-density distribution. The OTF thus obtained is accurate if the 
impulse-response size is dominated by aberration effects. A one-dimensional uniform blur spot of 
full width B has the following OTF in the direction:

OTF( )
sin( )B

B
(11)

Sm

So
A

B

C

D

FIGURE 1 (A) Diffraction-limited MTF for system with circular 
pupil (no obscuration: So/Sm 0). (B) through (D) are diffraction-limited 
MTF for a system with an annular pupil: (B) So/Sm 0.25; (C) So/Sm 0.5; 
(D) So/Sm = 0.75. (Adapted from Ref. 4, p. 322.)
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which has a zero at 1/B, and also exhibits the phase reversals mentioned above. When an MTF 
has been calculated from ray trace data, an approximation to the total system MTF may be made4 by 
multiplying the diffraction-limited MTF of the proper FN and  with the ray-trace data MTF. This 
is equivalent to a convolution of the spot profiles from diffraction and geometrical aberrations.

In electronic imaging systems, an electronics subsystem performs signal-handling and signal-
processing functions. The performance characterization of electronic networks by transfer-
function techniques is well established. The usual independent variable for these time-domain 
transfer functions is the temporal frequency f (Hz). To interpret the electronics transfer function 
in the same units as the image-plane spatial frequency (cycles/mm), the temporal frequencies are 
divided by the scan velocity (mm/s). For a scanning system, this is the velocity of the instantaneous 
field of view, referred to as image coordinates. For a staring system, an effective scan velocity is the 
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FIGURE 2 Diffraction MTF for a defocused system: (A) in focus, 
OPD 0.0; (B) defocus /2N sin2 u, OPD /4; (C) defocus /N sin2 u, 
OPD /2; (D) defocus 3 /2N sin2 u, OPD 3 /4; and (E) defocus 2 /N
sin2 u, OPD . (Adapted from Ref. 4, p. 320.)

FIGURE 3 Diffraction MTF for system with third-order spherical 
aberration (image plane midway between marginal and paraxial foci): 
(A) LAm 0.0, OPD 0; (B) LAm 4 /N sin2 u, OPD /4; (C) LAm 8 /N
sin2 u, OPD /2; and (D) LAm 16 /N sin2 u, OPD . (Adapted from 
Ref. 4, p. 322.)
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4.6  PHYSICAL OPTICS

horizontal dimension of the image plane divided by the video line time. With this change of vari-
ables from temporal frequencies to spatial frequencies, the electronics can be analyzed as simply 
an additional subsystem, with its own transfer function that will multiply the transfer functions 
of the other subsystems. It should be noted that an electronics transfer function is not bounded 
by a pupil autocorrelation the way an optical transfer function is. Thus, it need not be maximum 
at the origin, and can amplify certain frequencies and have sharp cutoffs at others. Thus, the usual 
normalization of MTF may not be appropriate for analysis of the electronics subsystems, or for the 
entire imaging system including the electronics.

An unavoidable impact of the electronics subsystem is the contribution of noise to the image. 
This limits the amount of electronic amplification that is useful in recovering modulation depth 
lost in other subsystems. A useful figure of merit, which has been validated to correlate with image 
visibility,5 is the area between two curves: the MTF and the noise power spectrum. To facilitate com-
parison on the same graph, the noise power spectrum is expressed in modulation depth units, and is 
interpreted as a noise-equivalent modulation depth (the modulation needed for unit signal-to-noise 
ratio) as a function of spatial frequency.

The detector photosensitive area has finite size, rather than being a true point. It thus performs 
some spatial averaging6 on any irradiance distribution that falls on it. Large detectors exhibit more 
attenuation of high spatial frequencies than do small detectors. For a detector of dimension W in
the x direction, the MTF is

MTF( )
sin( )W

W
(12)

which has a zero at 1/W. This MTF component applies to any system with detectors, and will 
multiply the MTFs of other subsystems.

In electronic imaging systems, the image is typically sampled in both directions. The distance 
between samples will determine the image-plane spatial frequency at which aliasing artifacts will 
occur. Care must be taken in the calculation of MTF, because different impulse responses are pos-
sible depending on the location of the impulse response with respect to the sampling positions. This 
violates the assumption of shift-invariance needed for a transfer-function analysis.7 One approach 
for defining a generalized MTF is to average over all possible positions of the impulse response with 
respect to the sampling lattice [Eq. (4) in Ref. 8]. Research is still underway on the specification of 
MTF for sampled-image systems.

4.5 MTF MEASUREMENTS

In any situation where the measurement of MTF involves the detection of the image-plane flux, 
one component of the measurement-system MTF is caused by the finite aperture of the detector, 
which can be accounted for in the calibration of the instrument by dividing out the detector MTF 
seen in Eq. (12).

When OTF is measured with a point-source object, the image formed by the system under test 
is the impulse response. The two-dimensional impulse response can be Fourier transformed in 
two dimensions to yield OTF ( , ). If an illuminated pinhole is used, it should be as small as pos-
sible. However, flux-detection considerations dictate a finite size for any source. The object is small 
enough not to affect the measurement if its angular subtense is much smaller than the angular 
subtense of the impulse response, when both are viewed from the aperture stop of the system. For 
sources of larger extent, a Fourier analysis can be made of the object, and an OTF can be calculated 
using Eq. (2), over the range of spatial frequencies provided by the source.

If higher flux levels are needed to maintain signal-to-noise ratio, a line response can be mea-
sured. The system under test is presented with an illuminated line source, which acts as a delta 
function in one direction and a constant in the other: ( ) ( ).x y1 The system forms an image, the 
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TRANSFER FUNCTION TECHNIQUES  4.7

line response ( ),x which is a summation of vertically displaced impulse responses. In general 
( ) ( , )x h x 0 2. The line response only yields information about one profile of OTF ( , ). The 

one-dimensional Fourier transform of the line response produces the corresponding profile of the 
two-dimensional OTF: { ( )}x OTF( , 0). To obtain other profiles of the OTF, the line source is 
reoriented. Line response data are also available from the response of the system to a point source, 
using a receiver that integrates the impulse response along one direction: a detector that is long 
in one dimension and is scanned perpendicularly, or a long slit that is scanned in front of a large-
area detector.

Another measurement of OTF uses the edge response e ( ),x which is the response of the 
system to an illuminated knife edge. Each line in the open part of the aperture produces a dis-
placed line response, so e(x) is a cumulative distribution, related to the line response as follows: 
d dx x x/ { ( )} ( ),e which Fourier transforms to the profile of the OTF. The derivative opera-
tion increases the effect of noise. Any digital filter used for data smoothing has its own impulse 
response, and hence its own OTF contribution. The edge response can also be measured by using 
a scanning knife edge in front of a detector in the image plane, with a point-source or a line-
source object.

An MTF calculated from a measured profile is the product of a diffraction MTF and a geometrical-
aberration MTF. When combining the separately-measured MTFs of several optical subsystems, 
care should be taken to ensure that the diffraction MTF (determined by the aperture stop of the 
combined system) contributes only once to the calculation. The geometrical-aberration MTFs for 
each subsystem will cascade if each subsystem operates independently on an irradiance basis, with 
no partial coherence effects.9 The major exception to this condition occurs when two subsystems are 
designed to correct for each other’s aberrations, and the MTF of the combined system is better than 
the individual MTFs would indicate.

MTF can also be obtained by the system’s response to a sine-wave target, where the image modu-
lation depth is measured as a function of spatial frequency. PTF can also be measured from the 
position of the waveform maxima as a function of frequency. Sine-wave targets are available as pho-
tographic prints or transparencies, which are suitable for testing visible-wavelength systems. Careful 
control in their manufacture is exercised10 to avoid harmonic distortions, including a limitation to 
relatively small modulation depths. Sine-wave targets are difficult to fabricate for testing infrared 
systems, and require the use of half-tone techniques.11

A more convenient target to manufacture is the three- or four-bar target of equal line and space 
width, with a binary transmission or reflection characteristic. These are widely used for testing both 
visible-wavelength and infrared systems. The square-wave response is called the contrast transfer 
function (CTF) and is not equivalent to the sine-wave response for which MTF is defined. CTF is a 
function of the fundamental spatial frequency f  inverse of the bar-to-bar spacing) and is measured 
on the peak-to-valley variation of image irradiance. For any particular fundamental frequency, the 
measured response to bar targets will be higher than that measured for sinewaves of the same fre-
quency, because additional harmonic components contribute to the modulation. For a square-wave 
pattern of infinite extent, an analytical relationship exists12 between CTF( )f and MTF( ). Each 
Fourier component of the square wave has a known transfer factor given by MTF( ), and the modu-
lation depth as a function of f of the resultant waveform can be calculated by Eq. (5). This process 
yields the following series:

CTF( ) MTF( ) MTF(3 ) MTF(5 ) Mf f f f

4 1

3

1

5

1

7
TTF(7 ) MTF(9 )f f

1

9
(13)

CTFs for the practical cases of three- and four-bar targets are slightly higher than the CTF curve for an 
infinite square wave. Figure 413 compares the MTF for a diffraction-limited circular-aperture system 
with CTFs obtained for infinite, three- and four-bar targets. Because of the broad spectral features 
associated with bar patterns of limited extent, a finite level of modulation is present in the image, 
even when the fundamental frequency of the bar pattern equals the cutoff frequency of the system 
MTF.14 The inverse process of expressing the MTF in terms of CTFs is more difficult analytically, 
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4.8  PHYSICAL OPTICS

since square waves are not an orthogonal basis set for the expansion of sinusoids. A term-by-term 
series subtraction12 yields the following:

MTF( ) CTF( ) CTF(3 ) CTF(5 ) Cf f f f4

1

3

1

5

1

7
TTF(7 ) CTF(11 )f f

1

11
(14)

Narrowband electronic filtering can be used to isolate the fundamental spatial-frequency compo-
nent for systems where the image data are available as a time-domain waveform. These systems do 
not require the correction of Eq. (14), because the filter converts bar-target data to sinewave data.

The MTF can also be measured by the response of the system to a random object. Laser speckle pro-
vides a convenient means to generate a random object distribution of known spatial-frequency content. 
The MTF relates the input and output spatial-frequency power spectra of the irradiance waveforms:

S MTF( , )output input( , ) | | ( , )2 S (15)

This method is useful in the measurement of an average MTF for sampled-image systems,15 since 
the speckle pattern has a random position with respect to the sampling sites.

A number of interferometric methods have been developed for measuring MTF.16 An inter-
ferogram of the wavefront exiting the system is reduced to find the phase map. The distribution of 
amplitude and phase across the exit pupil contains the information necessary for calculation of OTF 
by pupil autocorrelation.
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5
COHERENCE THEORY

William H. Carter
Naval Research Laboratory
Washington, D.C.

5.1 GLOSSARY

I intensity (use irradiance or field intensity)

k radian wave number

p unit propagation vector

t time

U field amplitude

u Fourier transform of U

W cross-spectral density function

x spatial vector

12( ) mutual coherence function

coherence length

coherence time

complex degree of spatial coherence

phase

radian frequency

Real ( ) real part of ( )

5.2 INTRODUCTION

Classical Coherence Theory

All light sources produce fields that vary in time with highly complicated and irregular waveforms. 
Because of diffraction, these waveforms are greatly modified as the fields propagate. All light detectors 
measure the intensity time averaged over the waveform. This measurement depends on the integration 
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5.2  PHYSICAL OPTICS

time of the detector and the waveform of the light at the detector. Generally this waveform is not 
precisely known. Classical coherence theory1−8 is a mathematical model which is very successful in 
describing the effects of this unknown waveform on the observed measurement of time-averaged 
intensity. It is based on the electromagnetic wave theory of light as formulated from Maxwell’s equa-
tions, and uses statistical techniques to analyze the effects due to fluctuations in the waveform of the 
field in both time and space.

Quantum Coherence Theory

Classical coherence theory can deal very well with almost all presently known optical coherence 
phenomena; however, a few laboratory experiments require a much more complicated mathematical 
model, quantum coherence theory9−11 to explain them. This theory is not based on classical statisti-
cal theory, but is based on quantum electrodynamics.12−14 While the mathematical model underlying 
classical coherence theory uses simple calculus, quantum coherence theory uses the Hilbert space 
formulation of abstract linear algebra, which is very awkward to apply to most engineering problems. 
Fortunately, quantum coherence theory appears to be essential as a model only for certain unusual 
(even though scientifically very interesting) phenomena such as squeezed light states and photon 
antibunching. All observed naturally occuring phenomena outside of the laboratory appear to be 
modeled properly by classical coherence theory or by an approximate semiclassical quantum theory. 
This chapter will deal only with the simple classical model.

5.3 SOME ELEMENTARY CLASSICAL CONCEPTS

Analytical Signal Representation

Solutions of the time-dependent, macroscopic Maxwell’s equations yield six scalar components of the 
electric and the magnetic fields which are functions of both time and position in space. As in conven-
tional diffraction theory, it is much more convenient to treat monochromatic fields than it is to deal 
with fields that have complicated time dependencies. Therefore, each of these scalar components is 
usually represented at some typical point in space (given with respect to some arbitrary origin by the 
radius vector x (x, y, z) by a superposition of monochromatic real scalar components. Thus the field 
amplitude for a typical monochromatic component of the field with radial frequency  is given by

U U tr( , ) ( ) [ ( ) ]x x xcos0 (1)

where U0(x) is the field magnitude and (x) is the phase. Trigonometric functions like that in Eq. (1) 
are awkward to manipulate. This is very well known in electrical circuit theory. Thus, just as in cir-
cuit theory, it is conventional to represent this field amplitude by a “phasor” defined by

U U ei( , ) ( ) ( )x x x
0 (2)

The purpose for using this complex field amplitude, just as in circuit theory, is to eliminate the need 
for trigonometric identities when adding or multiplying field amplitudes. A time-dependent complex 
analytic signal (viz., Ref. 15, sec. 10.2) is usually defined as the Fourier transform of this phasor, i.e.,

u t U e di t( , ) ( , )x x
0

(3)

The integration in Eq. (3) is only required from zero to infinity because the phasor is defined with 
hermitian symmetry about the origin, i.e., U(–x, ) U (x, ). Therefore, all of the information 
is contained within the domain from zero to infinity. To obtain the actual field component from 
the analytical signal just take the real part of it. The Fourier transform in Eq. (3) is well defined if the 
analytical signal represents a deterministic field. However, if the light is partially coherent, then the 
analytic signal is usually taken to be a stationary random process. In this case the Fourier inverse of 
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COHERENCE THEORY  5.3

Eq. (3) does not exist. It is then possible to understand the spectral decomposition given by Eq. (3) 
only within the theory of generalized functions (viz., see Refs. 16, the appendix on generalized func-
tions, and 17, pp. 25–30).

Scalar Field Amplitude

Each monochromatic component of an arbitrary deterministic light field propagating through a 
homogeneous, isotropic medium can always be represented using an angular spectrum of plane 
waves for each of the six scalar components of the vector field. The six angular spectra are coupled 
together by Maxwell’s equations so that only two are independent.18–20 Any two of the six angular 
spectra can be used to define two scalar fields from which the complete vector field can be deter-
mined. A polarized light field can be represented in this way by only one scalar field.20,21 Thus it is 
often possible to represent one polarized component of a vector electromagnetic field by a single 
scalar field. It has also been found useful to represent completely unpolarized light by a single scalar 
field. In more complicated cases, where the polarization properties of the light are important, a vec-
tor theory is sometimes needed as discussed later under “Explicit Vector Representations.”

Temporal Coherence and Coherence Time

Within a short enough period of time, the time dependence of any light field at a point in space can 
be very closely approximated by a sine wave (Ref. 15, sec. 7.5.8). The length of time for which this is 
a good approximation is usually called the coherence time . The coherence time is simply related 
to the spectral bandwidth for any light wave by the uncertainty principle, i.e.,

1 (4)

For a light wave which is also highly directional within some region of space (like a beam) so that it 
propagates generally in some fixed direction (given by the unit vector p), the field amplitude is given by

u t f ct( , ) ( )x p x (5)

Such a traveling wave will be approximately sinusoidal (and hence coherent) over some coherence 
length in the direction of p where from Eq. (4) we see that

c c/ (6)

so that the coherence length varies inversely with bandwidth.

Spatial Coherence and Coherence Area

The time-dependent waveform for any light field is approximately the same at any point within a 
sufficiently small volume of space called the coherence volume. The projection of this volume onto a 
surface is termed a coherence area. If we have a field that, within some region, is roughly directional 
so that its field amplitude is given by Eq. (5), then the coherence length gives the dimension of the 
coherence volume in the direction of propagation p, and the coherence area gives the dimensions of 
the coherence volume normal to this direction.

Measurements of Coherence

Coherence is usually measured by some form of interferometer that takes light from two test points 
in a light field, x1 and x2, and then allows them to interfere after introducing a time advance  in the 
light from x1 relative to that from x2. If the field intensity of the interference pattern is measured as a 
function of , then in general it has the form (see Ref. 15, sec. 10.3.1)

I I I( ) ( ) ( ) ( ( ))x x1 2 2Real2 1 (7)
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where I(x1) is the intensity at the ith test point, and 12( ) is the mutual coherence function which 
measures the  advanced correlation between the waveforms at the two test points (as subsequently 
defined under “Mutual Coherence Function”). There are many interferometers which have been 
developed to measure 12( ) in this way. One of the earliest techniques was developed by Thompson 
and Wolf.22 They used a diffractometer to measure the coherence over a surface normal to the direc-
tion of propagation for a collimated beam from a partially coherent source. More recently, Carter23

used an interferometer made from a grating and a microscope to similarly measure the coherence of 
a beam transverse to the direction of propagation.

5.4 DEFINITIONS OF COHERENCE FUNCTIONS

Mutual Coherence Function

In an older form of coherence theory1 the principal coherence function was the mutual coherence 
function defined by24

12 1 2

1
2

( ) ( , ) ( , )
T T

T

T
u t u t dtx x (8)

where u(x, t) represents the complex analytic time-dependent signal at some point x and some 
time t as defined in Eq. (3). This definition was originally motivated by the fact that the intensity, 
as actually measured, is precisely this time averaged function with x1 x2 and 0, and that this 
function is the most readily measured since it appears directly in Eq. (7). Thus it was clearly pos-
sible to measure 12( ) over some input plane, propagate it to an output plane,25 and then find the 
intensity over the output plane from 12( ). It was assumed in this definition in Eq. (8) that u(x, t)
is stationary in time so that 12( ) is only a function of and not of t. In most of the older literature, 
sharp brackets were usually used to represent this time average rather than an ensemble average 
(see Ref. 15, sec. 10.3.1). In the early 1960s it was found to be much more convenient to treat u(x, t)
as an ergodic, stationary random process so that Eq. (8) could be replaced by

12 1 2( ) ( , ) ( , )u t u tx x (9)

where (everywhere in this chapter) the sharp brackets denote an ensemble average. After the change 
to ensemble averages the cross-spectral density function (to be defined shortly) became the most 
used correlation function in the coherence literature, because of the simpler and more general rules 
for its propagation (as discussed later under “Representations” on p. 5.16).

Complex Degree of Coherence

To obtain a function that depends only on the coherence properties of a light field it is often useful 
to normalize the mutual coherence function in the manner of

12
1 2

1 1

( )
( , ) ( , )

( , ) ( ,

u t u t

u t u

x x

x x t u t u t) ( , ) ( , )x x2 2

(10)

This is called the complex degree of coherence. It is a properly normalized correlation coefficient, 
so that 11(0) 22(0) 1. This indicates that the field at a point in space must always be perfectly 
coherent with itself. All other values of 12( ) are generally complex with an amplitude less than one. 
This indicates that the fields at two different points, or at the same point after a time delay , are 
generally less than perfectly coherent with each other. The magnitude of the complete degree of spa-
tial coherence (from zero to one) is a measure of the mutual coherence between the fields at the two 
test points and after a time delay .
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Cross-Spectral Density Function

Just as in classical diffraction theory, it is much easier to propagate monochromatic light than light 
with a complicated time waveform. Thus the most frequently used coherence function is the cross-
spectral density function, W (x1, x2), which is the ensemble-averaged correlation function between 
a typical monochromatic component of the field at some point x1 with the complex conjugate of the 
same component of the field at some other point x2. It may be defined by

( ) ( , ) ( , ) ( , )W U Ux x x x1 2 1 2 (11)

The amplitude U(x, ) for a field of arbitrary coherence is taken to be a random variable. Thus U(x, )
represents an ensemble of all of the possible fields, each of which is represented by a complex pha-
sor amplitude like that defined in Eq. (2). The sharp brackets denote an ensemble average over all of 
these possible fields weighted by the probability for each of them to occur. The correlation functions 
defined by Eqs. (11) and (9) are related by the Fourier transform pairs

12 1 20
( ) ( , )W e dix x (12)

and

W e di( , ) ( )x x1 2 12

1
2

(13)

which is easily shown, formally, by substitution from Eq. (3) into (9) and then using (11). These 
relations represent a form of the generalized Wiener-Khintchine theorem (see Ref. 26, pp. 107–108).

Complex Degree of Spectral Coherence

Because the cross-spectral density function contains information about both the intensity (see 
“Intensity,” which follows shortly) and the coherence of the field, it is useful to define another 
coherence function which describes the coherence properties only. This is the complex degree of 
spectral coherence (not to be confused with the complex degree of spatial coherence, which is a 
totally different function), which is usually defined by27

( , )
( , )

( , ) ( , )
x x

x x

x x x x
1 2

1 2

1 1 2 2

W

W W
(14)

It is easy to show that this function is a properly normalized correlation coefficient which is always 
equal to unity if the field points are brought together, and is always less than or equal to unity as 
they are separated. If the magnitude of (x1, x2) is unity, it indicates that the monochromatic field 
component with radial frequency  is perfectly coherent between the two points x1 and x2. If the 
magnitude of this function is less than unity it indicates less-than-perfect coherence. If the magni-
tude is zero it indicates complete incoherence between the field amplitudes at the two test points. 
For most partially coherent fields the cross-spectral density function has significantly large values 
only for point separations which keep the two field points within the same coherence volume. This 
function depends only on the positions of the points and the single radial frequency that the field 
components at the two points share. Field components of different frequency are always uncorre-
lated (and therefore incoherent), even at the same point.

Spectrum and Normalized Spectrum

Recently, the changes in the spectrum of light due to propagation have been studied using coher-
ence theory. It is therefore useful to define the spectrum of light as just the monochromatic intensity 
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(which is just the trace of the cross-spectral density function) as a function of omega, and the spec-
trum of a primary source as a very similar function, i.e.,

S U U W

S

U U

Q

( , ) ( ) ( ) ( , )

( , )

x x x x x

x (( ) ( ) ( , )x x x xWQ

(15)

where the subscript Q indicates that this is a primary source spectrum, and the subscript U indicates 
that this is a field spectrum. The spectrum for the primary source is a function of the phasor (x)
which represents the currents and charges in this source as discussed under “Primary Sources” in the 
next section. It is also useful to normalize these spectra in the manner

s
S

S d
A

A

A

( , )
( , )

( , )
x

x

x
0

(16)

where the subscript A can indicate either U or Q, and the normalized spectrum has the property

s dA( , )x 1
0

(17)

so that it is independent of the total intensity.

Angular Correlation Function

A new coherence function, introduced for use with the angular spectrum expansion of a monochro-
matic component of the field,28 is the angular correlation function defined by

( , ) ( ) ( )p p p p1 2 1 2A A (18)

where A (pi) is the angular spectrum which gives the complex amplitude of the plane wave compo-
nent of the field which propagates in the direction given by the unit vector pi. This is related to the 
cross-spectral density function over the z 0 plane by the equation

( , ) ( , )( ) (p p x x p x p
1 2 4

0
1 2

1
1 1 2W e ik x x x2 2

1
2

2
)d d (19)

This is the four-dimensional Fourier transform of the cross-spectral density function over the z 0
plane. It represents a correlation function between the complex amplitudes of two plane wave com-
ponents of the field propagating in the directions given by the unit vectors p1 and p2, respectively. 
It can be used to calculate the cross-spectral density function (as described later under “Angular 
Spectrum Representation”) between any pair of points away from the z 0 plane, assuming that the 
field propagates in a source-free homogeneous medium. In this chapter we will use single-primed 
vectors, as in Eq. (19), to represent radius vectors from the origin to points within the z 0 plane, 
i.e., x (x , y , 0), as shown in Fig. 1.

All other vectors, such as x or x , are to be taken as three-dimensional vectors. Generally s and p are 
three-dimensional unit vectors indicating directions from the origin, a superscript (0) on a function 
indicates that it is the boundary condition for that function over the z 0 plane, and a superscript 
( ) on a function indicates that it is the asymptotic value for that function on a sphere of constant 
radius R from the origin as R .
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COHERENCE THEORY  5.7

Intensity

The intensity is usually considered to be the observable quantity in coherence theory. Originally it 
was defined to be the trace of the mutual coherence function as defined by Eq. (8), i.e.,

I
T

u t u t dt
T T

T
( ) ( ) ( , ) ( , )x1 11 1 10

1
2

x x (20)

which is always real. Thus it is the time-averaged square magnitude of the analytic signal. This repre-
sents the measurement obtained by the electromagnetic power detectors always used to detect light 
fields. Since the change to ensemble averages in coherence theory, it is almost always assumed that the 
analytic signal is an ergodic random process so that the intensity can be obtained from the equation

I u t u t( ) ( ) ( , ) ( , )x x x1 11 1 10 (21)

where the sharp brackets indicate an ensemble average. Usually, in most recent coherence-theory 
papers, the intensity calculated is actually the spectrum, which is equivalent to the intensity of a 
single monochromatic component of the field which is defined as the trace of the cross-spectral 
density function as given by

I W U U( ) ( , ) ( , ) ( , )x x x x x1 1 1 1 1 (22)

Since different monochromatic components of the field are mutually incoherent and cannot inter-
fere, we can always calculate the intensity of the total field as the sum over the intensities of its 
monochromatic components in the manner

I I d( ) ( )x x1 10
(23)

Since in most papers on coherence theory the subscript omega is usually dropped, the reader should 
be careful to observe whether or not the intensity calculated is for a monochromatic component 
of the field only. If it is, the total measurable intensity can be obtained simply by summing over all 
omega, as indicated in Eq. (23).

Radiant Emittance

In classical radiometry the radiant emittance is defined to be the power radiated into the far field 
by a planar source per unit area. A wave function with some of the properties of radiant emittance 
has been defined by Marchand and Wolf using coherence theory [see Refs. 29, eq. (32), and 30]. 

FIGURE 1 Illustrating the coordinate 
system and notation used for planar sources in 
the z 0 plane.
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5.8  PHYSICAL OPTICS

However, because of interference effects, the far-field energy cannot be subdivided into components 
that can be traced back to the area of the source that produced them. The result is that the radiant 
emittance defined by Marchand and Wolf is not nonnegative definite (as it is in classical radiometry) 
except for the special case of a completely incoherent source. Since, as discussed in the next section 
under “Perfectly Incoherent Source,” perfectly incoherent sources exist only as a limiting case, radi-
ant emittance has not been found to be a very useful concept in coherence theory.

Radiant Intensity

In classical radiometry the radiant intensity is defined to be the power radiated from a planar source 
into a unit solid angle with respect to an origin at the center of the surface. This can be interpreted 
in coherence theory as the field intensity over a portion of a surface in the far field of the source, in 
some direction given by the unit vector s, which subtends a unit solid angle from the source. Thus 
the radiant intensity for a monochromatic component of the field can be defined in coherence 
theory as

J W R R R
R

( ) ( , )( )s s s 2 (24)

To obtain the total radiant intensity we need only sum this function over all omega.

Radiance

In classical coherence theory the radiance function is the power radiated from a unit area on a pla-
nar source into a unit solid angle with respect to an origin at the center of the source. In the geomet-
rical optics model, from which this concept originally came, it is consistent to talk about particles of 
light leaving an area at a specified point on a surface to travel in some specified direction. However, 
in a wave theory, wave position and wave direction are Fourier conjugate variables. We can have a 
configuration space wave function (position) or a momentum space wave function (direction), but 
not a wave function that depends independently on both position and direction. Thus the behavior 
of a wave does not necessarily conform to a model which utilizes a radiance function.31 Most natu-
rally occurring sources are quasi-homogeneous (discussed later). For such sources, a radiance func-
tion for a typical monochromatic component of the field can be defined as the Wigner distribution 
function32–35 of the cross-spectral density function over the z 0 plane, which is given by

B W( , ) ( ,( )x s x x x
cos

/
2

0 2 xx xs x/2 2)e dik (25)

where  is the angle that the unit vector s makes with the z axis. For quasi-homogeneous fields 
this can be associated with the energy radiated from some point x  into the far field in the direction 
s. Such a definition for radiance also works approximately for some other light fields, but for light 
which does not come from a quasi-homogeneous source, no such definition is either completely 
equivalent to a classical radiance function31 or unique as an approximation to it. Much progress has 
been made toward representing a more general class of fields using a radiance function.36 In general, 
waves do not have radiance functions.

Higher-Order Coherence Functions

In general, the statistical properties of a random variable are uniquely defined by the probability 
density function which can be expanded into a series which contains correlation functions of all 
orders. Thus, in general, all orders of correlation functions are necessary to completely define the 
statistical properties of the field. In classical coherence theory we usually assume that the partially 
coherent fields arise from many independent sources so that, by the central limit theorem of statistics, 
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COHERENCE THEORY  5.9

the probability distribution function for the real and imaginary components of the phasor field 
amplitude are zero-mean gaussian random variables (See Ref. 8, sec. 2.72e). Thus, from the gaussian 
moment theorem, the field correlation functions of any order can be calculated from the second-
order correlation functions, for example,

U U U U I( , ) ( , ) ( , ) ( , ) (x x x x1 1 2 2 xx x x x1 2 1 2
2) ( ) | ( , )|I W (26)

Thus, for gaussian fields, the second-order correlation functions used in coherence theory completely 
define the statistical properties of the field. Some experiments, such as those involving intensity inter-
ferometry, actually measure fourth- or higher-order correlation functions.37

5.5 MODEL SOURCES

Primary Sources

In coherence theory it is useful to talk about primary and secondary sources. A primary source 
distribution is the usual source represented by the actual charge and current distribution which 
give rise to the field. For propagation from a primary source through a source-free media, the field 
amplitude is defined by the inhomogeneous Helmholtz equation [see Ref. 38, eq. (6.57)], i.e.,

2
2

2
4

c
U ( ) ( )x x (27)

where (x) represents the charge-current distribution in the usual manner. A solution to this wave 
equation gives

W W K KU Q( , ) ( , ) ( , ) ( ,x x x x x x x1 2 1 2 1 1 2 x x x2
3

1
3

2)d d (28)

for the cross-spectral density function, where k /c 2 /

K
eik

( , )
| |

| |

x x
x x

x x
(29)

is the free-space propagator for a primary source, WU(x1, x2) is the cross-spectral density function 
for the fields (with suppressed -dependence), as defined by Eq. (11), and

WQ( , ) ( ) ( )x x x x1 2 1 2 (30)

is the cross-spectral density function for the source. This three-dimensional primary source can be 
easily reduced to a two-dimensional source over the z 0 plane by simply defining the charge cur-
rent distribution to be

( ) ( , ) ( )x x y z (31)

where (z) is the Dirac delta function.

Secondary Sources

Often, however, it is more convenient to consider a field which arises from sources outside of the 
region in space in which the fields are of interest. Then it is sometime useful to work with bound-
ary conditions for the field amplitude over some surface bounding the region of interest. In many 
coherence problems these boundary conditions are called a planar secondary source even though they 
are actually treated as boundary conditions. For example, most conventional diffraction equations 
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5.10  PHYSICAL OPTICS

assume the boundary condition over the z 0 plane is known and use it to calculate the fields in the 
z > 0 half-space. Then the field obeys the homogeneous Helmholtz equation [See Ref. 38, eq. (7.8)], i.e.,

2
2

2
0

c
U ( )x (32)

which has the solution

W W h h( , ) ( , ) ( , ) ( ,( )x x x x x x x1 2
0

1 2 1 1 2 x x x2
2

1
2

2)d d (33)

where W ( )( , )0
1 2x x is the boundary condition for the cross-spectral density function of the fields 

over the z 0 plane (as shown in Fig. 1), W (x1, x2) is the cross-spectral density function anywhere 
in the z > 0 half-space, and

h
d
dz

eik

( , )
| |

| |

x x
x x

x x1
2

(34)

is the free-space propagator for the field amplitude. This is a common example of a secondary 
source over the z 0 plane.

Perfectly Coherent Source

The definition of a perfectly coherent source, within the theory of partial coherence, is somewhat 
complicated. The light from an ideal monochromatic source is, of course, always perfectly coherent. 
Such a field produces high-contrast interference patterns when its intensity is detected by any suit-
able instrument. However, it is possible that light fields exist that are not monochromatic but can 
also produce similar interference patterns and therefore must be considered coherent. The ability of 
light fields to produce interference patterns at a detector is measured most directly by the complex 
degree of coherence 12( ), defined by Eq. (10). If a field has a complex degree of coherence that has 
unit magnitude for every value of  and for every point pair throughout some domain D, then light 
from all points in D will combine to produce high-contrast interference fringes.39 Such a field is 
defined to be perfectly coherent within D. Mandel and Wolf27 have shown that the mutual coherence 
function for such a field factors within D in the manner

12 1 2( ) ( ) ( )x x e i (35)

We will take Eq. (35) to be the definition of a perfectly coherent field. Coherence is not as easily 
defined in the space-frequency domain because it depends on the spectrum of the light as well as on 
the complex degree of spectral coherence. For example, consider a field for which every monochro-
matic component is characterized by a complex degree of spectral coherence which has unit magni-
tude between all point pairs within some domain D. Mandel and Wolf 40 have shown that for such a 
field the cross-spectral density function within D factors is

W U U( ) ( , ) ( , )x x x x1 2 1 2
(36)

However, even if Eq. (36) holds for this field within D, the field may not be perfectly coherent [as 
perfect coherence is defined by Eq. (35)] between all points within the domain. In fact it can be 
completely incoherent between some points within D.41 A secondary source covering the z 0 plane 
with a cross-spectral density function over that plane which factors as given by Eq. (36) will produce a 
field in the z > 0 half-space (filled with free space or a homogeneous, isotopic dielectric) which has a 
cross-spectral density function that factors in the same manner everywhere in the half-space. This can 
be easily shown by substitution from Eq. (36) into Eq. (28), using Eq. (29). But, even if this is true 
for every monochromatic component of the field, Eq. (35) may not hold within the half-space for 
every point pair, so we cannot say that the field is perfectly coherent there. Perfectly coherent light 
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COHERENCE THEORY  5.11

sources never actually occur, but sometimes the light from a laser can behave approximately in this 
way over some coherence volume which is usefully large. Radio waves often behave in this manner 
over very large coherence volumes.

Quasi-Monochromatic Source

In many problems it is more useful not to assume that a field is strictly monochromatic but instead 
to assume that it is only quasi-monochromatic so that the time-dependent field amplitude can be 
approximated by

u t u t e i t( , ) ( , )x x0 (37)

where u0(x, t) is a random process which varies much more slowly in time than e–i t. Then the 
mutual coherence function and the complex degree of spatial coherence can be usefully approxi-
mated by (see Ref. 15, sec. 10.4.1)

12 12

12 12

0

0

( ) ( )

( ) ( )

e

e

i

i
(38)

within coherence times much less than the reciprocal bandwidth of the field, i.e., 1/ . In the 
pre-1960 coherence literature, 12(0) was called the mutual intensity. Monochromatic diffraction 
theory was then used to define the propagation properties of this monochromatic function. It was 
used instead of the cross-spectral density function to formulate the theory for the propagation of 
a partially coherent quasi-monochromatic field. While this earlier form of the theory was limited 
by the quasi-monochromatic approximation and was therefore not appropriate for very wideband 
light, the newer formulation (in terms of the cross-spectral density function) makes no assumptions 
about the spectrum of the light and can be applied generally. The quasi-monochromatic approxima-
tion is still very useful when dealing with radiation of very high coherence.42

Schell Model Source

Other, more general, source models have been developed. The most general of these is the Schell 
model source (see Refs. 43, sec. 7.5, and 44), for which we only assume that the complex degree of 
spectral coherence for either a primary or secondary source is stationary in space, so that from Eq. (14) 
we have

W W WA A A A( , ) ( ) ( , ) ( , )x x x x x x x x1 2 1 2 1 1 2 2
(39)

where the subscript A stands for U in the case of a Schell model secondary source and Q in the case 
of a Schell model primary source. The Schell model does not assume low coherence and, therefore, 
can be applied to spatially stationary light fields of any state of coherence. The Schell model of the 
form shown in Eq. (39) has been used to represent both three-dimensional primary sources45,46 and 
two-dimensional secondary sources.43,47,48

Quasi-Homogeneous Source

If the intensity of a Schell model source is essentially constant over any coherence area, then Eq. (39) 
may be approximated by

W IA A A( , ) ( ) [( ) ]x x x x x x1 2 1 2 1 1 2/ (40)
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5.12  PHYSICAL OPTICS

where the subscript A can be either U, for the case of a quasi-homogeneous secondary source or 
Q, for the case of a quasi-homogeneous primary source. This equation is very useful in coherence 
theory because of the important exact mathematical identity.49

/( ) ( ) (( ) [( ) ]0
1 2

0
1 2 2 1x x x x x pI e ik 11 2 2

1 1 2 2
x p )dx dy dx dy

( ) ( ) (( )0 x e dx dy Iik x p 00) ( )( )x x pe dx dyik

(41)

where

x x x x x x( )/1 2 1 22

and

p p p p p p( )/1 2 1 22

which allows the four-dimensional Fourier transforms that occur in propagating the correlation 
functions for secondary sources [for example, Eqs. (49) or (54)] to be factored into a product of 
two-dimensional Fourier transforms. An equivalent identity also holds for the six-dimensional 
Fourier transform of the cross-spectral density function for a primary source, reducing it to the 
product of two three-dimensional Fourier transforms. This is equally useful in dealing with propa-
gation from primary sources [for example, Eq. (53)]. This model is very good for representing two-
dimensional secondary sources with sufficiently low coherence that the intensity does not vary over 
the coherence area on the input plane.49,50 It has also been applied to primary three-dimensional 
sources.45,46 to primary and secondary two-dimensional sources,51,52 and to three-dimensional scat-
tering potentials.53,54

Perfectly Incoherent Source

If the coherence volume of a field becomes much smaller than any other dimensions of interest 
in the problem, then the field is said to be incoherent. It is believed that no field can be incoherent 
over dimensions smaller than the order of a light wavelength. An incoherent field can be taken as 
a special case of a quasi-homogeneous field for which the complex degree of spectral coherence is 
approximated by a Dirac delta function, i.e.,

W I

W I

A

Q

( , ) ( ) ( )

( , ) ( )

x x x x x

x x x

1 2 1
2

1 2

1 2 1
3(( )x x1 2

(42)

where the two-dimensional Dirac delta function is used for any two-dimensional source and a 
three-dimensional Dirac delta function is used only for a three-dimensional primary source. Even 
though this approximation is widely used, it is not a good representation for the thermal sources 
that predominate in nature. For example, the radiant intensity from a planar, incoherent source is 
not in agreement with Lambert’s law. For thermal sources the following model is much better.

Thermal (Lambertian) Source

For a planar, quasi-homogeneous source to have a radiant intensity in agreement with Lambert’s law 
it is necessary for the complex degree of spectral coherence to have the form

A

k

k
( )

( | |)

| |
x x

x x

x x1 2
1 2

1 2

sin
(43)
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COHERENCE THEORY  5.13

to which arbitrary spatial frequency components with periods less than a wavelength can be added 
since they do not affect the far field.55 It can also be shown that, under frequently obtained condi-
tions, blackbody radiation has such a complex degree of spectral coherence.56 It is believed that most 
naturally occurring light can be modeled as quasi-homogeneous with this correlation function.

5.6 PROPAGATION

Perfectly Coherent Light

Perfectly coherent light propagates according to conventional diffraction theory. By substitution 
from Eq. (36) into Eq. (33) using Eq. (34) we obtain

U U
d

dz
eik

( ) ( )( )
| |

x x
x x1

2
1

2
0

|| |x x
xd2 (44)

which is just Rayleigh’s diffraction integral of the first kind. Perfectly coherent light does not lose 
coherence as it propagates through any medium which is time-independent. For perfectly coherent 
light propagating in time-independent media, coherence theory is not needed.

Hopkin’s Formula

In 1951 Hopkins57 published a formula for the complex degree of spatial coherence for the field 
from a planar, secondary, incoherent, quasi-monochromatic source after propagating through a lin-
ear optical system with spread function h( , )x x , i.e.,

12

1 2

0
1 1 10

1
( )

( ) ( )
( ) ( )( )

I I
I h h

x x
x x x ( )x x x2 1

2
1d (45)

where I ( )( )0 x is the intensity over the source plane. This formula can be greatly generalized to give 
the complex degree of spectral coherence for the field from any planar, quasi-homogeneous, second-
ary source58 after transmission through this linear optical system, i.e.,

12 1 2

1 2

0
1

1
( , )

( ) ( )
( ) ( ,( )x x

x x
x x

I I
I h x x x x) ( , )h d2

2 (46)

provided that the spread function h( , )x x can be assumed to be constant in its x  dependence over 
any coherence area in the source plane.

van Cittert–Zernike Theorem

Hopkins’ formula can be specialized for free-space propagation to calculate the far-field coherence 
properties of planar, secondary, quasi-homogeneous sources of low coherence. In 1934 van Cittert59

and, later, Zernike60 derived a formula equivalent to

( , )
( ) ( )

( )( )x x
x x

x1 2

1 2

01

I I
I

eik[[| | | |]

| || |

x x x x

x x x x
x

1 2

1 2

2d (47)

for the complex degree of spectral coherence between any pair of points in the field radiated from 
an incoherent planar source, assuming that the points are not within a few wavelengths of the
source. We can obtain Eq. (47) by substitution from Eq. (34) into Eq. (46) and then approximating 
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5.14  PHYSICAL OPTICS

the propagator in a standard manner [see Ref. 61, eq. (7)]. Assume next, that the source area is con-
tained within a circle of radius a about the origin in the source plane as shown in Fig. 4. Then, if the 
field points are both located on a sphere of radius R, which is outside of the Rayleigh range of the 
origin (i.e., | | | |x x1 2

2R ka ), we can apply the Fraunhofer approximation to Eq. (47) to obtain

12 1 2

1 2

01
( , )

( ) ( )
( )( )x x

x x
x

I I
I eikk Rdx x x x( )/1 2 2 (48)

This formula is very important in coherence theory. It shows that the complex degree of spectral 
coherence from any planar, incoherent source with an intensity distribution I ( )( )0 x has the same 
dependence on (x1 − x2), over a sphere of radius R in the far field, as the diffraction pattern from a 
closely related perfectly coherent planar source with a real amplitude distribution proportional to
I ( )( )0 x (see Ref. 15, sec. 10.4.2a). Equation (48) can also be applied to a planar, quasi-homogeneous 
source49 that is not necessarily incoherent, as will be shown later under “Reciprocity Theorem.”

Angular Spectrum Representation

Much more general equations for propagation of the cross-spectral density function can be 
obtained. Equation (33) is one such expression. Another can be found if we expand the fields in a 
source-free region of space into an angular spectrum of plane waves. Then we find that the cross-
spectral density function over any plane can be calculated from the same function over a parallel 
plane using a linear systems approach. For an example, consider the two planes illustrated in Fig. 2.

We assume that the cross-spectral density function is known over the z 0 plane in the figure, 
and we wish to calculate this function over the z d plane. To do this we first take the Fourier trans-
form of the cross-spectral density function over the z 0 plane according to Eq. (19)

in ( , ) ( , )( ) (p p x x p
1 2 4

0
1 2

1
1W e ik x p x x x1 2 2 2

1
2

2
)d d (49)

to obtain the angular correlation function in which all of the phase differences between the plane 
wave amplitudes are given relative to the point at the origin. Second, we shift the phase reference 

FIGURE 2 Illustrating the coordinate system for propagation of the 
cross-spectral density function using the angular spectrum of plane waves.
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from the origin to the point on the z axis in the output plane by multiplying the angular correlation 
function by a transfer function, i.e.,

out in( , ) ( , ) exp [ ( ) ]p p p p1 2 1 2 1 2ik m m d (50)

where d is the distance from the input to the output plane along the z axis (for back propagation d
will be negative) and mi is the third component of the unit vector pi (pi, qi, mi), i 1 or 2, which is 
defined by

m p q p q

i p q p q

i i i i i

i i i i

1 1

1

2 2 2 2

2 2 2 2

if

if 1
(51)

and is the cosine of the angle that pi makes with the z axis for real mi. Finally, to obtain the cross-
spectral density function over the output plane, we simply take the Fourier inverse of out ( , )p p1 2 , i.e.,

W ed ik( ) (( ) ( , )x x p p p x
1 2 1 2

1, out
11 2 2 2

1
2

2
p x p p)d d (52)

where, in this equation only, we use xi to represent a two-dimensional radius vector from the point 
(0, 0, d) to a field point in the z d plane, as shown in Fig. 2. This propagation procedure is similar 
to the method usually used to propagate the field amplitude in Fourier optics. In coherence theory, it 
is the cross-spectral density function for a field of any state of coherence that is propagated between 
arbitrary parallel planes using the linear systems procedure. The only condition for the validity 
of this procedure is that the volume between the planes must either be empty space or a uniform 
dielectric medium.

Radiation Field

The cross-spectral density function far away from any source, which has finite size, can be calculated 
using a particularly simple equation. Consider a primary, three-dimensional source located within 
a sphere of radius a, as shown in Fig. 3. For field points, x1 and x2 which are much farther from 

FIGURE 3 Illustrating the coordinate system used to cal-
culate the cross-spectral density function in the far field of a 
primary, three-dimensional source.
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the origin than the Rayleigh range (| | )x i ka2 , in any direction, a form of the familiar Fraunhofer 
approximation can be applied to Eq. (28) to obtain [see Ref. 62, eq. (2.5)]

W
e

WU

ik

Q
( )

(| | | |)

( , )
| || |

(x x
x x

x
x x

1 2
1 2

1 2

11 2

1

, )

[

x

xe ik x x x x x x x1 1 2 2 2 3
1

3
2

/| | /| |] d d

(53)

Thus the cross-spectral density function of the far field is proportional to the six-dimensional 
Fourier transform of the cross-spectral density function of its sources. A very similar expression can 
also be found for a two-dimensional, secondary source distribution over the z 0 plane, as illus-
trated in Fig. 4.

If the sources are all restricted to the area within a circle about the origin of radius a, then the 
cross-spectral density function for all points which are outside of the Rayleigh range (| | )x i ka2

from the origin and also in the z > 0 half-space can be found by using a different form of the 
Fraunhofer approximation in Eq. (33) [see Ref. 62, eq. (3.3)] to get

W
z z e

U

ik
( )

(| | | |)

( , )
| | | |

x x
x x

x x

1 2 2
1

1

2

2

1 1 2

|| || |
( , )( )

x x
x x

1 2

0
1 2W

e

U

ik x d d[ /| | /| |]x x x x x x x1 1 1 2 2 2 2
1

2
2

(54)

Because of both their relative simplicity (as Fourier transforms) and great utility, Eqs. (53) and (54) 
are very important in coherence theory for calculating both the radiant intensity and the far-field 
coherence properties of the radiation field from any source.

Representations

Several equations have been described here for propagating the cross-spectral density function. The 
two most general are Eq. (33), which uses an expansion of the field into spherical Huygens wavelets, 

FIGURE 4 Illustrating the coordinate system for 
calculating the far field cross-spectral density function 
for a planar, secondary source distribution in the z 0
plane. Single-primed coordinates indicate radius vec-
tors from the origin to points within the z 0 plane.
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and Eqs. (49), (50), and (52), which use an expansion of the field into an angular spectrum of plane 
waves. These two formulations are completely equivalent. Neither uses any approximation not also 
used by the other method. The choice of which to use for a particular calculation can be made 
completely on a basis of convenience. The far-field approximations given by Eqs. (53) and (54), for 
example, can be derived from either representation. There are two bridges between the spherical and 
plane wave representations, one given by Weyl’s integral, i.e.,

e i
m

e
ik

ik p x x q y y
| |

[ ( ) ( )

| |

x x

x x
1 m z z dp dq| |] (55)

where

m p q p q

i p q p q

1 1

1 1

2 2 2 2

2 2 2 2

if

if

,
(56)

and the other by a related integral

1
2

1
2

d
dz

e
e

ik
ik p x x

| |
[ ( )

| |

x x

x x
qq y y m z z dp dq( ) | |] (57)

which can be easily derived from Eq. (55). In Eq. (57) the ± sign holds according to whether 
( )z z 0. With these two equations it is possible to transform back and forth between these two 
representations.

Reciprocity Theorem

The radiation pattern and the complex degree of spectral coherence obey a very useful reciprocity 
theorem for a quasi-homogeneous source. By substituting from Eq. (40) into Eq. (53), and using Eq. (24) 
and the six-dimensional form of Eq. (41), it has been shown that the radiant intensity in the direc-
tion of the unit vector s from any bounded, three-dimensional, quasi-homogeneous primary source 
distribution is given by [see Ref. 45, eq. (3.11)]

J J e dQ
ik( ) ( )s x xx s

0
3 (58)

where Q ( )x  is the (spatially stationary) complex degree of spectral coherence for the source distri-
bution as defined in Eq. (40), and

J I dQ0
3( )x x (59)

where IQ ( )x  is the intensity defined in Eq. (40). Note that the far-field radiation pattern depends, not 
on the source intensity distribution, but only on the source coherence. We also find from this calcu-
lation that the complete degree of spectral coherence between any two points in the far field of this 
source is given by [see Ref. 45, eq. (3.15)]

( )
( )

( , ) ( )u R R
e

J
I e

ik R R

Q
ik

1 1 2 2
0

1 2

s s x x s s x( )1 2 3d (60)

Note that the coherence of the far field depends, not on the source coherence, but rather on the 
source intensity distribution, IQ ( ).x  Equation (60) is a generalization of the van Cittert–Zernike 
theorem to three-dimensional, primary quasi-homogeneous sources, which are not necessarily 
incoherent. Equation (59) is a new theorem, reciprocal to the van Cittert–Zernike theorem, which 
was discovered by Carter and Wolf.45,49 Equations (58) and (60), taken together, give a reciprocity 
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relation. For quasi-homogeneous sources, far-field coherence is determined by source intensity alone 
and the far-field intensity pattern is determined by source coherence alone. Therefore, coherence and 
intensity are reciprocal when going from the source into the far field. Since most sources which occur 
naturally are believed to be quasi-homogeneous, this is a very useful theorem. This reciprocity theo-
rem has been found to hold much more generally than just for three-dimensional primary sources. 
For a planar, secondary source, by substitution from Eq. (40) into Eq. (54) and then using Eq. (41), 
we obtain49

J J eU
ik( ) ( )( )s x x s

0
2 0cos d2x (61)

where  is the angle that s makes with the z axis, and where

J I dU0
0 2( )( )x x (62)

and we also obtain

U U
ikR R

J
I e( ) ( ) ()( , ) ( )1 1 2 2

0

01
s s x x ss s x1 2 2) d (63)

Very similar reciprocity relations also hold for scattering of initially coherent light from quasi-
homogeneous scattering potentials,53,54 and for the scattering of laser beams from quasi-homogeneous 
sea waves.63 Reciprocity relations which apply to fields that are not necessarily quasi-homogeneous 
have also been obtained.64

Nonradiating Sources

One additional important comment must be made about Eq. (58). The integrals appearing in this 
equation form a three-dimensional Fourier transform of Q ( ).x  However, J ( ),s  the radiant inten-
sity that this source radiates into the far field at radial frequency , is a function of only the direc-
tion of s, which is a unit vector with a constant amplitude equal to one. It then follows that only the 
values of this transform over a spherical surface of unit radius from the origin affect the far field. 
Therefore, sources which have a complex degree of spectral coherence, Q ( ),x  which do not have 
spatial frequencies falling on this sphere, do not radiate at frequency . It appears possible from this 
fact to have sources in such a state of coherence that they do not radiate at all. Similar comments can 
also be made in regard to Eq. (53) which apply to all sources, even those that are not quasi-homogeneous. 
From Eq. (53) it is clear that only sources which have a cross-spectral density function with spatial 
frequencies (with respect to both x1  and x 2 ) on a unit sphere can radiate. It is believed that this is 
closely related to the phase-matching condition in nonlinear optics.

Perfectly Incoherent Sources

For a completely incoherent primary source the far-field radiant intensity, by substitution from Eq. (42) 
into Eq. (58), is seen to be the same in all directions, independent of the shape of the source. By 
substitution from Eq. (40) into Eq. (28), and then using Eqs. (14), (29), and (42), we find that the 
complex degree of spectral coherence for this incoherent source is given by

U Q
I

I
e

( , )
( ) ( )

( )x x
x x

x1 2

1 2

1

/

iik

d
[| | | |]

| || |

x x x x

x x x x
x

1 2

1 2

3 (64)

Thus it is only the source intensity distribution that affects the field coherence. Comparison of this 
equation with Eq. (47) shows that this is a generalization of the van Cittert–Zernike theorem to primary 
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sources. It is clear from this equation that the complex degree of spectral coherence depends only on 
the shape of the source and not the fact that the source is completely incoherent. For a completely 
incoherent, planar, secondary source the radiant intensity is given by

J J( )s 0
2cos (65)

independent of the shape of the illuminated area on the source plane, where  is the angle that s
makes with the normal to the source plane. This can be proven by substitution from Eq. (42) into 
Eq. (61). Note that such sources do not obey Lambert’s law. The far-field coherence, again, depends 
on the source intensity as given by the van Cittert–Zernike theorem [see Eq. (47)] and not on the 
source coherence.

Spectrum

For a quasi-homogeneous, three-dimensional primary source the spectrum of the radiation 
S RU

( )( , )s  at a point Rs in the direction s (unit vector) and at a distance R from the origin, in the 
far field of the source, can be found, as a function of the source spectrum SQ

( )( ),0  by substitution 
from Eqs. (24) and (15) into Eq. (58) to get

S R
c S

R
eU

Q
Q

ik( )( , )
( )

( , )s x x
3

3 2
s xd k3( ) (66)

where we explicitly indicate the dependence of the complex degree of spectral coherence on fre-
quency. Notice that the spectrum of the field is not necessarily the same as the spectrum of the 
source and, furthermore, that it can vary from point to point in space. The field spectrum depends 
on the source coherence as well as on the source spectrum. A very similar propagation relation can 
be found for the far-field spectrum from a planar, secondary source in the z 0 plane. By substitu-
tion from Eqs. (24) and (15) into Eq. (61) we get

S R
S

R
eU

U
U

ik( )
( )

( )( , )
( )

( , )s x x
0

2
0 s xd k2( ) (67)

This shows that the spectrum for the field itself is changed upon propagation from the z 0 plane 
into the far field and is different in different directions s from the source.65

5.7 SPECTRUM OF LIGHT

Limitations

The complex analytic signal for a field that is not perfectly coherent, as defined in Eq. (3), is usually 
assumed to be a time-stationary random process. Therefore, the integral

u t e dti t( , )x (68)

does not converge, so that the analytic signal does not have a Fourier transform. Therefore, it is only 
possible to move freely from the space-time domain to the space-frequency domain along the path 
shown in Fig. 5. Equation (3) does not apply to time-stationary fields within the framework of ordi-
nary function theory.
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Coherent Mode Representation

Coherent mode representation (see Wolf66,67) has shown that any partially coherent field can be repre-
sented as the sum over component fields that are each perfectly self-coherent, but mutually incoherent 
with each other. Thus the cross-spectral density function for any field can be represented in the form

WA n A n
n

A n( , ) ( ) ( ), ,x x x x1 2 1 2 (69)

where A n i, ( )x  is a phasor amplitude for its nth coherent component. This representation can be 
used either with primary (A Q), or secondary (A U) sources. The phasor amplitudes A n i, ( )x  and 
the complex expansion coefficients n in Eq. (69) are eigenfunctions and eigenvalues of WA(x1, x2), 
as given by the equation

W dA A n n A n( , ) ( ) ( ) ( ), ,x x x x x1 2 2
3

2 1 (70)

Since WA( , )x x1 2  is hermitian, the eigenfunctions are complete and orthogonal, i.e.,

A n A n
n

, ,( ) ( ) ( )x x x x1 2
3

1 2 (71)

and

A n A m nmd, ,( ) ( )x x x1 1
3

1 (72)

where nm is the Kronecker delta function, and the eigenvalues are real and nonnegative definite, i.e.,

Real

Imag {

{ ( )}

( )}

n

n

0

0
(73)

This is a very important concept in coherence theory. Wolf has used this representation to show that 
the frequency decomposition of the field can be defined in a different manner than was done in Eq. (3). 
A new phasor,

U aA n A n
n

( , ) ( ) ( , ),x x (74)

( , ) ( ,w)

w( 1, 2)

< >

Forbidden

FT

< >

G12 (t)

FIGURE 5 Illustrating the transfor-
mations which are possible between four 
functions that are used in coherence theory.
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where an( ) are random coefficients such that

a an m n nm( ) ( ) ( ) (75)

can be introduced to represent the spectral components of the field. It then follows66 that, if the 

A n i, ( )x  are eigenfunctions of the cross-spectral density function, WA( , )x x1 2  then the cross-spectral 
density function can be represented as the correlation function between these phasors at the two 
spatial points x1 and x2, i.e.,

W U UA A A( , ) ( , ) ( , )x x x x1 2 1 2 (76)

in a manner very similar to the representation given in Eq. (11) in respect to the older phasors. 
Notice, by comparison of Eqs. (11) and (76), that the phasors UA i( , )x  and UA i( , )x are not the 
same. One may formulate coherence theory either by defining u(x, t) in Fig. 5 and then moving in 
a counterclockwise direction in this figure to derive the correlation functions using the Wiener-
Khintchene theory or, alternatively, defining UA i( , )x  and moving in a clockwise direction to 
define the correlation functions using the coherent mode expansion.

Wolf Shift and Scaling law

From Eqs. (66) and (67) it is clear that the spectrum of a radiation field may change as the field 
propagates. It is not necessarily equal to the source spectrum as it is usually assumed. This brings up 
an important question. Why do the spectra for light fields appear so constant, experimentally, that a 
change with propagation was never suspected? Wolf 65 has provided at least part of the answer to this 
question. He discovered a scaling law that is obeyed by most natural fields and under which the nor-
malized spectrums for most fields do remain invariant as they propagate. We can derive this scaling 
law by substitution from Eqs. (66) and (67) into Eq. (16). We then find that, if the complex degree 
of spectral coherence for the source is a function of kx_ only, i.e.,

A f k( , ) ( )x x (77)

(so that this function is the same for each frequency component of the field, provided that the 
spatial separations of the two test points are always scaled by the wavelength), then the normalized 
spectrum in the far field is given by

s R
S

S d
f RU

Q

Q

( )( , )
( )/

( )/
( )s s

3

3

0

(78)

if SQ( ) is the complex degree of spectral coherence for a primary, quasi-homogeneous source [see 
Additional Reading, Ref. 3, eq. (65)], and

s R
S

S d
sU

U

U

U
( )

( )

( )

( )( , )
( )

( )
( )s

0

0

0

0 f R( )s (79)

if sU
( )( )0  is the normalized spectrum for a secondary, quasi-homogeneous source [see Additional 

Reading, Ref. 3, eq. (51)]. In each case the field spectrum does not change as the field propagates. 
Since the cross-spectral density function for a thermal source [see Eq. (43)] obeys this scaling law, it 
is not surprising that these changes in the spectrum of a propagating light field were never discovered 
experimentally. The fact that the spectrum can change was verified experimentally only after coherence 
theory pointed out the possibility.68–72
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5.8 POLARIZATION EFFECTS

Explicit Vector Representations

As discussed earlier under “Scalar Field Amplitude,” the scalar amplitude is frequently all that is 
required to treat the vector electromagnetic field. If polarization effects are important, it might be 
necessary to use two scalar field amplitudes to represent the two independent polarization compo-
nents. However, in some complicated problems it is necessary to consider all six components of the 
vector field explicitly. For such a theory, the correlation functions between vector components of the 
field become tensors,73,74 which propagate in a manner very similar to the scalar correlation functions.

5.9 APPLICATIONS

Speckle

If coherent light is scattered from a stationary, rough surface, the phase of the light field is random-
ized in space. The diffraction patterns observed with such light displays a complicated granular 
pattern usually called speckle (see Ref. 8, sec. 7.5). Even though the light phase can be treated as a 
random variable, the light is still perfectly coherent. Coherence theory deals with the effects of time 
fluctuations, not spatial variations in the field amplitude or phase. Despite this, the same statisti-
cal tools used in coherence theory have been usefully applied to studying speckle phenomena.75,76

To treat speckle, the ensemble is usually redefined, not to represent the time fluctuations of the 
field but, rather, to represent all of the possible speckle patterns that might be observed under the 
conditions of a particular experiment. An observed speckle pattern is usually due to a single mem-
ber of this ensemble (unless time fluctuations are also present), whereas the intensity observed in 
coherence theory is always the result of a weighted average over all of the ensemble. To obtain the 
intensity distribution over some plane, as defined in coherence theory, it would be necessary to 
average over all of the possible speckle patterns explicitly. If this is done, for example, by moving 
the scatterer while the intensity of a diffraction pattern is time-averaged, then time fluctuations 
are introduced into the field during the measurement; the light becomes partially coherent; and 
coherence theory can be properly used to model the measured intensity. One must be very careful 
in applying the coherence theory model to treat speckle phenomena, because coherence theory was 
not originally formulated to deal with speckle.

Statistical Radiometry

Classical radiometry was originally based on a mechanical treatment of light as a flux of particles. It 
is not totally compatible with wave theories. Coherence theory has been used to incorporate classi-
cal radiometry into electromagnetic theory as much as has been found possible. It has been found 
that the usual definitions for the radiance function and the radiant emittance cause problems when 
applied to a wave theory. Other radiometric functions, such as the radiant intensity, have clear mean-
ing in a wave theory.

Spectral Representation

It was discovered, using coherence theory, that the spectrum of a light field is not the same as that of 
its source and that it can change as the light field propagates away from its source into the radiation 
field. Some of this work was discussed earlier under “Perfectly Incoherent Sources” and “Coherent 
Mode Representation.” This work has been found very useful for explaining troublesome experi-
mental discrepancies in precise spectroradiometry.71
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Laser Modes

Coherence theory has been usefully applied to describing the coherence properties of laser modes.77

This theory is based on the coherent mode representation discussed under “Spectrum of Light.”

Radio Astronomy

Intensity interferometry was used to apply techniques from radio astronomy to observation with 
light.37 A lively debate ensued as to whether optical interference effects (which indicate partial 
coherence) could be observed from intensity correlations.78 From relations like Eq. (26) and similar 
calculations using quantum coherence theory, it quickly became clear that they could.79,80 More 
recently, coherence theory has been used to model a radio telescope42 and to study how to focus 
an instrument to observe emitters that are not in the far field of the antenna array.81 It has been 
shown82 that a radio telescope and a conventional optical telescope are very similar, within a coherence 
theory model, even though their operation is completely different. This model makes the similarities 
between the two types of instruments very clear.

Noncosmological Red Shift

Cosmological theories for the structure and origin of the universe make great use of the observed 
red shift in the spectral lines of the light received from distant radiating objects, such as stars.83 It is 
usually assumed that the spectrum of the light is constant upon propagation and that the observed 
red shift is the result of simple Doppler shift due to the motion of the distant objects away from 
the earth in all directions. If this is true, then clearly the observed universe is expanding and must 
have begun with some sort of explosion, called “the big bang.” The size of the observable universe 
is estimated based on the amount of this red shift. A new theory by Wolf 84–87 shows that red shifts 
can occur naturally without Doppler shifts as the light propagates from the source to an observer if 
the source is not in thermal equilibrium, i.e., a thermal source as discussed earlier under “Thermal 
(Lambertian) Source.” The basis of Wolf ’s theory was discussed in this papers.84,85
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6.1 GLOSSARY

Fourier transform operator

I Intensity

k wave number

u complex field amplitude

mutual coherence function

J mutual intensity function

complex degree of coherence

x spatial vector
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6.2 INTRODUCTION

The formalisms of coherence theory have been extensively developed over the past century, with roots 
extending back much further. An understanding of key concepts of the coherence properties of light 
waves and of their accompanying mathematical models can be exploited in specific applications to 
extract information about objects (e.g., stellar interferometry, microscopy1,2), to encrypt signals trans-
mitted by optical fiber (coherence modulation), to explain puzzling phenomena observed in nature 
(sunlight-produced speckle, enhanced backscatter), and to prevent significant errors in the measure-
ment of optical quantities (measurement of the reflectivity of diffuse surfaces), among other examples. 
There are cases where using a coherence-theory–based analysis provides not only insight into under-
standing system behavior but simplifies the analysis through reduced computational steps. 

In Chap. 5, Carter provides a compendium of basic definitions from coherence theory, introduces 
mathematical models for light sources of fundamental importance, discusses how the coherence 
properties of optical wave fields evolve under propagation, and shows how the spectral properties of 
light waves relate to their coherence properties.3 He also notes briefly several areas in which coherence 
theory has been exploited to advance significantly the understanding of optical phenomena. References 
1-8 in Chap. 5 provide a suitable introduction to most aspects of classical (i.e., nonquantum) coher-
ence theory. Since the publication of Vol. I of this Handbook series, Mandel and Wolf have written a 
comprehensive review of coherence theory and a brief discussion of specific applications.4 Other infor-
mative sources include a compilation of early papers on coherence edited by Mandel and Wolf.5

The formal structures of coherence theory can be intimidating to the nonexpert trying to ascer-
tain, for example, the effect of a particular light source on a given optical system. One has only to 
review the myriad of defined quantities or look at a six- or seven-dimensional integral expression 
describing an image-forming system to understand why. Nevertheless, the basic concepts of coher-
ence theory, and certain of their key formulas, can be helpful even to the nonexpert when they are 
applied to the understanding of a variety of optical systems and phenomena. That said, it should be 
noted that sometimes the application of coherence theory formalisms only serves to obfuscate the 
operation of a given system. One objective of this chapter is to provide guidance as to when coher-
ence theory can help and when it might serve largely to confuse. We note that coherence theory is 
not generally needed if the optical wave fields of concern can be modeled as being monochromatic 
or quasi-monochromatic. The subject of interferometry is easily treated without the inclusion of 
coherence theory if the source of light is a laser operating in a single mode, and optical coherence 
tomography is easily understood without appeal to much more than an understanding of temporal 
coherence theory.6–10 It is with this latter point in mind that we emphasize on analyses involving the 
spatial coherence properties of the light.

6.3 KEY DEFINITIONS AND RELATIONSHIPS

We begin with the presentation of a set of tools that are critical to the analysis of certain applica-
tions. Although the cross-spectral density function3,4 is often preferred in the modeling of the spatio-
temporal coherence properties of light, in a discussion of the applications of coherence theory where 
physical understanding is important we find it preferable to work instead with the mutual coher-
ence function, defined by11

12 1 2( ) ( , ( )) ( , )u t u tx x (1)

where u(x, t) denotes the complex analytic signal associated with the scalar wave amplitude 
at position x = (x, y, z

The nature of the time average is discussed later in this chapter. Note that in Chap. 5 Carter uses angular brackets to denote 
ensemble averages rather than time averages.
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This function has the advantage of relating directly to quantities that can be measured by an 
easily visualized Young’s two-pinhole interferometer. In theoretical developments u(x, t) is 
usually treated as an ergodic random process, and the time average is replaced with an ensem-
ble average. However, because such conditions are not satisfied in all applications of interest, 
we maintain specific reference to time averages. The mutual intensity function, unlike the 
complex amplitude itself, is a measurable quantity. The temporal frequency bandwidth of 
optical signals typically far exceeds the bandwidth of any optical detector, thus preventing the 
direct measurement of u(x, t). As discussed by Greivencamp, a Young’s two-pinhole interfer-
ometer can be used, at least conceptually, in the measurement process.12

In many cases we can assume the light to be quasi-monochromatic.13 The narrowband condi-
tion  is satisfied, where denotes the spectral bandwidth of the light and where  is 
the mean wavelength, and the coherence length of the light,3 l 2 / , is much greater than 
the maximum path length difference encountered in the passage of light from a source of interest 
to the measurement plane of concern. Under such conditions11 the mutual coherence function is 
given by 

12 12( ) J e i t (2)

where  is the mean angular frequency of the radiation and where J12, the mutual intensity func-
tion, is given by

J12 12 0( ) (3)

Note that J12 depends on the spatial coordinates x1 and x2 but not on .

Effect of Transmissive Planar Object

In most of the applications considered in this chapter we are concerned with the behavior of J12
in a two-dimensional systems framework. Assume, therefore, that x1 and x2 represent the coor-
dinates of a pair of points in a plane of constant z. The complex amplitude u(x, t) can then be 
written as u(x, y, t), and J12 can be written in the form J(x1, y1; x2, y2). If the wave field uinc(x, y, t)
is incident upon a thin transmissive object of complex transmittance t(x, y), the transmitted wave 
utrans(x, y, t) has amplitude uinc(x, y, t)t(x, y), and it is easily shown that the corresponding mutual 
intensity is given by

J x y x y J x y x ytrans inc( , ; , ) ( , ; , )1 1 2 2 1 1 2 2 tt x y t x y( , ) ( , )1 1 2 2 (4)

Of particular interest later is the case when the object is a thin spherical lens. The transmittance 
function of such a lens is given, in the paraxial approximation and ignoring an accompanying pupil 
function, by

t x y i
k
f

x ylens( , ) exp ( )
2

2 2 (5)

where f denotes the focal length of the lens and where k  2 / . Assuming a lens that is not the lim-
iting aperture in a system and substitution in Eq. (4) yields

J x y x y J x y x ytrans inc( , ; , ) ( , ; , )1 1 2 2 1 1 2 2 eexp i
k
f

x x y y
2 1

2
2
2

1
2

2
2 (6)

Effect of a General Linear System

If the wave amplitude u(x, y, t) is input to a space-invariant two-dimensional linear opti-
cal system with spatial impulse response h(x, y), the output wave amplitude has the form 
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u x y t u x y t h x yout in( , ; ) ( , ; ) ( , ) , where  denotes a two-dimensional convolution operation. 
The relationship for the corresponding mutual intensity functions is given by

J x y x y J x y x y hout in( , ; , ) ( , ; , )1 1 2 2 1 1 2 2 (( , ) ( , )x y h x y1 1 2 2 (7)

The cascade of two-dimensional convolutions in this equation can, if desired, be rewritten in the form 
of a four-dimensional convolution of J x y x yin( , ; , )1 1 2 2  with a separable four-dimensional kernel:

J x y x y J x y x yout in( , ; , ) ( , ; , )1 1 2 2 1 1 2 2 [ ( , ) ( , )]h x y h x y1 1 2 2
(8)

Propagation of the Mutual Intensity

It is a straightforward matter to show how the mutual intensity of a wave field propagates.14–16 In 
most applications, concern is with propagation in the Fresnel (paraxial) regime, in which case h(x, y)
in Eq. (7), denoted now by hz(x, y), is given by 

h x y
ikz

i z
ikz x y

zz( , )
exp( ) ( )

exp
2 2

2
(9)

where z is the plane-to-plane propagation distance. The factor ( ) exp( )i ikz1  can often be ignored.  
If we assume the source distribution to be planar, quasi-monochromatic, and spatially incoher-

ent [the latter condition implying that J Io12 1 1 2( ) ( )x x x , where I denotes the optical intensity 
of the wave field and where o is a constant that depends on characteristics of the source at the scale 
of a wavelength] with optical intensity Io(x, y), it can be shown by combining Eqs. (8) and (9) that 
the mutual intensity a distance z away from the source is given by

J x y x y
i

z
Iz o( , ; , )

exp( )

( )
( , )exp1 1 2 2 2

ii
z

x y d d

i

2
( )

exp( )

( z
I

x
z

y
zo)

ˆ ,
2

(10)

where ˆ ( , )I x yo denotes the two-dimensional Fourier transform of the source-plane intensity, 
x x1 x2 , y y1 y2, and where

z
x y x y2

2
2
2

1
2

1
2 (11)

Equation (10) is a compact statement of the van Cittert-Zernike theorem. If the wave field correspond-
ing to Jz in  Eq. (10) is incident on a thin spherical lens of focal length f z , then, through Eqs. (10) 
and (4), the quadratic phase factors of Eq. (11) are removed and the resulting mutual intensity has the 
simple form ( ) ˆ ( , )1 2/ / /z I x z y zo . This distribution, it is noted, is a function of x and y alone, 
that is, it is a function only of the vector separation between the two sample points x1 and x2.

The Issue of Time Averages

The nature of the time average implied by the angular brackets in Eq. (1) will depend on the par-
ticular situation of concern. If, for example, u(x, t) corresponds to the wave field produced by a white 
light source, adequate averaging is obtained over a time interval of roughly a picosecond (10 12 s). If, 
on the other hand, the light source is a stabilized laser with a temporal frequency bandwidth of sev-
eral tens of kilohertz, the period over which the average is evaluated might be milliseconds in dura-
tion. Often the bandwidth of a detector determines the appropriate duration of the averaging process. 
If we are viewing white-light interference fringes by eye, the integration interval can be anywhere 

Although this expression does not appear in the standard textbooks on coherence theory, it is easily derived.
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COHERENCE THEORY: TOOLS AND APPLICATIONS  6.5

from a picosecond to perhaps a thirtieth of a second. If the same fringes are being observed with 
a megahertz-bandwidth measurement system, on the other hand, integration for times greater than a 
microsecond is inappropriate. 

6.4  PROPAGATION, DIFFRACTION, AND SCATTERING:  
ENHANCED BACKSCATTER AND THE LAU EFFECT

Coherence theory can provide a useful tool for describing certain phenomena encountered in con-
nection with wave field propagation, scattering, and diffraction by gratings. Two examples of cases 
where a coherence theory approach is especially enlightening are the phenomenon of enhanced 
backscatter (EBS) and the Lau effect, as discussed in the following subsections. 

Enhanced Backscatter 

Enhanced backscatter is observed when a laser beam, after passing through a fine-grained mov-
ing diffuser, is reflected back through the same moving diffuser. As illustrated in Fig. 1a, the far 
field contains, in addition to a broad background irradiance distribution, a tightly focused spot of 
light, corresponding to the diffraction-limited focusing of the partially recollimated incident beam. 
This result contrasts with that obtained with two different moving diffusers, as shown in Fig. 1b, in 
which case there is no focused light spot. Although a ray-optics model can provide some insight 

FIGURE 1 Scattering by moving diffusers: (a) enhanced backscatter (partial phase conjuga-
tion scattering) produced by double passage of light through the same diffuser and (b) conventional 
scattering produced by two different diffusers.
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6.6  PHYSICAL OPTICS

into this counter-intuitive phenomenon, coherence theory allows us to develop much greater 
understanding. 

Consider the case where the incident wave field is quasi-monochromatic and of arbitrary spatial 
coherence properties. To simplify the math we work with a one-dimensional model. The moving dif-
fuser is represented by a thin dynamic random phase screen with complex amplitude transmittance 

(x, t). Transmission of the incident wave u(x, t) through the diffuser results in wave field u(x, t) (x, t), 
which propagates a distance z to be scattered a second time by an identical random phase screen. The 
doubly-scattered wave amplitude u'(x, t) is given by17

u x t x t u t t h x dz( , ) ( , ) ( , ) ( , ) ( ) (12)

where hz(x) represents the wave propagation kernel of Eq. (9). The mutual intensity of the doubly-
scattered wave field is calculated as

J x x u x t u x t

x t u

( , ) ( , ) ( , )

( , ) (

1 2 1 2

1 , ) ( , ) ( ) ( , )t t h x d x t uz 1 2 ( , ) ( , ) ( )

( ,

t t h x d

u

z 2

t u t x t x t t) ( , ) ( , ) ( , ) ( , ) ( ,1 2 t h x h x d dz z) ( ) ( )1 2

(13)

where in expressing the effect of the time average it has been assumed that u and  vary indepen-
dently. To simplify this expression we note that u t u t( , ) ( , )  is the mutual intensity J( , ) of 
the input wave field. Additionally, if x, t) represents a spatially stationary, delta-correlated scatterer 
with suitably large excursions in phase, the second term in brackets in the integral of Eq. (13) can 
be modeled by

( , ) ( , ) ( , ) ( , ) [ (x t x t t t1 2
2 xx x x x1 2 1 2) ( ) ( ) ( )] (14)

where

( , ) ( , )t t d0 (15)

Making the appropriate substitutions in Eq. (13) yields

J x x a x x x b x x J x x( , ) ( ) ( ) ( , ) ( ,1 2 1 1 2 1 2 1 2)) (16)

where 

a x I x h xz( ) ( ) | ( )|1
2

1 1
2 (17)

b x x h x x h x xz z( , ) ( ) ( )1 2
2

1 2 1 2
(18)

and where the function I(x) in Eq. (17) is the optical intensity of the incident wave. If the one-
dimensional form of the Fresnel propagation kernel is substituted for hz(x),

h x
i z

i
z

xz( ) exp
1 2 (19)

calculation of a(x1) and b(x1, x2) yields

J x x x x I d J x( , ) ( ) ( ) ( ,1 2 1 2
2 2

1inc inc xx2) (20)
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The doubly-scattered wave, u'(x, t), can thus be thought of as consisting of two components. 
One component has the characteristics of a spatially incoherent wave and produces a general 
background glow in the far field. The second component, on the other hand, effectively repli-
cates coherence properties of the incident wave, having mutual intensity J inc(x1, x2), the complex 
conjugate of that of the incident wave. A wave field with mutual intensity J inc(x1, x2) behaves 
like a time-reversed (or “backward-propagating”) version of a wave field with mutual intensity 
Jinc(x1, x2). Thus, if the incident wave is diverging, the doubly-scattered wave will contain, in 
addition to an incoherent component, a coherence-replicated component that is converging 
at the same rate. For the case illustrated in Fig. 1a, since the incident beam is collimated, the
coherence-replicated component of the doubly-scattered wave also behaves like a collimated 
light beam.

It should be noted that evaluation of the time average for the term u t u t( , ) ( , )  in Eq. (13) 
may be satisfactorily complete in a fraction of a microsecond—that is, after an interval large com-
pared to the reciprocal bandwidth of the light incident on the diffuser—whereas calculation of the 
second brackets term, ( , ) ( , ) ( , ) ( , )x t x t t t1 2 , may require milliseconds or even seconds, 
depending on how rapidly the random phase screen evolves with time. What is essential is that (x, t)
evolves satisfactorily over the duration of the time average. In the terminology of random processes, 
we require that (x, t) goes through a sufficient number of realizations as to provide a good statisti-
cal average of the bracketed quantity. 

The enhanced backscatter phenomenon can be exploited, at least in theory, in the imaging 
of diffuser-obscured objects. Let the mirror in the system of Fig. 1a be replaced by a planar
object with amplitude reflectance r(x), assuming that the incident wave is monochromatic and 
planar. Through an analysis quite similar to that above, one can show that the mutual intensity 
of the doubly-scattered wave field Jds(x1, x2) again contains two components, a coherent one 
and a spatially incoherent one. The coherent component, which can be measured by interfero-
metric means, is proportional to the modulus of the Fresnel transform of the object reflectance 
function18

J rdscoh( , ) /x x
x x

z1 2
2

2
1 2

2

2
(21)

where rz x/ ( )2 , defined by

r rz x
ik x

z
d/ ( ) ( )exp

( )
2

2
(22)

is proportional to the wave field that would result from illuminating the object with a normally 
incident plane wave and propagating the reflected wave a distance z /2. The resulting distribution 
is the object function blurred by Fresnel diffraction. This Fresnel-blurred image is less distinct than 
a normal image of the object; however, it is significantly less blurred than would be a conventional 
image obtained through the diffuser. 

Lau Effect

In the Lau effect, an incoherently illuminated amplitude grating with grating constant d is 
followed by a second identical grating at a distance z0.19 If the second grating is followed by 
a converging spherical lens, fringes appear in the back focal plane of the lens whenever the dis-
tance z0 is an integral multiple of d2/2 . The experimental geometry for observing this effect is 
illustrated in Fig. 2. If white light illumination is used, colored fringes are observed. Although 
the effect can be explained in terms of geometrical optics and scalar diffraction theory,20

a much more elegant explanation results from a straightforward application of coherence 
theory.21–25

The essence of a coherence-based analysis using the mutual intensity function (expressed 
in one-dimensional coordinates for simplicity) is as follows: The incoherently illuminated 
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grating constitutes a periodic spatially incoherent source with period d with an intensity func-
tion described by

I x
x

d
x md

m
0

2
( ) ( )rect (23)

From the van Cittert-Zernike theorem [Eq. (10)] we know that the mutual intensity function of the 
propagated wave field arriving at the second grating can be expressed as

J x x
i

z

x
d

x1 1 2
0

2

2
( , )

exp( )

( )
(rect md

i

z

m
u

x

z

)

exp( )

( )

0

0
2

dd d x
z

x
m z

dm2 2 0

0sinc

(24)

where  denotes the fourier transform operation. The presence of the Dirac delta functions in 
the above expression indicates that the propagated wave reaching the second grating is spatially 
coherent only for transverse separations that are integer multiples of the distance z0 /d. If the 
second grating is treated as a transmissive planar object with a transmission function analytically 
equivalent to the previously defined intensity function I0(x), Eq. (4) can be used to describe the 
mutual intensity of the light leaving the grating, obtaining

J x x
x

d

x

d
x kd x2 1 2

1 2
1

2 2
( , ) , ( ,rect 22

0
2 2

ld

i

z

d

lk

)

exp( )

( )
ssinc

d x
z

x
m z

dm2 0

0

(25)

The first half of the above equation describes a two-dimensionally periodic spatial filter in the 
coherence domain with a period equal to d in both directions acting upon the mutual intensity 
of the light incident upon the grating. Maximum coherence (and hence maximum interference 
fringe-forming capability) is preserved when the period of the one-dimensional Dirac delta 
function in the second half of the equation (i.e., the nonzero coherence components of the 
incident light) is equal to the period of the two-dimensional Dirac delta function describing the 
coherence filter or d z0/d. A grating separation of z0 d2/  meets this condition which is a 
special case of Lau’s more general condition.

Grating 1 Grating 2 Lens
Observation

plane

0

FIGURE 2 Geometry for examination of the Lau effect.
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6.5  IMAGE FORMATION: LUKOSZ-TYPE 
SUPER-RESOLVING SYSTEM 

It was in the analysis of imaging systems that coherence theory saw its first major application. Frits 
Zernike, in his classic 1938 paper on “The concept of degree of coherence and its application to opti-
cal problems,” showed how the mutual coherence function could be employed in the wave-optics 
analysis of systems of lenses and apertures in such a way that modification of the system through 
extension, for example, through the addition of a field lens, did not necessarily require a return to 
the starting point in the analysis, that is, to the source of illumination.16 In this section we illustrate 
the utility of Zernike’s approach through application to a particular super-resolving imaging system.

In the 1960s Lukosz published a pair of papers on super-resolution imaging systems that con-
tinue to interest and intrigue people.26,27 Lukosz-type systems can be used to increase the space-
bandwidth product—in contemporary terms, the number of pixels—that can be transmitted from 
the object plane to the image plane with a system of a given numerical aperture. The intriguing 
nature and popularity of Lukosz-type imaging systems notwithstanding, they are surprisingly dif-
ficult to analyze in detail, and Lukosz’s original papers present challenging reading for one who 
wants to understand quickly just how to model the systems mathematically. We show in this section 
how coherence theory tools can be used to good effect in the analysis of a super-resolution imaging 
system of our invention that is closely related to those described by Lukosz.28 Closely related systems 
are described in Refs. 29 and 30. 

The system of interest, illustrated in Fig. 3, consists of a quasi-monochromatic object, a pair of 
identical time-varying diffusers, a pair of lenses, and a pinhole aperture. The complex wave ampli-
tude following Mask 2 (one-dimensional notation is used for simplicity) for an arbitrary pupil 
(aperture) function is given by

u u3( , ) ( , ) ( , ) ( , ) (x t x t t t h xinc sysM M )d (26)

where hsys(x) is the complex-amplitude point spread function for the imaging system and M(x, t) is 
the complex amplitude transmittance of the masks. The wave field incident on Mask 1 is related to 
the object complex amplitude by uinc(x) uobj(x) hd(x), where hd(x) is the Fresnel kernel appropri-
ate for propagation through a distance d. Because of the dynamic (moving) diffusers and the effect 
of the small aperture, calculation of the corresponding optical intensity tells us virtually nothing 
about the object distribution. The mutual intensity in the output plane, on the other hand, can tell 
us a great deal about the object.

The mutual intensity of the wave incident on Mask 1 contains information about the mutual 
intensity of the object distribution through the relationship:

J x x J x x h x h xd dinc obj( , ) ( , ) ( ) ( )1 2 1 2 1 2 (27)

ApertureMask 1 Mask 2

inc (x, t) 3 (x, t)
f ff fd

Object

P1 P2 P3

FIGURE 3 Geometry for Lukosz-type super-resolution optical system.
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Because of the reversibility of the wave propagation phenomenon (manifested by the absence of 
nulls in the wave propagation transfer function), the mutual intensity of the object may be inferred 
from the mutual intensity of this incident wave field through

J x x J x x h x h xd dobj inc( , ) ( , ) ( ) ( )1 2 1 2 1 2 (28)

It is the nature of the system of Fig. 3 that this information can be transmitted to the 
output plane. As was done in the enhanced backscatter analysis, let the temporal behavior 
of the incident complex wave amplitude and the masks be statistically independent so that 
u uinc inc( , ) ( , ) ( , ) ( , )x t x t x t x tM M . In addition, assume that the masks are statistically homoge-

nous random phase screens that satisfy the fourth-moment theorem, as reflected by Eq. (14), so that 
the time average with respect to the diffusers within the integral simplifies to a product of second-
order moments and the autocorrelation function of the mask is sufficiently narrow that it can be 
modeled by a delta function within an integral.31 Exploiting these conditions and exploiting the 
sifting property of the delta function, we can calculate the mutual intensity of the wave immediately 
following the second mask, that is, in plane 3: 

J x x J x x
x x

f3 1 2
2

1 2
1 2

2

( , ) ( , ) ˆ
inc P

( ) ( ) ˆ ˆx x I
x

f

x
1 2

1 2
inc P P

f
d

(29)

where (x) is the autocorrelation of the mask function and where Iinc is the optical intensity of the 
incident wave field.

The first term on the right in this equation is proportional to | ˆ()|P 2, the modulus of the imaging sys-
tem impulse response (P̂ denotes the Fourier transform of the pupil function associated with the aper-
ture), times the mutual intensity of the wave field incident on Mask 1. The second term corresponds to a 
spatially incoherent wave field. Through interferometric measurements, it is possible to infer the mutual 
intensity of the incident wave field, that is, to determine Jinc and thus Jobj.

6.6  EFFICIENT SAMPLING OF COHERENCE FUNCTIONS

Several schemes for optical imaging rely on the measurement or transmission of the spa-
tiotemporal coherence function produced at an aperture by the waves from a distant 
object.32,33 If the object is planar and spatially incoherent, this coherence function, described 
by the van Cittert-Zernike theorem,34 is, to within a known quadratic phase factor, a function 
of the vector separation ( x, y) between pairs of points in the measurement plane, as illus-
trated in Eq. (10). As a consequence, the number of measurements required to characterize 
the function in a Nyquist sense is comparatively small. It is not necessary to sample the optical 
wave field at all possible pairs of points on a grid but, rather, only at a single pair of points for 
a given spacing ( x, y). For nonplanar objects, on the other hand, the coherence function 
has a more general form,35 and the number of samples required of the coherence function 
necessarily increases. In order to keep the measurement time as small as possible, an efficient 
sampling strategy is desirable.

Nonuniform sampling grids have been shown to reduce the total number of samples required 
to unambiguously characterize the complex amplitude associated with a quasi-monochromatic 
optical wave field in certain cases.36,37 In the following analysis it is shown that a nonuniform 
sampling scheme can also be effectively applied to the problem of sampling the mutual intensity 
produced in an aperture by a quasi-monochromatic, spatially incoherent three-dimensional 
object distribution. The analysis presented is of brief out of necessity, missing details being pre-
sented elsewhere.38
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The source object, described by optical intensity I(x, z), is assumed to be contained within a 
rectangular area of transverse width Wx and longitudinal depth Wz centered about the origin of the 
coordinate system, as shown in Fig. 4 (only one transverse dimension is considered for simplic-
ity, extension to two being straightforward). If Fresnel-regime conditions are satisfied, the mutual 
intensity in the measurement plane can be shown to be given by the equation

J x x
z

I j
z

x( , )
( )

( , )exp
( )

( )1 2 1
21

(( )x d d2
2 (30)

This function is conveniently expressed in terms of parameters x x x( )1 2 2/  and x x x( )1 2 ,
with the result

J x x
z

I j
x

z
x( , )

( )
( , )exp

( )
( )

1 2
d d (31)

Criteria for both uniform and nonuniform sampling of this function are most easily determined 
if it is Fourier transformed, once with respect to the sample separation x and once with respect to 
sample-pair center coordinate x :

ˆ ( , )
( )

( , )
( )
( )

J x
z

I
x
zx

1
d d (32)

ˆ ( , )
( )

( , )exp
( )

J v x
z

I j
x

zx

1 2
v

x
z

d d
( )

(33)

If the finite support of the object in x and z is taken into account, these functions can be shown to 
have regions of support bounded by lines given by the equations

1
2 2 2

1

z
W

x
W x

z
Wz x z

1

(34)

For distances z satisfying the condition z Wx, the corresponding information bandwidths are well 
approximated by the expressions

B
W

z
x B

W x

z
z

2
(35)

x
x

Wx

Wz

I x, z

D

FIGURE 4 The optical coherence of the wave field generated by the source inten-
sity distribution I(x, z) is sampled in a plane some distance away from the center of the 
rectangular area bounding I(x, z).
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A straightforward analysis based on the standard Nyquist criterion shows that uniform sample loca-
tions should be located according to the equations (letting D denote the size of the aperture in the 
measurement plane)

x
m z

D
x

n z
D Wm n

x2
 (36)

whereas a generalized Nyquist analysis, appropriate for nonuniform sampling, yields the results

x
mW z

nW
x

n z
Wm n

x

z
n

x
, (37)

where the double subscripts m, n denote the sample order. The number of samples required is found 
by counting all valid indices (m,n), given the extent D of the measurement area. A comparison of the 
two sampling regimes shows that nonuniform sampling reduces the number of samples required by 
a factor [( )( )]1 1 2 1D W D zx/ /  and that the minimum separation between measurement points is 
increased by a factor ( )1 D Wx/ . This latter difference is beneficial because a constraint on the mea-
surement apparatus is relaxed. Numerical demonstration based on system specifications given in 
Ref. 35 yields excellent results.

6.7  AN EXAMPLE OF WHEN NOT TO USE 
COHERENCE THEORY

Coherence theory can provide an extremely valuable and sometimes indispensible tool in the 
analysis of certain phenomena. On the other hand, it can be applied unnecessarily to certain opti-
cal systems where it tends to obfuscate rather than clarify system operation. An example is given 
by the Koehler-illumination imaging system modeled in Fig. 5. In this system, a uniform, spatially 
incoherent source is imaged by condenser lens 1 into the pupil plane of the imaging optics, the lat-
ter formed by lenses 2 and 3. Beginning with the source distribution, one can calculate, through 
a succession of operations based on relationships presented in Sec. 6.3, the coherence functions 
appropriate for the object plane, the pupil plane, and the image plane. The effect on the irradiance 
distributions in these planes can through this means be investigated. But is this the best way to pro-
ceed? In fact, if only the image-plane irradiance is of ultimate interest, it is not, the method being 
unnecessarily complicated.

Frits Zernike made an important but sometimes forgotten observation in his 1938 paper on the 
concept of the degree of coherence.16 A coherence-function–based analysis of a system consisting of a 
cascade of subsystems, such as that just considered, can be advantageous if an objective is to calculate 
the irradiance of the wave field in more than a single plane. Thus, with regard to the system of Fig. 5, 
if calculations of the object illumination, the pupil-plane irradiance, and the image distribution are all 

FIGURE 5 Koehler-illumination imaging model.

x y

o x y
I x y

Is x y

xs

f f f f f f

DO
 N

OT
 D

UP
LI

CA
TE



COHERENCE THEORY: TOOLS AND APPLICATIONS  6.13

desired, then, assuming a quasi-monochromatic source, an analysis based on the plane-to-plane propa-
gation of the mutual intensity of the light is the proper choice. In each plane of interest, the irradiance 
can be calculated from the mutual intensity without loss of the ability to propagate that mutual intensity 
function further in the system. If, on the other hand, the objective is simply the calculation of the image-
plane irradiance distribution, given the source, object, and pupil functions, then, so long as the source 
is spatially incoherent, the precoherence theory approach to analysis is preferable. The image plane 
irradiance produced by light from a single source point is calculated, with an integration over the source 
distribution following. In many cases, this form of analysis provides greater insight into the operation 
of the system under investigation. For example, in the case of Koehler illumination, it shows that the 
source distribution should be uniform and that its image should overfill the aperture stop (pupil) by an 
amount proportional to the spatial-frequency bandwidth of the object wave amplitude transmittance 
function. Such insight is not readily available through a coherence-theory–based analysis. 

6.8 CONCLUDING REMARKS

Some important points are summarized here:

1. Although it often appears in the analysis of optical systems, the complex amplitude associated 
with an optical wave field cannot be measured directly because of the very high frequencies of 
the wave field oscillations.

2. The optical intensity of the wave, which involves a time average, can be measured.

3. The mutual intensity of the wave can also be determined from measurements made using an 
interferometer.

4. Knowledge of the optical intensity of the wave in a given plane of an optical system does not, in 
general allow calculation of the mutual intensity and/or optical intensity of the wave in subse-
quent planes. (An exception is when the wave in that plane is spatially incoherent.)

5. By way of contrast, knowledge of the mutual intensity of the wave in a given plane does allow 
calculation of the mutual intensity and/or the optical intensity of the wave in subsequent planes.

6. If circular complex gaussian statistics for the wave field can be assumed, third- and higher-order 
moments of the wave field can be inferred from the second-order statistics—that is, from the 
mutual intensity—of the wave.11,31

Taken together, these statements imply that the mutual intensity of the quasi-monochromatic wave 
field in an optical system conveys all of the information that is measurable—and, in a valid sense, 
meaningful—through the system. Restating point (5) from this perspective, if the mutual intensity 
of a wave in one plane of an optical system is known, the mutual intensity—and, hence, the infor-
mation content of the wave—can be determined in subsequent planes of that system. 
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SCATTERING BY PARTICLES

Craig F. Bohren
Pennsylvania State University
University Park, Pennsylvania

7.1 GLOSSARY

a radius

an, bn scattering coefficients

C cross section

Dn logarithmic derivative, d d n/ [ln ( )]

E Electric field strength

ex unit vector in the x direction

f N

G projected particle area

h thickness

I irradiance

I, Q, U, V Stokes parameters

j running index

k imaginary part of the refractive index, 2 /

m relative complex refractive index

N number

n running index

Pn associated Legendre functions of the first kind

p phase function, normalized differential scattering cross section

Q efficiencies or efficiency factors

r distance

S element of the amplitude-scattering matrix

volume

W power

X scattering amplitude
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x size parameter, ka

absorption coefficient

angle

wavelength

n
Pn

1/sin

n
dP dn

1/

, Riccati-Bessel functions

solid angle

radian frequency

|| Parallel

perpendicular

Re real part of

Subscripts

abs absorbed

ext extinction

sca scattered

7.2 INTRODUCTION

Light scattering by particles plays starring and supporting roles on a variety of stages: astronomy, 
cell biology, colloid chemistry, combustion engineering, heat transfer, meteorology, paint technol-
ogy, solid-state physics—the list is almost endless. The best evidence of the catholicity of scattering 
by particles is the many journals that publish papers about it.

Scattering by single particles is the subject of monographs by van de Hulst,1 Deirmendjian,2 Kerker,3

Bayvel and Jones,4 Bohren and Huffman,5 Barber and Hill,6 and of a collection edited by Kerker.7 Two 
similar collections contain papers on scattering by atmospheric particles8 and by chiral particles9 (ones 
not superposable on their mirror images); scattering by chiral particles is also treated by Lakhtakia 
et al.10 Papers on scattering by particles are included in collections edited by Gouesbet and Gréhan11

and by Barber and Chang.12 Within this Handbook scattering by particles is touched upon in Chap. 9, 
“Volume Scattering in Random Media,” in this volume and Chap. 3, “Atmospheric Optics,” in Vol. V. A 
grand feast is available for those with the juices to digest it. What follows is a mere snack.

A particle is an aggregation of sufficiently many molecules that it can be described adequately 
in macroscopic terms (i.e., by constitutive parameters such as permittivity and permeability). It is 
a more or less well-defined entity unlike, say, a density fluctuation in a gas or a liquid. Single mole-
cules are not particles, even though scattering by them is in some ways similar (for a clear but dated 
discussion of molecular scattering, see Martin13).

Scattering by single particles is discussed mostly in the wave language of light, although mul-
tiple scattering by incoherent arrays of many particles can be discussed intelligibly in the photon 
language. The distinction between single and multiple scattering is observed more readily on paper 
than in laboratories and in nature. Strict single scattering can exist only in a boundless void con-
taining a lone scatterer illuminated by a remote source, although single scattering often is attained 
to a high degree of approximation. A distinction made less frequently is that between scattering by 
coherent and incoherent arrays. In treating scattering by coherent arrays, the wave nature of light 
cannot be ignored: phases must be taken into account. But in treating scattering by incoherent 
arrays, phases may be ignored.

Pure water is a coherent array of water molecules; a cloud is an incoherent array of water drop-
lets. In neither of these arrays is multiple scattering negligible, although the theories used to describe 
them may not explicitly invoke it.
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The distinction between incoherent and coherent arrays is not absolute. Although a cloud of 
water droplets is usually considered to be an incoherent array, it is not such an array for scattering 
in the forward direction. And although most of the light scattered by pure water is accounted for 
by the laws of specular reflection and refraction, it also scatters light—weakly yet measurably—in 
directions not accounted for by these laws.13

A single particle is itself a coherent array of many molecules, but can be part of an incoherent 
array of many particles, scattering collectively in such a way that the phases of the waves scattered 
by each one individually are washed out. Although this section is devoted to single scattering, it 
must be kept in mind that multiple scattering is not always negligible and is not just scaled-up 
single scattering. Multiple scattering gives rise to phenomena inexplicable by single-scattering 
arguments.14

7.3 SCATTERING: AN OVERVIEW

Why is light scattered? No single answer will be satisfactory to everyone, yet because scattering by 
particles has been amenable to treatment mostly by classical electromagnetic theory, our answer lies 
within this theory.

Although palpable matter may appear to be continuous and is often electrically neutral, it 
is composed of discrete electric charges. Light is an oscillating electromagnetic field, which can 
excite the charges in matter to oscillate. Oscillating charges radiate electromagnetic waves, a 
fundamental property of such charges with its origins in the finite speed of light. These radi-
ated electromagnetic waves are scattered waves, waves excited or driven by a source external to 
the scatterer: an incident wave from the source excites secondary waves from the scatterer; the 
superposition of all these waves is what is observed. If the frequency of the secondary waves is 
(approximately) that of the source, these waves are said to be elastically scattered (the term coherently 
scattered is also used).

Scientific knowledge grows like the accumulation of bric-a-brac in a vast and disorderly closet 
in a house kept by a sloven. Few are the attempts at ridding the closet of rusty or obsolete gear, at 
throwing out redundant equipment, at putting things in order. For example, spurious distinctions 
are still made between reflection, refraction, scattering, interference, and diffraction despite centu-
ries of accumulated knowledge about the nature of light and matter.

Countless students have been told that specular reflection is localized at smooth surfaces, and 
that photons somehow rebound from them. Yet this interpretation is shaky given that even the 
smoothest surface attainable is, on the scale of a photon, as wrinkled as the back of a cowboy’s neck. 
Photons conceived of as tiny balls would be scattered in all directions by such a surface, for which it 
is difficult even to define what is meant by an angle of incidence.

Why do we think of reflection occurring at surfaces rather than because of them whereas we 
usually do not think of scattering by particles in this way? One reason is that we can see the surfaces 
of mirrors and ponds. Another is the dead hand of traditional approaches to the laws of specular 
reflection and refraction.

The empirical approach arrives at these laws as purely geometrical summaries of what is observed—
and a discreet silence is maintained about underlying causes. The second approach is by way of con-
tinuum electromagnetic theory: reflected and refracted fields satisfy the Maxwell equations. Perhaps 
because this approach, which also yields the Fresnel formulas, entails the solution of a boundary-
value problem, reflected and refracted fields are mistakenly thought to originate from boundaries 
rather than from all the illuminated matter they enclose. This second approach comes to grips with 
the nature of light but not of matter, which is treated as continuous. The third approach is to explicitly 
recognize that reflection and refraction are consequences of scattering by discrete matter. Although 
this scattering interpretation was developed by Paul Ewald and Carl Wilhelm Oseen early in this 
century, it has diffused with glacial slowness. According to this interpretation, when the optically 
smooth interface between optically homogeneous dissimilar media is illuminated, the reflected and 
refracted waves are superpositions of vast numbers of secondary waves excited by the incident wave. 
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Thus reflected and refracted light is, at heart, an interference pattern of scattered light. Doyle15

showed that although the Fresnel equations are obtained from macroscopic electromagnetic theory, 
they can be dissected to reveal their microscopic underpinnings.

No optics textbook would be complete without sections on interference and diffraction, a dis-
tinction without a difference: there is no diffraction without interference. Moreover, diffraction is 
encumbered with many meanings. Van de Hulst1 lists several: small deviations from rectilinear 
propagation; wave motion in the presence of an obstacle; scattering by a flat particle such as a disk; 
an integral relation for a function satisfying the wave equation. To these may be added scattering near 
the forward direction and by a periodic array.

Van de Hulst stops short of pointing out that a term with so many meanings has no meaning. 
Even the etymology of diffraction is of little help: it comes from a Latin root meaning to break.

There is no fundamental distinction between diffraction and scattering. Born and Wolf 16 refer to 
scattering by a sphere as diffraction by a sphere. I leave it as a penance for the reader to devise an 
experiment to determine whether a sphere scatters light or diffracts it.

The only meaningful distinction is that between approximate theories. Diffraction theories 
obtain answers at the expense of obscuring the physics of the interaction of light with matter. For 
example, an illuminated slit in an opaque screen may be the mathematical source but it is not the 
physical source of a diffraction pattern. Only the screen can give rise to secondary waves that yield 
the observed pattern. Yet generations of students have been taught that empty space is the source of 
the radiation diffracted by a slit. To befuddle them even more, they also have been taught that two 
slits give an interference pattern whereas one slit gives a diffraction pattern.

If we can construct a mathematical theory (diffraction theory) that enables us to avoid having to 
explicitly consider the nature of matter, all to the good. But this mathematical theory and its quantita-
tive successes should not blind us to the fact that we are pretending. Sometimes this pretense cannot 
be maintained, and when this happens a finger is mistakenly pointed at “anomalies,” whereas what 
is truly anomalous is that a theory so devoid of physical content could ever give adequate results.

A distinction must be made between a physical process and the superficially different theories used 
to describe it. There is no fundamental difference between specular reflection and refraction by 
films, diffraction by slits, and scattering by particles. All are consequences of light interacting 
with matter. They differ only in their geometries and the approximate theories that are sufficient for 
their quantitative description. The different terms used to describe them are encrustations deposited 
during the slow evolution of our understanding of light and matter.

7.4  SCATTERING BY PARTICLES: BASIC CONCEPTS 
AND TERMINOLOGY

A single particle can be considered a collection of tiny dipolar antennas driven to radiate (scatter) 
by an incident oscillating electric field. Scattering by such a coherent array of antennas depends on 
its size and shape, the observation angle (scattering angle), the response of the individual antennas 
(composition), and the polarization state and frequency of the incident wave. Geometry, composi-
tion, and the properties of the illumination are the determinants of scattering by particles.

Perhaps the only real difference between optics and electrical engineering is that electrical engi-
neers can measure amplitudes and phases of fields whereas the primary observable quantity in 
optics is the time-averaged Poynting vector (irradiance), an amplitude squared. Several secondary 
observables are inferred from measurements of this primary observable. Consider, for example, a 
single particle illuminated by a beam with irradiance Ii. The total power scattered by this particle is 
Wsca. Within the realm of linear optics, the scattered power is proportional to the incident irradi-
ance. This proportionality can be transformed into an equality by means of a factor Csca:

W C Iisca sca
(1)

For Eq. (1) to be dimensionally homogeneous Csca must have the dimensions of area, hence Csca has 
acquired the name scattering cross section.
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Particles absorb as well as scatter electromagnetic radiation. The rate of absorption Wabs by an 
illuminated particle, like scattered power, is proportional to the incident irradiance:

W C Iiabs abs
(2)

where Cabs is the absorption cross section. The sum of these cross sections is the extinction cross 
section:

C C Cext sca abs
(3)

Implicit in these definitions of cross sections is the assumption that the irradiance of the incident 
light is constant over lateral dimensions large compared with the size of the illuminated particle. 
This condition is necessarily satisfied by a plane wave infinite in lateral extent, which, much more 
often than not, is the source of illumination in light-scattering theories.

The extinction cross section can be determined (in principle) by measuring transmission by a 
slab populated by N identical particles per unit volume. Provided that multiple scattering is negli-
gible, the incident and transmitted irradiances Ii and It are related by

I I et i
NC hext (4)

where h is the thickness of the slab. Only the sum of scattering and absorption can be obtained 
from transmission measurements. To separate extinction into its components requires additional 
measurements.

Equation (4) requires that all particles in the slab be identical. They are different if they differ 
in size, shape, composition, or orientation (incident beams are different if they differ in wave-
length or polarization state). Equation (4) is generalized to a distribution of particles by replacing 
NCext with

N Cj j
j

ext,
(5)

where j denotes all parameters distinguishing one particle from another.
Instead of cross sections, normalized cross sections called efficiencies or efficiency factors, Qsca,

Qabs, and Qext, often are presented. The normalizing factor is the particle’s area G projected onto a 
plane perpendicular to the incident beam. No significance should be attached to efficiency used as 
shorthand for normalized cross section. The normalization factor is arbitrary. It could just as well 
be the total area of the particle or, to honor Lord Rayleigh, the area of his thumbnail.

Proper efficiencies ought to be less than unity, whereas efficiencies for scattering, absorption, 
and extinction are not so constrained. Moreover, some particles—soot aggregates, for example—do 
not have well-defined cross-sectional areas. Such particles have cross sections for scattering and 
absorption but the corresponding efficiencies are nebulous.

If any quantity deserves the designation efficiency it is the cross section per particle volume .
Equation (4) can be rewritten to display this:

I I et i
f h C( )ext / (6)

where f N  is the total volume of particles per unit slab volume. For a given particle loading, 
specified by f h (volume of particles per unit slab area), transmission is a minimum when Cext/  is a 
maximum.

Each way of displaying extinction (or scattering) versus particle size or wavelength of the 
incident beam tells a different story. This is illustrated in Fig. 1, which shows the scattering cross 
section, scattering efficiency, and scattering cross section per unit volume of a silicate sphere in 
air illuminated by visible light. These curves were obtained with van de Hulst’s simple anomalous 
diffraction approximation1 (all that is anomalous about it is that it gives such good results). Each 
curve yields a different answer to the question, what size particle is most efficient at scattering 
light? And comparison of Figs. 1c and 2 shows that scattering by a particle and specular reflection 
are similar.
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7.6  PHYSICAL OPTICS

0
0

10

20

30

40

50

60

70

80

90

100

1 2

Radius ( m)

(a)

(b)

Sc
at

te
ri

n
g 

cr
os

s 
se

ct
io

n

3 4

0
0

4

3

2

1

1 2

Radius ( m)

Sc
at

te
ri

n
g 

ef
fi

ci
en

cy

3 4

FIGURE 1 Scattering of visible light by a silicate sphere calculated using the 
anomalous diffraction approximation: (a) scattering cross section; (b) scattering 
efficiency (cross section normalized by projected area); and (c) volumetric scatter-
ing cross section (cross section per unit particle volume).
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SCATTERING BY PARTICLES 7.7

FIGURE 1 (Continued)

FIGURE 2 Reflected power per unit incident irradiance and unit volume 
of a silicate slab normally illuminated by visible light (reflectance divided by slab 
thickness).
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7.8  PHYSICAL OPTICS

At sufficiently large distances r from a scatterer of bounded extent, the scattered field Es decreases 
inversely with distance and is transverse:

E Xs

ik r ze
ikr

E kr~ ( )
( )

1 (7)

where k 2 /  is the wave number of the incident plane harmonic wave E ei xE , E E0 exp(ikz)
propagating along the z axis. The vector-scattering amplitude is written as X as a reminder that the 
incident wave is linearly polarized along the x axis. Here and elsewhere the time-dependent factor 
exp( i t) is omitted.

The extinction cross section is related in a simple way to the scattering amplitude;

C
k xext

4
2 0Re{( ) }X e (8)

This remarkable result, often called the optical theorem, implies that plane-wave extinction depends 
only on scattering in the forward direction 0, which seems to contradict the interpretation of 
extinction as the sum of scattering in all directions and absorption. Yet extinction has two interpre-
tations, the second manifest in the optical theorem: extinction is interference between incident and 
forward-scattered waves.

The scattering cross section is also obtained from the vector-scattering amplitude by an integra-
tion over all directions:

C
k

dsca

| |X 2

24
(9)

At wavelengths far from strong absorption bands, the scattering cross section of a particle 
small compared with the wavelength satisfies (approximately)

C kasca

2

4
0( ) (10)

where a is a characteristic linear dimension of the particle. This result was first obtained by Lord 
Rayleigh in 1871 by dimensional analysis (his paper is included in Ref. 8).

The extinction cross section of a particle large compared with the wavelength approaches the 
limit

C G kaext 2 ( ) (11)

The fact that Cext approaches twice G instead of G is sometimes called the extinction paradox. This 
alleged paradox arises from the expectation that geometrical optics should become a better approxi-
mation as a particle becomes larger. But all particles have edges because of which extinction by 
them always has a component unaccounted for by geometrical optics. This additional component, 
however, may not be observed because it is associated with light scattered very near the forward 
direction and because all detectors have finite acceptance angles. Measured extinction is theoretical 
extinction reduced by the scattered light collected by the detector.

No particle scatters light equally in all directions; isotropic scatterers exist only in the dreams of 
inept theorists. The angular dependence of scattering can be specified by the differential scattering 
cross section, written symbolically as dC dsca /  as a reminder that the total scattering cross section is 
obtained from it by integrating over all directions:

C
dC

d
dsca

sca

4
(12)

The normalized differential scattering cross section p

p
C

dC

d
1

sca

sca (13)
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SCATTERING BY PARTICLES 7.9

is sometimes called the phase function. This coinage of astronomers (after the phases of astronomi-
cal bodies) confuses those who are perplexed by phase attached to a quantity from which phase in 
the usual optical sense is absent. To add to the confusion, the phase function is sometimes normal-
ized to 4  instead of to unity.

A salient characteristic of scattering by particles is strong forward-backward asymmetry. Small 
metallic particles at far infrared wavelengths provide one of the few examples in which backscat-
tering is larger than forward scattering. Except for very small particles, scattering is peaked in the 
forward direction; the larger the particle, the sharper the peak. Examples are given in Fig. 3, which 
shows differential scattering cross sections for unpolarized visible light illuminating spheres of vari-
ous radii. These curves were obtained using the Rayleigh-Gans approximation,1,3,5 valid for particles 
optically similar to the surrounding medium. Forward scattering is much greater than backscatter-
ing even for a sphere as small as 0.2 m.

A simple explanation of forward-backward asymmetry follows from the model of a scatterer as 
an array of N antennas. If we ignore mutual excitation (the antennas are excited solely by the exter-
nal source), the total scattered field is the sum of N fields, the phases of which, in general, are differ-
ent except in the forward direction. Scattering by noninteracting scatterers in this direction—and 
only in this direction—is in-phase regardless of their separation and the wavelength of the source. 
Thus as N increases, the scattered irradiance increases more rapidly in the forward direction than in 
any other direction.

Particles are miniature polarizers and retarders: they scatter differently the orthogonal compo-
nents into which incident fields can be resolved. Similarly, an optically smooth surface can be both 
a polarizer and retarder. Just as polarization changes upon reflection are described by decomposing 
electric fields into components parallel and perpendicular to the plane of incidence, it is convenient 
to introduce a scattering plane, defined by the directions of the incident and scattered waves, for 
describing scattering by particles.

The incident plane wave is transverse, as is the scattered field at large distances. Thus these fields 
can be decomposed into two orthogonal components, one parallel, the other perpendicular to the 
scattering plane. The orthonormal basis vectors are denoted by e|| and e  and form a right-handed 

FIGURE 3 Scattering of unpolarized visible light by spheres of radii 0.01, 
0.1, and 0.2 m calculated according to the Rayleigh-Gans approximation.
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7.10  PHYSICAL OPTICS

triad with the direction of propagation ep (of either the incident or scattered waves): e xe|| ep.
Incident and scattered fields are specified relative to different basis vectors. With this decomposition 
the relation between fields can be written1,5

E

E ikr

S S

S S

Es

s

ik r z
||

( )
||e 2 3

4 1

ii

iE
(14)

where i and s denote incident and scattered, respectively. The elements of this amplitude scattering 
matrix (or Jones matrix) are complex-valued functions of the scattering direction.

If a single particle is illuminated by completely polarized light, the scattered light is also com-
pletely polarized but possibly differently from the incident light, and differently in different direc-
tions. An example is given in Fig. 4, which shows vibration ellipses of light scattered by a small 
sphere. The polarization state of the scattered light varies from right-circular (the polarization state 
of the incident light) in the forward direction, to linear (perpendicular to the scattering plane) at 
90 , to left-circular in the backward direction.

Just as unpolarized light can become partially polarized upon specular reflection, scattering 
of unpolarized light by particles can yield partially polarized light varying in degree and state of 
polarization in different directions. Unlike specular reflection, however, an ensemble of particles 
can transform completely polarized incident light into partially polarized scattered light if all the 
particles are not identical.

Transformations of polarized light upon scattering by particles are described most conveniently 
by the scattering matrix (or Mueller matrix) relating scattered to incident Stokes parameters:1,5

I

Q

U

V
k r

S S S S

S S
s

s

s

s

1
2 2

11 12 13 14

21 222 23 24

31 32 33 34

41 42 43 44

S S

S S S S

S S S S

I

Q

U

V

i

i

i

i

(15)

The scattering matrix elements Sij for a single particle are functions of the amplitude-scattering 
matrix elements. Only seven of these elements are independent, corresponding to the four ampli-
tudes and three phase differences of the Sj.

The scattering matrix for an ensemble of particles is the sum of matrices for each of them 
provided they are separated by sufficiently large random distances. Although all 16 matrix elements 
for an ensemble can be nonzero and different, symmetry reduces the number of matrix ele-
ments. For example, the scattering matrix for a rotationally and mirror symmetric ensemble has 
the form

S S
S S

S S

S S

11 12

12 22

33 34

34 44

0 0
0 0

0 0

0 0

(16)

FIGURE 4 Vibration ellipses at various scattering angles for light scattered by a sphere much smaller 
than the wavelength of the incident right-circularly polarized light.
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SCATTERING BY PARTICLES 7.11

7.5 SCATTERING BY AN ISOTROPIC, HOMOGENEOUS 
SPHERE: THE ARCHETYPE

An isotropic, homogeneous sphere is the simplest finite particle, the theory of scattering to which is 
attached the name of Gustav Mie.17 So firm is this attachment that in defiance of logic and history 
every particle under the sun has been dubbed a “Mie scatterer,” and Mie scattering has been promoted 
from a particular theory of limited applicability to the unearned rank of general scattering process.

Mie was not the first to solve the problem of scattering by an arbitrary sphere.18 It would be more 
correct to say that he was the last. He gave his solution in recognizably modern notation and also 
addressed a real problem: the colors of colloidal gold. For these reasons, his name is attached to the 
sphere-scattering problem even though he had illustrious predecessors, most notably Lorenz.19 This 
is an example in which eponymous recognition has gone to the last discoverer rather than to the first.

Mie scattering is not a physical process; Mie theory is one theory among many. It isn’t even exact 
because it is based on continuum electromagnetic theory and on illumination by a plane wave infi-
nite in lateral extent.

Scattering by a sphere can be determined using various approximations and methods bearing 
little resemblance to Mie theory: Fraunhofer theory, geometrical optics, anomalous diffraction, 
coupled-dipole method, T-matrix method, etc. Thus, is a sphere a Mie scatterer or an anomalous dif-
fraction scatterer or a coupled-dipole scatterer? The possibilities are endless. When a physical process 
can be described by several different theories, it is inadvisable to attach the name of one of them to it.

There is no distinct boundary between so-called Mie and Rayleigh scatterers. Mie theory 
includes Rayleigh theory, which is a limiting theory strictly applicable only as the size of the par-
ticle shrinks to zero. Even for spheres uncritically labeled “Rayleigh spheres,” there are always 
deviations between the Rayleigh and Mie theories. By hobbling one’s thinking with a supposed 
sharp boundary between Rayleigh and Mie scattering, one risks throwing some interesting physics 
out the window. Whether a particle is a Mie or Rayleigh scatterer is not absolute. A particle may 
be graduated from Rayleigh to Mie status merely by a change of wavelength of the illumination.

One often encounters statements about Mie scattering by cylinders, spheroids, and other non-
spherical particles. Judged historically, these statements are nonsense: Mie never considered any 
particles other than homogeneous spheres.

Logic would seem to demand that if a particle is a Mie scatterer, then Mie theory can be applied to 
scattering by it. This fallacious notion has caused and will continue to cause mischief, and is probably 
the best reason for ceasing to refer to Mie particles or Mie scatterers. Using Mie theory for particles 
other than spheres is risky, especially for computing scattering toward the backward direction.

More often than not, a better term than Mie or Rayleigh scattering is available. If the scatterers are 
molecules, molecular scattering is better than Rayleigh scattering (itself an imprecise term):20 the former 
term refers to an agent, the latter to a theory. Mie scatterer is just a needlessly aristocratic name for a 
humble sphere. Wherever Mie scatterer is replaced with sphere, the result is clearer. If qualifications are 
needed, one can add small or large compared with the wavelength or comparable to the wavelength.

Briefly, the solution to the problem of scattering by an arbitrary homogeneous sphere illumi-
nated by a plane wave can be obtained by expanding the incident, scattered, and internal fields in 
a series of vector-spherical harmonics. The coefficients of these expansion functions are chosen so 
that the tangential components of the electric and magnetic fields are continuous across the surface 
of the sphere. Thus this scattering problem is formally identical to reflection and refraction because 
of interfaces, although the sphere problem is more complicated because the scattered and internal 
fields are not plane waves.

Observable quantities are expressed in terms of the coefficients an and bn in the expansions of the 
scattered fields. For example, the cross sections are infinite series:

C
k

n a bn n
n

ext

2
2 1

2
1

( )Re{ } (17)

C
k

n a bn n
n

sca

2
2 1

2
2 2

1

( )(| | | | ) (18)
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7.12  PHYSICAL OPTICS

If the permeability of the sphere and its surroundings are the same, the scattering coefficients can be 
written

a
D mx m n x x x

D mx m n xn
n n n

n

[ ( ) ] ( ) ( )

[ ( )

/ /

/ /
1

]] ( ) ( )n nx x1

(19)

b
mD mx n x x x

mD mx n xn
n n n

n

[ ( ) ] ( ) ( )

[ ( ) ]

/

/
1

nn nx x( ) ( )1

(20)

n and n are Riccati-Bessel functions and the logarithmic derivative

D
d

dn n( ) ( )ln (21)

The size parameter x is ka, where a is the radius of the sphere and k is the wavenumber of the inci-
dent light in the surrounding medium, and m is the complex refractive index of the sphere relative 
to that of this (nonabsorbing) medium. Equations (19) and (20) are one of the many ways of writ-
ing the scattering coefficients, some of which are more suited to computations than others.

During the Great Depression mathematicians were put to work computing tables of trigonomet-
ric and other functions. The results of their labors now gather dust in libraries. Today, these tables 
could be generated more accurately in minutes on a pocket calculator. A similar fate has befallen 
Mie calculations. Before fast computers were inexpensive, tables of scattering functions for limited 
ranges of size parameter and refractive index were published. Today, these tables could be gener-
ated in minutes on a personal computer. The moral is to give algorithms rather than only tables of 
results, which are mostly useless except as checks for someone developing and testing algorithms.

These days it is not necessary to reinvent the sphere: documented Mie programs are readily 
available. The first widely circulated program was published as an IBM report by Dave in 1968, 
although it no longer seems to be available. A Mie program is given in Ref. 5. Reference 6 includes 
a diskette containing scattering programs for spheres (and other particles). Wiscombe21,22 suggested 
techniques for increasing the speed of computations, as did Lentz,23 whose method makes use of 
continued fractions. Wang and van de Hulst24 recently compared various scattering programs.

The primary tasks in Mie calculations are computing the functions in Eqs. (19) and (20) and 
summing series like Eqs. (17) and (18). Bessel functions are computed by recurrence. The logarith-
mic derivative, the argument of which can be complex, is usually computed by downward recur-
rence. n(x) and n(x) can be computed by upward recurrence if one does not generate more orders 
than are needed for convergence, approximately the size parameter x. When a program with no 
logical errors falls ill, it often can be cured by promoting variables from single to double precision.

Cross sections versus radius or wavelength convey physical information; efficiencies versus size 
parameter convey mathematical information. The size parameter is a variable with less physical 
content than its components, the whole being less than the sum of its parts. Moreover, cross section 
versus size parameter (or its inverse) is not equivalent to cross section versus wavelength. Except 
in the fantasy world of naive modelers, refractive indices vary with wavelength, and the Mie coef-
ficients depend on x and m, wavelength being explicit in the first and implicit in the second.

The complex refractive index is written dozens of different ways, one of which is n + ik (despite 
the risk of confusing the imaginary part with the wavenumber). The quantities n and k are called 
optical constants. But just as the Lord Privy Seal is neither a lord nor a privy nor a seal, optical con-
stants are neither optical nor constant.

Few quantities in optics are more shrouded in myth and misconception than the complex refrac-
tive index. The real part for any medium is often defined as the ratio of the velocity of light c in free 
space to the phase velocity in the medium. This definition, together with notions that nothing can 
go faster than c, has engendered the widespread misconception that n must be greater than unity. 
But n can take on any value, even zero. The phase velocity is not the velocity of any palpable object 
or of any signal, hence is not subject to speed limits enforced by the special relativity police. The least 
physically relevant property of a refractive index is that it is a ratio of phase velocities. A refractive 
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SCATTERING BY PARTICLES 7.13

index is a response function (or better, is simply related to response functions such as permittivity 
and permeability): it is a macroscopic manifestation of the microscopic response of matter to a peri-
odic driving force.

When we turn to the imaginary part of the refractive index, we enter a ballroom in which com-
mon sense is checked at the door. It has been asserted countless times that an imaginary index of, 
say, 0.01 corresponds to a weakly absorbing medium (at visible and near-visible wavelengths). Such 
assertions are best exploded by expressing k in a more physically transparent way. The absorption 
coefficient  is

4 k
(22)

The inverse of  is the e-folding distance (or skin depth), the distance over which the irradiance of 
light propagating in an unbounded medium decreases by a factor of e. At visible wavelengths, the 
e-folding distance corresponding to k 0.01 is about 5 m. A thin sliver of such an allegedly weakly 
absorbing material would be opaque.

When can a particle (or any object) be said to be strongly absorbing? A necessary condition is 
that d 1, where d is a characteristic linear dimension of the object. But this condition is not suf-
ficient. As k increases, absorption increases—up to a point. As k approaches infinity, the absorption 
cross section of a particle or the absorptance of a film approaches zero.

One of the most vexing problems in scattering calculations is finding optical constants dispersed 
throughout dozens of journals. Palik25 edited a compilation of optical constants for several solids. 
The optical constants of liquid water over a broad range were compiled by Hale and Querry;26

Warren27 published a similar compilation for ice. For other materials, you are on your own. Good 
hunting!

For small x and m x, the extinction and scattering efficiencies of a sphere are approximately

Q x
m

mext 4
1

2

2

2
Im (23)

Q x
m

msca

8
3

1

2
4

2

2

2

(24)

These equations are the source of a nameless paradox, which is disinterred from time to time, a 
corpse never allowed eternal peace. If the sphere is nonabsorbing (m real), Eq. (23) yields a van-
ishing extinction cross section, whereas Eq. (24) yields a nonvanishing scattering cross section. 
Yet extinction never can be less than scattering. But note that Eq. (23) is only the first term in the 
expansion of Qext in powers of x. The first nonvanishing term in the expansion of Qsca is of order 
x4. To be consistent, Qext and Qsca must be expanded to the same order in x. When this is done, the 
paradox vanishes.

The amplitude-scattering matrix elements for a sphere are

S
n

n n
a bn n n n

n
1

2 1
1( )

( ) (25)

S
n

n n
a bn n n n

n
2

2 1
1( )

( ) (26)

where the angle-dependent functions are

n
n

n
nP dP

d

1 1

sin (27)

and Pn
1  are the associated Legendre functions of the first kind. The off-diagonal elements of the 

amplitude-scattering matrix vanish, because of which the scattering matrix is block-diagonal 
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7.14  PHYSICAL OPTICS

and S12 S21, S43 −S34, S44 S33. Thus, when the incident light is polarized parallel (perpendicular) 
to the scattering plane, so is the scattered light, a consequence of the sphere’s symmetry.

7.6 SCATTERING BY REGULAR PARTICLES

The field scattered by any spherically symmetric particle has the same form as that scattered by a 
homogeneous, isotropic sphere; only the scattering coefficients are different. One such particle is 
a uniformly coated sphere. Scattering by a sphere with a single layer was first treated by Aden and 
Kerker.28 Extending their analysis to multilayered spheres is straightforward.29

New computational problems arise in going from uncoated to coated spheres. The scattering 
coefficients for both contain spherical Bessel functions, which are bounded only if their arguments 
are real (no absorption). Thus, for strongly absorbing particles, the arguments of Bessel functions 
can be so large that their values exceed computational bounds. This does not occur for uncoated 
spheres because the only quantity in the scattering coefficients with complex argument is the 
logarithmic derivative, a ratio of Bessel functions computed as an entity instead of by combining 
numerator and denominator, each of which separately can exceed computational bounds. It is not 
obvious how to write the scattering coefficients for a coated sphere so that only ratios of possibly 
large quantities are computed explicitly. For this reason the applicability of the coated-sphere pro-
gram in Ref. 5 is limited. Toon and Ackerman,30 however, cast the coated-sphere coefficients in such 
a way that this limitation seems to have been surmounted.

Bessel functions of large complex argument are not the only trap for the unwary. A coated sphere 
is two spheres. The size parameter for the outer sphere determines the number of terms required for 
convergence of series. If the inner sphere is much smaller than the outer, the various Bessel func-
tions appropriate to the inner sphere are computed for indices much greater than needed. More 
indices are not always better. Beyond a certain number, round-off error can accumulate to yield 
terms that should make ever smaller contributions to sums but may not.

Scattering by spheres and by infinitely long circular cylinders illuminated normally to their axes 
are in some ways similar. Spherical Bessel functions in the sphere-scattering coefficients correspond 
to cylindrical Bessel functions in the cylinder-scattering coefficients. Unlike a sphere, however, an 
infinitely long cylinder cannot be enclosed in a finite volume. As a consequence, the field scattered 
by such a cylinder decreases inversely as the square root of distance r instead of inversely as r (for 
sufficiently large r).

Infinite particles may be mathematically tractable but they are physically unrealizable. In 
particular, cross sections for infinite cylinders are infinite. But cross sections per unit length of 
infinite cylinders are finite. Such cross sections may be applied to a finite cylindrical particle by 
multiplying its length by the cross section per unit length of the corresponding infinite particle. If 
the aspect ratio (length/diameter) of the finite particle is sufficiently large, what are vaguely called 
“end effects” may be negligible. Because no exact theory for a finite cylinder exists, the aspect ratio 
at which differences between finite and infinite cylinders become negligible is not known with 
certainty, although the value 10 is bruited about. Nevertheless, there always will be differences 
between scattering by finite and infinite particles, which may or may not be of concern depending 
on the application.

A physical difference between scattering by spheres and by cylinders is that cross sections for 
cylinders depend on the polarization state of the incident plane wave. But normally incident light 
illuminating an infinite cylinder and polarized perpendicular (parallel) to the plane defined by the 
incident wave and the cylinder axis excites only scattered light polarized perpendicular (parallel) to 
the plane defined by the scattered wave and the cylinder axis. Obliquely incident linearly polarized 
light can, however, excite scattered light having both copolarized and cross-polarized components.

Obliquely illuminated uncoated cylinders pose no special computational problems. Coated cyl-
inders, however, pose the same kinds of problems as coated spheres and are even more difficult to 
solve. Toon and Ackerman’s30 algorithm for coated spheres is based on the fact that spherical Bessel 
functions can be expressed in a finite number of terms. Because cylindrical Bessel functions cannot 
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SCATTERING BY PARTICLES 7.15

be so expressed, this algorithm cannot be extended to coated cylinders, for which Bessel functions 
must be computed separately rather than as ratios and can have values beyond computational 
bounds. Even if such bounds are not exceeded, problems still can arise.

Although Barabás31 discussed in detail scattering by coated cylinders, Salzman and Bohren32

found that his computational scheme is unsuitable when absorption is large. They attempted, 
with only partial success, to write programs for arbitrary-coated cylinders. Care must be taken in 
computing Bessel functions. The often-used Miller algorithm can be inadequate for large, complex 
arguments.

The simplest nonspherical, finite particle is the spheroid, prolate, or oblate. Because the scalar 
wave equation is separable in spheroidal coordinates, scattering by spheroids can be solved in the 
same way as for spheres and cylinders. The expansion functions are based on spheroidal rather 
than spherical or cylindrical wave functions. Asano and Yamamoto33 were the first to solve in this 
way the problem of scattering by an arbitrary spheroid. Although Asano34 subsequently published 
an extensive set of computations based on this solution, it has not seen widespread use, possibly 
because of the intractability and exoticness of spheroidal functions.

Computational experience with spheroids and even simpler particles such as spheres and cylin-
ders leads to the inescapable conclusion that hidden barriers lie between a mathematical solution to 
a scattering problem and an algorithm for reliably and quickly extracting numbers from it.

7.7  COMPUTATIONAL METHODS 
FOR NONSPHERICAL PARTICLES

The widespread notion that randomly oriented nonspherical particles are somehow equivalent to 
spheres is symptomatic of a failure to distinguish between the symmetry of an ensemble and that of 
its members. Considerable effort has been expended in seeking prescriptions for equivalent spheres. 
This search resembles that for the Holy Grail—and has been as fruitless.

From extensive studies of scattering by nonspherical particles, Mugnai and Wiscombe35 con-
cluded that “after examining hundreds of nonspherical results and observing that they all cluster 
relatively close together, relatively far from the equivolume spheres (except at forward angles), we 
have come to regard nonspherical particles as normal, and spheres as the most unrepresentative 
shape possible—almost a singularity.” This serves as a warning against using Mie theory for par-
ticles of all shapes and as a spur to finding methods more faithful to reality. We now turn to some of 
these methods. Keep in mind that no matter how different they may appear on the surface, they are 
all linked by the underlying Maxwell equations.

The T-matrix method is based on an integral formulation of scattering by an arbitrary particle. 
It was developed by Waterman, first for a perfect conductor,36 then for a particle with less restricted 
properties.37 It subsequently was applied to scattering problems under the name extended boundary 
condition method (EBCM).38 Criticism of the T-matrix method was rebutted by Varadan et al.,39

who cite dozens of papers on this method applied to electromagnetic scattering. Another source of 
papers and references is the collection edited by Varadan and Varadan.40 Reference 6 is accompa-
nied by a diskette containing T-matrix programs.

Linearity of the field equations and boundary conditions implies that the coefficients in the spherical 
harmonic expansion of the field scattered by any particle are linearly related to those of the incident field. 
The linear transformation connecting these two sets of coefficients is called the T (for transition) matrix.

The T-matrix elements are obtained by numerical integration. Computational difficulties arise 
for particles with high absorption or large aspect ratios. These limitations of the original T-matrix 
method have been surmounted somewhat by Iskander et al.,41 whose extension is dubbed the itera-
tive extended boundary condition method.

Although the T-matrix method is not restricted to axisymmetric particles, it almost exclusively 
has been applied to spheroids and particles defined by Chebyshev polynomials.35,42,43

Despite its virtues, the T-matrix method is not readily grasped in one sitting. Another method, 
variously called the Purcell-Pennypacker,44 coupled-dipole,45 digitized Green’s function46 method and 
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discrete dipole approximation,47 is mathematically much simpler—the most complicated function 
entering into it is the exponential—and physically transparent. Although originally derived by heuris-
tic arguments, the coupled-dipole method was put on firmer analytical foundations by Lakhtakia.48

In this method, a particle is approximated by a lattice of N dipoles small compared with the 
wavelength but still large enough to contain many molecules. The dipoles often are, but need not 
be, identical and isotropic. Each dipole is excited by the incident field and by the fields of all the 
other dipoles. Thus the field components at each site satisfy a set of 3N linear equations. These 
components can be calculated by iteration44,49 or by inverting the 3N 3N coefficient matrix.45 The 
coefficient matrix for only one particle orientation need be inverted. This inverse matrix then can 
be used to calculate scattering for other orientations.50 A disadvantage of matrix inversion is that the 
number of dipoles is limited by computer storage.

Arrays of coupled dipoles were considered long before Purcell and Pennypacker entered the 
scene. More than half a century ago Kirkwood51 treated a dielectric as an array of molecules, the 
dipole moment of each of which is determined by the external field and by the fields of all the other 
molecules. What Purcell and Pennypacker did was to apply the coupled-dipole method to absorp-
tion and scattering by optically homogeneous particles. They bridged the gap between discrete 
arrays and continuous media with the Clausius-Mosotti theory. Because this theory, like every 
effective-medium theory, is not exact, critics of their method have pronounced it guilty by asso-
ciation. But the Clausius-Mosotti theory is merely the effective-medium theory that Purcell and 
Pennypacker happened to use. Whatever flaws their method may have, one of them is not that it is 
forever chained to the ghosts of Clausius and Mosotti. Alleged violations of the optical theorem are 
easily remedied by using the exact expression for the polarizability of a finite sphere,52 which in no 
way changes the structure of the method.

Draine47 applied this method (under the label discrete dipole approximation) to extinction by inter-
stellar grains, obtaining the field components with the conjugate gradient method. An outgrowth of 
his paper is that by Flatau et al.,53 who considered scattering by rectangular particles. Goedecke and 
O’Brien46 baptized their version of the digitized Green’s function method and applied it to scattering 
of microwave radiation by snowflakes.54 Varadan et al.55 applied the method to scattering by particles 
with anisotropic optical constants. It also has been applied to scattering by helices,56 by a cylinder on 
a reflecting surface,57 and extended to intrinsically optically active particles.58

Although Yung’s analysis59 of a large (15,600) array of dipoles representing a sphere suggests 
that there are no intrinsic limitations to the coupled-dipole method, it is plagued with practical 
limitations, most notably its inability to treat particles (especially compact ones or ones with large 
complex refractive indices) much larger than the wavelength of the illumination. Chiapetta,60 then 
Singham and Bohren,61 reformulated the coupled-dipole method, expressing the total field at each 
dipole as the sum of the incident field and the fields scattered once, twice, and so on by all the other 
dipoles. Although this formulation is appealing because each term in the scattering-order series has 
a simple physical interpretation, the series can diverge. The greater the refractive index, the smaller 
the particle for which the series diverges. For a particle of given volume, fewer terms are needed 
for convergence the more the particle departs from sphericity. The greater the average separation 
between dipoles, the weaker the average interaction.

Except for improvements and refinements52,62,63 that increase accuracy and speed but do not 
remove barriers imposed by particle size and composition, the coupled-dipole method has not 
changed much since it first was used by Purcell and Pennypacker. It is not, of course, limited to 
optically homogeneous particles. It can be applied readily to aggregates of small particles. Indeed, 
it is best suited to aggregates with low fractal dimension. Berry and Percival64 considered scatter-
ing by fractal aggregates using what they call the mean-field approximation, which is essentially the 
Rayleigh-Gans approximation, in turn a form of the scattering-order formulation of the coupled-
dipole method in which the dipoles are excited only by the incident field.

The arbitrary border separating electrical engineering from optics is never more obvious than 
when it comes to methods for computing scattering. The engineers have theirs, the optical scientists 
have theirs, and rarely do the twain meet. In the hope of promoting smuggling, even illegal immi-
gration, I must at least mention two methods that fall almost exclusively in the domain of electrical 
engineering: the method of moments and the finite-difference time-domain technique (FDTD).
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Anyone interested in the method of moments must begin with Harrington’s book,65 a focal point 
from which paths fan out in all directions.

As its name implies, the FDTD technique is applied to what electrical engineers call the time domain 
(as opposed to the frequency domain, which most optical scientists inhabit even though they may not 
know it) and is explicitly labeled a finite-difference method (all methods for particles other than those 
of simple shape entail discretization in one form or another). Papers by Yee,66 Holland et al.,67 Mur,68

Luebbers et al.,69 and references cited in them will get you started on the FDTD technique.
When pondering the welter of species and subspecies of methods keep in mind that the differ-

ences among them and their ranges of validity are probably smaller than their adherents think or 
are willing to admit. There is no method that will happily compute scattering of arbitrary waves 
by particles of arbitrary size and composition in a finite amount of time. Moreover, each method, 
whatever its merits and demerits, often requires a tedious climb up a learning curve.
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8.1 GLOSSARY OF PRINCIPAL SYMBOLS

Ao illuminated area

A, B, C model parameters

BRDF bidirectional reflectance distribution function

C( ) autocovariance function or ACF

D( ) structure function

fxy, fx spatial frequencies

g, g Strehl parameter or Rayleigh index

Jn ordinary Bessel function

Kn modified Bessel function

Lo illuminated length

Lx, Ly lengths of illuminated area

N fractal index

P incident or scattered power

R , r Fresnel reflection coefficients

RCS radar cross-section

S two-sided power spectral density (PSD)

S one-sided profile PSD

T topothesy

Z(x, y) topographic surface roughness

Z(x) surface profile

1D, 2D dimensionalities

ensemble average

, linear-polarization parameters

correlation length

root-mean-square roughness

lag variable

8.1
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8.2 INTRODUCTION

Imperfect surface finish degrades optical performance. The connection between the two is electro-
magnetic scattering theory, which is the subject of this chapter. Because of space limitations we limit 
our attention to the elemental case of simple highly reflective surfaces such as those used in x-ray 
imaging and other high-performance applications.

This chapter is divided into two parts. The first part discusses elementary physical optics and 
first-order perturbation theory of the scattering of electromagnetic waves by a randomly rough sur-
face, ending with Eq. (35). 

The second part discusses the interpretation of scattering measurements in terms of surface 
finish models, and the related question of surface-finish specification. Because many manufac-
tured surfaces show an inverse-power-law behavior, we have concentrated on models that show 
this behavior. Two types of surfaces are considered throughout—1D or grating-like surfaces, and 
isotropic 2D surfaces.

The field of topographic surface scattering has been highly developed in radio physics, optics, 
and instrumentation over the past 50 years. There is a staggering volume of literature in each area, 
expressed in a bewildering variety of notations, which are summarized in Sec. 8.3. Important in-
depth texts in these fields are the early reviews of Beckmann and Spizzichino1 and the Radar Cross-
Section Handbook2, the more recent work of Ishimaru3, Fung4, the textbooks of Nieto-Vesperinas5

and Voronovich6, and most recently, the publications of Maradudin et al.7.
Scattering measurements are discussed in the works of Stover8 and Germer9, and profile mea-

surements using various optical techniques, including the Long Trace Profiler (LTP) are considered 
by Takacs et al.10

A number of important subjects have been omitted in the present review. These include instru-
mentation, statistical estimation, the effects of detrending, figure error, standards, and multilayer 
surfaces. Discussions of some of these and related subjects can be found in Chap. 11, “Analog Optical 
and Image Processing,” in this volume and Chap. 4, “Imaging through Atmospheric Turbulence,” 
Chap. 44, “Reflective Optics,” and Chap. 46, “X-Ray Mirror Metrology,” in Vol. V.

8.3 NOTATION

The scattering geometry is sketched in Fig. 1. Note that the angles of incidence, i and f , are always 
positive, and that the azimuthal angle f is understood to be f i with i 0. Specular reflection 
occurs at f i and f 0, and backscatter at f i and f .

The initial and final wavenumbers are

k ki
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These can be viewed as a generalization of the grating equation for first-order diffraction from a 
grating with the spatial wavelength d 1/f.
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The Jacobian relating configuration, wavenumber, and frequency space is

cos sin( ) ( )f f x y x y f f fd
k

dk dk df df d d
1

2
2 dd f

(3)

The two orthogonal states of linear polarization have a variety of notations in the literature:

s h E( ) ( ) (senkrecht horizontal TE perpendicuular

Dirichlet (soft) boundary condition

)

p(( ) ( ) ||( )parallel vertical TM parallel

N

v H

eeumann (hard) boundary condition

(4)

Designation of initial ( ) to final ( ) states of polarization:

A A

We use the optical or “p, s” notation hereafter. Circular and elliptically polarized results are obtained 
by taking appropriate linear combinations of these linear forms. Unpolarized results are obtained by 
summing over the final states of polarization and averaging over the initial states.

The polarization vector is a unit vector in the direction of the electric vector. A natural sign con-
vention is

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆs z k p k s k s p (5)

but this is not universal.
One can make a distinction between scattering from a surface that is rough in both the x and 

y directions, and a grating like surface that is rough only along the x axis. The first generates a 2D 
or bistatic scattering pattern in the upper hemisphere, while the second scatters only into an infini-
tesimal region about the plane of incidence. Randomly-rough 1D surfaces are of special interest for 
research purposes since they are easier to fabricate with prescribed statistical properties than are 2D 
surfaces.11–13 In the following discussions include 1D and 2D results side by side, wherever practical. 

FIGURE 1 Coordinate system for 1D and 2D scattering. The 
x-y plane is the surface plane, with air/vacuum above and reflective 
material below. The planes of incidence and scattering are defined by 
the z axis and the initial and final directions of propagation.
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The distribution of the reflected and scattered power has a wide variety of notations in the optics 
and radar literature. For a 2D scatterer
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and for a 1D scatterer
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In Eqs. (6) and (7), Pi is the power incident on the surface; that is, Ao cos ( ) |Ei|
2/(2 o), where Ao

is the total illuminated area of the surface for a 2D scatterer, and Ao 1 Lo for a 1D or grating-like 
scatterer. The f ’s here are the scattering amplitudes for spherical waves in 2D and cylindrical waves 
in 1D.  is the bistatic cross-section, RCS is the bistatic radar cross-section,  is the bistatic scattering 
coefficient, DSC is the differential scattering cross-section, and BRDF is the all-important radiomet-
ric quantity, the bidirectional reflectance distribution function. This is the quantity we will focus on 
in the detailed calculations described later in the chapter.

The cross-sections  and RCS have the dimensions of area and length or “width.” In practice, 
these are frequently converted to dimensionless forms by normalizing them to the appropriate 
power of the radiation wavelength or some characteristic physical dimension of the scattering 
object. On the other hand,  and BRDF are dimensionless. The former is more appropriate for iso-
lated objects, and the latter for distributed surface roughness. The ’s used here are the radar cross-
section normalized to the illuminated surface area or length, although alternative definitions appear 
in the literature.

In Eq. (7), D{ } and I(Q) are quantities used in the books of Beckmann and Spizzichino1 and 
Nieto-Vesperinas.5

At this point we do not distinguish deterministic and ensemble-average quantities, or coherent 
and incoherent scattering. These distinctions are discussed with respect to specific model calcula-
tions later in the chapter.

These full bistatic-scattering expressions may contain more information than is needed in prac-
tice. For example, scatterometry measurements8,9 are usually performed in the plane of incidence 
( f 0 or ), and surface isotropy is checked by rotating the sample to intermediate values of 
between measurements. Similarly, the radar literature is frequently concerned only with measure-
ments in the backscatter (retroscatter) direction, ( f i, f ).
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In principle, relating the BRDF to topographic surface features is a straightforward application 
of Maxwell’s equations, but approximations are frequently necessary to get practically useful results. 
The best known of these approximations are the physical-optics (Fresnel-Kirchhoff) and the small-
perturbation (Rayleigh-Rice) methods. These are discussed in Secs. 8.4 and 8.5.

8.4 THE FRESNEL-KIRCHHOFF APPROXIMATION

Introduction

The Fresnel-Kirchhoff or physical-optics approximation is also known as the tangent-plane or 
Huygens wave approximation. It is valid when the surface roughness has a large radius of curvature, 
that is, it is locally flat, but places no direct restrictions on the surface height or slope. It is an inher-
ently paraxial approximation, and in its simplest form discussed below [Eq. (8)] omits multiple scat-
tering and shadowing effects. As a result, it does not generally satisfy the conservation of energy.

In this approximation the ensemble-average value of the BRDF is in 2D:
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(8a)

and in 1D:
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In these expressions the Q carries the information on the polarization of the radiation and 
the properties of the surface material, and the real quantity < > carries the information about 
the statistical properties of the surface roughness. This occurs through the dependence on the 
ensemble- average surface structure function, <D( )>

D D Z Zxy xy xy xy xy( ) (| |) [ ( ) ( )]r r 2 (9)

where rxy is the position vector in the surface plane. The existence of <D( )> requires that the sur-
face roughness have statistically stationary first differences. In the limit of a perfectly smooth surface, 
D( ) vanishes and the ’s become a delta function in the specular direction.

The exponential dependence on the roughness structure function in Eq. (8) is a consequence 
of the usual assumption that the height fluctuations, Z(x, y), have a gaussian bivariate distribu-
tion. Nongaussian effects, which become manifest only for rough surfaces, are discussed in the 
literature.11,13

The polarization-materials factor can be written approximately as
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8.6  PHYSICAL OPTICS

Although these results are correct for a perfect reflector, R 1, the dependence on the surface reflec-
tivity for an imperfect reflector is quite complicated.2,4 Here we follow custom by arbitrarily factoring 
out a reflection coefficient R in the first line, where the R values are the Fresnel intensity reflectivities,

R r R r r( ) | ( )| ( ) ( ( ) ( ))2

2
1
2

(11)

and the r’s are the amplitude reflection coefficients

r rs( )
( ) ( )

( ) ( )

cos sin

cos sin

2

2 pp( )
( ) ( )

( ) ( )

cos sin

cos sin

2

2
(12)

For simplicity in presentation we cavalierly evaluate these reflectivity factors at the local angle of 
incidence. That is, R( ) R( loc), where loc f cos( f) i /2 in the plane of incidence.2

The material parameters  and  are the electric permeability and magnetic permittivity of the sur-
face relative to vacuum. In the case of a perfect electrical conductor (PEC),  and the R’s are unity.

In the forward-scattering direction, f
2 << 1, the Q’s simplify to

Q Qs s p p

f i

f i

FK FK
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cos /
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(( ) )

2

2

2

0R Q Qs p p s( )loc
FK FK (13)

and a related but different expression for Q  in the retro-scattering direction, f .

Statistically Stationary Surfaces

A random variable is statistically stationary if it has a finite mean-square value or variance, 
2 <Z2>.14 In that case the structure function can be written as
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where <C( )> is the autocovariance function. The scattering integrals in Eq. (8) can then be written as
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The quantity g, the Strehl or Rayleigh index, is an important dimensionless measure of the 
degree of surface roughness 1,15 which will appear throughout the following discussions.

We now examine forms of the <BRDF> that follow from Eqs. (8) and (15) in four roughness regimes.

Perfectly Smooth Surfaces In perfectly smooth surfaces, where g 0, Eq. (8) reduces to

BRDF

BRDF

D FK( )
,( ) ( )2

2

1
R i xyf

( )
,( ) ( )1 1D FK R fi x

(16)

that is, a sharp spike in the specular direction.
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SURFACE SCATTERING  8.7

This spike is a delta function in spatial-frequency space and follows from the assumption of an 
infinite illumination area in Eq. (8). Later, in Sec. 8.6, we extend this idealized result to include the 
important effects of a finite-sized illumination area.

Slightly Rough Surfaces In slightly rough surfaces, 0 < g << 1. In this case, expand the second 
exponent in Eq. (15) in a power series and keep the first two terms. These two terms separate the 
<BRDF> into “coherent” and “incoherent” parts:

BRDF D

coherent

FK
( ) ( ) ( ) (2

2
1

1
g R i xf yy)

[ (

,

( )BRDF
cos

D

incoherent

FK
2

2

4

16 i f

i f

A R
) ( )]

( ) ( )
(,

cos

cos cos
FK

2
2

4 loc
D) ( )( )S xyf 2

(17a)

and
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The statistical properties of the surface appear here in the all-important quantities <S(1D)> and 
<S(2D)>—the ensemble-averages of the 1D and 2D power spectral densities of the surface roughness. 
These are the Fourier transforms of the corresponding covariance functions:
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These are discussed in detail in Sec. 8.7.
As a final note, the incoherent terms reduce to somewhat simpler forms when observations are 

made in the forward direction, f
2 << 1: 
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Moderately Rough Surfaces In moderately rough surfaces, where g 1, the power-series expansion 
of the second exponential in Eq. (15) cannot be cut off after the first two terms, and higher terms 
must be included. Beckmann and Spizzichino1 illustrate this procedure for a gaussian <C( )> and a 
gaussian bivariate distribution (see also Refs. 11 and 13).

A gaussian autocovariance function is rarely, if ever, observed in polished optical surfaces, 
although it is very convenient for analytic and experimental investigations. For example, O’Donnell 
and Mendez have made artificially rough grating-like surfaces of this type by superimposing speckle 
patterns, and have used them to make ingenious scattering studies of rough surfaces.11

Very Rough Surfaces In very rough surfaces, where g >> 1, the coherent term vanishes for a gaussian 
bivariate distribution, and we revert to Eq. (8) which then involves the limit of the scattering integral:
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exp[ ] expD d i

xy
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8.8  PHYSICAL OPTICS

which is determined by the indicial behavior of <D( xy)>. In the special case where the structure 
function is isotropic and quadratic

lim
o

D xy M xy( ) 2 2 (21)

where M is the dimensionless root mean square (rms) value of the surface gradient of a 2D surface 
or the rms value of surface slope of a 1D surface. It is easy to see that this quadratic dependence 
leads to values of < > that are proportional to 2 in 2D and 1 in 1D, in which case the <BRDF> 
is independent of the radiation wavelength. In other words, a quadratic structure function leads to 
geometric-optics results.

In fact, the resulting scattering pattern is a mapping of the slope distribution of the surface 
roughness, including the doubling of the deflection angle on reflection.1,2 The form of the scattering 
pattern depends on the form of the bivariate distribution involved. For example, a gaussian bivari-
ate distribution leads to a gaussian pattern, while a gamma distribution leads to scattering patterns 
involving modified Bessel functions.13

If the indicial behavior of <D> is not quadratic, the form of the <BRDF>’s depend on  and the 
elegant geometrical-optics limits are not achieved. Mathematically, this occurs because such surfaces 
are not differentiable at 0 and so have no well-defined “slope.”

Fractal Surfaces

Introduction Fractal surfaces have structure functions of the form

D T
T

Nxy

xy

N

( ) fractal
2 0 2 (22)

where T is a length parameter called the topothesy.16,17 Physically, T is the separation of surface 
points whose connecting chord has an rms slope of unity. Because Eq. (22) is proportional to T2-N

where N < 2, a perfectly smooth surface occurs when T 0. On the other hand, because N 2 is 
excluded, very rough fractal surfaces do not lead to a geometrical-optics result. 

The number N is the fractal index, which is related to the Hausdorff or Hausdorff-Besicovitch 
dimension D ,16,17

D N N D

D N

( )4 2 4 2

1 2 0 2

/
(23)

D  can also be expressed in terms of the Hurst dimension or coefficient, but the connection depends 
on the dimensionality of the problem.18

Fractal Forms of the Scattering Integrals In the case of statistically isotropic surfaces, structure functions 
of the form of Eq. (22) lead to expressions for the incoherent scattering integrals which may be written as
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SURFACE SCATTERING  8.9

are “pseudo” roughness and correlation length parameters. These do not play true physical roles 
in the case of fractals, but are artificial quantities introduced here to enable us to write Eq. (24) in 
form of a Fourier transform of a covariance function that will appear later as the power exponen-
tial (PEX) model.

The integrals in Eq. (24) are symmetric bell-shaped functions of fxy and fx that are flat at low 
spatial frequencies and fall off with inverse-power-law tails at high spatial frequencies. The 2D 
expression cannot be expressed in terms of known functions, while the 1D form can be written in 
terms of centered symmetric Lévy stable distributions of order , that is, L (X), where:17

( ) ( )( )f L Y Y fx N x
1 22 2D (26)

Nolan19 gives the computer program “STABLE” for this in terms of general stable distribution 
functions fNolan:

( ) ( | , , , , )( )f f x kx
1 22D

Nolan
(27)

x f N kx| |, , , /( ), ,0 1 2 0 0 oor 1

On the other hand, the low- and high-frequency limits of the 1D and 2D forms can be expressed 
in simple closed form. In the 1D case:
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and in the isotropic 2D case:
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It follows from the Fourier transform nature of Eq. (8) that the areas under each of these curves 
in frequency space is simply 2. This plus the asymptotic properties of the < >’s given above cap-
ture most of the physical properties of the <BRDF> of interest.

The case N 1, D 3/2 is called the Brownian fractal, which falls between the Cantor set 
(D 0.63093 . . .) and the Sierpinski gasket (D 1.5850 . . .). The Brownian fractal has the vir-
tue of leading to the simple analytic expressions for the diffraction integrals valid for all spatial 
frequencies:
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2
22

1 2
D D
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2 2

2 3 2

2
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where, for fractal surfaces,  and  are given by Eq. (25). 

8.5  THE RAYLEIGH-RICE (RR) OR 
SMALL-PERTURBATION APPROXIMATION

Results

The small-perturbation method is an alternative to the Fresnel-Kirchhoff method discussed 
above. Its first-order form was originally derived by Rice20 using the Rayleigh hypothesis, and 
hence the name Rayleigh-Rice. Peake2,21 was the first to derive the expression for an arbitrary 
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8.10  PHYSICAL OPTICS

surface material and the results have been rederived many times in the literature. These Rayleigh-
Rice results have been extended to higher orders22–24, and in its more general form is called the 
small-perturbation method.

The lowest-order perturbation theory results are2
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The RR form of the coherent term is complicated and can be found in the literature.5,25

The Q’s are the material-polarization factors similar to those appearing in the FK calculations. 
In contrast with the approximation made in the FK case, however, they do not separate into distinct 
angular and reflectivity factors. In particular,2
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where B( ) ( )sin 2  and index of refraction . The full –  dependencies are useful for 
checking the duality of the results.

The QRR’s are closely related to the Fresnel reflection coefficients in Eqs. (11) and (12). For non-
magnetic materials, 1 and
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On the other hand, for a perfectly reflecting (PEC) surface,
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In the special case of a perfectly reflecting surface measured in the plane of incidence we get the 
elegant results:
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which may be compared with the FK result in Eq. (19) with R( ) 1.
Again, the reader is alerted to the fundamental distinction between <S(fx, 0)(2D)> and <S(fx)

(1D)>, 
appearing here. They may be mathematically related for an isotropically rough surface, but they are 
never equal.

Comparison of RR and FK Results

The Rayleigh-Rice results are inherently a smooth-surface approximation for a statistically station-
ary random surface, so that the proper comparison is with the Fresnel-Kirchhoff results for slightly 
rough surfaces in Eq. (17) and the RR results in Eq. (30).

In the limit of paraxial scattering, f I and f , the two sets of results become identical and 
can be written in the common form:
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where R ( i) is given by Eq. (11).
In the case of fractal surfaces the paraxial results are
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where the < >’s are given in Eqs. (24) et seq. Later, in “The J-K model” section we discuss the high-
frequency forms of the <BRDF> that follow from these results.

A nice feature of the paraxial results in Eq. (35) is that they satisfy the conservation of energy. In 
the case of statistically stationary surfaces this occurs via
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where the terms (1–g) and g come from the coherent and incoherent components. 
The differences between the FK and RR results that appear at larger deflection angles are attrib-

uted to the inherently paraxial approximation of the FK calculations. In particular, the FK results for 
rougher surfaces do not satisfy the conservation of energy due to their neglect of multiple scattering 
and shadowing effects.26

On the other hand, the RR or lowest-order perturbation theory results are known to have intrin-
sic limitations at grazing angles, especially for p-polarized radiation.27 The RR results also may not 
satisfy the conservation of energy because of the phenomenon of roughness-induced absorption.28

8.6 EFFECTS OF FINITE ILLUMINATION AREA

The discussion above has assumed that the illuminated surface area is infinite, which is the meaning 
of the limits  in the integrals, < >, appearing in Eqs. (8) et seq.

In general, the effects of the finite rectangular illumination area, Lx Ly, can be taken into 
account by convolving the infinite-illumination forms of the <BRDF> with the system-response 
(SR) or point-spread function

System response
sin( )

( , )f f
L L f L
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x y x x

x
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f L

f Lx

y y

y y

2 2
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(37)

which becomes (fx) (fy) in the limit Lx, Ly >> .29

When the L’s are much larger than the correlation length of the surface roughness, the incoher-
ent scattering pattern is a broad and “smooth” function of spatial frequency and is unaffected by the 
convolution with the relatively sharp system response function.

This argument breaks down when there are sharp features in the <BRDF>. An example of this 
occurs in the smooth-surface limit of statistically stationary surfaces, which exhibit a delta-function 
coherent-scattering peak as in Eq. (17). That delta function is then smeared into the expected sinc2

pattern by convolution with the system response.
Fractal scattering does not display a separable coherent component but does become increasingly 

bunched in the specular direction when the topothesy is sufficiently small. In that limit the observed 
scattering is again affected significantly by convolution with the system response.

The non-vanishing width of the system response function plays an important role in the discus-
sion of surface-finish specification in Sec. 8.8.

8.7 SURFACE STATISTICS

Second-Order Statistical Functions

The ensemble-average scattered power can be written in terms of three second-order statistical func-
tions: the structure function, <D( )>, the surface autocovariance function (ACF), <C( )>, and the 
power spectral density (PSD) <S(f )>. Equation (18) gives the PSD in terms of the ACF, but it can 
also be written directly in terms of the surface profile according to
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where <fx, fxy< . This is the basis for the periodogram estimate of the one-sided profile 
spectrum30:
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where the “hat” on S means that it is an estimate, and the asterisk and the factor of two on the 
right mean that the negative spatial frequencies have been folded over and added into the positive 
frequencies. W(n) is a real bell-shaped window function that eliminates the ringing that would 
otherwise appear in the estimate due to the sharp edges of the data window, and K(m) is a book-
keeping factor that equals unity everywhere except at the end points, where it equals 1/2.

In the above, D is the sample spacing of the measured data, and the range of spatial frequencies 
included in the measurement is (1/ND) fn  1/2D, where 1/2D is the Nyquist frequency of the 
measurement. As written, N is even, although a similar expression holds for odd N.

Properties of Power Spectra

The power spectra show how the variance of the surface roughness is distributed over surface spatial 
frequencies. In particular, 
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(40)

In other words, the roughness of a statistically stationary surface measured over a surface area is the 
same as that measured over any linear profile across it.

The 2D spectrum is what appears in surface-scattering measurements, while 1D spectrum 
appears in surface profile measurements. Both depend only on the magnitude of their spatial-
frequency arguments. However, 1D and 2D spectra are distinctly different—they even have different 
dimensions: <S(2D)> is [L4], while <S(1D)> is [L3]. What is not true is that the 1D form is a simple slice 
of the 2D form; that is, <S(fx)

(1D)> does not equal <S(fx, 0)(2D)>. Instead, the 1D form can be derived 
from the 2D form by integration,

S f df S f fx y x y( ) ( , )( ) ( )1 2D D (41)

but the 2D form cannot be derived from the 1D form without providing further information about 
the 2D form. This is usually given in terms of its symmetry properties.

Incidentally, it follows from Eqs. (35) and (41) that the 1D scattering pattern equals the 2D pattern 
integrated over an long, narrow slit parallel to the y axis in Fig. 1.

If the surface is statistically isotropic, <S(1D)> and <S(2D)> are related by the integral transforms 
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The first is the inverse-Abel or “half derivative” transform and the second is the Abel transform or 
“half integral” transform.31
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The transforms in Eq. (42) are useful since they allow profile measurements, which are inherently 
1D, to be translated into the 2D spectra which appear in scatterometry and practical applications.32

They also permit the transformation of the high-frequency behavior of the spectra of one dimen-
sionality to be transformed into the high-frequency behavior of the other without knowledge of 
their low-frequency behavior.32

An important example of this is the case of inverse-power-law high-frequency tails, 
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which is the essence of the so-called J-K model discussed in the “The J-K Model” section.

Finish Models

General Remarks The magnitudes of the spatial frequencies | f | appearing in the PSDs discussed 
above cover the range from 0 to . Real world measurements, however, include only a lesser 
range of spatial frequencies, fmin<| f |<fmax, where fmin and fmax are determined by the details of the 
measurement process.

In scatterometry the bandwidth limits are determined by the radiation wavelength and the 
maximum and minimum collection angles according to Eq. (2). In profilometry the minimum 
spatial frequency is the reciprocal of the trace length of the measurement, and the maximum 
is the reciprocal of twice the uniform sampling interval—that is, the Nyquist frequency of the 
measurement.

Surface finish models are parametric models that are fitted to experimental data. This condenses 
the measured data into a set of discrete finish parameters, smooths the measured data within the 
measurement bandpass, and—depending on one’s degree of trust in the model—can be used to 
extrapolate the data outside the measurement range.

In this chapter we consider four elementary models: The fractal model discussed above, and the 
ABC, PEX and J-K models considered below. These models have been chosen since each shows an 
inverse-power-law high-frequency tail displayed by many real surfaces.

The Fractal Model The fractal model is defined by the structure function D( ) T2 /T|N appearing 
in Eqs. (8) and (9), et seq. This two-parameter “model” follows from the geometrical scaling of fractal 
or self-affine surface roughness. Since there is no intrinsic limitation on its degree of roughness in 
this case, it is more properly described by the FK rather than the RR calculations, leading to the 
results given in the “Fractal Surfaces” section.

The ABC Model A very useful pair of spectra that satisfy the integral transforms in Eq. (42) is the 
“ABC” model:
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Here  is the rms roughness parameter that describes its vertical character, B/(2 ) is the roughness 
“correlation length” that characterizes its transverse character, and C is the spectral index that deter-
mines its high-frequency behavior.
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The corresponding ACF, obtained by taking the Fourier transform of <S(fx)
(1D)>, is 
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where Kn is a modified Bessel function.33 For this reason the “ABC” model is also called the 
K-correlation model.30 When C 2, 4, 6, . . . , it reduces to simple algebraic expressions. For C 2, 
and 4, for example,
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where the C 2 form is the well-known two-sided exponential. When C  the covariance func-
tion in Eq. (45) becomes gaussian.

The PEX Model Another three-parameter model with an inverse power-law power spectrum is the 
power exponential model:

C N
N

( ) PEX exp2 0 2 (47)

This model is identical with the ABC model for N 1 and C 2, but otherwise they are different. 
Some of the mathematical properties of the 1D and 2D spectra of the PEX model have been given 
earlier in connection with fractal surfaces. In particular, Eqs. (28a) and (28b) give the low- and 
high-frequency forms, and Eq. (29) gives explicit results for N 1.

Note that the ABC model only requires that C > 1 to be statistically stationary. This admits 
faster high-frequency falloffs than are permitted for the fractal and PEX models, which translate to 
1 < C < 3. This means that surfaces with C 3 only fit the ABC model.

The J-K Model In the limit of long correlation lengths, the ABC, PEX, and fractal model each 
reduces to what we call the J-K model, defined in Eq. (43). This can be viewed as a new two-parameter 
finish model, where the magnitudes of J and m, or equivalently, K and n, are determined directly 
from experimental data without reference to any underlying model. On the other hand, the values 
of J and K can be written in terms of the parameters of the ABC, PEX, or fractal models leading to 
these high-frequency forms. For the fractal surfaces, for example,
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where 2 < m < 4. This allows the topothesy T of a fractal scatterer to be determined from its high-
frequency tail.

The observation of an inverse-power-law spectrum over a limited bandwidth does not guar-
antee that the surface is fractal. To do that one would have to observe low-frequency behavior 
conforming to Eqs. (24) and (25) as well, and confirm the unique wavelength and angular depen-
dencies they imply.34 Until then, power-law scattering over a finite bandwidth can at best be called 
“fractal-like” rather than fractal.
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8.8 SURFACE FINISH SPECIFICATION

Performance Measures

It is desirable to express performance requirements on reflecting surfaces in terms of surface-finish 
parameters that can be measured by scatterometry or profilometry. One can concoct a wide variety 
of image-based performance measures.35 For example, earlier we invoked an ambitious measure of 
image degradation based on the reduction of the on-axis image intensity, rather than the simpler 
measure based on the integrated image intensity suggested below.36,37

The simplest practical measure appears to place an upper limit on the average total scattering 
outside the specular core,
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For small correlation lengths the BRDF is flat at low frequencies, the omitted parts of the integra-
tions in Eq. (49) can be neglected, and so

FK, RR D FK, RR D cos( ) ( ) ( )2 1 4 i

2

g (50)

where is the intrinsic rms roughness of the surface given by Eq. (40). In the earlier literature this 
result is called the total integrated scatter (TIS). This simple and beautiful expression for the image 
error permeates the wave-optics and microwave literature.15

In the limit of large correlation lengths, which is required to display inverse-power-law behavior, 
the BRDFs appearing in Eq. (49) diverge at low spatial frequencies. This leads to very different forms 
for the < >’s, which now depend on the bandwidth limits included in the error calculation. 

In the J-K language of Eq. (43),
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where Lxy and Lx are the radii of the excluded regions in Eq. (49).
Note that for statistically stationary surfaces the surface becomes perfectly smooth when 0, 

while for fractal surfaces this occurs when T 0.

Numerical Illustration

In an earlier paper we discussed the measurements of a silicon cylinder made with the LTP profiling 
instrument at Brookhaven National Laboratory.37 These were fitted to the two-sided profile spectrum
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If fractal, this corresponds to T 8.36 10 3 nm. If the surface is isotropic, the corresponding 
(2D) spectrum is
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These allow us to evaluate the errors associated with the use of this mirror in 1D and 2D geom-
etries.

If 10( 4) m (0.1 nm), ( /2) 10 3 (i.e., 1 mrad glancing incidence), and Lx Lo 0.1 m,

( ) ( ). % . %2 126 5 19 3D D (54)

The corresponding errors at 0.6328 m and at normal incidence are smaller than these by a fac-
tor of 0.025.

These results indicate that for the parameters used, this mirror would perform marginally well as 
a glancing-incidence x-ray mirror, but very well as a normal-incidence mirror at visible wavelengths, 
both in 1D and 2D applications.

Statistical Fluctuations

The discussion to this point has been concerned with ensemble average quantities <U>. Individual, 
deterministic measurements of U will fluctuate about this average by an amount measured by the 
dimensionless quantity

U
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(55)

The limit U 0 indicates a perfect measurement while U 1 is particularly bad.
An important example of this is the inverse-power-law sum that appears in the periodogram and 

effective mean-square roughness in Eqs. (49) through (51) for the J-K model:
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where (n) is the Riemann zeta function. For the brownian fractal, n 2, for example, 

U (2/5) 0.632 . . . . The Tchebycheff inequality then indicates that the sum U may be rather 
broadly distributed about <U> except for n near unity.

U vanishes when n 1 because the number of degrees of freedom included in the sum becomes 
infinite, and it approaches unity in the opposite limit of n , since the sum then includes only a 
single term with two degrees of freedom, or a “single speckle.”

If the fluctuations in < > are unacceptably large, the lowest-order statistical description must be 
replaced by a deterministic version. Steps in this direction have been taken by Mori et al., Mimura 
et al., and Yamauchi et al.38–40, for very high-performance x-ray mirrors. They have reported very 
accurate profile measurements of highly polished mirrors which they have correlated with image 
quality measurements made using the 1-km beam line at SPring-8. Unfortunately, the discussion of 
this interesting and important work lies outside the scope of the present chapter.

8.9 RETROSPECT AND PROSPECT

This chapter outlines methods for understanding the performance of mirror surfaces in terms of 
statistical models of their surface topography. We illustrate this making use of simple models that 
exhibit an inverse-power-law fall off at high spatial frequencies. Obvious follow-on steps are to 
expand the database, to relate residual roughness to finishing methods, to explore different and 
composite models, and examine measurement errors and instrumental effects in metrology.41–44

It is pointed out that the utility of certain statistical parameters may be limited by broad confi-
dence limits. This suggests that a deterministic approach may be desirable for demanding applica-
tions, especially involving one-of-a-kind surfaces. Even so, the statistical approach provides deep 
insight into the physics involved, offers a pre-screening methodology, and will remain the lingua 
franca of this wide and diverse field in the future.
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VOLUME SCATTERING 
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9.1 GLOSSARY

A transversal area

C correlation function

c speed of light

D diffusion constant

D degree of polarization

E field amplitude

e polarization direction

F scattering form amplitude

f forward-scattering amplitude

G pair correlation function

g asymmetry parameter

I field intensity

I Stokes vector

J diffuse flux

k wave vector

KB Boltzman constant

KK–M effective absorption coefficient

la absorption length

ls scattering length

l transport mean free path

N number of particles

n refractive index

P scattering phase function

q scattering wavevector
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r, R vector position

S static structure factor

S scattering potential

s specific direction

SK–M effective scattering coefficient

T absolute temperature

t time

Tab transmission coefficient

U diffuse energy density

V volume

v volume fraction

dielectric constant

shear viscosity

scattering angle

wavelength of light

a absorption coefficient

s scattering coefficient

number density

scattering cross-section

frequency

solid angle

9.2 INTRODUCTION

Electromagnetic radiation impinging on matter induces oscillating charges that can be further 
regarded as secondary sources of radiation. The morphological details and the microscopical struc-
ture of the probed medium determine the frequency, intensity, and polarization properties of this 
re-emitted (scattered) radiation. This constitutes the basis of a long history of applications of light 
scattering as a characterization tool in biology, colloid chemistry, solid state physics, and so on.

A substantial body of applications deals with light scattering by particles. These smaller or larger 
ensembles of molecules have practical implications in many industries where they are being formed, 
transformed, or manipulated. Since the early works of Tyndall and Lord Rayleigh,1 the study of light 
scattering by molecules and small particles has been consistently in the attention of many inves-
tigators. Classical reviews of the field are the books by van de Hulst,2 Kerker,3 Bayvel and Jones,4

Bohren and Huffman;5 we also note the recent survey of techniques and theoretical treatments by 
Jones.6 Why and how the light is scattered by small particles has already been described in Chap. 7, 
“Scattering by Particles,” by Craig F. Bohren in this volume. Discussions on subjects related to light 
scattering can also be found in chapters like Chap. 5, “Coherence Theory,” by William H. Carter and 
Chap. 12, “Polarization,” by Jean M. Bennett.

For the topic of this chapter, light scattering by individual particles constitutes the building block 
of more complicated physical situations. When the three-dimensional extent of the medium that 
scatters the light is much larger than the typical size of a local inhomogeneity (scattering center), 
the physical process of wave interaction with matter can be classified as volume scattering. In this 
regime, the measured radiation originates from many different locations dispersed throughout the 
volume. Depending upon the structural characteristics of the medium, various scattering centers 
can act as secondary, independent sources of radiation (incoherent scattering) or they can partially 
add their contributions in a collective manner (coherent scattering). Another situation of inter-
est happens when, for highly disordered systems, light is scattered successively at many locations 
throughout the volume (multiple scattering). All these three aspects of volume scattering will be 
discussed in this chapter.
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In practice, particles very rarely exist singly and, depending on the illuminated volume or the 
volume seen by the detection system, scattering by a large number of particles needs to be consid-
ered. The simplest situation is that of incoherent scattering. When the fields scattered by different 
centers are completely independent, the measured intensity results from an intensity-based summa-
tion of all individual contributions. The ensemble of particles is described by temporal and spatial 
statistics which does not show up in scattering experiments; one can say that the volume scattering 
does not resolve the spatial arrangement of scattering centers.

When the scattering centers are sufficiently close, the phases of wavelets originating from indi-
vidual scattering centers are not independent. This is the case of collective or coherent scattering.
One faces the problem of expanding the scattering theories to ensembles of particles that can have 
certain degree of spatial or temporal correlations. A transition sets in from independent to coherent 
scattering regime. The situation is common for gels or composites which scatter light due to local 
inhomogeneities of the refractive index with length scales of the order of wavelength and where spa-
tial correlations between the scattering centers are encountered. This is the basis of one of the most 
successful application of volume scattering: the observation of structural characteristics of inhomo-
geneous systems.

In the case of highly disordered systems, the light propagation can be subject of scattering at 
many different locations within the probed volume and a multiple-scattering regime sets in. For a 
long time, the intensity and phase fluctuations determined by multiple light scattering were regarded 
as optical “noise” that degrades the radiation by altering its coherence, broadening the beam, and 
decreasing its intensity. Experimentalists were trying to avoid it as much as possible and the devel-
opment of comprehensive theories was not sufficiently motivated. Over the last two decades, how-
ever, remarkable advances in fundamental understanding and experimental methodologies proved 
that multiple scattering of waves is a source for unexplored physics leading to essentially new appli-
cations. New phenomena have been discovered and a series of experimental techniques have been 
implemented using particular coherent, polarization, temporal, and spectral properties of multiple 
scattered light. This revival of interest has been stimulated by the use of highly coherent sources in 
remote sensing and, especially, by considerable advances in solid-state physics. Many features of 
multiple scattered light are common to other classical waves like sound, heat, or microwaves but 
several analogies with electron transport phenomena have been at the core of this renewed interest 
in the propagation of optical waves in random systems.7

There is also another situation, which is often encountered in optics, when waves propagate 
through media with abrupt changes in their optical properties. Waves passing through inhomoge-
neous media with defined boundaries usually suffer surface scattering. In principle, scattering at 
rough surfaces can be considered as a limiting case of wave propagation and it is significant in vari-
ous practical situations; this topic has been separately discussed in Chap. 8, “Surface Scattering,’’ by 
Eugene L. Church and Peter Z. Takacs in this volume.

9.3  GENERAL THEORY OF SCATTERING

The schematic of a typical scattering experiment is depicted in Fig. 1, where a plane wave E0 with 
the wavevector k c= /  is incident on a spatially random medium occupying a finite volume V . Light 
is scattered by local inhomogeneities of the dielectric constant ( )r  and a basic theory of scattering 
aims at providing the link between the experimentally accessible intensity Is s( ) | ( )|R E R= 2 and the 
microscopic structure of the random medium.

The starting point of the theory is to describe the total electric field E(r) as a summation of the 
incoming and scattered fields and to consider that it satisfies the equation ( ) ( ) ( ) ( )2 2 = 4k E r r E rS ,
where S(r) represents a generic scattering potential. This equation can be converted into an integral 
one and, for R sufficiently far from the scattering volume where the associated Green function sim-
plifies, one eventually obtains the general result3,8
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9.4  PHYSICAL OPTICS

This expression represents the scattered field as an outgoing spherical wave that depends on the 
direction and magnitude of the total field inside the scattering volume V.

Approximate solutions can be obtained for the case of weak fluctuations of the dielectric con-
stant. One can expand the field E r E r E r E r( ) ( ) ( ) ( )= ...0

1 2  in terms of increasing orders of the 
scattering potential and use successive approximations of E(r) in Eq. (1) to obtain the so-called 
Born series. In the spirit of a first iteration, one replaces E(r) with E0(r) and obtains the first Born 
approximation that describes the regime of single scattering.

Alternatively, one can write E r r( ) [ ( ]=exp )  and develop the series solution for ( )r  in terms 
of increasing orders of the scattering potential. This is the Rytov’s series of exponential approxima-
tions, an alternative to the algebraic series representation of the Born method. The two approaches 
are almost equivalent, however, preference is sometimes given to Rytov’s method because an expo-
nential representation is believed to be more appropriate to describe waves in line-of-sight propaga-
tion problems.9–11

It is worth pointing out here that Eq. (1) can be regarded as an integral equation for the total field 
and, because the total field is a superposition of the incident field and contributions originating from 
scattering from all volume V, this generic equation includes all possible multiple scattering effects.8,12

9.4 SINGLE SCATTERING

Incoherent Scattering

When a sparse distribution of scattering centers is contained in the volume V, all the scattering 
centers are practically exposed only to the incident field, E r E r e k r( ) ( )= =0 0 0E ei  where E0 is the field 
magnitude, e0 is the polarization direction, and k is the wave vector. A considerable simplification is 
introduced when the magnitude of the scattered field is much smaller than that of the incident field, 
such that the total field inside the medium can be everywhere approximated with the incident field. 
This is the condition of the first Born approximation for tenuous media that practically neglects 
multiple scattering effects inside the scattering volume V. From Eq. (1), it follows that

E R r e r es

ikR

V

sE
e
R

k
d e( ) [ ( ( ) ) ]

( )
=

4
10

2
0 ii sk r (2)

FIGURE 1 Schematic representation of the incident k and scattered 
ks beams in a generic scattering experiment.
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VOLUME SCATTERING IN RANDOM MEDIA  9.5

For instance, in the case of a system of N identical particles, Eq. (2) is evaluated to give 

E R r e
k r

s

ikR

j

N
i s j

Vj

sE
e
R

k
e d( ) [ (

( )
=

4
0

2

=1

( ) ) ]r e k r
1 0 e

i s (3)

where Vj is the volume of the jth particle located at rj . In terms of the scattering wavevector 
q k k= s , the integral in Eq. (3) has the meaning of single-scattering amplitude of the jth particle, 
F f B( ) | | (q q= ), and depends on the forward scattering amplitude f and a scattering amplitude nor-
malized such that B( )0 =1. As explained in Chap. 7 in this volume, the ratio between the refractive 
index of the particles np and of the suspending medium ns determine the scattering strength f of an 
individual scatterer while its shape and size are accounted for in B(q).

For a collection of discrete scattering centers the total scattered intensity of Eq. (3) factorizes like:13

I E
e
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k
NF ei

ikR

i j

N
i

( ) (
(

q q
q

=
4

2
2

2

, =1

)
rr r

q qi j NP S
)

( ) ( ): (4)

where we separated the single-scattering form factor P(q) from the interference function or the 
static structure factor S ei j

N i i j(q
q r r

)
( )

= , =1 . The structure factor quantifies the phase-dependent 
contributions due to different locations of scattering centers. When an ensemble average is taken 
over the volume V and after separating out the diagonal terms, the static structure factor can be 
written as13,14

S e G e d
i i ij( ) ( )

( )
q r r

q r q rr
=1 =1 (5)

in terms of the pair-correlation function G(r) (where r is the vectorial distance between two par-
ticles), describing the statistical properties of the spatial arrangement of scattering centers. It is 
through S(q) that the link is made between the statistical mechanics description of the inhomogene-
ities and the measurable quantities in a scattering experiment.

As can be seen from Eq. (5), for the case of particles separated by distances much larger than the 
wavelength, S(q) becomes unity; the situation corresponds to G(r) 1, i.e., constant probability to 
find scattering centers anywhere in the scattering volume. This regime characterized by S( )q =1 is 
also called the incoherent case of volume scattering where I(q) is a simple, intensity-based summa-
tion of individual contributions originating from different scattering centers.

Coherent Scattering

For higher volume fractions of particles, the pair-correlation function depends on both the particle 
size and their concentration. The estimation of the pair-correlation functions—and, therefore, the 
evaluation of an explicit form for the structure factor—is a subject of highest interest and is usually 
approached through various approximations.15

Typical structure factors are shown in Fig. 2 for increasing volume fractions of spherical particles 
with radius r0. These results are based on the Percus-Yevick approximation,16,17 which has the advan-
tage of being available in a closed mathematical form but the trend shown in Fig. 2 is rather general. 
Note that the strength of the interparticle interactions is practically measured by the magnitude of 
the first peak in S(q).13,14

In general, wave-scattering experiments can be used to infer the pair-correlation function of the 
scattering centers in a random medium and, meanwhile, the characteristic of an individual scat-
tering event. In an ideal experiment where one has access to all the values of I(q) and the single-
scattering phase function P(q) is known, Eq. (3) can be inverted by standard methods.17,18

Capitalizing on conventional types of single-scattering form factors, various inversion schemes have 
been implemented to extract the structure factor from the values of angular-resolved intensity.19
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9.6  PHYSICAL OPTICS

Convergence and stability in the presence of noise are the major requirements for a successful inver-
sion procedure and a subsequent Fourier analysis to provide a description of the pair-correlation 
function. Of course, for systems of nonspherical particles or when the system exhibits structural 
anisotropies, a fully vectorial inverse problem needs to be approached.

The factorization approximation of Eq. (4) has found numerous applications in optical-
scattering experiments for characterization of colloidal, polymeric, and complex micellar systems. 
Numerous static and dynamic techniques were designed to probe the systems at different length and 
time scales. For example, reaction kinetics or different phase transitions have been followed on the 
basis of angular and/or temporal dependence of the scattered intensity.19 Another significant body 
of applications deals with light-scattering studies of aggregation phenomena.20–22

We should not conclude this section without mentioning here the similarities between volume 
light scattering and other scattering-based procedures such as x-ray and neutron scattering. Of 
course, the “scattering potentials’’ and the corresponding length scales are different in these cases 
but the collective scattering effects can be treated in a similar manner. From a practical viewpoint, 
however, light scattering has the appealing features of being noninvasive and, most of the time, 
easier to implement.

The average power scattered by a single particle is usually evaluated using the physical concept 
of total scattering cross-section = ( )4

0
2k P q qdqk .2,3,18 For a system with a number density = N V/

of scattering centers, the regime of scattering is characterized by a scattering length ls =1/ .
When the extent over which the wave encounters scattering centers is less than this characteris-
tic scattering length ls, we deal with the classical single-scattering regime. Note that the system of 
particles can be in the single-scattering regime and exhibit both independent or collective scat-
tering. From the general theory of scattering it follows that the details of the scattering-form fac-
tor depend on the size of scattering particle compared to the wavelength. The deviation of the 
scattering-form factor from an isotropic character is characterized by the asymmetry parameter 
g q k= ( ) =1 2 22 2cos /( ) , where q k p q q dqk2 2 3= ( )0

2 .2,18

As we have seen in the preceding section, when the particles are closely packed the scattering 
centers are not independent, i.e., they are sufficiently close that the fields scattered by different cen-
ters are partially in phase, collective scattering is considered through the static structure factor S(q). 
The effect of wave coupling to an individual particle can therefore be isolated from the statistical 
mechanics description of the particle locations in the volume. In this regime, one can consider the 
dispersion of correlated particles as a collection of pseudo-scattering centers, equivalent particles,
that are characterized by a modified single-scattering form factor P(q)S(q). There is no interaction 

FIGURE 2 Typical structure factors corresponding to sys-
tems of identical spherical particles with increasing volume frac-
tions as indicated. The horizontal line at S(q) 1 corresponds to 
the independent scattering approximation.
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between these fictitious particles and a corresponding single-scattering phase function can also be 
defined to be: 

P q
k f S

f S
k

( )
| |

| |

2 2

2

0

2

| |

| |

2

2

B q

B q

( ) ( )

( ) (

q

q))q dq
(6)

The asymmetry parameter of these pseudo-particles can be written as 

g
f B q S q q dq

k f B

k

k
1

( ) ( )
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0

2
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2

0

2
2

| | | |

| | | (( ) ( )2q S q q dq|
(7)

The equivalent-particle concept is illustrated in Fig. 3, where both the phase function and asym-
metry parameters are presented for the specific case of silica particles suspended in water. This sim-
plifying representation of coherent scattering effects is useful to further interpret complex, multiple 
scattering phenomena.

Dynamic Scattering

So far, we limited the discussion to the case where the scattering potential varies across the volume V
but, at a certain location, it remains constant in time. However, many physical systems are such that 
the volume distribution of scattering centers fluctuates in time and, therefore, gives rise to temporal 
fluctuations of the scattered radiation, i.e., to dynamic scattering. A complete analysis of light scat-
tering involves the autocorrelation function of the dielectric constant fluctuations ( ) ( )r r, ,0 , t
that manifests itself in the statistics of the temporal fluctuations of the measured light intensity. 
Evaluation of such correlation functions requires knowledge of the transport properties of the 
volume medium and is based on statistical mechanics and many-body theory. In spite of the rather 
complex phenomenology, different photon correlation techniques have been successfully imple-
mented in studies of reacting systems, molecular dynamics, or atmospheric scintillations.

1 10
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FIGURE 3 (a) Single scattering form factor P(q) corresponding to silica particles of 0.476 m placed in 
water and illuminated with 0.633 m and the form factor P(q) of an equivalent particle corresponding to 
a collection of such particles at the volume fraction  0.5. (b) Values of the asymmetry parameter for one 
silica particle and for a colection of of particles with an increasing volume fraction as indicated.
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9.8  PHYSICAL OPTICS

The benchmarks of the dynamic light scattering have been set in the seventies.23,24 An interest-
ing and useful particularity stems from the fact that, based on dynamic scattering, one can actu-
ally measure mechanical properties in the scattering volume without knowledge of the refractive 
index. Random motion of scattering centers induces small Doppler frequency shifts which, in turn, 
produce an overall broadening of the incident spectrum of light. The detection methods for such 
spectral changes depend primarily on the time scales of interest and range from high-resolution 
spectroscopy for very fast phenomena to various mixing or beating techniques for processes slower 
than about 1 ms.

Based on comparing the scattering signal with itself at increasing time intervals, photon correla-
tion spectroscopy (PCS) has emerged as a successful technique for the study of volume distributions 
of small particles suspended in fluids.25 Practically, one deals with the time-dependent fluctuations of 
the speckle pattern and the goal is to determine the temporal autocorrelation function E E t(0) ( ) ,
which probes the microscopic dynamics. For instance, in the simple case of a monodisperse and 
noninteracting system of brownian particles, E E t(0) ( )  is a single exponential that depends on 
the diffusion constant D k T rB= 6 0/ . Knowing the absolute temperature T and the shear viscosity 

 of the solvent, one can infer the particle radius r0. Similar to the case of static scattering discussed 
previously, refinements can be added to the analysis to account for possible dynamic structuring, 
polydispersivity as well as asphericity effects.19,23,26

9.5 MULTIPLE SCATTERING

When optical waves propagate through media with random distributions of the dielectric constant 
or when they encounter extended regions containing discrete scatterers or random continuum, one 
needs to solve a wave equation in the presence of large number of scattering centers; this is a diffi-
cult task and, as we will discuss, a series of simplifying approaches have been proposed. A survey of 
multiple scattering applications is presented by van de Hulst.27

Effective-Medium Representation

Some physical insight is given by a simple model, which describes the wave attenuation due to 
scattering and absorption in terms of an effective dielectric constant. Without explicitly involving 
multiple scattering, one considers the wave propagation through an homogeneous effective-medium
which is defined in terms of averaged quantities. The effective permittivity eff  is calculated by 
simply considering the medium as a distribution of spheres with permittivity  embedded in a 
continuum background of permittivity 0. If a wave with the wavelength much larger than the char-
acteristic length scales (size of inhomogeneity and mean separation distance) propagates through a 
volume random medium, the attenuation due to scattering can be neglected; therefore, a frequency-
independent dielectric constant will appropriately describe the medium. Based on an induced 
dipoles model, the Maxwell-Garnett mixing formula relates the effective permittivity to the volume 
fraction v of spheres eff /= 1 2 1( ) ( )va va , where a = 20 0( ) ( )/ .28

In recent developments, the wave propagation through highly scattering media has been 
described by including multiple scattering interactions in a mean-field approach. This is sim-
ply done by considering that the energy density is uniform when averaged over the correlation 
length of the microstructure.29 Through this effective medium, a “coherent’’ beam propagates 
with a propagation constant that includes the attenuation due to both absorption and scattering. 
In general, the propagation of the coherent beam is characterized by a complex index of refrac-
tion associated with the effective medium and a nontrivial dispersion law can be determined by 
resonant scattering.30 It is worth mentioning that, in the long-wavelength limit, the attenuation 
due to scattering is negligible and the classical mixture formula for the effective permittivity 
applies.
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VOLUME SCATTERING IN RANDOM MEDIA  9.9

Analytical Theory of Multiple Scattering

A rigorous description of multiple light-scattering phenomena can be made if statistical consider-
ations are introduced for quantities such as variances and correlation functions for ( )r  and general 
wave equations are subsequently produced. The advantage of an analytical theory is that the general 
formulation does not require a priori assumptions about the strength of individual scattering events 
nor about the packing fraction of scattering centers. The drawback, however, is that, in order to deal 
with the complexity of the problem, one needs to use quite involved approximations and, some-
times, rather formal representations.

Multiple Scattering Equations As shown in Fig. 4, when the field E0 is incident on a random distri-
bution of N scattering centers located at r r r1 2, , . . . , N  throughout the scattering volume V, the total 
field at one particular location inside V is the sum of the incident wave and the contributions from 
all the other particles 

E =E E0

=1j

N

j (8)

the field scattered from the jth particle depends on the effective field incident on this particle and its 
characteristics (scattering potential) Sj

E E Ej j j
i i j

N

i
s= 0

=1,

S (9)

It follows from Eqs. (8) and (9) that the total field can be formally written as 

E =E E E0

=1

0

=1 =1,j

N

j j
j

N

i i j

N

i i
sS S (10)

FIGURE 4 The field at r is a summation of the incident filed E0

and contributions Ej from all other scattering centers; in turn, the effec-
tive field on each particle consists of an incident contribution E0

j and 
contributions  Es

i from all other scattering centers.
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9.10  PHYSICAL OPTICS

which is a series of contributions from the incident field, single scattering, and increasing orders 
of multiple scattering.18 In principle, knowing the scattering characteristics Sj of individual cen-
ters (this includes strength and location), one can develop the analytical approach by involving 
chains of successive scattering paths. From the summations in Eq. (10), by neglecting the scatter-
ing contributions that contain a scatterer more than once, Twersky has developed an expanded 
representation of multiple scattering which is practical only for cases of low-order scattering.31

Approximations of Multiple Scattering Rigorous derivation of multiple scattering equations using 
the Green’s function associated with the multiple-scattering process and a system-transfer-operator 
approach (the T-matrix formalism) can be found in.32–34 However, in many cases of practical inter-
est, a very large number of scattering centers needs to be involved and it is impossible to obtain 
accurate descriptions for either the T-matrix or the Green’s function.

When large ensembles of scatterers are involved, a statistical description of the multiple scatter-
ing equations is appropriate. Probability density functions for finding scattering centers at different 
locations are determined by radial distribution function in a similar way as discussed in the context 
of correlated scattering. This expresses both the constraint on the particle locations and the fact that 
they are impenetrable. By using configuration-averaging procedures, self-consistent integral equa-
tions can be obtained for the average and fluctuating parts of the field produced through multiple 
scattering. When such a procedure is applied to Eq. (10), 

E =E E r r E r r r0 0 0S S Sj j j j i j i i jG d G G d( ) ( ) ( ) ii jdr . . . (11)

a hierarchy of integral equations is generated and successive approximations are obtained by trun-
cating the series at different stages. In fact, this expanded form has a more physically understandable 
representation in terms of the average field E j  at the location of a generic particle j:

E E E r r= 0 S j j j jG d( ) (12)

Foldy was the first to introduce the concept of configurational averaging and used the joint 
probability distribution for the existence of a given configuration of scattering centers to average the 
resulting wave over all possible configurations.35 However, Foldy’s approximation is appropriate for 
wave propagation in sparse media with a small fractional volume of scatterers.

A comprehensive discussion on multiple scattering equations and various approaximations can 
be found in Tsang’s book34 including the quasi-crystalline approximation36 and coherent potential37

approximations.

Radiative Transfer

The drawback of an analytical theory of multiple scattering is that it is too complicated; for systems 
with volume disorder often encountered in realistic situations, the scattering phenomena depends 
essentially on the ratio between the characteristic length scales of the system and the radiation wave-
length. A statistical description in terms of such characteristic scattering lengths is usually sufficient. 
In general, the particular location, orientation, and size of a scattering center is irrelevant and the 
underlying wave character seems to be washed out. Because energy is transported through mul-
tiple scattering processes, what matters is only the energy balance. Of course, this approach cannot 
account for subtle interference and correlation effects but refinements can be developed on the basis 
of a microscopic interpretation of radiative transfer.38

A comprehensive mathematical description of the nonstationary radiative transport is given by 
both Chandrasekhar39 and Ishimaru.18 The net effect of monochromatic radiation flow through a 
medium with a density  of scattering centers is expressed in terms of a modified Stokes vector 

I( ) [r s, , = ,1 1 2 2 1 1 2 2t E E E E E E E E , ,1 2 1 2Re E E Im E E T{ } { }]
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VOLUME SCATTERING IN RANDOM MEDIA  9.11

This quantity is a vectorial equivalent to the radiance where each element can be defined as the 
amount of energy in a given state that, at the position r, flows per second and per unit area in the 
direction s. When radiation propagates over the distance ds, there is a loss of specific intensity due 
to both scattering and absorption d dsI I= sc abs . In the mean time, there is a gain of specific 
intensity due to scattering from a generic direction s' into the direction s quantified by the tensoral 
scattering phase function (Mueller matrix) P(s', s). Also, there could be an increase, (r, s, t), of spe-
cific intensity due to emission within the volume of interest and the net loss-gain balance which is 
illustrated in Fig. 5, and represents the nonstationary radiative transfer equation:18

1
, =

c sl t
ts r s( ) ( )sc abs sI , cc P t d t( )( ) ( )s s r s r s, , , , , (13)

No analytical solution exists for the transfer equation and, in order to solve specific problems, 
one needs to assume functional forms for both the phase function and the specific intensity. Various 
methods have been used to approach the transient scalar RTE.40–43 Cheung and Ishimaru44 and Kim 
et al.45 approached the steady state vector RTE using a Fourier analysis. Vaillon et al.46 used a vector 
Monte Carlo method to analyze the radiative transfer in a particle-laden semitransparent medium. 
Jiang et al. presented a model for the atmospheric radiative transfer with polarization for remote-
sensing applications.47 Ma and Ishimaru used an eigenvalue-eigenfunction technique to solve 
numerically the vector radiative transfer equation.48 To solve the problem of polarized pulse propa-
gation in random media, Ishimaru et al.49 used the discrete-ordinates method by expanding the 
Stokes vector in a Fourier series. Successive orders of approximation are obtained by spherical har-
monic expansion of the specific intensity; for instance, the so-called P1 approximation is obtained 
when the diffuse radiance is expressed as a linear combination of an isotropic radiance and a second 
term modulated by a cosine.18

Diffusion Approximation Perhaps one of the most widely used treatment for multiple light scat-
tering is the diffusion approach. When (i) absorption is small compared to scattering, (ii) scat-
tering is almost isotropic, and (iii) the radiance is not needed close to the source or boundaries 

FIGURE 5 Loss-gain balance in a differential volume element; the incident radiance is 
attenuated by both absorption inside and scattering out of the volume element but it can be 
increased by ambient scattering and emission within the volume.
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then the diffusion theory can be used as an approximation following from the general radiative 
transfer theory. To get insight into the physical meaning of this approximation it is convenient to 
define quantities that are directly measurable such as the diffuse energy density (average radiance) 
U t t d( ) ( )r r s, = , ,4 0I  and the diffuse flux J r r s s( ) ( ), = , ,4t t dI . In the diffusion approxima-
tion, the diffuse radiance is approximated by the first two terms of a Taylor’s expansion:8,50

I0 , , ,
3

4
,( ) ( ) ( )r s r J r st U t t (14)

and the following differential equation can be written for the average radiance 

D U t U t
U t

t
S ta

2 , ,
,

= ,( )
( )

( )r r
r

r (15)

The isotropic source density is denoted by S(r, t) and D is the diffusion coefficient which is defined 
in units of length as 

D
ga s

=
1

3 1[ ( )]
(16)

in terms of the absorption a and s scattering coefficients. The diffusion equation is solved subject 
to boundary conditions and source specifics; most appealing is the fact that analytical solutions can 
be obtained for reflectance and transmittance calculations.

Because the phase function is characterized by a single anisotropy factor, the diffusion approxi-
mation provides mathematical convenience. Through renormalization, an asymmetry-corrected 
scattering cross-section that depends only on the average cosine of scattering angle defines the diffu-
sion coefficient in Eq. (16) and, therefore, an essentially anisotropic propagation problem is mapped 
into an almost isotropic (diffusive) model.

The photon migration approach based on the diffusion approximation has been very success-
ful in describing the interaction between light and complex fluids51 or biological tissues.52,53 It is 
instructive to note that three length scales characterize the light propagation in this regime: the 
absorption length la a= 1 which is the distance traveled by a photon before it is absorbed, the scat-
tering length ls s= 1 which is the average distance between successive scattering events, and the 
transport mean free path l l gs= 1/( ) that defines the distance traveled before the direction of prop-
agation is randomized. In experiments that are interpreted in the frame of the diffusion approxima-
tion, l  is the only observable quantity and, therefore, the spatial and temporal resolution are limited 
by l  and l c, respectively.

Under appropriate boundary conditions, such as a mixed boundary condition in which the dif-
fuse energy density vanishes linearly on a plane, the steady state diffusion equation can be solved 
and the photon flux is obtained from Fick’s law.54 Assuming an average energy transport velocity, 
the path length dependence of the energy flux can be evaulated yielding a path length probability 
distribution, p(s), which can be regarded as the probability distribution of optical path lengths that 
correspond to waves that have traveled through the medium along closed loops and have also accu-
mulated a total momentum transfer equal to 4 / .

Low-Order Flux Models for Radiative Transfer In an effort to describe the optical properties of 
highly scattering materials while reducing the computational difficulties, simplifying flux models
have been designed for the radiative energy transport. A volume scattering medium consisting of a 
collection of scattering centers is described as homogeneous material characterized by effective scat-
tering and absorption properties that are determined by its internal structure.

In this approach, the fundamental equation of radiative transfer is based on the balance between the 
net flux change, the flux input, and flux continuing out in an infinitesimal volume. Assuming two dif-
fusing components, a one-dimensional model based on plane symmetry for unit cross-section has been 
initially proposed by Schuster.55 One of the most successful extensions of this model is the so-called 
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Kubelka-Munk theory56 which relates the phenomenological, effective scattering SK M and absorption 
K K M coefficients to measurable optical properties such as diffuse reflectance or transmittance.

The two-flux model, Kubelka-Munk theory, is schematically illustrated in Fig. 6. Diffuse radia-
tion is assumed to be incident on the slab; the diffuse radiant flux in the positive x direction is J
while the one returning as a result of scattering is J . The net flux balance at a distance x across an 
infinitesimal layer of thickness dx is 

d K S dx s dx

d K S

K M K M

K M K M

J J J

J J

=

=

( )

( ) dx s dxJ
(17)

where the coefficient K K M determines the flux attenuation due to absorption while SK M accounts 
for the net flux scattered between forward and backward directions. The solution of the simultane-
ous differential equations of the first order in one dimension is obtained by applying the boundary 
conditions for the layer shown in Fig. 6. The diffuse reflectance of the substrate at x d can also be 
accounted for and expressions for the total diffuse reflection and transmission are found for a specific 
application. In practical applications of the Kubelka-Munk theory, the effective scattering and absorp-
tion parameters are inferred by iteration from measurements of diffuse reflectance or transmission.

A considerable body of work was dedicated to relate the Kubelka-Munk parameters to microstruc-
ture and to incorporate both the single- and multiple-scattering effects. Refinements and higher-order 
flux models have also been developed. A more accurate model that accounts for the usual condition 
of collimated incident radiation was elaborated by J. Reichman.57 A four-flux model has been devel-
oped that includes certain anisotropy of the scattered radiation.58 A six-flux model was implemented 
to incorporate the effect of particle shape and interparticles correlation.59 In spite of the fact that it is 
based on empirical determination of coefficients and that its range of applicability is rather unclear, 
the simple-to-implement Kubelka-Munk theory makes reasonably good description of experiments 
and has found applications in areas such as coatings, paper, paints, pigments, medical physics, and 
atmospheric physics.

Specific Effects in Multiple Light Scattering

The effects associated with light propagation through multiple scattering media depend on the scale 
of observation. An interesting analogy exists between optical and electron waves propagation in 
mesoscopic systems and, based on recent developments in solid state physics, useful insights have 

FIGURE 6 The two-flux approximation applied to radiative transfer 
through a diffusive layer.
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been provided for a range of multiple scattering phenomena.7,60 It is clear now that multiple light 
scattering in volume disorder does not merely scramble a coherent incident wave. In fact, the appar-
ent randomness of the scattered field conceals intriguing and sometimes counter intuitive effects 
such as the enhancement of the backscattered intensity and a range of correlations and statistics of 
vector waves.

Weak Localization Until recently, the coherent light propagating through random media has been 
considered to be somehow degraded, losing its coherence properties. However, recent experiments 
have brought evidence of the enhanced backscattering of light due to interference between the 
waves taking time-reversed paths,61 an effect which is associated with the more general phenomenon 
for the weak localization of waves in random media.62,63 First found in solid state physics more than 
30 years ago, this phenomenon is applicable to all classical waves. Surveys of the state of the art in 
the optical counterpart of weak localization can be found in Refs. 64 and 65.

When coherent light is scattered by a medium with volume randomness, interference effects 
between the scattered waves which traveled through the medium along different paths occur. The 
result is a random pattern of interference called laser speckle. Because the correlations in this granu-
lar pattern extend over angular scales of typically 10 3 rad or less, when the individual scatterers are 
allowed to move over distances of the order of the wavelength or more, the distribution of intensities 
in the speckle pattern is rapidly averaged out and becomes essentially flat. So far, however, it is well 
understood and widely recognized that one kind of interference still survives in this average. This is 
the interference of the waves emerging from the medium in directions close to exact backscattering 
and which have traveled along the same path but in opposite directions.

The pairs of time-reversed light paths have some particularities which can be easily understood 
in the general context of the waves scattered by random media. In Fig. 7, the main contributions to 
scattering from a dense distribution of scatterers are presented together with their angular depen-
dence. In the narrow angle of interest, the single scattering I(s) and the ladder term of multiple scat-
tering I (ml) are practically constant. The third, cyclical term I(mc), however, corresponds to the paired 
(or coherent) scattering channels and, being an interference term, has a definite angular structure. 

FIGURE 7 A schematic illustration of the origin of coherent backscattering. 
The classical contributions to backscattering are I(s) and I(ml); in addition, constructive 
interference occurs between reversed multiple scattering paths that have the same inci-
dent wave vector ki and exit wave vector ki.
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The existence of such a cyclical term (an idea originated from Watson66) is based on the fact that 
each scattering channel, involving a multitude of scattering centers, has its own coherent channel 
corresponding to the same sequence of scattering centers but time reversed. In the backward direc-
tion, the contribution of I(mc) equals that of I(ml) but its magnitude vanishes quickly away from this 
direction.

The angular profile of I(mc) can be qualitatively described by taking into account the interference 
between two light paths as shown in Fig. 7. The two time reversed paths have the same initial and 
final wave vectors, ki and kf , and develop inside the medium through the same scattering centers. 
Under stationary conditions, the two outgoing waves corresponding to these paths are coher-
ent and can interfere constructively for a special choice of ki and kf . If the positions of the first 
and the last scatterer in the sequence are ri and rf , respectively, the total phase shift between the 
two waves is q(ri rf), where q is the momentum transfer ki kf . Close to the backward direction 
(kf ki), the two waves add coherently and the interference may be described by a weighting factor 
cos[( )( )]k k r ri f i f , which is controlled by the interparticle distance | |r ri f . One can say that the 
coherence between the time-reversed sequences is lost for angles > /| |r ri f  and this actually sets 
the angular width of the cyclical term I (mc). The detailed angular profile of I (mc) is determined by the 
probability distribution function for | |r ri f  and, based on a diffusive model for light propagation in 
a semi-infinite medium, an approximate formula was given in Ref. 67:

I e qlql( ) 3.4= 1 3.4mc /[ ] (18)

It should be noted that the intensities which contribute to classical backscattering, i.e., I(s) and 
I(ml), correspond to incoherent channels of scattering, they add up on an intensity basis and, upon 
ensemble average, all angular dependences are washed out as seen in Fig. 7. As can be seen from 
Eq. (18), the angular shape of the coherent backscattering peak can be used to measure l  for a spe-
cific multiple scattering medium.

Correlations in Speckle Patterns One of the significant discoveries in mesoscopic physics is the 
phenomenon of conductance fluctuations which arises from correlations between the transmission 
probabilities for different output and input modes. In multiple light scattering, the same phenom-
enon shows up in the form of correlations between the intensities of light transmitted in different 
directions such as the case schematically depicted in Fig. 8. A nice feature of the optical scatter-
ing is that in contrast with electronic conductance experiments, one has access to both angular 

FIGURE 8 Scattering geometry containing two different wave trajectories.
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dependence and angular integration of transmittance. A rich assortment of correlation functions 
of the different transmission quantities can be studied and their magnitudes, decay rates, etc., 
open up novel possibilities for multiple light scattering-based characterization and tomographic 
techniques.68,69 These measurements exploit the spatial, spectral, and temporal resolution accessible 
in optical experiments.70

In a medium with volume disorder, optical waves can be thought to propagate through channels
(propagating eigenmodes) defined angularly by one coherence area having the size of a speckle spot. 
The energy is coupled in and out of the medium through a number of 2 A/ 2 such channels where 
A is the transversal size of the medium. The transmission coefficient Tab of one channel is defined 
as the ratio between the transmitted intensity in mode b and the incident intensity in mode a at a 
fixed optical frequency . An average transmission through the medium Tab

 can be evaluated by 
ensemble averaging over different realizations of disorder and, for purely elastic scattering, it can be 
shown that Tab l L/ . The motion of scatterers, the frequency shift of the incident wave, and the 
variation of angle of incidence and/or detection, introduce phase shifts (momentum differences) in 
different propagating channels. Surprising and novel features are found when one studies carefully 
how various Tab  channels are correlated with one another. A general function C T Taba b ab a b=  can 
be designed to evaluate the correlation between changes in the transmission coefficients T Tab ab=
Tab  and, to the lowest order in the disorder parameter 1/kl, it can be shown to be a summation of 

three different terms.71 The first term C1, short-range correlations, represents the large local intensity 
fluctuations specific to speckle patterns and exhibits an angular memory effect: when the incident 
beam is tilted by a small angle, the transmitted speckle pattern will, in average, follow provided 
that the tilt angle is not too large.72,73 The second term C2, long-range correlations, arises from paths 
that cross at a certain scattering site; it is smaller than C1  by a factor 1/ Tab and decays very slowly 
with the momentum difference.74 Finally, a uniform positive correlation which is independent of 
momentum differences is included in C3, conductance correlations, and it is determined by the less 
probable case of two crossings in propagation channels. This small correlation term (of the order 
of 1 2/ ( )Tab ) causes just a shift in background, i.e., the spatially averaged intensity in each speckle 
pattern is always a little darker or brighter than the total intensity averaged over many disorder real-
izations in the sample. These fluctuations do not decrease when averaging is done over larger and 
larger spatial regions and they are the optical analogue of the universal conductance fluctuations in 
electronic systems.71,75

Depolarization A common interpretation of multiple scattering effects assumes depolarization of 
the incident field. However, when coherent radiation interacts with scattering media, there is always 
a fixed phase and amplitude relationship between orthogonal electric field components at a given 
frequency at any point in time and space. Of course, these relationships may vary as a function of 
time, spatial coordinate, frequency, and material morphology. If, upon ensemble average, there is no 
correlation between any pair of orthogonal field components, the field is said to be unpolarized. A 
degree of polarization is defined as

D
I I I

I
= 1

2
2
2

3
2

1/2

0

(19)

where Ii are the ensemble averaged Stokes vector elements. This ensemble average can take the 
form of spatial, temporal, or frequency average or can also be the result of averaging over dif-
ferent material realizations.76 For a static medium illuminated by polarized light, depolarization 
occurs when path length differences contributing to a particular point exceed the coherence 
length of the illuminating light. It is interesting to note that the measured degree of polarization 
will be a function of the detection geometry, decreasing with increasing the detector’s size and 
integration time.

Based on symmetry considerations, van de Hulst2 finds the Mueller matrix for single scattering 
on a collection of randomly oriented identical particles each of which has a plane of symmetry to be 
diagonal with P P P22 33 44= . For spheres in exact forward scattering P P22 44= =1. In multiple scattering 
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however, this relation is not true anymore. It is expected that when light of arbitrary incident polar-
ization impinges on an optically thick, multiple scattering medium it emerges diffusely and totally 
depolarized. When increasing the optical density, the transfer matrix evolves toward that of a total 
depolarizer which has all elements equal to zero except for P11. This depolarization process will 
depend on the size parameter of the scattering particles. Owing to a smaller scattering anisotropy 
for the particles with the size parameter close to 1, the total depolarization stage is reached at higher 
optical densities than for larger particles. Two different regimes can be identified in terms of opti-
cal density d/l : (i) a steep decay for low optical densities, which corresponds to the attenuation of 
ballistic photons, and (ii) a slower decay for large optical densities, corresponding to the diffusive 
regime. The effective coefficient of attenuation depends only on the volume fraction of the scatter-
ing medium.

For an arbitrary input state of polarization, the output state of polarization can be obtained from 
I Iout in= P . In the case of a diagonal transfer matrix, the renormalized output Stokes vector is 

I I I Iout = 1 1 22 2 33 3 44P P P
T

(20)

The degree of polarization of the scattered light can be obtained from Eq. (20) using Eq. (19) 
for any input state. The characteristics of the depolarization will depend both on the input state 
of polarization and the dominant scattering regime, exhibiting different behavior in the Mie and 
Rayleigh (ka <<1) regimes. The depolarizing behavior of multiple scattering, as a function of sample 
thickness is exemplified in Fig. 9a and b for linear and circular inputs, respectively. As can be seen, 
for samples 2 and 3 in Fig. 9a and b the slope for linear input is always steeper than for circular 
input, indicating that circularly polarized light is less depolarized than linearly polarized light for 
the same sample thickness.

It is expected that, as soon as the diffusive regime is reached, multiple scattering will completely 
depolarize the incident optical wave. Knowing the complete Mueller matrix, the state of polariza-
tion of scattered light can be estimated for any input state of polarization. A detailed analysis can 
also predict which type of illumination is better preserved while propagating through the scatter-
ing medium. This is particularly important in applications such as long-range target identification 
where one must take into account depolarization effects due to propagation.

0
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FIGURE 9 Degree of polarization of output light for (a) linear and (b) circular inputs. Symbols: 
x-Rayleigh scatterer,  and O-Mie particles.
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10.1 GLOSSARY

Aba Einstein coefficient for spontaneous emission

a0 Bohr radius

Bif Einstein coefficient between initial state, |i , and final state, | f
EDC Dirac Coulomb term

Ehf hyperfine energy

En eigenvalue of quantum state n

E(t) electric field at time t

E( ) electric field at frequency 

e charge on the electron

ED electric dipole term

EQ electric quadrupole term

f i| |V matrix element of perturbation V

ga degeneracy of ground level

gb degeneracy of excited level

gN gyromagnetic ratio of nucleus

Hso spin-orbit interaction Hamiltonian

Planck’s constant

I nuclear spin

I(t) emission intensity at time t

j total angular momentum vector given by j l 1
2

li orbital state

MN mass of nucleus N

MD magnetic dipole term

m mass of the electron
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n (T)  equilibrium number of photons in a blackbody cavity radiator at angular frequency 
 and temperature T

QED quantum electrodynamics

R Rydberg constant for an infinitely heavy nucleus

R r
nl
( ) radial wavefunction

s spin quantum number with the value 1
2

si electron spin

T absolute temperature

Wab transition rate in absorption transition between states |a and |b

Wba transition rate in emission transition from state |b to state |a

Z charge on the nucleus

e c2
04/ fine structure constant

0 permittivity of free space

B Bohr magneton

( ) energy density at frequency 

(r) spin-orbit parameter

R radiative lifetime

angular frequency 

natural linewidth of the transition

D Doppler width of transition

k mode k with angular frequency 

Spectroscopic measurements have played a key role in the development of quantum theory. 
This chapter presents a simple description of the quantum basis of spectroscopic phenomena, 
as a prelude to a discussion of the application of spectroscopic principles in atomic, molecular, 
and solid-state physics. A brief survey is presented of the multielectron energy-level structure in 
the three phases of matter and of the selection rules which determine the observation of optical 
spectra. Examples are given of the fine-structure, hyperfine-structure, and spin-orbit splittings in 
the spectra of atoms, molecules, and solids. Solid-state phenomena considered will include color 
center, transition metal, and rare earth ion spectra.

The intrinsic or homogeneous lineshapes of spectra are determined by lifetime effects. Other 
dephasing processes, including rotational and vibrational effects, lead to splitting and broadening 
of spectra. There are also sources of inhomogeneous broadening associated with Doppler effects 
in atomic and molecular spectra and crystal field disorder in solids. Methods of recovering the 
homogeneous lineshape include sub-Doppler laser spectroscopy of atoms, optical hole burning, 
and fluorescence line narrowing.

Finally, the relationship between linewidth and lifetime are discussed and the effects of time-
decay processes outlined. The consequences of measurements in the picosecond and subpicosecond 
regime are described. Examples of vibrational relaxation in molecular and solid-state spectroscopy 
are reviewed.

10.2 INTRODUCTORY COMMENTS

Color has been used to enhance the human environment since the earliest civilizations. Cave artists 
produced spectacular colorations by mixing natural pigments. These same pigments, burned into 
the surfaces of clays to produce color variations in pottery, were also used to tint glass. The explana-
tion of the coloration process in solids followed from Newton’s observation that white light contains 
all the colors of the rainbow,1 the observed color of a solid being complementary to that absorbed 
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from white light by the solid. Newton measured the wavelength variation of the refractive index of 
solids, which is responsible for dispersion, and his corpuscular theory of light explained the laws 
of reflection and refraction.1 The detailed interpretation of polarization, diffraction, and interfer-
ence followed from the recognition that light was composed of transverse waves, the directions of 
which were related to the direction of the electric field in Maxwell’s electromagnetic theory:2,3 the 
electronic constituents of matter are set into transverse oscillation relative to the propagating light 
beam. Subsequently, Einstein introduced the photon in explaining the photoelectric effect.4 Thus the 
operating principles of optical components in spectrometers, such as light sources, mirrors, lenses, 
prisms, polarizers, gratings, and detectors, have been with us for a long time.

Many significant early developments in quantum physics led from optical spectroscopic studies 
of complex atoms. After Bohr’s theory of hydrogen,5 the quantum basis of atomic processes developed 
apace. One of Schrödinger’s first applications of wave mechanics was in the calculations of atomic 
energy levels and the strengths of spectroscopic transitions.6 Schrödinger also demonstrated the formal 
equivalence of wave mechanics and Heisenberg’s matrix mechanics. Extensions of spectroscopy 
from atomic physics to molecular physics and solid-state physics more or less coincided with the 
early applications of quantum mechanics in these areas.

A survey of the whole of spectroscopy, encompassing atoms, molecules, and solids, is not the 
present intent. Rather it is hoped that by choice of a few critical examples the more general principles 
linking optical spectroscopy and the structure of matter can be demonstrated. The field is now vast: 
Originally the exclusive domain of physicists and chemists, optical spectroscopy is now practiced 
by a variety of biophysicists and biochemists, geophysicists, molecular biologists, and medical and 
pharmaceutical chemists with applications to proteins and membranes, gemstones, immunoassay, 
DNA sequencing, and environmental monitoring.

10.3 THEORETICAL PRELIMINARIES

The outstanding success of the Bohr theory was the derivation of the energy-level spectrum for 
hydrogenic atoms:

E
mZ e

n

Z hc

n
Rn

2 4

0
2 2 2

2

22 4( )
(1)

Here the principal quantum number n is integral; h 2 is Planck’s constant; Z is the charge on 
the nucleus, m and e are, respectively, the mass and charge on the electron; and 0 is the permittivity 
of free space. The Rydberg constant for an infinitely heavy nucleus, R , is regarded as a fundamental 
atomic constant with approximate value 10,973,731 m–1. Equation (1) is exactly the relationship 
that follows from the boundary conditions required to obtain physically realistic solutions for 
Schrödinger’s time-independent equation for one-electron atoms. However, the Schrödinger equa-
tion did not account for the fine structure in the spectra of atoms nor for the splittings of spectral 
lines in magnetic or electric fields.

In 1927 Dirac developed a relativistic wave equation,7 which introduced an additional angular 
momentum for the spinning electron of magnitude s , where s s s( )1 and the spin quantum 
number s has the value s 1

2 . The orbital and spin angular momenta are coupled together to form 
a total angular momentum vector j, given by j l 1

2
. In the hydrogenic ground state | | ,nl 10

this spin-orbit coupling yields a value of j 1
2

 only, giving the 1S1/2 level. In the first excited 
state, for which n 2 the l 0, j 1

2
is represented by 2S1/2, while l 1 leads to j 3

2 3 22( )/P and 
j 1

2 1 22( )/P  levels, these two levels being separated by the fine structure interval.8 The Dirac form 
of the Coulomb energy, expressed as an expansion in powers of Z × the fine structure constant, 

( )e c2
04/ , is then
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10.4  PHYSICAL OPTICS

The second term in the bracket in Eq. (2) is the spin-orbit correction to the energies, which scales 
as (Z4 2)/n3. In the case of hydrogenic atoms this relativistic coupling removes the nP1/2 − nP3/2 and 
nD3/2 − nD5/2 degeneracy, but does not split the nS1/2 level away from the nP1/2 level. A further rela-
tivistic correction to Eq. (1) involves replacing the electronic mass in R  by the reduced mass of the 
electron mM/(M m), which introduces a further shift of order ( ) ( ( ) )m M Z n EN/ / DC1 2 2 . Here 
MN is the mass of the nucleus.

There are two further energy-level shifts.9 The so-called quantum electrodynamic (QED) shifts 
include contributions due to finite nuclear size, relativistic recoil, and radiative corrections, collectively 
described as the Lamb shift, as well as terms due to electron self-energy and vacuum polarization. 
The Lamb shift raises the degeneracy of the nS1/2 − nP1/2 levels. Overall, the QED shift scales as 

(Z )4/n3.10 The interaction of the electronic and nuclear magnetic moments gives rise to hyperfine 
structure in spectra. The hyperfine contribution to the electronic energies for a nucleus of mass MN,
nuclear spin I, and gyromagnetic ratio gN, is given by

E
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n

g m
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hcR

F F I I
hf
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N
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( )( )

j j
j j l

1
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(3)

where j l s is the total electronic angular momentum and F I j is the total atomic angular 
momentum. Ehf scales as Z3 2/n3 and is larger for S-states than for higher-orbit angular momentum 
states. More generally, all the correction terms scale as some power of Z/n, demonstrating that the 
shifts are greatest for n 1 and larger nuclear charge. Experiments on atomic hydrogen are particu-
larly important, since they give direct tests of relativistic quantum mechanics and QED.

10.4 RATES OF SPECTROSCOPIC TRANSITION

The rates of transitions may be determined using time-dependent perturbation theory. Accordingly, 
it is necessary to consider perturbations which mix stationary states of the atom. The perturbations 
are real and oscillatory in time with angular frequency and have the form

H V i t V t1 exp exp( ) ( ) (4)

where V is a function only of the spatial coordinates of the atom. In the presence of such a time-
dependent perturbation, the Schrödinger equation

( )H H i
t0 1

(5)

has eigenstates

c t nlm iE tn n
n

( )| ( )exp / (6)

which are linear combinations of the n stationary solutions of the time-independent Schrödinger 
equation, which have the eigenvalues En. The time-dependent coefficients, cm(t), indicate the extent 
of mixing between the stationary state wavefunctions |nlm . The value of | ( )|c tj

2, the probability that 
the electronic system, initially in state i, will be in a final state f after time t is given by

| ( )|
sin ( )

( )
c t

V t
f

fi fi

fi

2

2 2 1
2

2
4 (7)

for an absorption process in which the final state f is higher in energy than the initial state i. This 
expression defines the Bohr frequency condition,

E Ef i (8)
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OPTICAL SPECTROSCOPY AND SPECTROSCOPIC LINESHAPES  10.5

and fi f iE E( )/ . Obviously, | ( )|c tf
2 has a maximum value when fi , showing that the prob-

ability of an absorption transition is maximum when E Ef i . The emission process comes 
from the V exp ( t) term in Eq. (4): the signs in the numerator and denominator of Eq. (7) are 
then positive rather than negative. For the probability to be significant then requires that fi 0, 
so that the final state f is lower in energy than the initial state. If the radiation field has a density of 
oscillatory modes u( ) per unit frequency range, then Eq. (7) must be integrated over the frequency 
distribution. The transition rate is then

W V ufi fi fi

2
2

2| | ( ) (9)

in which the Vfi indicates that only a narrow band of modes close to fi has been taken into 
account in the integration. This equation, which gives the probability of a transition from | |i f
per unit time, is known as Fermi’s golden rule.

In Eq. (9) V f V ifi | | and V f V ifi | | determine the transition probabilities for absorption 
and emission between the initial i and final states f. In fact | |Vfi  and | |Vif are identical and the tran-
sition probabilities for absorption and emission are equal. For the kth mode with angular frequency 

k the perturbation takes the form

V er E
e
m

l s B er r kEk i k i i k i i k
0 0 1

2
0

2
2( )

i

(10)

The first term in Eq. (10) is the electric dipole (ED) term. The second and third terms are the 
magnetic dipole (MD) and electric quadrupole terms (EQ), respectively. The relative strengths of 
these three terms are in the ratio ( ) :( ) :ea c eaB0

2 2
0
2 2/ / where a0 and B are the Bohr radius and 

Bohr magneton, respectively. These ratios are then approximately 1 : 10−5 : 10−7. Since the electro-
magnetic energy per unit volume contained in each mode, including both senses of polarization, 
is given by 2 0

0 2| |Ek , the energy density, ( ), per unit volume per unit angular frequency is just 
4 0

0 2| | ( ).E uk k  Hence, from Eq. (9) and using only the first term of Eq. (10) the electric dipole 
transition rate is determined as

W f er iif i k
ik2 0

2

2

| ˆ | ( ) (11)

where the summations are over the numbers of electrons, i, and polarization vectors, k. For ran-
domly polarized radiation Eq. (11) becomes

W f er iif i
i

2

6 0
2

2

| | ( ) (12)

If the radiation has all the Ek vectors pointing along the z-direction then only this mode is taken into 
account and

W f ez iif i
i2 0

2

2

| | (13)

These relationships, Eqs. (12) and (13), are used subsequently in discussing experimental techniques 
for measuring optical absorption and luminescence spectra. They result in the selection rules that 
govern both polarized and unpolarized optical transitions.

For the most part the succeeding discussion is concerned with radiative transitions between the 
ground level a and an excited level b. These levels have degeneracies ga and gb with individual ground 
and excited states labeled by |an and |bm , respectively. The probability of exciting a transition from 
state |an to state |bm is the same as that for a stimulated transition from |bm to |an . The transition 
rates in absorption, Wab, and in emission, Wba, are related through

g W g Wa ab b ba (14)
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10.6  PHYSICAL OPTICS

assuming the same energy density for the radiation field in absorption and emission. Since the 
stimulated transition rate is defined by

W Bab ab ( ) (15)

the Einstein coefficient Bab for stimulated absorption is directly related to the squared matrix ele-
ment | | | | |b er am i i n

2. Furthermore, the full emission rate is given by

W A n Tba ba[ ( )]1 (16)

where n (T) is the equilibrium number of photons in a blackbody cavity radiator at angular fre-
quency  and temperature T. The first term in Eq. (16) (i.e., Aba) is the purely spontaneous emission 
rate, related to the stimulated emission rate by

A B uba ba k k2 ( ) (17)

Equation (17) shows that the spontaneous transition probability is numerically equal to the prob-
ability of a transition stimulated by one photon in each electromagnetic mode, k. Similarly the 
stimulated absorption rate is given by

W B
g

g
A n Tab ab

b

a
ba( ) ( ) (18)

These quantum mechanical relationships show how the experimental transition rates, for both 
polarized and unpolarized radiation, are determined by the mixing of the states by the perturbing 
oscillatory electric field. Since the radiative lifetime R is the reciprocal of the Einstein A coefficient 
for spontaneous emission [i.e., R (Aba)

−1] we see the relationship between luminescence decaytime 
and the selection rules via the matrix element | | | |b er am i i n .

10.5 LINESHAPES OF SPECTRAL TRANSITIONS

Consider the excitation of optical transitions between two nondegenerate levels |a and |b . The 
instantaneous population of the upper level at some time t after the atomic system has been excited 
with a very short pulse of radiation of energy ab is given by

N t N A tb b ba( ) ( ) ( )0 exp (19)

where Aba is the spontaneous emission rate of photons from level |b to level |a . Since the energy 
radiated per second I t A N tba b ab( ) ( ) , the emission intensity at time t, and frequency ba is 
given by I(t) I(0) exp (− t/ R), where the radiative decaytime R is defined as the reciprocal of the 
spontaneous decay rate, i.e., R baA( )1/ . The expectation value of the time that the electron spends 
in the excited state, t , is calculated from

t
N

N t dt A
b

b ba R

1
0 8

1

( )
( ) ( ) (20)

This is just the average time, or lifetime, of the electron in the excited state. In consequence, this 
simple argument identifies the radiative decaytime with the lifetime of the electron in the excited 
state. Typically, for an allowed electric dipole transition R ~ 10−8 s.

The radiation from a collection of atoms emitting radiation at frequency ba at time t > 0 has an 
associated electric field at some nearby point given by

E t E i t tba R( ) ( ) ( )0 2exp exp / (21)
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OPTICAL SPECTROSCOPY AND SPECTROSCOPIC LINESHAPES  10.7

(i.e., the electric field oscillates at the central frequency of the transition on the atom). The distribution 
of frequencies in E(t) is obtained by Fourier analyzing E(t) into its frequency spectrum, from which

E
E

i
ab R

( )
( ) ( )

[ ( )]0

2 22
exp (22)

where ( ) is a constant phase factor. Since I(t) E(t)2 we obtain the intensity distribution of 
frequencies given by

I
I

ab R

( )
( ) ( )

0
2 22

(23)

This classical argument shows that the distribution of frequencies in the transition has a lorentzian 
shape with full width at half maximum (FWHM), , given by

1

R
baA (24)

An identical lineshape is derived from wave mechanics using time-dependent perturbation theory. 
This relationship between the natural linewidth of the transition, , and the radiative decaytime, 

R, is related to the uncertainty principle. The time available to measure the energy of the excited 
state is just t ; the width in energy of the transition is E . Hence E R  follows 
from Eq. (24). For R 10−8 s the energy width E c/ m5 10 2 1. Hence the natural linewidth of a 
transition in the visible spectrum is 2 10 3 nm.

The broadening associated with the excited state lifetime is referred to as natural or homogeneous 
broadening. There are other processes which modulate the energy levels of the atom thereby con-
tributing to the overall decay rate, −1. It is this overall decay rate, 1 1

R , which determines the 
width of the transition. Examples of such additional processes include lattice vibrations in crystals 
and the vibrations/rotations of molecules. In gas-phase spectroscopy, random motion of atoms or 
molecules leads to inhomogeneous broadening via the Doppler effect. This leads to a Gaussian spectral 
profile of FWHM given by

D bac
kT
M

4 2
2

1 2

ln
/

(25)

showing that the Doppler width varies as the square root of temperature and is smaller in heavier 
atoms. In solids, distortions of the crystal field by defects or growth faults lead to strain which is 
manifested as inhomogeneous broadening of spectra. The resulting lineshape is also gaussian. The 
great power of laser spectroscopy is that spectroscopists recover the true homogeneous width of a 
transition against the background of quite massive inhomogeneous broadening.

10.6 SPECTROSCOPY OF ONE-ELECTRON ATOMS

Figure 1a shows the energy level structure of atomic hydrogen for transitions between n 3 and 
n 2 states, i.e., the Balmer -transition. Electric dipole transitions are indicated by vertical lines. 
The relative strengths of the various lines are indicated by the lengths of the vertical lines in Fig. 1b.
Also shown in Fig. 1b is a conventional spectrum obtained using a discharge tube containing deu-
terium atoms cooled to T 50 K. This experimental arrangement reduces the Doppler width of 
the Balmer -transition at 656 nm to 1.7 GHz. Nevertheless, only three transitions 2P3/2 3D5/2,
2S1/2 3P1/2, and 2P1/2 3D3/2 are resolved.11 However, sub-Doppler resolution is possible using 
laser saturation spectroscopy.12 Figure 1c shows the Doppler-free Balmer -spectrum to comprise 
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10.8  PHYSICAL OPTICS

comparatively strong lines due to 2P3/2 3D5/2, 2S1/2 3P1/2, 2S1/2 3P3/2, and 2P1/2 3D3/2 transi-
tions, as well as a very weak 2P3/2 3D3/2 transition. Also evident is a cross-over resonance between 
the two transitions involving a common lower level 2S1/2, which is midway between the 2S1/2 3P1/2,
3P3/2 transitions. The splitting between 2P3/2, 2P1/2 3D3/2 transitions measures the spin-orbit split-
ting in the n 2 state, which from Eq. (2) is about 36.52 m−1. The Lamb shift is measured from the 
splitting between 2S1/2 3P3/2 and 2P1/2 3D3/2 lines to be 3.53 m−1, which compares well with the 
original microwave measurement (3.537 m−1).13 Subsequently, Hänsch et al.14 made an interferometric 
comparison of a Balmer -line with the 632.8-nm line from He-Ne locked to a component of 129I2,
thereby deriving a value of R of 10973731.43(10) m−1, at that time an order of magnitude improve-
ment in accuracy on previous values. Neither the 2S1/2 nor 2P1/2 hfs was resolved in this experiment, 
both splittings being less than the system resolution of ca 0.05 m−1. This probably followed from the 
use of pulsed dye lasers where the laser linewidth exceeds by factors of 10 the linewidth available from 
single-frequency continuous wave (CW) dye lasers. Subsequent measurements using CW dye lasers 
standardized against I2-stabilized He-Ne lasers gave further improvements in the value of R . ,15 16

Also using the Balmer -transition Stacey et al17 have studied the isotope shifts between spectra from 

FIGURE 1 (a) The structure of the n 3 and n 2
levels of hydrogen showing the Balmer -transitions. 
(b) A low resolution discharge spectrum of deuterium 
cooled to 50 K. (c) A Doppler-free spectrum of the Balmer 

-spectrum of hydrogen. (After Hänsch et al.12)
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OPTICAL SPECTROSCOPY AND SPECTROSCOPIC LINESHAPES  10.9

hydrogen, deuterium, and tritium. The spectrum shown in Fig. 2 reveals the 2S1/2 hyperfine split-
ting on the 2S1/2 P3/2 and 2S1/2 3D3/2 transitions. These measurements yield isotope shifts of 
124259.1(1.6) MHz and 41342.7(1.6) MHz for H-D and D-T, respectively, which accord well with 
theoretical values. 

The literature on H-atom spectroscopy is vast, no doubt fueled by the unique relationship 
between experimental innovation and fundamental tests of relativistic quantum mechanics and 
QED. This chapter is not a comprehensive survey. However, it would be seriously remiss of the 
author to omit mention of three other categories of experimentation. The first experimental 
arrangement uses crossed atomic and laser beams: a well-collimated beam of atoms propagates 
perpendicular to a laser beam which, after traversing the atomic beam, is reflected to propagate 
through the atomic beam again in the opposite direction. The interaction between the counter-
propagating beams and the atoms in the atomic beam is signaled by a change in the beam flux. 
The atomic beam replaces the discharge unit used in conventional atomic spectroscopy, thereby 
reducing errors due to the electric fields in discharges. This experiment is the optical analogue of 
the Lamb-Retherford radio-frequency experiment13 and has been much used by workers at Yale 
University.18 They reported a value of R 10973731 573 3 1. ( ) m  in experiments on the Balmer 

-transition (n 2 to n 4).
There have been several other studies of the Balmer -transition, which has a narrower 

natural linewidth than the Balmer -transition. However, because it is weaker than the Balmer 
-transition, Wieman and Hänsch used a polarization scheme to enhance the sensitivity of the 

saturation absorption scheme.19 Finally, the metastable 2S1/2 level may decay spontaneously to 
the 1S1/2 ground state with the emission of two photons with energies that sum to the energy 
separation between 1S1/2 and 2S1/2. Such a process has a radiative decaytime of 0.14 s, giving a 
natural linewidth for the 2S1/2 1S1/2 transition of order 1 Hz! The probability of a two-photon 
absorption transition is quite low. However, as with laser absorption saturation spectroscopy, 
two-photon absorption experiments are made feasible by Doppler-free resolution. Wieman and 
Hänsch20 used an amplified CW laser beam at 243 nm to excite a two-photon absorption transition, 
which they detected by observing the Lyman -emission at 121 nm. In addition, part of the laser 
beam was split off and used to measure simultaneously the Balmer -spectrum. The coupled 
experiment permitted a direct measurement of the ground-state Lamb shift of 8161(29) MHz. 
Ferguson and his colleagues developed standard cells using 130Te2 lines for studies of the Balmer 

-and 1S1/2 2S1/2 transitions.10,21

FIGURE 2 Showing hyperfine structure splittings of the 2S1/2 3P3/2, 3D3/2
transition in hydrogen. (After Stacey.17)
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10.7 MULTIELECTRON ATOMS

In order to calculate the energy level spectrum of a multielectron atom we require a suitable hamilto-
nian describing the interaction of all the electrons with the nucleus and with each other. A convenient 
starting point is the simplified Dirac equation for a one-electron atom, viz.,

H H H0 so
(26)

where H0 is the simplified hamiltonian for the electron in the field of a nucleus of charge Ze at 
rest, i.e., 

H
p
m

Ze
r0

2 2

02 4
(27)

and Hso − (r)l · s is the spin-orbit hamiltonian. Wavefunctions which satisfy Eq. (27) are

nlm nl
r

l
m

l
r R Y( ) ( )( ) (28)

where the labels n, l, and m are quantum numbers which characterize the eigenstates. The eigenvalues, 
given in Eq. (1), depend only on the principal quantum number n, which takes positive integral values. 
The quantum number l characterizing the orbital angular momentum also takes integral values, 
l 0, 1, 2, 3, . . . , (n − 1), whereas m1 measures the z-component of the orbital angular momentum. 
There are 2l 1 integral values of l given by m 1, (l − 1), (l − 2), . . . , − (l − 1), − l, and for a given 
value of n there are several different orbital states with identical energy. Hso, among other interac-
tions, raises this degeneracy.

It is convenient to represent the orbital wavefunction nlm by the ket |nlm . Including spin angu-
lar momentum we represent a spin orbital by |nlsmms or more simply by |nlmms . Recalling the 
brief discussion of the coupled representation, whereby j l s, an equally valid representation is 
|nljmj . Indeed the new basis states |nljmj  are just linear combinations of the |nlmms basis states.8

Each wavefunction has a definite parity. The parity of wavefunctions is important in determining 
the selection rules of spectra. The inversion operator Pi, defined by Pi f(r) f( r) for any function of r,
gives the following result

P nlm nlmi
l| ( ) |1 (29)

Hence, for even values of l the wavefunctions are said to have even parity since they do not change 
sign under inversion of coordinates. For l odd the wavefunctions have odd parity. The strength of an 
optical transition is determined by a matrix element b a| | , where the integration is taken over 
the volume of the atom. In the electric dipole approximation, −er so that the matrix element is 
zero except that the wavefunction a and b have opposite parity. This defines the Laporte selection 
rule which states that the parity of a state must change from odd to even (or vice versa) in an electric 
dipole transition.

The hamiltonian for multielectron atoms is a sum over all N electrons of one-electron operators 
[see Eq. (1)] plus an electron-electron Coulomb repulsion between electrons i and j separated by a 
distance rij. Hence we may write this as

H
P

m
Ze

r
r l s

ei

i
i i i

i

2 2

0

2

02 4 4
( )

rriji j

(30)

The computational complexity militates in favor of an approximate solution because the spin-orbit 
and electron-electron interactions are not spherically symmetric. In consequence, the first stage of 
the approximation to Eq. (30) is in the form

H
p

m
V r r l si

i i i i i
i

2

2
( ) ( ) (31)
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where V ri i( ) is a spherically symmetric one-electron operator which represents the potential energy 
of the ith electron in the field of the nucleus and all the electrons. The first two terms in this sum 
constitute the orbital hamiltonian, H0, a sum of one-electron hydrogen-like hamiltonians [Eq. (27)], 
but with a more complicated radial potential energy function, V (r). The radial and angular parts of 
each one-electron hamiltonian are separable and we write orbital functions

R r Y nlmnl i l
m( ) ( , ) | (32)

However, R rnl i( ) is the solution of the radial equation involving the central potential, V ri( ), which 
is characterized by the quantum numbers n and l. In consequence, the energy of the one-electron 
state also depends on both n and l. The complete spin orbital is characterized by four quantum 
numbers including spin (i.e., u nlmms| ) and the many electron eigenstate of H0 is a product of 
one-electron states

U nlmm
i

s i| (33)

The energy Eu of this product state is

E Eu
i

n li i (34)

which depends on the set of nili values. However, since Eu does not depend on ml and ms these eigen-
states have a large degeneracy.

Experimentally, the complete wavefunctions of electrons are antisymmetric under the exchange 
of orbital and spin coordinates of any two electrons. The product wavefunction, Eq. (33), does not 
conform to the requirement of interchange symmetry. Slater solved this problem by organizing the 
spin orbitals into an antisymmetric N-electron wavefunction in determinantal form.22 The applica-
tion of the Hartree-Fock variational approach to determine the central field potential consistent 
with the best Slater wavefunctions is described in detail by Tinkham.23 There are many different sets 
of energy eigenfunctions that can be chosen; the net result is that the eigenstates of H0 can be classi-
fied by a set of quantum numbers LSMLMS for each (nili) electron configuration, where L ili and 
S isi. That the eigenfunctions must be antisymmetric restricts the number of possible L and S values 
for any given configuration. Since J L S is also a solution of H0, we can represent the eigenstates 
of the configuration by the ket |LSM ML S or alternatively by |LSJM j  where the eigenstates of the 
latter are linear combinations of the former.

There is a particular significance to the requirement of antisymmetric wavefunctions in the 
Slater determinantal representation. A determinant in which any two rows or columns are identi-
cal has the value of zero. In the present context, if two one-electron states are identical, then two 
columns of the Slater determinant are identical, and the wavefunction is identically zero. This is a 
statement of the Pauli exclusion principle: no two electrons in an atom can occupy identical states 
(i.e., can have the same four quantum numbers). The Slater wavefunctions indicate those one-electron 
states which are occupied by electrons. To see how this works consider two equivalent electrons in 
p-states on an atom. For n n for both electrons, the l-values may be combined vectorially to give 
L 2, 1, and 0. Similarly, the two electron spins, s 1

2
, may be combined to give S 1 or 0. The 

antisymmetric requirement on the total wavefunction means that the symmetric orbitals D(L 2) 
and S(L 0) states can only be combined with the antisymmetric spin singlet, S 0. The resulting 
spin orbitals are represented by 1D and 1S. In contrast the antisymmetric P state must be combined 
with the spin triplet, which is a symmetric function, yielding the antisymmetric spin orbital, 3P. 
However, for two inequivalent p-electrons in an excited state of the atom both spin singlet and spin 
triplet states are possible for the S, P, and D orbital states.
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10.8  OPTICAL SPECTRA AND THE OUTER 
ELECTRONIC STRUCTURE

Optical spectroscopy probes those electronic transitions associated with a small number of electrons 
outside the closed shells of electrons. This gives further simplification to the computational problem 
since the multielectron hamiltonian

H
p

m
V r r l s

e
ri

i
i i i i

ii

2 2

02 4
( ) ( )

j

(35)

is summed only over the outer electrons where each of these electrons moves in the central field 
of the nucleus and the inner closed-shell electrons, V (ri). Neglecting the smallest term due to the 
spin-orbit interaction, the hamiltonian in Eq. (35) takes the form H0 H , where H0 is a sum of one-
electron hamiltonian with the radial potential functions V (ri) and H  is the energy of the Coulomb 
interaction between the small number of outer electrons. The corrections to the one-electron ener-
gies are then the diagonal matrix elements n l m m H n l m mi i i si i i i si| | , expressed either in terms of 
Racah parameters, A, B, C, or Slater parameters, F0, F2, F4 . . . .24 Transition metal ion energy levels are 
normally described in terms of the Racah parameters and rare earth ion energy levels in terms of the 
Slater functions. The effect of H is to split each configuration (nili) into a number of LS terms for 
each of which there are (2L 1)(2S 1) distinct energy eigenstates. We represent the energy eigen-
states by the kets |( , )n l LSJM j , which are defined as linear combinations of the |( )n l LSM Mi i L S states.

Returning briefly to the (np)2 configuration (characteristic of the Group-4 elements, C, Si, Ge, etc.
of the Periodic Table) it is noted that the diagonal matrix elements evaluated in terms of the Slater 
parameters are given by E(1D) F0 F2, E(1S) F0 10F2, and E(3P) F0 − 5F2. For different atoms it 
is the relative values of F0 and F2 which change through the series (2p)2, (3p)2, (4p)2, etc. Note that it 
is the term with maximum multiplicity, 3P, which is lowest in energy in conformity with Hund’s rule. 
A similar situation arises for the (np)4 configuration of, for example, atomic O, S, and Se which might 
equally and validly be considered as deriving from two holes in the (np)2 configuration. The general 
conclusion from this type of analysis is that the energy level structures of atoms in the same period of 
the Periodic Table are identical, with the principal differences being the precise energies of the eigen-
states. This is evident in Fig. 3, the term scheme for atomic Li, which has the outer electron configu-
ration (2S)1; this may be looked on as a pseudo-one-electron atom. There is a general spectroscopic
similarity with atomic hydrogen, although the (ns)1 – (np)1 splittings are much larger than in hydrogen.
The 3S1/2 2S1/2 transition is forbidden in Li just as the 2S1/2 1S1/2 transition is in hydrogen. 
However, it is unlikely to be observed as a two-photon process in emission because the 3S1/2 2P3/2, 1/2
and 2P3/2, 1/2 2S1/2 transitions provide a much more effective pathway to the ground state.

The comparison between Li and Na is much more complete as Figs. 3 and 4 show: assuming 
as a common zero energy the ground state, the binding energies are E(2S1/2, Li) 43,300 cm 1 and 
E(3S1/2, Na) 41,900 cm 1. The energies of the corresponding higher lying nS, nP, and nD levels on 
Li are quite similar to those of the (n 1)S, (n 1)P, and (n 1)D levels on Na. This similarity in 
the energy level structure is reflected in the general pattern of spectral lines, although the observed 
wavelengths are a little different. For example, the familiar D lines in the emission spectrum of Na 
occur at 589.9 nm whereas the corresponding transition in Li occur at 670.8 nm.

Examination of the term schemes for a large number of elements reveal striking similarities 
between elements in the same group of the Periodic Table, due to this structure being determined 
by the number of electrons outside the closed shell structure. These term diagrams also reveal a 
very large number of energy levels giving rise to line spectra in the ultraviolet, visible, and infrared 
regions of the spectrum. The term diagrams are not very accurate. Tables of accurate energy levels 
determined from line spectra have been compiled by Moore25 for most neutral atoms and for a 
number of ionization states of the elements. This comprehensive tabulation reports energy levels to 
a very large principal quantum number ( , )n 10 11 .

The term diagram of the neutral Tl atom, (6p)1 configuration (see Fig. 5) shows two interesting 
features in comparison with those for alkali metals (see Figs. 3 and 4). In the (6p)1 state the spin-
orbit splitting into 6P1/2 and 6P3/2 levels amounts to almost 8000 cm 1 whereas the spin-orbit splitting 
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FIGURE 3 The term diagram of atomic Li, in which the slanted lines indicate the observed electric 
dipole transitions and the numbers on the lines are the wavelengths in Ångstrom units. (After  Grotian.26)
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FIGURE 4 The term diagram of atomic Na. (After Grotian.26)
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FIGURE 5 The term diagram of neutral Tl. (After Grotian.26)
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between the 3P1/2 and 3P3/2 levels of Na is only 17 cm−1. This reflects the (Z4/n3) dependence of the 
spin-orbit coupling constant. Furthermore, when Tl is in the 7S1/2 state it can decay radiatively via 
transitions to either 6P3/2 or 6Pl/2, each with a distinct transition probability. The relative probability of 
these transitions is known as the branching ratio for this mode of decay. Other examples of branching 
are apparent in Fig. 5: the branching ratios are intrinsic properties of the excited state.

10.9 SPECTRA OF TRI-POSITIVE RARE EARTH IONS

The rare earth elements follow lanthanum (Z 57) in the Periodic Table from cerium (Z 58), which 
has the outer electron configuration 4f 15d16s2 to ytterbium (Z 70) with electron configurations 
4f 135d16s2. In the triply charged state in ionic crystals all 5d and 6s electrons are used in ionic bonding 
and the many energy levels of these rare earth (RE)3  ions are due to the partially filled 4f shell. The 
number of electrons in the 4f shell for each trivalent ion and the ground-state configuration is indi-
cated in Table 1. The energy levels of the unfilled 4f  shells spread out over some 40,000 cm−1, giving 
rise to numerous radiative transitions with energies in the visible region. A remarkable feature of the 
4f n electrons is that they are shielded by the outer 5s and 5d shells of electrons, with the result that 4f
electrons are not strongly affected by interactions with neighboring ions in crystals. In consequence, 
the energy levels of the 4f electrons in crystals are essentially the free ion levels characterized by quan-
tum numbers L, S, and J. As with the free ions the R.E.3  ions in crystals have very sharp energy levels 
which give rise to very sharp line spectra. The crystal field interaction does split the RE3  ion levels, 
but this splitting is very much smaller than the splittings between the free-ion levels. Hence for rare 
earth ions in different crystals the gross features of the optical spectra are unchanged.

As discussed in Sec. 10.6 the eigenstates of the 4f electrons are calculated using the central field 
approximation from which each 4f electron state is characterized by the ket | ,n l m ml s4 3 . The 
effect of the Coulomb repulsion between electrons, H e ri ij

2
04/ , is to split the energy levels of 

the 4f n configuration into different LS terms, with wavefunctions characterized by kets | .LSM ML S
The magnitudes of the electrostatic interaction for each LS level are expressed as sums of Slater 
electron-electron integrals Fk, with k 0, 2, 4, and 6 for 4f electrons. Since F0 contributes equally to 
all LS states of the same 4f n configuration, this term can be neglected. Generally, these Slater integrals 
are regarded as adjustable parameters with magnitudes determined by fitting to the measured line 
spectra. The values of the Fk integrals for 4f n ions in many crystals vary by only about 2 percent from 
those obtained for free ions; they also vary slightly depending on the nature of the surrounding ions. 
The next largest term in the hamiltonian, after H , is spin-orbit coupling. If the spin-orbit coupling 

TABLE 1 The Number of Electrons (n) and 
Ground State of Tri-positive Rare Earth Ions

Ion n (in edn) Ground state

Ce3 1 2F5/2
Pr3 2 3H4
Nd3 3 4I9/2
Pm3 4 5I4
Sm3 5 6H5/2
Eu3 6 7F0
Gd3 7 8S
Tb3 8 7F6
Dy3 9 6H15/2
Ho3 10 5I8
Er3 11 4I15/2
Tm3 12 3H6
Yb3 13 2F7/2
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energy is much smaller than the energy separation in the LS term then the spin-orbit interaction can 
be written as LS and the wavefunctions are characterized by |LSJM J . The additional energy of the 
J-multiples are given by the Landé interval formula

E J J L L S SJ 2
1 1 1[ ( ) ( ) ( )] (36)

from which it is evident that the separation between adjacent levels is given by J  where J refers to 
the upper J value. However, deviations from this Landé interval rule do occur because of mixing of 
different LS-terms when spin-orbit coupling and electron-electron interaction are of similar magni-
tudes. Clear examples of this are obtained from the spectra of Pr3 (4f 2) and Tm3 (4f 12).

As representative of the type of spectra observed from R.E.3  ions in ionic crystals we consider 
just one example: Nd3 (4f 3) in Y3Al3O12(YAG). The Nd3 -YAG material is important as the gain 
medium. Nd3  has a multitude of levels many of which give rise to sharp line emission spectra. A 
partial energy level structure is shown in Fig. 6. The low-temperature emission is from the 4F3/2 level 

FIGURE 6 The low-temperature photoluminescence spectrum from the 4F3/2 level of Nd3+ in 
Y3Al5O12 and the corresponding energy level structure. (After Henderson and Imbusch.8)
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to all the 4IJ levels of the Nd3  ion. The spectra in Fig. 6 also show the splittings of the 4IJ levels by 
the crystal field, corresponding to the energy-level splitting patterns given in the upper portion of 
Fig. 6. Depending upon crystal quality these lines can be quite narrow with half-widths of order a 
few gigahertz. Nevertheless the low-temperature width in the crystal is determined by the distribu-
tion of internal strains and hence the lines are in homogeneously broadened. The natural linewidth 
of rare earth ion spectra is of the order of a few megahertz. By using optical hole burning (OHB), 
which is similar to the saturated absorption spectroscopy discussed earlier for atomic hydrogen, it 
is possible to eliminate the inhomogeneous broadening and recover the homogeneous lineshape of 
the spectrum. In principle, the natural width is determined by lifetime processes of which there are 
more numerous sources in crystals than in atomic vapors. Indeed the width may be determined by 
random modulation of the optical lineshape by photons and by both nuclear and electronic spins of 
neighboring ions. The two most general techniques for determining the homogeneous widths of 
optical transitions in solids are optical holeburning and fluorescence line narrow (FLN). Examples 
of these techniques are discussed in Chap. 2 of Vol. V.

10.10  VIBRATIONAL AND ROTATIONAL SPECTRA 
OF MOLECULES

A consultation of any one of the tables of data in Moore’s compilation25 shows that the energy level 
schemes of most atoms are complex. This is confirmed by the associated atomic spectra. Considerable 
interpretive simplication is afforded by the construction of term diagrams (e.g., Figs. 3 to 5), on 
which a very large number of lines may be associated with a much smaller number of terms, each 
term corresponding to an energy level of the atom. The observed spectral lines are due to transitions 
between pairs of terms (not all pairs) which occur subject to an appropriate selection rule. The spectra 
of even simple molecules measured with low-dispersion show characteristic band spectra which are 
even more complicated than the most complex atomic spectra. These band spectra, when studied at 
higher spectral resolution, are observed to consist of an enormous number of closely spaced lines. At 
first acquaintance, such band spectra appear to be so complex as to defy interpretation. Order can be 
brought to the riot of spectral components by constructing term schemes for molecules involving 
electronic, vibrational, and rotational energy terms, which enable the molecular spectroscopist to 
account for each and every line.

Molecular physics was a research topic to which quantum mechanics was applied from the 
very earliest times. Heitler and London developed the valence band theory of covalency in the 
H2-molecule in 1927.27 The theory shows that with both electrons in 1s states there are two solutions 
to the hamiltonian

E E
K

2 1
1

( )H (37)

where E(1H) is the energy of an electron in the ground state of atomic hydrogen, K is the Coulomb 
interaction due to the mutual actions of charges distributed over each atom,  is the exchange 
energy, and is the overlap integral. The exchange energy is a purely quantum mechanical term, 
representing the frequency with which the deformation of the wavefunctions by their mutual inter-
action oscillates from one atom to another. The positive sign refers to the symmetric combination 
of orbital wavefunctions for the two hydrogen atoms. Since the overall wavefunction must be anti-
symmetric, the combined spin states must be antisymmetric (i.e., the spin singlet S 0; this state 
is labeled 1

g). The evaluation of the integrals in Eq. (37) as a function of internuclear separation 
leads to Fig. 7 for the spin singlet state. This 1

g ground state has a potential energy minimum of 
about 4.8 eV (experimentally) with the nuclei separated by 0.75 nm, relative to the total energy of 
the two hydrogen atoms at infinity. The theoretical value of the binding energy on the valence band 
model is only 3.5 eV.27 The negative sign in Eq. (37) guarantees that in the state characterized by the 
antisymmetric combination of orbital states and S 1, i.e., 3 u, the energy is monotonically ascending, 
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corresponding to repulsion between the two hydrogen atoms for all values of R. In such a state the 
molecule dissociates.

The energy versus internuclear separation curve in Fig. 7 represents the effective potential well, 
in which the protons oscillate about their mean positions. This is the potential used in the Born-
Oppenheimer treatment of the molecular vibrations in the spectra of diatomic molecules.28 The 
potential function may be written as a Taylor expansion

V R R V R R
dV

d R R

R R d
( ) ( )

( )

( )
0 0 0

0 0

0
2

2

22

0
2

0

0
3 3

0
36

V

d R R

R R d V

d R R

( )

( )

( )
0

where the subscript 0 refers to values of the differentials at R R0 and higher terms have been 
ignored. For a molecule in stable equilibrium the potential energy is a minimum and the force at 
R R0 must be zero. In consequence, the potential energy function may be written as

V R R R R
d V

d R R
R R( ) ( )

( )
(0 0

2
2

0
2

0

0

1
2

1
6

))
( )

3
3

0
3

0

d V

d R R
(38)

after setting V0 0.
The excited states of H2 are constructed on the assumption that only one electron is excited in the 

transition: the appropriate configurations may be written as (1s, 2s), (1s, 2p), (1s, 3s), etc. The electronic 
states of the molecule are then suitable combinations of the atomic states and categorized according to 
the total orbital angular momentum determined by vector addition of individual electronic orbital 
momenta. These orbital angular momentum states are designated as , , , etc. when the total angu-
lar momentum quantum number is 0, 1, 2, etc. Thus the electronic state in Fig. 7 is described as the 
1

g (ground state) and the lowest lying excited state as 3
u, where the subscripts g and u indicate even 

(gerade) and odd (ungerade) parity of the orbital states, respectively. The first excitation states associ-
ated with the (1s, 2s) molecular configuration, designated as 1 g  and 3

u, have energies

E E E
K

( ) ( )1 2
1

H H (39)

FIGURE 7 The internuclear potential, V(R – Ro), in the 
ground state 1 g of the hydrogen molecule.
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Because the charge distributions are different in the atomic 1s and 2s states, the values of K and
are also different in the (1s, 2s) configuration relative to the ground configuration. Obviously, as 
the orbital degeneracy of the molecular configuration increases so does the number of molecular 
levels resulting from the configuration. For example, there are six molecular levels associated with 
(1s, np) configuration, ten associated with (1s, nd), and so on. Roughly speaking, half of these levels 
will have a potential minimum in a graph of electronic potential energy versus internuclear separa-
tion (e.g., Fig. 7), and are associated with “bonding” orbitals of the molecule. In the other levels the 
force between the constituent atoms is repulsive for all values of the internuclear separation. In such 
orbitals the molecules will tend to dissociate.

The potential energy curve for a molecular bonding orbital (e.g., Fig. 7) is of the form given by 
Eq. (38). In the lowest order approximation this relation defines a potential well which is harmonic 
in the displacements from the equilibrium value. Of course, not all values of the potential energy, 
V(R − R0), are permitted: the vibrational energy of the molecule is quantized, the quantum number n
having integral values from n 0 to infinity. The energy levels are equally spaced with separations hv .
The second term is an anharmonic term which distorts the parabolic shape relative to the harmonic 
oscillator. There are two important differences between the quantized harmonic and anharmonic 
oscillators. First, where there is an infinite number of levels in the former, there is only a finite 
number of vibrational states for an anharmonic molecule. Second, the levels are not equally spaced 
in the anharmonic oscillator, except close to the potential minimum. For this reason the anharmonic 
oscillator will behave like a harmonic oscillator for relatively small values of the vibrational quantum 
number. It is normal to assume harmonic vibrations in the Born-Oppenheimer approximation.28

Molecular spectra fall into three categories, according as they occur in the far infrared (20 to 100 μm), 
near infrared (800 to 2000 nm), or visible/near ultraviolet (750 to 150 nm) region. Spectra excited by 
radiation in the infrared region are associated with changes in the rotational energy of the molecule. 
Spectra in the near-infrared region correspond to simultaneous changes in the rotational and vibrational 
energy of the molecule. Finally, the visible and ultraviolet spectra signal simultaneous changes in the rota-
tional, vibrational, and electronic energies of the molecule. The latter category has the greatest potential 
complexity since in interpreting such visible/ultraviolet spectra we must, in principle, solve the molecular 
hamiltonian containing terms which represent electronic, vibrational, and rotational energies.

If we simplify the molecular problem somewhat we may represent the stationary states of a 
molecule by a linear sum of three energy terms: an electronic term determined by a quantum 
number n, a vibrational term determined by a quantum number v, and a rotational term deter-
mined by a quantum number r. The band spectra emitted by molecules are then characterized by 
three different kinds of excitations: electronic, vibrational, and rotational with frequencies in the 
ratio v v v m M m Mel r: : : :1 / / , where m is the electronic mass and M is the reduced molecular
mass. In an optical transition the electronic configuration (nl) changes, and generally we expect the 
vibrational/rotational state to change also. In consequence, for a particular electronic transition, we 
expect splittings into a number of vibrational components, each of which is split into a number of 
rotational components. Using the rough ratio rule given previously, and assuming the Rydberg to be 
a characteristic electronic transition, we find spectral splittings of 500 cm 1 and 60 cm 1 to charac-
terize the vibrational and rotational components, respectively. Since the quantized energy levels of 
the harmonic oscillator and rigid rotor are given by

E n hvv

1
2

(40)

E r r hvr r( )1 (41)

where v k M( )1 2/ / and v Ir /4 , in which k is the “spring” constant and I Ml2 is the 
moment of inertia for a dumbbell-shaped molecule of length l, and applying to the usual selection 
rules for electronic ( l 1, with j 0, ±1), vibrational ( , . . .)1 2 , and rotational ( r 0,
±1) transitions, we expect transitions at the following frequencies

v v n n v r r r r vr0 1 1( ) [ ( ) ( )]/ (42)
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where the superscript primes and double primes refer to final and initial states. For simplic-
ity we have assumed that the vibrational spring constants and rotational moments of inertia are 
unchanged in the transitions. The number of potential transition frequencies is obviously very large 
and the spectrum consists of very many closely spaced lines. Of course, the vibrational/rotational 
structure may be studied directly in microwave spectroscopy.29 An early account of the interpreta-
tion of such spectra was given by Ruark and Urey.30 For many years such complex spectra were 
recorded photographically; as we discuss in later sections, Fourier transform spectroscopy records 
these spectra electronically and in their finest detail. Subsequent detailed accounts of the energy 
levels of molecular species and their understanding via spectroscopic measurements have been given 
by Slater, Hertzberg, and others.31–33

An example of the complexities of band spectra, for a simple diatomic molecule, is given in Fig. 8, 
in this case for the photographically recorded -bands (2 3 ) of the nitric oxide molecule. 
Under low dispersion band spectra are observed (see Fig. 8a) which break down into line spectra 
under very high resolution (see Fig. 8b). This band system is emitted in transitions having com-
mon initial and final electronic states, with all the electronic states corresponding to a multiplet 
in atomic spectra. The electronic energy difference determines the general spectral range in which 
the bands are observed. However, the positions of the individual bands are determined by the 
changes in the vibrational quantum numbers. The spectra in Fig. 8 are emission spectra: the bands 
identified in Fig. 8a by (n , n ) are so-called progressions in which the transition starts on particular 
vibrational levels (n 0) of the upper electronic state and ends on a series of different vibrational 
levels (n ) of the lower electronic level. Such n progressions measure the vibrational energy level 
differences in the lower electronic levels. Specifically identified in Fig. 8a are band progressions 
n n0 4 5 6 7, , , . . . and n n1 10 11 12, , . . . . Also evident, but not identified in Fig. 8a,
are sequences of lines in which the difference in vibrational quantum number n − n is a constant. 
For example, either side of the (0, 4) band can be seen n −4 and −3 sequences, respectively.

The (0, 7) band is shown under much higher spectral resolution in Fig. 8b, revealing a plethora 
of closely spaced lines associated with the rotational structure. For transitions in which the vibra-
tional quantum number changes by some multiple of unity, i.e., n 1, 2, 3, . . . , the rotational 
quantum number changes by r 0 and ±1. The three branches of the rotational spectrum have the 
following positions (measured in cm−1):

R A B r r r2 1( ) for 1 and 0, 1, 2 . . . (43a)

Q A Cr r rfor and . . .0 0 1 2, , (43b)

P A Br r r2 1 1 2 3for and , , . . . (43c)

( , )

= =1/2

= =1/2
= =3/2

= =3/2

0.4

2

2
31
45678 9 1011 12 13 14 15

2
34 56789101112 13 14 15 16 17 18 19 20 21 22 23 24 25
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(a)

(b)

FIGURE 8 Characteristic band spectra of the diatomic NO molecule under conditions of (a) low resolution 
and (b) high resolution. (After Ruark and Urey.30)
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where in each case r refers to the rotational quantum number in the final electronic-vibrational 
state, A e , and B cl/4 . In consequence, if C 0, the Q-branch consists of a single line at 
Q r v ve( ) , and the P- and R-branches shift linearly to lower and higher wavenumbers, respec-
tively, relative to the Q-branch for increasing values of r. The spectra in Fig. 8 show that for the 
NO molecule C 0 so that the lines in the P- and R-branches are shifted by ±2B relative to the
Q-branch lines. The particular Q-branches are defined by l l r 1

2
with r being either 0 or 1, 

i.e., l l 1
2

or 3
2
. The C 0 implies that the Eqs. (41) and (43) are inaccurate and additional 

rotational energy terms must be included even for vibrational states close to the bottom of the 
potential well (i.e., small n-values). Roughly the rotational term in Eq. (43) must be multiplied by 
1 2 1 42 2 2 2( ( ) )r I/ , which has the further consequence that the separations of lines in the P- and
R-branches corresponding to particular values of r increase with increasing r. A detailed analysis of 
Fig. 8b shows this to be the case.

10.11 LINESHAPES IN SOLID STATE SPECTROSCOPY

There are many modes of vibration of a crystal to which the optical center is sensitive. We will con-
centrate on one only, the breathing mode in which the ionic environment pulsates about the center. 
The variable for the lattice state, the so-called configurational coordinate, is labeled as Q. For the 
single mode of vibration the system oscillates about its equilibrium value Qa

0 in the ground state and 
Qb

0 in the excited state. The ground and excited state configurational coordinate curves are assumed 
to have identical harmonic shapes, and hence vibrational frequencies for the two states. This is illus-
trated in Fig. 9. In the Born-Oppenheimer approximation the optical center-plus-lattice system is 
represented in the electronic ground state by the product function28

a i a i
a

ar Q r Q Q( , ) ( , ) ( )0
(44)

and in the electronic excited state by

b i b i
b

br Q r Q Q( , ) ( , ) ( )0
(45)

The first term in the product is the electronic wavefunction, which varies with the electronic posi-
tional coordinate ri, and hence is an eigenstate of H p m V ri i i0

2 2( ) ( )/ , and is determined at the 
equilibrium separation Qa

0 . The second term in the product wavefunction is a Q( ), which is a func-
tion of the configurational coordinate Q. The entire ionic potential energy in state a is then given by

E Q E V Qa a
a( ) ( )0

(46)

The E Qa( ) in Fig. 9 is a harmonic potential function. This is an approximation to the potential used 
in Eq. (38) and illustrated in Fig. 7. A similar expression obtains for E Qb( ). This representation of 
the Born-Oppenheimer approximation is often referred to as the configurational coordinate model.39

Treating the electronic energy of the ground state Ea
0 as the zero of energy, we write the ionic 

potential energy in the ground state as

E Q M Q Qa a( ) ( )
1
2

2
0

2 (47)

and in the excited state as

E Q E M Q Q S
Mb

ab
a

0
2

0
2 1 21

2
2( ) ( ) ( ) /

11 2

0

/

( )Q Qa (48)

where Eab is essentially the peak energy in an absorption transition between states |a and |b with 
the lattice at the coordinate, Qa

0, where the Huang-Rhys parameter S is defined as

S
E M

Q Qb adis 1
2

2

0 0
2( ) (49)
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If the vertical line from Q Qa
0
 in Fig. 9 intersects the upper configurational coordinate curve at the 

vibrational level n then

E S ndis

1
2

(50)

The shapes of absorption and emission spectra are found to depend strongly on the difference in 
electron-lattice coupling between the states, essentially characterized by ( )Q Qb a

0 0  and by Edis.
The radiative transition rate between the states | , | ,a n b n , where n and n are vibrational 

quantum numbers, is given by8

W a n b n r Q n rb i
a

b a( , , ) | ( , ) ( )| | (0 ii
a

aQ n, ) ( ) |0
2 (51)

It can be written as

W a n b n W n nab b a( , , ) | ( )| ( ) |2 (52)

where Wab is the purely electronic transition rate. The shape function of the transition is deter-
mined by the square of the vibrational overlap integrals, which are generally not zero. The 

FIGURE 9 A configurational coordinate diagram showing the interionic 
potential in the harmonic approximation for electronic states |a and |b .
(After Henderson and Imbusch.8)

Electronic
state b

Electronic
state a

Q0

Q

Q 0

m level

Harmonic oscillator
functions b(m)

Harmonic oscillator
functions a(m)

Edis

Eab

E0

(b)

E0

(a)

DO
 N

OT
 D

UP
LI

CA
TE



10.24  PHYSICAL OPTICS

absorption bandshape at T 0 K, where only the n 0 vibrational level is occupied, is then 
given by

I E I
S S

n
E n Eab n

n

( )
( )
!

( )0 0

exp
(53)

where E0 Eb0 – Ea0 is the energy of the transition between the zero vibrational levels of electronic 
states a and b. This is usually referred to as the zero-phonon transition, since 

n
nS S nexp( )/ ! .1

I0 is the total intensity of the transition, which is independent of S. The intensity of the zero-phonon 
transition I00 is given by

I I S00 0 exp ( ) (54)

so that if S 0 all the intensity is contained in the zero-phonon transition. On the other hand, when 
S is large, the value of I 00 tends to be zero and the intensity is concentrated in the vibrational sidebands. 
The single configurational coordinate model is relevant to the case of electron-vibrational structure 
in the spectra of molecules and the intensities so calculated fit observations rather well.

The net effect of this analysis is given in Fig. 10, which represents the absorption case when S 2. 
At T 0 we see a strong zero-phonon line, even stronger phonon-assisted transitions at n 1 and 2, 
and then decreasing intensity in the phonon sidebands at n 3, 4, 5, . . . . These individual transitions 
are represented by the vertical lines in this predicted spectrum. The envelope of these sidebands, 
given by the solid line, represents the effects of adding a finite width, n , to each sideband feature. 

0 1 2 3 4 5

S = 2 
T = 0

p

0–1–2–3 1 2 3 4 5 6

S = 2 
kT = 

p

FIGURE 10 Showing the zero-phonon line and the Stokes shifted 
sideband on one side of the zero-phonon line at T 0. When the tem-
perature is raised the anti-Stokes sidebands appear on the other side of 
the zero-phonon line. (After Henderson and Imbusch.8)
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The effect is to smear out the structure, especially at larger phonon numbers. Also in Fig. 10 we 
show the effect of temperature on the sideband shape in absorption, which is to reveal structure at 
lower energies than that of the zero-phonon line. Although the lineshape changes, the total intensity 
is independent of temperature, whereas the zero-phonon line intensity is given by

I I S
kT00 0 2

exp coth (55)

which decreases with increasing temperature. For values of S << 1, the phonon sideband intensity 
increases according to I S kT0 2/coth( ). These effects are also shown in Fig. 10.

Three examples of the optical bandshapes in solid state spectra are considered. Figure 11 shows 
the luminescence spectrum of the molecular ion O2  in KBr measured at 77 K.34 The O2  ion emits in the 
visible range from 400 to 750 nm, and the spectrum shown corresponds to the vibrational sidebands 
corresponding to n 5 up to 13. The optical center is strongly coupled, S 10, to the internal 
vibrational mode of the O2  ion with energy 1000 1cm . However, as the detail of the n 8
electronic vibrational transition is shown at T 4.2 K, there is also weak coupling S 1 to the phonon 
spectrum of the KBr, where the maximum vibrational frequency is only about 200 cm 1.

FIGURE 11 Photoluminescence spectrum of O2  in KBr at 
77 K. (After Rebane and Rebane.34)
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The Cr3  ion occupies a central position in the folklore of solid state spectroscopy. In yttrium gal-
lium garnet, Y3Ga5O12, the Cr3  ion occupies a Ga3  ion site at the center of six octahedrally-disposed 
O2  ions. The crystal field at this site is intermediate in strength8 so that the 2E and 4T2 states are 
mixed by the combined effects of spin-orbit coupling and zero-point vibrations. The emission then 
is a composite spectrum of 2E 4A2 transition and 4T2

4A2 transition, with a common radia-
tive lifetime.35 The composite spectrum, in Fig. 12, shows a mélange of the R-line and its vibronic 
sideband, 2E 4A2 transition with S ~ 0.3, and the broadband 4T2

4A2 transition for which S ~ 6.36 

Understanding this particular bandshape is complex.35–37

The final example, in Fig. 13, shows the absorption and emission spectra of F-centers in KBr.38

This is a strongly coupled system with S 30. Extension of the configurational coordinate model to 
the luminescence spectrum shows that the absorption and emission sidebands are mirror images of 
each other in the zero-phonon line. With S small (less than 6) there is structure in absorption and 
emission. However for S large, there is no structure, at least when a spectrum of vibrational modes 
interacts with the electronic states. The F-center represents strong coupling to a band of vibrational 
frequencies rather than to a single breathing mode of vibration. The effect of this is to broaden the 
spectrum to look like the envelope encompassing the spectrum of sharp sidebands shown in Fig. 10. 
In this case the zero-phonon line position is midway between the peaks in the absorption and emis-
sion bands of the F-center in KBr. Note also that as the temperature is raised the bands broaden and 
the peak shifts to longer wavelengths.
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FIGURE 12 The photoluminescence spectrum of 
Cr3 ions in Y3Ga5O12.
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11.1 GLOSSARY

C( ) cross-correlation function

d, z distances

f focal length

fX, fY spatial frequencies

H(fX, fY) transfer function

I(x, y) intensity distribution

i square root of negative one

M matrix

tA(x, y) amplitude transmittance of a transparency

U(x, y) phasor representation of a monochromatic field

u, v vectors

V velocity of propagation

x, y spatial coordinates

B Bragg angle

wavelength

period of grating

optical frequency

time delay

11.2 INTRODUCTION

The function of signal and image processing systems is the modification of signals and images to 
allow information extraction by a human observer or, alternatively, to allow fully automatic infor-
mation extraction without human intervention. The origins of optical information processing are 
several, but certainly the invention of various techniques for visualizing the phase distribution of 
optical wavefronts qualifies (e.g., Ref. 1), as do the famous Abbe-Porter experiments.2,3 Starting in 
the 1950s, more general information processing tasks were undertaken with the help of optics.4,5

This chapter presents an overview of such methods.

11.1
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Optical systems are of interest both for digital processing of information and for analog process-
ing of information. Our attention here will be restricted only to analog processing operations, which 
are far more mature and well developed than digital optical methods.

Certain basic assumptions will be used throughout and are detailed here. First, monochromatic 
optical signals will be represented by complex phasor field distributions, with the direction of phasor 
rotation being assumed to be clockwise. Similarly, time-varying optical fields will be represented by 
complex analytic signals, again with the direction of rotation in the complex plane being clockwise. 
In both cases the underlying real signals are recoverable as the real part of the complex representa-
tions. In all cases, a small-angle assumption will be employed, allowing paraxial approximations to 
be used. Polarization effects will generally be ignored, it being assumed that a scalar theory of light 
propagation is sufficiently accurate for our purposes.6 The intensity of the optical waves, which is 
proportional to power density and is the observable quantity in an optical experiment, is defined as 
the squared magnitude of the complex fields.

It is very important to distinguish at the start between coherent and incoherent optical systems. 
For a review of optical coherence concepts, see Chap. 5 of this volume. For our purposes, we will 
regard an optical signal as coherent if the various optical contributions that produce an output add 
on an amplitude basis, with fixed and well-defined relative phases. Signals will be regarded as inco-
herent if the various contributions that add to produce an output at any point have time-varying 
phase relations, and therefore must add on an intensity or average-power basis.

11.3 FUNDAMENTAL ANALOG OPERATIONS

The fundamental components of any linear processing operation are addition and multiplication. 
We consider each of these operations separately.

Addition

Analog addition takes place in optical systems when light waves or wave components are superim-
posed. The exact nature of the addition depends on whether the optical components are mutually 
coherent or incoherent. In the coherent case, addition of complex phasor field components takes 
place. Thus if the Un(x, y) represent various optical field components that are superimposed at a 
given point (x, y) at the output, the resultant optical field U(x, y) is given by

U x y U x yn
n

( , ) ( , ) (1)

Note that the result of such a superposition depends on the phases of the individual components.
On the other hand, if the various optical contributions at (x, y) are mutually incoherent, the 

addition takes place on an intensity basis. The resultant intensity I(x, y) is given by

I x y I x yn
n

( , ) ( , ) (2)

where the In(x, y) are the component intensity contributions. In this case the component intensity 
contributions are always positive and real, as is the resultant intensity.

In view of the above two equations, an important point can now be made. Coherent optical 
systems are linear in complex amplitude, while incoherent optical systems are linear in intensity. The 
design of an analog processing system thus depends fundamentally on whether the illumination 
used in the system is coherent or incoherent.
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Multiplication

Analog multiplication takes place in optical systems as light passes through an absorbing or phase-
shifting structure. If we define the complex amplitude transmittance tA(x, y) of a transmitting structure 
as the ratio of the transmitted complex field to the incident complex field, then analog multiplication 
in a coherent system is represented by

U x y t x y U x yt A i( , ) ( , ) ( , ) (3)

where Ui(x, y) is the incident optical field and Ut(x, y) is the transmitted optical field.
When the optical system is incoherent, then we define an intensity transmittance tI(x, y) as the 

ratio of the transmitted optical intensity to the incident optical intensity. Analog multiplication in 
such systems is represented by

I x y t x y I x yt I i( , ) ( , ) ( , ) (4)

Thus we have seen that the fundamental analog operations of addition and multiplication are 
quite naturally available in optical systems. It should be kept in mind that the operation of integra-
tion is just a generalization of addition, involving addition of an infinite number of infinitesimal 
components.

11.4 ANALOG OPTICAL FOURIER TRANSFORMS

Perhaps the most fundamental optical analog signal- and image-processing operation offered by 
optical systems is the Fourier transform. Such transforms occur quite simply and naturally with 
coherent optical systems. While Fourier sine and cosine transforms can be performed with incoher-
ent light, the methods used are more cumbersome than in the coherent case and the numbers of 
resolvable spots involved in the images and transforms are more restricted. Therefore we focus here 
on Fourier transforms performed by coherent optical systems. The Fourier transform is normally 
two-dimensional in nature (image processing), although it can be restricted to a single dimension if 
desired (signal processing).

Focal-Plane-to-Focal-Plane Geometry

The optical system required to perform a two-dimensional Fourier transform is remarkably simple 
as shown in Fig. 1. We begin with a spatially coherent source of quasi-monochromatic light (a source 
that is both spatially and temporally coherent). The light from that point source is collimated by a 
positive lens and a transparency of the image to be Fourier transformed is introduced in the front 

FIGURE 1 Simple optical system for per-
forming a two-dimensional Fourier transform.
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focal plane of a second positive lens (L2). Under such conditions, the complex field appearing across 
the rear focal plane of that lens can be shown to be the two-dimensional Fourier transform of the 
complex field transmitted by the input transparency, as given by

U x y
i f

U i
f

x yf i( , ) ( , )exp ( )
1 2

d d (5)

Here  is the optical wavelength, f is the focal length of the second lens, Uf is the field distribution across 
the back focal plane of lens L2, and Ui is the field transmitted by the transparency in the front focal plane.

An intuitive explanation for the occurrence of this elegant relationship between the fields in the 
two focal planes can be presented as follows. If we were to mathematically Fourier transform the 
fields transmitted by the input transparency, each such Fourier component could be recognized as a 
different plane wave component of the transmitted field. Each such Fourier component represents 
a plane wave traveling in a unique direction with respect to the optical axis. Such representations 
are the basis for the so-called angular spectrum of plane waves often used in the analysis of optical 
wavefields (see, for example, Ref. 6, p. 48). Now consider the effect of the positive lens on a single 
Fourier component, i.e., a plane wave traveling at a particular angle with respect to the optical axis. 
As that plane wave passes through the lens L2, it is changed into a spherical wave converging toward 
a focus in the rear focal plane, in a particular location determined by that plane wave’s propagation 
direction. Thus the intensity of light at a given coordinate in the rear focal plane is proportional 
to the energy contained by the input wavefield at a particular Fourier spatial frequency. Hence the 
distribution of energy across the rear focal plane is a representation of the distribution of energy 
across the various spatial frequencies contained in input transparency.

Other Fourier Transform Geometries

A slightly more general configuration is one in which the input transparency is placed at an arbi-
trary distance d in front of the lens L2, while the field is again considered in the rear focal plane of 
that lens. The relation between the input and output fields remains of the general form of a two-
dimensional Fourier transform, but with the complication that a multiplicative quadratic phase fac-
tor is introduced, yielding a relation between input and focal-plane fields given by

U x y

i
k
f

d
f

x y

i f
Uf ( , )

exp ( )
2

1 2 2

ii

i
f

x y d d( , )exp ( )
2 (6)

Three additional Fourier transform geometries should be mentioned for completeness. One is 
the case of an object transparency placed directly against the lens in Fig. 1, either in front or in back 
of the lens. This is a special case of Eq. (6), with d set equal to 0, yielding

U x y

i
k
f

x y

i f
Uf i( , )

exp ( )

( , )exp
2

2 2

i
f

x y d d
2

( )
(7)

Another situation of interest occurs when the object transparency is located behind the lens L2,
a distance d from the focal plane, as shown in Fig. 2. In this case the relationship between the fields 
transmitted by the object and incident on the focal plane becomes

U x y

i
k
d

x y

i d
f
d

Uf i( , )

exp ( )

( , )e
2

2 2

xxp ( )
i

d
x y d d

2 (8)
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Note that now the scaling distance in the Fourier kernel is d, rather than the focal length f. Therefore, 
by moving the object toward or away from the focal plane, the transform can be made smaller or 
larger, respectively.

While the Fourier transform plane in all the above examples has been the rear focal plane of the 
lens L2, this is not always the case. The more general result states that the Fourier transform always 
appears in the plane where the original point-source of illumination is imaged by the optical system. 
In the previous examples, which all involved a collimating lens L1 before the object transparency, 
the source was indeed imaged in the rear focal plane of L2, where we asserted the Fourier transform 
lies. However, in the more general case depicted in Fig. 3, the point source of light lies in plane P1
and its image lies in plane P2, which for this geometry is the Fourier transform plane. A single lens 
L1 performs both imaging of the source and Fourier transformation of the fields transmitted by the 
input transparency. If the input is placed to the right of the lens, at distance d from the image of the 
source, then the Fourier transform relation is identical to that presented in Eq. (8), for it does not 
matter what optical system illuminated the transparency with a converging spherical wave, only 
what distance exists between the input and the plane where the source is imaged.

If the input transparency is placed to the left of the single lens, as shown in Fig. 3, the resulting 
relationship between the fields transmitted by the object Ui and the fields across the plane where the 
source is imaged, Uf , becomes

U x y
d

i d d z
i

k
d

zd

d d zf ( , )
( )

exp
( )

1

2 1 2

1

2
2

1
2

1

U i
d

d d zi ( , )exp
(

2 1

2 1 ))
[ ]x y d d

(9)

where the meanings of z, d1, and d2 are shown in Fig. 3, and k = 2 / . In this relation, d1 and d2 are 
connected through the lens law, 1 1 11 2/ / /d d f. It can be shown quite generally that the effective 
distance d associated with the Fourier transform kernel is d d d d z2 1 1/ ( ), while the quadratic phase 
factor is that associated with a diverging spherical wave in the transform plane that appears to have 
originated on the optical axis in the plane of the input transparency.

11.5 SPATIAL FILTERING

Given that Fourier transforms of optical fields occur so directly in coherent optical systems, it seems 
natural to consider the intentional manipulation of such spectra for the purposes of signal or image 
processing. Given that a signal or image has been introduced into the coherent optical system, either 
by means of photographic film or by means of an electronically or optically controlled spatial light 
modulator (see Chap. 6, “Acousto-Optic Devices,” in Vol. V), the idea is to insert in the plane where 
the Fourier transform occurs a transparency (again either film or a spatial light modulator) which 
intentionally alters the fields transmitted through that plane. A second Fourier transforming lens 

FIGURE 2 Fourier transform geom-
etry with the object behind the lens.

FIGURE 3 Fourier transform geom-
etry using a single lens.
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then returns the observer to an image plane, where the filtered version of the input can be measured 
or extracted. The simplest geometry from the conceptual point of view is that shown in Fig. 4.

The lens L1 is again a collimating lens, the lens L2 is a Fourier transforming lens, and the lens L3 is 
a second Fourier transforming lens. The fact that a sequence of two Fourier transforms takes place, 
rather than a Fourier transform followed by an inverse Fourier transform, results simply in an inver-
sion of the image at the output of the system.

Systems of this type form the basis for coherent optical spatial filtering, although the detailed 
geometry of the layout may vary. We will discuss several such spatial filtering problems in later 
sections. For the moment it suffices to say that if a filtering system is desired to have a transfer 
function H f fX Y( , ) then the amplitude transmittance of the transparency inserted in the Fourier 
plane should be

t H
f fA( , ) , (10)

where  has been defined, f is the focal length of the Fourier transforming lenses (assumed identical), 
and ( , ) represent the spatial coordinates in the filter plane.

11.6  COHERENT OPTICAL PROCESSING OF 
SYNTHETIC APERTURE RADAR DATA

The earliest serious application of coherent optics to signal processing was to the problem of pro-
cessing data gathered by synthetic aperture radars. We explain the synthetic aperture principle, and 
then discuss optical signal-processing architectures that have been applied to this problem.

The Synthetic Aperture Radar Principle

The synthetic-aperture radar problem is illustrated in Fig. 5. An aircraft carrying a stable local oscil-
lator and a side-looking antenna flies a straight-line path, illuminating the terrain with microwave 
energy and detecting the returned energy reflected and scattered from that terrain. In the simplest 
case, resolution in range (i.e., perpendicular to the aircraft flight path) is obtained by pulse echo 
timing, the usual radar range–measurement technique. Resolution in azimuth (the direction parallel 
to the flight path) is obtained by processing the Doppler-shifted returns, as will be explained. For the 
purpose of explaining the azimuth imaging, we neglect the pulsed nature of the radiation emitted by 
the aircraft, an approximation allowable because of the pulse-to-pulse coherence of the signals. The 
goal of the system is to obtain a two-dimensional image of the microwave reflectivity of the ground 
illuminated by the aircraft. The resolution of the system is not limited by the size of the antenna that 
is carried by the aircraft—in fact resolution increases as the size of the antenna is decreased. The sys-
tem coherently combines the signals received along a portion of the flight path, thereby synthesizing 
the equivalent of a much longer antenna array.

FIGURE 4 Spatial filtering system based 
on double Fourier transform.
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If we consider the signal received at the aircraft as a function of time, originating from a single 
point scatterer on the ground, that signal will suffer an upward frequency shift as the aircraft 
approaches the scattered and a downward frequency shift as the aircraft flies away from the scat-
terer. This chirping signal is beat against the stable local oscillator in the aircraft, a bias is added, 
and the new signal is then recorded on a strip of film. Figure 6 shows the recording format. In the 
vertical direction, different scatterers are separated by the pulse echo timing, each being imaged on 
a separate horizontal line of the film. In the horizontal direction, the time histories of the chirping 
azimuth signals from different scatterers are recorded.

The signal recorded from a single scatterer is in fact an off-axis one-dimensional Fresnel zone 
plate, and as such is capable of imaging light in the horizontal direction to a focus. Such a focus 
constitutes the azimuthal image of the point scatterer that gave rise to this zone plate. However, 
the chirp rates, and therefore the focal lengths, of the zone plates produced by scatterers at differ-
ent ranges are unfortunately not the same. The focal length is in fact proportional to the distance 
of the scatterer from the aircraft. Thus the focal points of scatterers at different ranges from the 
aircraft lie on a tilted plane with respect to the film plane, whereas the range images lie in the plane 
of the film. Thus the optical processing system must be designed to bring the two different images 
into coincidence.

Optical Processing Systems

The earliest system used for optical processing of synthetic aperture radar data is illustrated in Fig. 7.7

This processor uses a conical optical element, called an axicon, to change the focal lengths of all hori-
zontal zone plates to infinity, thus moving the azimuth image to infinity. A cylindrical lens is placed 
one focal length from the film to likewise move the range image to infinity, and a spherical lens is 
placed one focal length from the final image plane to bring the infinitely distant azimuth and range 
planes back to a common focus.

FIGURE 5 Aircraft flight path. FIGURE 6 Recording format for signals received.

FIGURE 7 Processor using an axicon.
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11.8  PHYSICAL OPTICS

The magnification achieved by such a system is a function of range, so the output is recorded 
through a vertical slit. As the input film is drawn through the system, an output film strip is like-
wise drawn past the slit in synchronism, with the result that an image with proper magnification is 
recorded at the output.

Following the use of such an optical system to produce images, a far more sophisticated pro-
cessing system known as the “tilted-plane processor” was developed.8 The architecture of this 
system is illustrated in Fig. 8. In this case an anamorphic telescope is used to bring the range and 
azimuth planes into coincidence with a constant magnification, allowing a full two-dimensional 
image to be recorded at the output at one time. Again motion of the input film and the output 
film takes place in synchronism, but the throughput of the system is much higher due to the 
absence of the output slit.

From the very fundamental work on processing synthetic aperture radar signals at the University 
of Michigan during the late 1950s and early 1960s came a multitude of extraordinary inventions, 
including holograms with an off-axis reference wave and the holographic matched filter, or Vander 
Lugt filter, discussed in Sec. 11.8.

11.7  COHERENT OPTICAL PROCESSING 
OF TEMPORAL SIGNALS

An important subclass of information-processing operations is those that are applied to one-
dimensional signals that are functions of time. Such signals can be processed by coherent optical-
filtering systems once a suitable transducer is found to convert time-varying voltages representing the 
signals into space-varying wavefields. The best developed and most common of such transducers is 
the acousto-optic cell.9,10

Acousto-Optic Cells for Inputting Signals

A time-varying electrical signal can be changed to an equivalent one-dimensional space-varying dis-
tribution of field strength by means of acousto-optic devices. In bulk form, such devices consist of a 
transducer, to which a time-varying voltage representing an RF signal is applied, and a transparent 
medium into which compressional waves are launched by the transducer. The RF signal is assumed 
to contain a carrier frequency, which generates a dynamic grating and, when illuminated by coher-
ent light, produces a number of different diffraction orders, of which the 1 and 1 orders are of 
primary interest. Any modulation, in amplitude or phase, that may be carried by the RF signal is 
transferred to the spatial distributions of these diffraction orders.

Anamorphic
telescope

Range
plane

Azimuth
plane

Tilted input
plane

Tilted output
plane

Output
image

FIGURE 8 The tilted-plane processor.
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Acousto-optic diffraction is characterized as either Raman-Nath diffraction or Bragg diffrac-
tion, depending on the relations that exist between the cell thickness and the period of the acoustic 
wave generated by the RF carrier. For cells that are sufficiently thin, Raman-Nath diffraction takes 
place. The acousto-optic cell then acts like a thin phase grating, generating a multitude of diffraction 
orders. For cells that are sufficiently thick, Bragg diffraction takes place. In this case, high diffrac-
tion efficiency into a single grating order can be achieved if the acoustic grating is illuminated at the 
Bragg angle B which satisfies

sin B

2 2
(11)

In this case most of the optical power is transferred to the 1 diffraction order, and other orders, 
including the 1 and 0 orders can be neglected.

Figure 9 illustrates Raman-Nath and Bragg diffraction from an acousto-optic cell. (t) represents 
the voltage driving the cell transducer. For modern-day signal-processing applications, which involve 
very high microwave frequencies, the Bragg cell is invariably used, and the situation on the right-
hand side of the figure is the one of interest.

The signal (t) is of the form (in complex notation)

( ) ( )exp[ ( ( ))]t A t i v t t2 0
(12)

where A(t) is the amplitude modulation of the carrier, (t) is the phase modulation of the carrier, 
and v0 is the center frequency. If the speed of propagation of acoustic waves in the medium of the 
Bragg cell is V, then emerging from the right of that cell will be a spatial complex field distribution 
of the form

U x t A x Vt i x Vt( , ) ( )exp[ ( )] (13)

where the dependence on y is suppressed due to uniformity of U in that dimension. Thus the tem-
poral structure of the signal (t) has been changed to a spatial structure of the optical field U(x, t).

The Bragg Cell Spectrum Analyzer

The most common use of coherent optics for signal processing is a method for finding and displaying 
the frequency (Fourier) spectrum of the electrical signal (t) applied to the cell. To construct such a 
spectrum analyzer, we follow the Bragg cell of Fig. 9 with a positive lens, which then Fourier trans-
forms the wavefield emerging from the cell, as shown in Fig. 10. A detector array placed in the Fourier 

(a)

v(t)

(b)

v(t)

2 B

FIGURE 9 Acousto-optic diffraction in the (a) Raman-Nath and (b)
Bragg regimes.
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11.10  PHYSICAL OPTICS

plane then measures the amount of signal power present in each frequency bin subtended by a 
detector element. Note the spectrum analysis is performed over a finite sliding window, namely, the 
window of time stored in the Bragg cell itself. Figure 10 shows a diagram illustrating the Bragg cell 
spectrum analyzer.

Assuming perfect optics, the resolution of such a spectrum analyzer is determined by the dif-
fraction limit associated with the space window that is being transformed. The spatial dimension of 
a resolution element is given by x f L( )/  where L is the length of the cell and f is again the focal 
length of the lens. Given the mapping from time to space that takes place in the cell, it follows that 
the temporal resolution of the spectrum analyzer (in hertz) is v V L( )/ .

Bragg cell spectrum analyzers have been built with center frequencies of more than 1 GHz, 
with bandwidths approaching 1 GHz, and time bandwidth products (equivalent to the number of 
resolvable spectral elements) of the order of 1000. While the vast majority of work on this type of 
spectrum analyzer has used bulk devices (e.g., bulk Bragg cells, discrete lenses, etc.), work has also 
been carried out on integrated versions. Such devices use planar waveguides rather than free-space 
propagation, surface acoustic waves rather than bulk acoustic waves, integrated optic lenses, etc. 
Such systems are more compact than those based on bulk approaches, but their performance is so 
far somewhat inferior to that of the more conventional bulk systems.

The chief difficulty encountered in realizing high-performance Bragg cell spectrum analyzers is 
the dynamic range that can be achieved. The dynamic range refers to the ratio of the largest spectral 
component that can be obtained within the limit of tolerable nonlinear distortion, to the smallest 
spectral component that can be detected above the noise floor.

Acousto-Optic Correlators

Many signal detection problems require the realization of correlators that produce cross-correlations 
between a local reference signal and an incoming unknown signal. A high cross-correlation between 
the reference and the unknown signal indicates a high degree of similarity between the two signals, 
while a low correlation indicates that the two signals are not very similar. Thus correlators play an 
important role in signal detection and recognition.

Given two complex-valued signals 1(t) and 2(t), the cross-correlation between those signals is 
defined as

C t t dt( ) ( ) ( )1 2 (14)

When 1 and 2 are identical, C( ) achieves a peak value at the relative delay  that causes the two 
signals to be identically aligned in time.

FIGURE 10 Bragg cell spectrum 
analyzer.
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Two distinctly different architectures have been developed for using acousto-optic systems for 
cross-correlating wideband signals. We discuss each of these techniques separately.

The Space-Integrating Correlator The older of the two architectures is known as the space-integrating 
correlator. As the name indicates, the integration inherent in the correlation operation is carried out 
over space. The variable delay  is achieved by allowing one signal to slip past the other in time.

Figure 11 shows the structure of a time-integrating correlator. One of the signals, 1(t), is intro-
duced by means of an input Bragg cell. Spatial filtering is used to eliminate any residual of the zeroth 
and unwanted first diffraction orders, retaining only a single first order. The second signal, the refer-
ence 2(t), is stored on a transparency, complete with a spatial carrier frequency representing the 
center frequency and acting as a high-frequency amplitude- and phase-modulated grating. The inte-
gration over space is provided by the final output lens. The particular diffraction order used in the 
final transparency is chosen to yield the conjugate of 2(t). A point detector is used at the output, 
and different relative delays between the two signals are achieved simply by allowing 1(t) to slide 
through the Bragg cell.

The Time-Integrating Correlator A different approach to realizing the temporal cross-correlation 
operation is the so-called time-integrating correlator.11,12 The architecture of a time-integrating 
correlator is illustrated in Fig. 12. Spatial filtering selects one component that has undergone zeroth-
order diffraction by the first cell and first-order diffraction by the second, and another component 
that has undergone first-order diffraction by the first cell and zeroth-order by the second. These two 
components interfere on a time-integrating detector array.

As the name implies, the correlation integration is in this case carried out by temporal integra-
tion on an array of time-integrating detectors. Note that the two electrical signals are introduced at 
opposite ends of the Bragg cells, with the result that at each spatial position on the Bragg cell pair the 
two signals have been delayed relative to one another by different amounts, thus introducing the 

FIGURE 11 The time integrating correlator.

FIGURE 12 Time-integrating correlator.
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11.12  PHYSICAL OPTICS

relative delay required in the correlation integral. The lens on the right images the pair of Bragg cells 
onto the detector array. Thus different detector elements measure the interference of the two signals 
with different relative delays, one portion of which yields

Re{ ( )} ReC x t
x L

V
t

x L
T 1 2

2/ //2
V

dt (15)

which is the real part of the correlation integral of interest. Here L represents the length of the Bragg 
cells, V the velocity of propagation of acoustic waves,  the total integration time of the detector, and 
x is the position of a particular detector on the detector array at the output. Note that for the position 
x on the detector array the two signals have been delayed relative to each other by the amount

2x
V

(16)

Other variants of both space-integrating and time-integrating correlators are known but will not 
be presented here. Likewise, many architectures for other types of acousto-optic signal processing 
are known. The reader may wish to consult Ref. 13 for more details.

11.8  OPTICAL PROCESSING OF TWO-DIMENSIONAL 
IMAGES

Because optical systems are fundamentally two-dimensional in nature, they are well suited to pro-
cessing two-dimensional data. The most important type of two-dimensional data is imagery. Thus 
we consider now the application of optical information processing systems to image processing. The 
applications of optical processing in this area can be divided into two categories: (1) pattern detec-
tion and recognition, and (2) image enhancement.

Optical Matched Filtering for Pattern Recognition

By far the most well-known approach to pattern recognition is by means of the matched filter.14

While this approach has many known defects in the pattern recognition application, it nonetheless 
forms the basis for many other more sophisticated approaches.

The Matched Filter A linear invariant filter is said to be “matched” to a certain spatial image s(x, y)
if the impulse response (point-spread function) h(x, y) of that filter is of the form

h x y s x y( , ) ( , ) (17)

When a general signal (x, y) is applied to the input of such a filter, the output (the convolution of 
the input and the impulse response) is given by

w x y h x y d d( , ) ( , ) ( , )

( , )ss x y d d( , )

(18)

which is the cross-correlation between the signals (x, y) and s(x, y). Thus the output of a matched 
filter is the cross-correlation between the input signal and the signal for which the filter is matched.
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In the frequency domain, the convolution relation becomes a simple product relation. The 
frequency domain equivalent of Eq. (18) is

W f f H f f V f f S f f V fX Y X Y X Y X Y X( , ) ( , ) ( , ) ( , ) ( ,, )fY
(19)

Thus the transfer function of the matched filter is the complex conjugate of the spectrum of the sig-
nal to which the filter is matched.

The coherent optical realization of the matched filter utilizes a system identical with that shown 
previously in Fig. 4, where the Fourier domain transparency is one with amplitude transmittance 
proportional to S (fX, fY). The output of the filter, appearing at the plane on the far right in Fig. 4, 
consists of a bright spot at each location where the signal s(x, y) is located within the input field.

Prior to 1964, a key difficulty in the realization of matched filtering systems was the construction 
of the Fourier domain filter with the proper amplitude transmittance. To control the amplitude and 
phase transmittance through the Fourier plane in a relatively complicated manner was often beyond 
the realm of possibility. However, in 1964 Vander Lugt published his classic paper on holographi-
cally recorded matched filters, and many new applications became possible.

The Vander Lugt Filter The method introduced by Vander Lugt15 for recording matched filters 
is shown in Fig. 13. It is assumed that a mask can be constructed with amplitude transmittance 
proportional to the desired impulse response s ( x, y), which in pattern recognition problems 
is often real and positive. That mask is illuminated by coherent light and Fourier transformed by a 
positive lens. In the Fourier domain, the spectrum S (fX, fY) is allowed to interfere with an angularly 
inclined reference wave, often a plane wave. The result is an intensity pattern with a high spatial 
frequency carrier, which is amplitude modulated by the amplitude distribution associated with the 
incident spectrum, and phase modulated by the phase distribution of that spectrum. This recording 
is in fact a Fourier hologram of the desired point-spread function16 (see also Chap. 33, “Holography 
and Holographic Instruments,” in this volume). The film used for recording in the Fourier domain 
responds to the incident optical intensity. With proper processing of the film, one of the grating 
orders of the resulting transparency yields a field component proportional to the desired field,

t S
f f

iA ( , ) , exp ( )2 (20)

where ( , ) are the spatial coordinates in the filter plane, and  is the spatial frequency of the carrier. 
Thus the transmittance required for realizing the matched filter has been achieved, with the exception 
of the linear exponential term, which serves simply to shift the desired output off the optical axis.

The filter constructed as above is placed in the Fourier domain of the system in Fig. 4 and pro-
vided the correct region of the output plane in that figure is examined, the matched filter response is 
found. In a second region of the output plane, mirror symmetric with the matched filter region, the 
convolution of the signal s(x, y) and the input (x, y) can be found.

Prior to Vander Lugt’s invention the only matched filters that could be realized in practice were 
filters with very simple transfer functions S (fX, fY). The significance of the Vander Lugt filter is that 
it extends the domain for which filters can be realized to those with reasonably simple impulse 
responses s( x, y), a case more typically encountered in pattern recognition.

FIGURE 13 Recording a Vander Lugt filter.
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Deficiencies of the Matched Filter Concept While the Vander Lugt filter provides an elegant solu-
tion to the problem of realizing coherent optical matched filters, nonetheless the use of coherent 
optics for pattern recognition has been very restricted in its applications. A major reason for this 
limited applicability can be traced to deficiencies of the matched filter concept itself, and is not due 
to the methods used for optical realization. The matched filter, in its original form, is found to be 
much too sensitive to parameters for which lack of sensitivity would be desired. This includes pri-
marily rotation of the image and scale change of the image. Thus a matched filter that responds per-
fectly to the desired signal in its original rotation and scale size may not respond at all to that signal 
when it is rotated and magnified or demagnified.

Many attempts have been made to remove these undesired sensitivities of the matched filter 
(see for example, Refs. 17 and 18). These include the use of Mellin transforms and polar coordinate 
transformations to remove scale-size sensitivity and rotation sensitivity, and the use of circular har-
monic decompositions to remove rotation sensitivity. These attempts have had varying degrees of 
success, but unfortunately they generally destroy one insensitivity that is present for a conventional 
matched filter, namely, insensitivity to translation of the signal. For a conventional matched filter, 
when an input s(x, y) is translated, the resulting bright spot at the output translates in response. 
Realization of rotation invariance generally removes translation insensitivity, a serious loss.

Unfortunately, to date there have been no commercially successful applications of coherent opti-
cal matched filtering to pattern recognition, although several attempts to commercialize the technol-
ogy have been made.

Coherent Optical Image Enhancement

Coherent optical spatial filtering systems can also be applied to the problem of image enhancement.4

Image enhancement problems come in a wide variety of types, ranging from simple operations, 
such as the suppression of periodic noise in a nonperiodic image, to more complex operations, such 
as restoring an image that has been degraded by a known blur. We focus here on image restoration, 
since it is the most challenging of these problems.

The Inverse Filter A common type of image restoration problem arises when an image produced 
by an incoherent imaging system has been blurred by a known, space-invariant, linear point-spread 
function. Let i(x, y) represent the intensity of the blurred image, o(x, y) represent the intensity of the 
object, and b(x, y) represent the intensity point-spread function of the blur. These three quantities 
are related through a convolution equation,

i x y b x y o d d( , ) ( , ) ( , ) (21)

The frequency domain equivalent is the relation

I f f B f f O f fX Y X Y X Y( ) ( ) ( ), , , (22)

where I, O, and B are the Fourier transforms of the lowercase quantities. The quantity B is the trans-
fer function of the blur, and is assumed to be perfectly known.

Examination of Eq. (22) suggests an obvious approach to image restoration. Convolve the 
blurred image i(x, y) with a kernel that provides a deblurring transfer function that is the recipro-
cal of the blur transfer function, i.e., having a transfer function given by H f f B f fX Y X Y( , ) ( , )1 . For 
obvious reasons, such a filter is referred to as an inverse filter. The restored image then is given, in the 
frequency domain, by

R f f B f f O f f H f f

B

X Y X Y X Y X Y( , ) [ ( , ) ( , )] ( , )

[ ( ff f O f f B f f

O f f

X Y X Y X Y

X Y

, ) ( , )] ( , )

( , )

1 (23)

DO
 N

OT
 D

UP
LI

CA
TE



ANALOG OPTICAL SIGNAL AND IMAGE PROCESSING  11.15

Returning to the space domain we see that result of the image restoration operation is perfect recov-
ery of the original object o(x, y).

The inverse filter is an elegant mathematical solution to the restoration problem, but it lacks 
practicality. Many problems exist, both with the concept and with its implementation. The concep-
tual flaw, which is the most serious drawback, arises because the problem formulation completely 
neglected the inevitable presence of noise in the image i(x, y). The inverse filter boosts those spatial 
frequency components the most that were suppressed the most by the blur. In such regions of the 
frequency domain there is little or no image information to be boosted, but there is always noise, 
which then is amplified to the point that it dominates the restored image.

Other problems arise due to the very large dynamic range required of the deblurring filter 
transfer function in many cases. For the above reasons, the inverse filter is never used in practice, 
although it is an important concept to be aware of.

The Wiener Filter The Wiener filter overcomes many of the difficulties of the inverse filter by 
explicitly including noise in the basic imaging model. In this case the detected image intensity is 
represented by

i x y b x y o d d n x y( , ) ( , ) ( , ) ( , ) (24)

where o(x, y) and n(x, y) are regarded as statistically stationary random processes. The goal of the 
restoration process is now to choose a restoration filter that will minimize the mean-squared error 
between the restored image r(x, y) and the original object o(x, y). The solution to this problem can 
be shown to be a restoration filter having a transfer function of the form

H f f
B f f

B f f
P f f

P

X Y
X Y

X Y
N X Y

O

( , )
( , )

( , )
( , )2

(( , )f fX Y

(25)

where PN and PO represent the power spectral densities of the respective noise and object random 
processes.

The Wiener filter provides a balance between uncompensated blur and residual noise in just such 
a way as to minimize mean-squared error. Note that at spectral locations where the object power is 
much greater than the noise power, the Wiener filter approaches an inverse filter, while at spectral 
locations where the noise power dominates, the Wiener filter behaves as a matched filter with con-
siderable attenuation.

Coherent Optical Realization of Inverse and Wiener Filters While the inverse filter is primarily of 
theoretical interest, nonetheless there is much to be learned from consideration of how one might 
realize an approximation to such a filter. In general, the transfer function B(fX, fY) is complex-valued, 
or at least has sign reversals implying 180° phase shifts at some frequencies. This implies that the 
inverse filter must control both the magnitude and the phase of the transmitted fields. In most cases 
this implies a holographic filter and possibly a second absorbing filter.

The exact blur impulse response is assumed to be known. From a blurred image of a known 
point source, a photographic record of the blur impulse response can be obtained. If a filter is 
recorded in the geometry of Fig. 13, with the blur impulse response placed in the plane labeled 
“input,” then an interferometrically generated transparency results, one component of amplitude 
transmittance being proportional to the conjugate of the blur transfer function

t B f f iA X Y( , ) ( , )exp( )2 (26)

where  is again a carrier frequency introduced by the offset reference wave. Passage of the blurred 
image through a coherent optical filtering system with this transfer function will correct any 
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frequency-domain phase shifts associated with the blur, but will not restore the magnitude of the 
object spectrum correctly.

To correct the spectral magnitudes we require an additional transparency to be sandwiched 
with the above holographic filter. This filter can be generated in a number of ways, but the easiest 
to understand is a method that rests on properties of the photographic process. If a photographic 
emulsion is exposed to an optical intensity I( , ), then over a certain dynamic range the amplitude 
transmittance of the resulting negative transparency will be of the form

t K IA ( , ) [ ( , )] /2 (27)

where  is the so-called gamma of the photographic process. If the intensity to which the emulsion 
is exposed is simply the intensity in the Fourier transform of the blur transfer function, as obtained 
by optically Fourier transforming the blur spread function (for example, as in the system of Fig. 13 
but with the reference wave blocked), then if a gamma equal to 2 is achieved with the photographic 
processing, the second transparency will have amplitude transmittance

t K B
f fA ( , ) ,

2

(28)

If the two transparencies discussed above are now placed in contact, the overall amplitude trans-
mittance will be the product of the two individual transmittances, and the effective filter transfer 
function realized by the coherent optical processor will be

H f f
B f f

B f f B f fX Y
X Y

X Y
X Y

( , )
( , )

( , ) ( , )2

1
(29)

which is precisely the transfer function of the desired inverse filter. However, in practice there will be 
errors in this filter due to the limited dynamic range of the photographic media.

To realize an approximation to the Wiener filter, a different recording method can be used. In 
this case the full holographic recording system illustrated in Fig. 13 is used, including the reference 
beam. However, the intensity of the reference beam is made weak compared with the peak intensity 
of the |B|2 component. Furthermore, the recording is arranged so that the exposure falls predomi-
nantly in a range where the amplitude transmittance of the developed transparency is proportional 
to the logarithm of the intensity incident during exposure. Now if amplitude transmittance is pro-
portional to the logarithm of incident exposure, the changes of amplitude transmittance, which lead 
to diffraction of light by the transparency, will obey

t E
E

E
A ( )log (30)

where E  represents changes in exposure, E represents the average exposure about which the fluc-
tuations occur, and is a proportionality constant. Restricting attention to the proper portion of the 
output plane, the following identifications can be made:

E B i

E B K

ˆ exp ( )

| ˆ |

2

2
(31)

where | ˆ |B 2 is the squared magnitude of the blur transfer function, normalized to unity at the origin, 
while K is the ratio between the reference beam intensity and the maximum value of |B|2. Neglecting 
the exponential term which leads to offset from the origin in the output plane, the amplitude trans-
mittance of the deblurring filter becomes

t
B

B KA

ˆ

| ˆ |2
(32)
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which is precisely the form of the Wiener filter for a constant ratio K of noise power spectral density 
to signal power spectral density.

Thus the Wiener filter has been achieved with a single holographic filter. If the signal-to-noise 
ratio in the blurred image is high, then the reference beam intensity should be much less than the 
object beam intensity (K 1). Bleached filters of this kind can also be made.

11.9  INCOHERENT PROCESSING 
OF DISCRETE SIGNALS

The previous problems examined have all involved signals and images that are continuous functions 
of time or space. We turn attention now to signals that are sampled or discrete functions of time 
or space.

Background

A continuous signal u(t) is sampled at times separated by t yielding a set of P samples u(k t), 
which we represent by the column vector

u

u
u

uP

1

2 (33)

For discrete signals, the continuous operations associated with convolution and correlation become 
matrix-vector operations. Thus any linear transformation of an input signal u is represented by

v Mu (34)

where v is a length Q output vector containing samples of the output signal, and M is a P Q matrix

M

m m m
m m m

m m m

P

P

Q Q QP

11 12 1

21 22 2

1 2

(35)

In the sections that follow we examine some of the optical approaches that have been proposed 
and demonstrated for this kind of operation.

The Serial Incoherent Matrix-Vector Multiplier

An important starting point is provided by the serial incoherent matrix-vector multiplier invented 
by Bocker19 (see also Ref. 20), and illustrated in Fig. 14. The elements of the vector u are applied as 
current pulses, with heights proportional to the ui, to an LED. Light from the LED floods the matrix 
mask, which contains Q P cells, each with an intensity transmittance proportional to a different 
mij. The light transmitted by the matrix mask then falls on a two-dimensional CCD detector array, 
used in an unusual mode of operation. Charges are transferred horizontally along the rows of the 
detector array. In the first clock cycle, when the first element of the input vector is generated by the 
LED, the charge deposited in the first column of the detector array can be represented by a vector 
with elements c1j = m1ju1. This set of charge packets is now transferred one column to the right, and 
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11.18  PHYSICAL OPTICS

the second pulse of light, proportional to u2 is emitted. In the second column of the detector array a 
new charge is added to each of the existing charges, yielding a new set of charges c2j = m1ju1 m2ju2.
After P clock cycles the column on the far right-hand side of the detector array contains a charge 
vector c = Mu, which within a proportionality constant is the desired output vector v.

Thus the elements of the output vector are obtained in parallel from the right-hand column of 
the detector array. To compute the output vector, P cycles of the system are necessary, one for each 
element of the input vector. Multiplications are performed optically by passage of light through the 
matrix mask, while additions are performed electrically by charge addition.

The Parallel Matrix-Vector Multiplier

A fundamentally faster system for performing the matrix-vector product was discovered in 1978.21

The architecture of this system is shown in Fig. 15.
The elements of the vector u are now entered in parallel as brightness values on an array of LEDs 

or laser diodes. The optics, not shown here, spread the light from each source in the vertical direction 

FIGURE 15 Parallel matrix-vector multiplier.

FIGURE 14 Serial matrix-vector multiplier.
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to cover the height of the matrix mask, while imaging each source onto an individual column in the 
horizontal direction. Passage of the light through the matrix mask multiplies the input vector, ele-
ment by element, by the elements of the row vectors of the mask. The second set of optics, again not 
shown, adds the light transmitted by each row of the mask, placing an intensity on each element of 
the detector array that is proportional to the sum of the products produced by one row of the mask 
or, equivalently, the inner product of the input vector and a unique row vector of the matrix. In this 
case the detectors are of the nonintegrating type, and nearly instantaneously produce an output cur-
rent proportional to an element of the output vector v. In this way a series of input vectors can be 
flowed through the system at high speed.

In this case both the multiplications and the additions are performed optically. A different out-
put vector can be obtained with each cycle of the system. The result is a fundamentally faster system.

Systems of this type have had a broad impact on optical signal processing, with applications 
ranging from photonic switching22 to neural networks.23

The Outer Product Processor

Another fundamentally different architecture is represented by the outer product processor,24 shown 
in Fig. 16.

The goal in this case is to calculate the outer product C of two matrices A and B. Illustrating with 
a simple 3 3 example, the outer product is defined by the equation

C
a
a
a

b b b
a
a
a

11

21

31

11 12 13

12

22

322

21 22 23

13

23

33

b b b

a

a

a

b b b31 32 33
(36)

The system of Fig. 16 accomplishes this operation by use of two Bragg cell arrays oriented in 
orthogonal directions, and a time-integrating two-dimensional detector array. A column of A is 
entered in parallel on the first Bragg cell array, and a row of B on the second. The first box labeled 
“optics” images one array onto the other (with appropriate spatial filtering as needed to convert 
phase to intensity). The second box labeled “optics” images that product onto the detector array. 
In one cycle of the system, one of the outer products in the summation of Eq. (36) is accumulated 
on the elements of the detector array. In this example, three cycles are necessary, with addition of 
charge at the detector, to accumulate the full outer product of the matrices. More generally, if A is
P Q (i.e., P rows and Q columns) and B is Q P, then the detector array should be P P in size, 
and Q cycles are required to obtain the full outer product.

FIGURE 16 Outer product processor.
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Other Discrete Processing Systems

A multitude of other discrete processing systems have been proposed throughout the 1980s and 
1990s. Worth special mention here are the optical systolic matrix-vector processor of Caulfield et al.25

and the SAOBIC processor of Guilfoyle.26 We refer the reader to the original references for details.

11.10 CONCLUDING REMARKS

Analog optical signal and image processing were strong areas of research during three decades, the 
1960s through the 1980s. Many ingenious systems were devised, each motivated by one or more 
applications. With some exceptions, these systems seldom survived for the particular application 
they were conceived for, but often they led to new applications not envisioned by their inventors. The 
majority of applications of this technology have been to defense-related problems. Research emphasis 
has shifted away from analog signal processing, as described above, towards the application of optics 
to providing interconnects between and within digital computers. However, the intellectual base 
formed by previous analog processing experience continues to strongly influence work in other, more 
modern disciplines, including integrated optics, modern microscopy, coherence tomography, ultrafast 
optical pulses, and digital image processing.
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12.1 GLOSSARY

c velocity of light

d thickness

E electric field

k wave vector (k 2 / )

k extinction coefficient

m number of reflections

N retardation per wavelength

n real refractive index
n complex refractive index

n̂ unit normal vector

P degree of polarization

p parallel polarization

R intensity reflection coefficient

r amplitude reflection coefficient

r position vector

s senkrecht or perpendicular polarization

t amplitude transmission coefficient

t time

z cartesian coordinate

, , a, b, c, d intermediate parameters

absorption coefficient

12.3

This material was originally prepared under the auspices of the U.S. government and is not subject to copyright.
†Deceased.
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12.4  POLARIZED LIGHT

2 nd cos /

phase angle

dielectric constant

effective refractive index

B Brewster angle

angle

absorption index

wavelength

extinction ratio

conductivity

radian or angular frequency

laplacian operator

0 first medium

1 second medium

The material on polarization is abridged from the much more complete treatment by Bennett 
and Bennett.1 Information on polarizers is found in Chap. 13, “Polarizers,” in this volume.

12.2 BASIC CONCEPTS AND CONVENTIONS

Optical polarization was discovered by E. L. Malus in 1808. A major triumph of nineteenth- and 
early twentieth-century theoretical physics was the development of electromagnetic theory and the 
demonstration that optical polarization is completely described by it. This theory is phenomeno-
logical in that instead of trying to explain why materials have certain fundamental characteristics, it 
concentrates on the resulting properties which any material with those characteristics will display. In 
the optical case, the polarization and all other optical properties of a material are determined by two 
or more phenomenological parameters called optical constants. Electromagnetic theory has little or 
nothing to say about why a material should have these particular optical constants or how they are 
related to its atomic character. This problem has been extensively investigated in twentieth-century 
solid-state physics and is still only partially understood. It is clear, however, that the optical constants 
are a function not only of the atomic nature of the material, i.e., its position in the periodic table, 
but are also quite sensitive to how it is prepared. Perhaps optical parameters would be a better term 
than optical constants. Nevertheless, the concept of optical constants is an extremely useful one and 
makes it possible to predict quantitatively the optical behavior of a material and, under certain con-
ditions, to relate this behavior to nonoptical parameters.

Since the optical constants are so fundamental, differences in their definition are particularly 
unfortunate. The most damaging of these differences arise from an ambiguity in the initial deri-
vation. Maxwell’s equations, which form the basis of electromagnetic theory, result in the wave 
equation, which in mks units is

2
2

2

2 2

4
E

E E

c t c t
(1)

where 2  laplacian operator
E  electric field vector of traveling wave
t  time
c  velocity of light

 conductivity of material at frequency of wave motion
 dielectric constant of material at frequency of wave motion
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POLARIZATION 12.5

A solution to this equation is

E E k r0 2
exp[ ]exp expi t i

z
( ) ( ) (2)

where E0  amplitude of wave
 angular frequency of wave
phase vector

k wave vector
r position vector
z direction wave is traveling

absorption coefficient

The wave vector k is assumed to be real and equal to ( ) ˆ2 / m n, where m is the wavelength in the 
medium in which the wave is traveling and n is a unit vector in the k direction.  Equation (2) can 
also be written in terms of n, the complex index of refraction, defined as

n n ik (3)

where n is the index of refraction and k the extinction coefficient. In this form, Eq. (2) is

E E i t
nz
c0 exp (4)

when 0. By setting the imaginary part of the exponent equal to zero one obtains

z
c
n

t (5)

To show that Eq. (4) represents a wave traveling in the positive z direction with phase velocity c/n, 
we note that the phase of the wave in Eq. (4) is t nz c( )/ . For a wave propagating with a 
constant phase, d , so that dt n c dz d( )/ 0, and hence the phase velocity p  dz/dt  c/n.2

The amplitude of the wave at z is, from Eq.(4),

| |E E e kz
0

2 (6)

where  is the wavelength in vacuum. The wave is thus exponentially damped, and the amplitude 
penetration depth, or distance below an interface at which the amplitude of the wave falls to 1/e
times its initial value, is z /2 k. The absorption coefficient , or the reciprocal of the distance in 
which the intensity of the wave falls to 1/e times its initial value, is

4 k (7)

This development follows that commonly given by those working at optical or radio frequencies. The 
confusion in the definition of the optical constants arises because an equally valid solution to Eq. (1) is

E E i t
n z
c0 exp (8)

Frequently the wave vector is taken to be complex, that is, k n( )2 2/ /
m

i , and Eq. (2) is written 
E E k r

0
exp[ ( )]exp ( )i t i .
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12.6  POLARIZED LIGHT

which also represents an exponentially damped wave traveling in the z direction provided that the 
complex index of refraction is defined to be

n n ik (9)

where the primes indicate the alternative solution. When the wave equation arises in quantum 
mechanics, the solution chosen is generally the negative exponential, i.e., Eq. (8) rather than Eq. (4). 
Solid-state physicists working in optics thus often define the complex index of refraction as the 
form given in Eq. (9) rather than that in Eq. (3). Equally valid, self-consistent theories can be built 
up using either definition, and as long as only intensities are considered, the resulting expressions 
are identical. However, when phase differences are calculated, the two conventions usually lead to con-
tradictory results. Even worse, an author who is not extremely careful may not consistently follow 
either convention, and the result may be pure nonsense. Some well-known books might be cited in 
which the authors are not even consistent from chapter to chapter.

There are several other cases in optics in which alternative conventions are possible and both are 
found in the literature. Among these, the most distressing are the use of a left-handed rather than a 
right-handed coordinate system, which makes the p and s components of polarized light have the 
same phase change at normal incidence (see Sec. 12.3), and defining the optical constants so that 
they depend on the angle of incidence, which makes the angle of refraction given by Snell’s law real 
for an absorbing medium. There are many advantages to be gained by using a single set of conven-
tions in electromagnetic theory. In any event, an author should clearly state the conventions being 
used and then stay with them.

Finally, the complex index of refraction is sometimes written

n n i( )1 (10)

In this formulation the symbol  is almost universally used instead of k, which is reserved for the 
imaginary part of the refractive index. Although k is more directly related to the absorption coef-
ficient  than  [see Eq. (7)] and usually makes the resulting expressions slightly simpler, in areas 
such as attenuated total reflection, the use of  results in a simplification. To avoid confusion 
between k and , if Eq. (10) is used,  could be called the absorption index to distinguish it from the 
extinction coefficient k, and the absorption coefficient .

12.3 FRESNEL EQUATIONS

The Fresnel equations are expressions for the reflection and transmission coefficients of light at 
nonnormal incidence. In deriving these equations, the coordinate system assumed determines the 
signs in the equations and therefore the phase changes on reflection of the p and s components. In 
accordance with the Muller convention,3 we shall assume that the coordinate system is as shown in 
Fig. 1. In this system, the angle of incidence is 0, and the angle of refraction is 1. The s component 
of polarization is the plane of vibration of the E wave which is perpendicular to the plane of the 
paper, and the p component is the plane of vibration which is in the plane of the paper.  (The plane 
of incidence is in the plane of the paper.) The positive directions for the vibrations are indicated
in Fig. 1 by the dots for Es, Es , and Es  and by the arrows for the corresponding p components. 
Note that the positive direction for Ep  is as shown in the figure because of the mirror-image effect.

Unfortunately, when Malus discovered that light reflected at a certain angle from glass is, as he said, “polarized,” he defined 
the plane of polarization” of the reflected light as the plane of incidence. Since the reflected light in this case has its E vector 
perpendicular to the plane of incidence, the “plane of polarization” is perpendicular to the plane in which the E vector vibrates. 
This nomenclature causes considerable confusion and has been partially resolved in modern terminology by discussing the plane 
of vibration of the E vector and avoiding, insofar as possible, the term plane of polarization. In this chapter, when specifying the 
direction in which light is polarized, we shall give the direction of vibration, not the direction of polarization.
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POLARIZATION 12.7

By convention, one always looks against the direction of propagation of the wave so that the positive 
direction of Ep is to the right and the positive direction of Ep  is also to the right. The positive direc-
tions of the reflected E vectors are not the same as the actual directions of the reflected E vectors. 
These latter directions will depend on the refractive index of the material and may be either positive 
or negative. For example, if n1 > n0, at normal incidence Es  will be in the negative direction and Ep
will be in the positive direction. Thus we say that there is a phase change on reflection of 180° for 
the s wave and a phase change of 0° for the p wave.

With this coordinate system, the Fresnel amplitude reflection coefficients for a single interface, 
obtained from Eq. (4) by setting up and solving the boundary-value problem, can be written

E

E
r

n n

n n
s

s
s

0 0 1 1

0 0 1 1

cos cos

cos cos
(11)

FIGURE 1 Coordinate system for measuring the E vectors of a plane wave reflected 
and refracted at a boundary between a medium of refractive index n0 and a medium of 
refractive index n1 (may be absorbing). The positive direction for the coordinates of the 
Es, Es , and Es  components is out of the paper, and that for the coordinates of the Ep
components is in the plane of the paper, as indicated by the arrows. The wave vector k, the 
direction the wave is traveling z, and angles of incidence and refraction 0 and 1 are also 
shown. (Modified from Mutter.3)
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and

E

E
r

n n

n n
p

p
p

1 0 0 1

1 0 0 1

cos cos

cos cos
(12)

The amplitude transmission coefficients are

E

E
t

n

n n
s

s
s

2 0 0

0 0 1 1

cos

cos cos
(13)

and

E

E
t

n

n n
p

p
p

2 0 0

1 0 0 1

cos

cos cos
(14)

Other forms of the Fresnel amplitude reflection and transmission coefficients containing only the 
angles of incidence and refraction are somewhat more convenient. These relations can be derived 
using Snell’s law

sin

sin
0

1

1

0

n

n
(15)

to eliminate n0 and n1 from Eqs. (1) to (14):

rs

sin( )

sin( )
0 1

0 1

(16)

rp

tan( )

tan( )
0 1

0 1

(17)

ts

2 1 0

0 1

sin cos

sin( )
(18)

t p

2 1 1

0 1 0 1

sin cos

sin( )cos ( )
(19)

For nonabsorbing materials the intensity reflection coefficients Rs and Rp are simply the squares 
of Eqs. (16) and (17):

R rs s
2

2
0 1

2
0 1

sin ( )

sin ( )
(20)

R rp p
2

2
0 1

2
0 1

tan ( )

tan ( )
(21)

and, at normal incidence,

R R
n n

n ns p

( )

( )
0 1

2

0 1
2

(22)

from Eqs. (11) and (12). In the lower part of Fig. 2, Rs and Rp are given as a function of angle of 
incidence for various values of the refractive-index ratio n1/n0 with k1 for the material equal to zero. 
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POLARIZATION 12.9

The curves for n1/n0 1.3, 1.8, and 2.3 show that the normal-incidence reflectance increases as n1
increases. The curves for n1/n0 0.3 and 0.8 and k1 0 have no physical significance as long as the 
incident medium is air. However, they are representative of intenal reflections in materials of refrac-
tive index n0 3.33 and 1.25, respectively when the other medium is air (n1 1).

The intensity transmission coefficients Ts and Tp are obtained from the Poynting vector and for 
nonabsorbing materials are

T R
n

n
t

n n

ns s s1
41 1

0 0

2 0 1 0 1cos

cos

cos cos

( 00 0 1 0
2

0 1
2

0 1

2 2

cos cos )

sin sin

sin ( )n
(23)

T R
n

n
t

n n

np p p1
41 1

0 0

2 0 1 0 1cos

cos

cos cos

( 11 0 0 1
2

0 1
2

0 1

2 2

cos cos )

sin sin

sin ( )co

n

ss ( )2
0 1

(24)

FIGURE 2 Rs (upper curves), Rp (lower curves), and Ra (Rs Rp)/2 as a function of angle of incidence 
for various values of the refractive-index ratio n1/n0 and k1. The incident medium, having refractive index n0,
is assumed to be nonabsorbing. (Modified from Hunter.4)
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12.10  POLARIZED LIGHT

These coefficients are for light passing through a single boundary and hence are of limited usefulness. 
In actual cases, the light is transmitted through a slab of material where there are two boundaries
generally multiple reflections within the material, and sometimes interference effects when the 
boundaries are smooth and plane-parallel.

The intensity transmission coefficient Tsample for a slab of transparent material in air is given by 
the well-known Airy equation5 when the sample has smooth, plane-parallel sides and coherent mul-
tiple reflections occur within it:

T
R Rs p s p

sample /

1

1 4 1 2 2[ ( ) ]sin, ,

(25)

where

2 1 1n d cos
(26)

The values of Rs and Rp can be determined from Eqs. (20) to (22); d is the sample thickness,  the 
wavelength, n1 the refractive index of the material, and 1 the angle of refraction. Equation (25) 
holds for all angles of incidence including the Brewster angle, where Rp 0 [see Eq. (48)]. The Airy 
equation predicts that at a given angle of incidence the transmission of the sample will vary from a 
maximum value of 1 to a minimum value of ( ) ( ), ,1 12 2R Rs p s p/  as the wavelength or the thickness 
is changed. If the sample is very thick, the oscillations in the transmittance will occur at wavelengths 
very close together and hence will be unresolved. A complete oscillation occurs every time  changes 
by , so that the wavelength interval  between oscillations is

2

1 12n d cos
(27)

An an example, a sample 1 mm thick with an index of 1.5 at 5000 Å will have transmission maxima 
separated by 0.83 Å when measured at normal incidence (cos 1 1). These maxima would not be 
resolved by most commercial spectrophotometers. In such a case, one would be measuring the aver-
age transmission Tsample,av:

T
R

R
s p

s p
sample,av

1

1
,

,

(28)

For nonabsorbing materials, this is the same value as that which would be obtained if the multiply 
reflected beams did not coherently interfere within the sample. If the sample is wedge-shaped, so 
that no multiply reflected beams contribute to the measured transmittance, Tsample is simply Ts

2 or 
Tp

2 and can be calculated from Eq. (23) or (24).
When the material is absorbing, i.e., has a complex refractive index, it is not so easy to calculate the 

reflectance and transmittance since the angle of refraction is complex. However, Snell’s law [Eq. (15)] 
and Fresnel’s equations (11) and (12) are sometimes used with complex values of n1 and 1. The 
resulting amplitude reflection coefficients are written

r r es s
i s| | (29)

and

r r ep p
i p| | (30)

where |rs| and |rp| are the magnitudes of the reflectances and s and p are the phase changes on 
reflection. The intensity reflection coefficients are

R r rs p s p s p, , , (31)
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POLARIZATION 12.11

An alternative approach is to use the method of effective indexes to calculate Rs and Rp. In the 
medium of incidence, which is assumed to be nonabsorbing, the effective indexes 0s and 0p for the 
s and p components are

0 0 0s n cos (32)

0
0

0
p

n

cos
(33)

where n0 generally equals 1 for air. In the absorbing material both ’s are complex and can be writ-
ten, according to the Bernings,6,7

1 1 1s n cos (34)

1
1

1
p

n

cos
(35)

where n n ik1 1 1 is the complex refractive index of the material, and

cos
( ) ( )/

/

1
1
2

1
2 1 2

1

1 2

1
2

1
2 1

2
i

//
/

2
1

1 2

2
(36)

1
0 0

1
2

1
2

2

1
2

1
21

n

n k
k n

sin
( ) (37)

and

1 1 1
0 0

1
2

1
2

2

2n k
n

n k

sin
(38)

Abelès’ method8 also uses effective indexes for the absorbing material, but they are calculated 
differently:

1s a ib (39)

1p c id (40)

where

a b n k n2 2
1
2

1
2

0
2 2

0sin (41)

ab n k1 1 (42)

c a
n

a b
1 0

2 2
0

2 2

sin
(43)

d b
n

a b
1 0

2 2
0

2 2

sin
(44)
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12.12  POLARIZED LIGHT

In both methods employing effective indexes, the amplitude reflection coefficients are

rs
s s

s s

0 1

0 1

(45)

rp

p p

p p

1 0

1 0

(46)

which are equivalent to Eqs. (29) and (30) and reduce to Eqs. (11) and (12) when k1 0. The inten-
sity reflection coefficients are given by Eq. (31), as before. At normal incidence,

R R
n n k

n n ks p

( )

( )
0 1

2
1
2

0 1
2

1
2

(47)

Values of Rs and Rp are plotted as a function of angle of incidence in Fig. 2 for various values of n1
and k1. (The incident medium is assumed to be air with n0 1 unless otherwise noted.) As n1 increases 
with k1 > 0 held constant, the magnitudes of Rs and Rp at normal incidence both decrease. As k1
increases with n1 held constant, the magnitudes of Rs and Rp at normal incidence both increase. Tables 
of Rs and Rp for various values of n1 and k1 are given for angles of incidence from 0 to 85° by Holl.9

The absolute phase changes on reflection s and p are also of interest in problems involv-
ing polarization. When the material is nonabsorbing, the phase changes can be determined from 
the amplitude reflection coefficients, Eqs. (11) and (12); when 0 0 and n1 > n0, s 180° and 

p 360°.  This is an apparent contradiction since at normal incidence the s and p components 
should be indistinguishable. However, the problem is resolved by recalling that by convention we are 
always looking against the direction of propagation of the light (see Fig. 1). To avoid complications, 
the phase change on reflection at normal incidence (often defined as ) is identified with s.

For a dielectric, if n0 < n1, s remains 180° for all angles of incidence from 0 to 90°, as can be seen 
from the numerator of Eq. (11). However, there is an abrupt discontinuity in p, as can be seen from 
Eq. (12). If n0 < n1, p 360°  at normal incidence and at larger angles for which the numerator 
of Eq. (12) is positive. Since cos 0 becomes increasingly less than cos 1 as 0 increases, and since 
n1 > n0, there will be an angle for which n1 cos 0 n0 cos 1. At this angle p undergoes an abrupt 
change from 360° to 180°, and it remains 180° for larger angles of incidence. At the transition value 
of 0, which is called the Brewster angle B since Rp 0,

tan B

n

n
1

2

(48)

(This angle is also called the polarizing angle since 0 1 90°.)
The phase changes s and p are not simply 360° or 180° for an absorbing material. At normal 

incidence it follows from Eq. (45) that

tan s

n k

n n k

2 0 1

0
2

1
2

1
2 (49)

so that s 180° only if k1 0. As before, p s 180°, as seen by comparing Eqs. (45) and (46). At 
nonnormal incidence

tan s
s

s

b

a b

2 0

0
2 2 2 (50)

Since 360° and 0° are indistinguishable, many optics books state that p 0° for dielectrics at normal incidence, but 
this makes the ellipsometric parameter p − s < 0, which is incompatible with ellipsometric conventions—see Chap. 16, 
“Ellipsometry.”
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POLARIZATION 12.13

and

tan p

p

p

d

c d

2 0

2 2
0
2

(51)

where the relations for a, b, c, and d have been given in Eqs. (41) to (44). The following relations 
between these quantities may also prove helpful:

a b n k n n k2 2
1
2

1
2

0
2 2

0
2

1
2

1
2 1 24[( sin ) ] / (52)

c d
n k

a b
2 2 1

2
1
2

2 2

2( )
(53)

b
n k n a b2 1

2
1
2

0
2 2

0
2 2

2 2

sin
(54)

Figure 3 shows how s and p change as a function of angle of incidence for an absorbing material. 
At normal incidence they are 180° apart because of the mirror-image effect, mentioned previously. 
As the angle of incidence increases, p approaches s, and at the principal angle 

–
 the two quantities 

differ by only 90°. At grazing incidence they coincide.
The reflectance Rp does not reach zero for an absorbing material as it does for a dielectric, but 

the angle for which it is a minimum is called the pseudo-Brewster angle B. Two other angles closely 
associated with the pseudo-Brewster are also of interest. The angle for which the ratio Rp/Rs is a 
minimum is sometimes called the second Brewster angle. It is generally only slightly larger than 

B
.

The principal angle , at which p − s 90°, is always larger than the second Brewster angle and 
B
.

For most metals B and  are only a fraction of a degree apart but it is possible for them to differ by 
as much as 45°.9 There is no polarizing angle as such for an absorbing material because the angle of 
refraction is complex.

q

d

d

FIGURE 3 Phase changes on reflection s and p and phase difference p − s as 
a function of angle of incidence for an absorbing material. The principal angle, for which 

90°, is also shown. (Bennett and Bennett.10)
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12.14  POLARIZED LIGHT

12.4 BASIC RELATIONS FOR POLARIZERS

A linear  polarizer is anything which when placed in an incident unpolarized beam produces a 
beam of light whose electric vector is vibrating primarily in one plane, with only a small component 
vibrating in the plane perpendicular to it. If a polarizer is placed in a plane-polarized beam and is 
rotated about an axis parallel to the beam direction, the transmittance T will vary between a maxi-
mum value T1 and a minimum value T2 according to the law

T T T T( )cos1 2
2

2 (55)

Although the quantities T1 and T2 are called the principal transmittances, in general T T1 2;  is the angle 
between the plane of the principal transmittance T1 and the plane of vibration (of the electric vector) 
of the incident beam. If the polarizer is placed in a beam of unpolarized light, its transmittance is

T T T
1
2 1 2( ) (56)

so that a perfect polarizer would transmit only 50 percent of an incident unpolarized beam.†

When two identical polarizers are placed in an unpolarized beam, the resulting transmittance will be

T T T|| ( )
1
2 1

2
2
2 (57)

when their principal transmittance directions are parallel and will be

T T T1 2 (58)

when they are perpendicular. In general, if the directions of principal transmittance are inclined at 
an angle  to each other, the transmittance of the pair will be

T T T T T
1
2 1

2
2
2 2

1 2
2( )cos sin (59)

The polarizing properties of a polarizer are generally defined in terms of its degree of polarization P‡,§

P
T T

T T
1 2

1 2

(60)

or its extinction ratio p

p

T

T
2

1

(61)

When one deals with nonnormal-incidence reflection polarizers, one generally writes P and p in 
terms of Rp and Rs, the reflectances of light polarized parallel and perpendicular to the plane of 
incidence, respectively. As will be shown in Sec. 12.5, Rs can be equated to T1 and Rp to T2, so that 

Circular polarizers are discussed in Sec. 12.7.
†Jones11 has pointed out that a perfect polarizer can transmit more than 50 percent of an incident unpolarized beam under 

certain conditions.
‡Bird and Shurcliff12 distinguish between degree of polarization, which is a constant of the light beam, and polarizance, which 

is a constant of the polarizer. The polarizance is defined as being equal to the degree of polarization the polarizer produces in an 
incident monochromatic beam that is unpolarized. In practice, incident beams are often slightly polarized, so that the polarizance 
values differ slightly from the ideal degree of polarization. Other authors have not followed this distinction.

§Authors dealing with topics such as scattering from aerosols sometimes define degree of polarization (of the scattered light) 
in terms of the Stokes vectors (Sec. 12.8) as P S S S S( ) /

1
2

2
2

3
2 1 2

0
/ .
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POLARIZATION 12.15

Eqs. (60) and (61) become P (Rs − Rp)/(Rs Rp) and p Rp/Rs. If either p or P is known, the 
other can be deduced since

P
p

p

1

1
(62)

and

p

P
P

1
1

(63)

If one is determining the degree of polarization or the extinction ratio of a polarizer, the ratio of 
T  to T|| can be measured for two identical polarizers in unpolarized light. From Eqs. (57) and (58),

T

T

T T

T T

T

T p
|| ( )/

1 2

1
2

2
2

2

12

2
2 (64)

if T T2
2

1
2. If a perfect polarizer or a source of perfectly plane-polarized light is available, T2/T1 can 

be determined directly by measuring the ratio of the minimum to the maximum transmittance of 
the polarizer. Other relations for two identical partial polarizers are given by West and Jones,13 as 
well as the transmittance T ab of two dissimilar partial polarizers a and b whose principal axes are 
inclined at an angle  with respect to each other. This latter expression is

T T T T T T T T Tab a b a b a b b

1
2

1
21 1 2 2

2
1 2 1 2( )cos ( aa) sin2 (65)

where the subscripts 1 and 2 refer to the principal transmittances, as before.
Spectrophotometric measurements can involve polarizers and dichroic samples. Dichroic (optically 

anisotropic) materials are those which absorb light polarized in one direction more strongly than 
light polarized at right angles to that direction. (Dichroic materials are to be distinguished from bire-
fringent materials, which may have different refractive indices for the two electric vectors vibrating at 
right angles to each other but similar, usually negligible, absorption coefficients.) When making spec-
trophotometric measurements, one should know the degree of polarization of the polarizer and how 
to correct for instrumental polarization. This latter quantity may arise from nonnormal-incidence 
reflections from a grating, dispersing prism, or mirrors. Light sources are also sometimes polarized. 
Simon,14 Charney,15 Gonatas et al.,16 and Wizinowich17 suggest methods for dealing with imperfect 
polarizers, dichroic samples, and instrumental polarization. In addition, when a dichroic sample is 
placed between a polarizer and a spectrophotometer which itself acts like an imperfect polarizer, one 
has effectively three polarizers in series. This situation has been treated by Jones,18 who showed that 
anomalies can arise when the phase retardation of the polarizers takes on certain values. Mielenz and 
Eckerle19 have discussed the accuracy of various types of polarization attenuators.

12.5  POLARIZATION BY NONNORMAL-INCIDENCE
REFLECTION (PILE OF PLATES)

Pile-of-plates polarizers make use of reflection or transmission of light at nonnormal incidence, 
frequently near the Brewster or polarizing angle [Eq. (48) in Sec. 12.3]. The extinction ratio and 
“transmittance” of these polarizers can be calculated directly from the Fresnel equations. Some 
simplifications occur for nonabsorbing or slightly absorbing plates. Equations (20) and (21) give 
the values of the intensity reflection coefficients Rs and Rp for light vibrating perpendicular to 
the plane of incidence (s component) and parallel to the plane of incidence (p component). The 
angle of refraction 1 in those equations is related to the refractive index n of the material by 
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12.16  POLARIZED LIGHT

Snell’s law [Eq. (15) ]. At the Brewster angle Rp 0, so that the reflected light is, in principle, com-
pletely plane-polarized. This is the basis for all Brewster angle reflection polarizers.

Let us now see how the characteristics of a reflection polarizer depend on its refractive index. In 
Fig. 4 the reflectances Rs and Rp have been plotted for different values of the refractive index, roughly 
representing alkali halides in the ultraviolet and sheet-plastic materials, silver chloride, selenium, 
and germanium in the infrared. The Brewster angle, given by Eq. (48), is also indicated, as well as the 
magnitude of Rs at the Brewster angle. We note from these graphs that if light is polarized by a single 
reflection from a nonabsorbing material, the polarizer with the highest refractive index will have the 
largest throughput. In reflection polarizers, the quantity Rs is essentially the principal “transmittance” 
of the polarizer [T1 in Eqs. (55) to (65)] except that it must be multiplied by the reflectance of any 
other mirrors used to return the beam to its axial position.
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FIGURE 4 Reflectance of light polarized parallel Rp and perpendicular Rs to the plane 
of incidence from materials of different refractive index n as a function of angle of incidence: 
(a) n 1.5 (alkali halides in ultraviolet and sheet plastics in infrared); (b) n 2.0 (AgCl in 
infrared); (c) n 2.46 (Se in infrared); and (d) n 4.0 (Ge in infrared). The Brewster angle 

B (at which Rp goes to 0) and the magnitude of Rs at B are also indicated.

Since we are assuming that the medium of incidence is air, n0 1 and n1 n, the refractive index of the material.
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POLARIZATION 12.17

The reflectance Rp can be equated to T2, the minimum “transmittance” of the polarizer, so that 
the extinction ratio p of a reflection polarizer [Eq. (61)] is p Rp/Rs. If Rp is really zero at the 
Brewster angle, the extinction ratio will be zero for all materials independent of the value of n. If a 
given extinction ratio is desired, for example, 10−3 [corresponding to 99.8 percent polarization; see 
Eq. (62)], then the convergence angle of the light beam must be small so that all the angles of inci-
dence lie within about ±1° of the Brewster angle. The convergence angle depends only weakly on the 
refractive index for this case, varying from ±1.2° for n 1.5 to ± 0.8° for n 4.0.

If a good extinction ratio is required for a beam of larger convergence angle, two polarizing 
reflections may be used. Then all the exponents in Fig. 5a are doubled, and the convergence angles 
for a given extinction ratio are greatly increased. To obtain a value of 10−3 with two reflections, the 
angle of incidence must be within about ± 6° of the Brewster angle for values of n less than 3.5; for 
n 4 it is reduced slightly and becomes more asymmetric ( 4.0 and −5.2°). A disadvantage of hav-
ing two reflections from the polarizing materials is that the throughput is reduced. All the values of 
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materials of different refractive index at angles near the Brewster 
angle B. A single surface of the material is assumed.
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12.18  POLARIZED LIGHT

Rs in Fig. 5b are squared, so that for n 4, Rs 0.78 but Rs
2 0 61. ; for smaller refractive indexes the 

reduction in throughput is much greater.
The information shown graphically in Figs. 4 and 5 is given analytically in a paper by Azzam20

who is concerned about the angular sensitivity of Brewster-angle reflection polarizers, particularly 
those made with silicon or germanium plates. Also, Murty and Shukla21 show analytically that the 
shadowy extinction patterns sometimes seen with a crossed Brewster angle reflection polarizer and 
analyzer are caused by light incident on the surfaces at angles different from the Brewster angle.

Although in many cases multiple reflections within a plate degrade its polarizing properties, this 
is not true for Brewster angle reflection polarizers. For multiple reflections within a plane-parallel 
plate of material

( ),

,

,

R
R

Rs p

s p

s p
plate

2

1
(66)

assuming no interference or absorption; Rs and Rp are given by Eqs. (20) and (21). Multiple reflections 
have a minor effect on the extinction ratio but the increase in Rs is appreciable. To fulfill the conditions 
of Eq. (66), the plate must have plane-parallel sides and be unbacked. We are also assuming that the 
plate is thick or nonuniform enough for interference effects within it to be neglected.

All the preceding discussion applies only to nonabsorbing materials. If a small amount of 
absorption is present, Rp will have a minimum that is very close to zero and the material will still 
make a good reflection polarizer. However, if the extinction coefficient k becomes appreciable, the 
minimum in Rp will increase and the polarizing efficiency will be degraded. By referring to Fig. 2 
one can see roughly what the ratio of Rp to Rs will be for a given set of optical constants. Exact values 
of Rp and Rs can be calculated from n and k using Eqs. (45), (46), (31), and the other pertinent rela-
tions in Sec. 12.3. When choosing materials for possible use as metallic reflection polarizers, one 
wants the largest difference between Rs and Rp and the smallest magnitude of Rp at the minimum. 
Thus, ideally n should be much larger than k.

The Abelès condition22 applies to the amplitude reflectances rs and rp for either dielectrics or 
metals at 45° angle of incidence. At this angle

r rs p
2 (67)

and

2 s p (68)

where the ’s are the absolute phase changes on reflection for the p and s components (see Sec. 12.3). 
Relation in Eq. (67) is frequently applied to the intensity reflectances Rs and Rp, which are directly 
related to the amplitude reflectances [Eqs. (20), (21), and (31)].

12.6 POLARIZATION BY NONNORMAL-INCIDENCE
TRANSMISSION (PILE OF PLATES)

The theory of Brewster angle transmission polarizers follows directly from that given for reflection 
polarizers. Table 1 lists the relations giving the s and p transmittances of the polarizers with various 
assumptions about multiple reflections, interference, absorption, etc.  All these relations contain Rs
and Rp, the reflectances at a single interface, which are given at the bottom of the table.

At the Brewster angle, Rp at a single interface equals zero, and the transmittances of the plates 
can be expressed in terms of the refractive index of the material and the number of plates. The rela-
tions for the s and p transmittances at this angle are given in Table 2. Most references that contain 

Transmission polarizers in which the multiply internally reflected beams are coherent and produce interference effects are 
discussed in Chap. 13, “Polarizers.”
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an expression for the degree of polarization of a pile of plates give the formula of Provostaye and 
Desains,23 which assumes an infinite series of multiple reflections between all surfaces, i.e., multiple 
reflections within and between plates. This assumption is not valid for most real transmission polar-
izers (see Chap. 13, “Polarizers,” specifically Brewster Angle Transmission Polarizers).

For most parallel-plate polarizers it is reasonable to assume incoherent multiple reflections 
within each plate and no reflections between plates. Figure 6 shows the principal transmittance 
(p component) and extinction ratio for several four-plate polarizers having the refractive indexes 
indicated.  The extinction ratio improves considerably with increasing refractive index. It is also 
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FIGURE 6 (a) Transmittance and (b) extinction ratio of four plane-
parallel plates of refractive index n as a function of angle of incidence, for 
angles near the Brewster angle. Assumptions are multiple reflections but 
no interference within each plate and no reflections between plates.

The extinction ratio of a pile of m plates (no multiple reflections between plates) is simply the product of the extinction 
ratios of the individual plates.
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improved by using the plates at an angle of incidence slightly above the Brewster angle. This pro-
cedure, which is most helpful for high refractive index plates, reduces the transmission per plate so 
that a trade-off is required between losses resulting from absorption or scattering when many plates 
are used and the reflectance loss per plate when only a few plates are used above the Brewster angle. 
In some cases significant improvements have been achieved by following the latter course.24

When the number of plates of a given refractive index is increased, the transmittance is unaf-
fected (in the absence of absorption) and the extinction ratio is greatly increased, as shown in the 
earlier polarization chapter.1 In the absence of absorption, comparable transmittances and extinction 
ratios are obtained with a large number of low-refractive-index plates or a small number of high 
refractive index plates. Small amounts of absorption decrease the transmittance, but have little effect 
on the extinction ratio.1 Tuckerman25 has derived exact expressions for light reflected from or trans-
mitted through a pile of absorbing plates. He has also noted mistakes that have been perpetuated in 
some of the formulas for light reflected from or transmitted through a pile of nonabsorbing plates.

A figure of merit giving the variation of the extinction ratio with angle of incidence can be 
defined as in Fig. 7, where the ordinate is the extinction ratio at a given angle of incidence divided by 
the extinction ratio at the Brewster angle. The angles of incidence are referred to the Brewster angle, 
and curves for different values of the refractive index are shown. These curves are calculated from 
the ratio
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and are for a single transparent film or plate having multiple incoherent internal reflections within 
the material. As an example of how to use the graphs, consider an optical system having a two-plate 
germanium polarizer with a refractive index of 4.0. If the angles of incidence vary from −1.4 to 

1.5° around the Brewster angle, the ratio of the extinction ratios will vary between 1.102 1.21 and 

FIGURE 7 Variation of extinction ratio (per film) as a function of angle near the Brewster 
angle − B. The ordinate is the extinction ratio at divided by the extinction ratio at B.
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0.902 0.81, respectively. (For m plates it would be 1.10m and 0.90m.) Thus, in order to restrict the 
percent variation of the extinction ratio to a given value, one must use a smaller acceptance angle 
when using more plates.

We have assumed that there are multiple incoherent reflections within each plate and no multi-
ple reflections between plates. The difference in extinction ratios for a series of four plates with and 
without internal reflections is shown in Fig. 8. The principal transmittance is essentially the same as 
in Fig. 6 for values of Tp above 0.70 (and only about 0.025 lower when Tp drops to 0.30). However, 
the extinction ratio of high-refractive-index materials is much better without multiple internal 
reflections; for low-refractive-index materials the difference in extinction ratios is small.
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FIGURE 8 Extinction ratio of four plane-parallel plates of refractive index n as a function of 
angle of incidence for angles near the Brewster angle. Assumptions are A, multiple reflections but no 
interference within each plate and no reflections between plates; B, no multiple reflections within each 
plate or between plates. The transmittances for conditions A and B are essentially identical (see Fig. 6a).
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The effect of multiple reflections on the extinction ratio can readily be seen from the three rela-
tions for the transmittances of the p and s components:

No multiple reflections:

( ) ( ), , , ,T R mR m R ms p s p
m

s p s psample 1 1 2 22 2 2 RRs p,
2 (70)

Multiple reflections within plates:

( ),

,

,
,T

R

R
mRs p

s p

s p

m

s psample

1

1
1 2 2mm Rs p

2 2
,

(71)

Multiple reflections within and between plates:

( )
( ),

,

,
,T

R

m R
mR ms p

s p

s p
s psample

1

1 2 1
1 2 4 22 22R mRs p s p, , (72)

At the Brewster angle, Rp 0, Tp 1, and the extinction ratio will be smallest, i.e., highest degree of 
polarization, for the smallest values of the s transmittance. The first three terms in Eqs. (70) and (71) 
are identical, but Eq. (70) has an additional negative term in Rs

2 and so it will give a slightly smaller 
value of the s transmittance. Equation (72), from which the formula of Provostaye and Desains was 
derived, has twice as large a third term as the other two equations, and the negative fourth term is 
only l/2m of the third term, so that it does not reduce the overall value of the expression appreciably. 
Thus, Eq. (72) gives an appreciably larger value of the s transmittance, but fortunately it is a limiting 
case and is rarely encountered experimentally.

12.7 QUARTER-WAVE PLATES AND OTHER PHASE
RETARDATION PLATES

A retardation plate is a piece of birefringent, uniaxial (or uniaxial-appearing) material in which the 
ordinary and extraordinary rays travel at different velocities. Thus, one ray is retarded relative to the 
other, and the path N  between the two rays is given by

N d n ne o( ) (73)

where no refractive index of ordinary ray
ne refractive index of extraordinary ray
d physical thickness of plate

wavelength

The positive sign is used when ne > no, that is, a positive uniaxial crystal, and the negative sign is used 
for a negative uniaxial crystal, for which ne < no. Since N is the path difference between the two rays, 
N can be considered the retardation expressed in fractions of a wavelength. For example, N = 1/4 for 
a quarter-wave (or /4) plate, 1/2 for a half-wave (or /2) plate, 3/4 for a three-quarter-wave (or 3 /4) 
plate, etc.

The phase difference between two rays traveling through a birefringent material is 2 /  times the 
path difference, so that the phase retardation is

2
2

N
d n ne o( )

(74)

Thus, phase differences of /2, , and 3 /2 are introduced between the two beams in quarter-wave, 
half-wave, and three-quarter-wave plates, respectively.
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A retardation plate can be made from a crystal which is cut so that the optic axis lies in a plane 
parallel to the face of the plate, as shown in Fig. 9. Consider a beam of unpolarized or plane-
polarized light normally incident on the crystal. It can be resolved into two components traveling 
along the same path through the crystal but vibrating at right angles to each other. The ordinary 
ray vibrates in a direction perpendicular to the optic axis, while the extraordinary ray vibrates in a 
direction parallel to the optic axis. In a positive uniaxial crystal ne > no, so that the extraordinary ray 
travels more slowly than the ordinary ray. The fast axis is defined as the direction in which the faster-
moving ray vibrates; thus in a positive uniaxial crystal, the fast axis (ordinary ray) is perpendicular 
to the optic axis while the slow axis, (extraordinary ray) coincides with the optic axis. For a negative 
uniaxial crystal the fast axis coincides with the optic axis.

Figure 10 shows how the state of polarization of a light wave changes after passing through retar-
dation plates of various thicknesses when the incident light is plane-polarized at an azimuth of 45° 
to the fast axis of the plate. If the plate has a retardation of /8, which means that the ordinary and 
extraordinary waves are out of phase by /4 with each other, the transmitted light will be elliptically 
polarized with the major axis of the ellipse coinciding with the axis of the original plane-polarized 
beam. As the retardation gradually increases (plate gets thicker for a given wavelength or wavelength 
gets shorter for a given plate thickness), the ellipse gradually turns into a circle, but its major axis 
remains at 45° to the fast axis of the retardation plate. For a retardation of /4, the emerging light 
is right-circularly polarized. As the retardation continues to increase, the transmitted light becomes 
elliptically polarized with the major axis of the ellipse lying perpendicular to the plane of the incident 
polarized beam, and then the minor axis of the ellipse shrinks to zero and plane-polarized light is 
produced when the retardation becomes /2. As the retardation increases further, the patterns change 
in opposite order and the polarized light is left-circularly polarized when the retardation equals 3 /4. 
Finally, when the retardation is a full wave, the incident plane-polarized light is transmitted unchanged 
although the slow wave has now been retarded by a full wavelength relative to the fast wave.

FIGURE 9 Light incident normally on the front surface of a retardation 
plate showing the vibration directions of the ordinary and extraordinary rays. 
In a positive uniaxial crystal, the fast and slow axes are as indicated in paren-
theses; in a negative uniaxial crystal, the two axes are interchanged.
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The most common type of retardation plate is the quarter-wave plate. Figure 11 shows how this 
plate affects the state of polarization of light passing through it when the fast axis is positioned in 
the horizontal plane and the azimuth of the incident plane-polarized light is changed from 0° to 

90°. When 0°, only the ordinary ray (for a positive birefringent material) passes through the 
plate, so that the state of polarization of the beam is unchanged. When  starts increasing, the trans-
mitted beam is elliptically polarized with the major axis of the ellipse lying along the fast axis of the /4 
plate; tan b/a, the ratio of the minor to the major axis of the ellipse. In the next case, 15° and
tan 0.268, and so the ellipse is long and narrow. When the plane of vibration has rotated to an 
azimuth of 45°, the emerging beam is right-circularly polarized (the same situation as that shown in 
the second part of Fig. 10). For values of between 45° and 90°, the light is again elliptically polarized, 
this time with the major axis of the ellipse lying along the direction of the slow axis of the /4 plate. The 
angle shown in the figure is 60°, and tan 60° 1.732, so that b/a (referred to the fast axis) is greater than 
unity. When  increases to 90°, the plane of vibration coincides with the slow axis and the transmitted 
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FIGURE 10 State of polarization of a light wave after passing through a crystal plate 
whose retardation is indicated in fractions of a wavelength (phase retardation 2 / times 
these values) and whose fast axis is indicated by the double arrow. In all cases the incident 
light is plane-polarized at an azimuth of 45° to the direction of the fast axis.

0

0

15

0

45

90

60

90

90

FIGURE 11 State of polarization of a light wave after passing through a /4 plate (whose fast 
axis is indicated by the double arrow) for different azimuths of the incident plane-polarized beam.
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light is again plane-polarized. As  continues to increase, the transmitted patterns repeat those already 
described and are symmetric about the slow axis, but the direction of rotation in the ellipse changes 
from right-handed, to left-handed, so that left-circularly polarized light is produced when 135°.

The definition of right- and left-circularly polarized light should be clear from Figs. 10 and 11. 
When the rotation is clockwise with the observer looking opposite to the direction of propagation, the
light is called right-circularly polarized; if the rotation is counterclockwise, the light is called left-circularly 
polarized.26 When circularly polarized light is reflected from a mirror, the direction of propagation 
is reversed, so that the sense of the circular polarization changes; i.e., left-circularly polarized light 
changes on reflection into right-circularly polarized light and vice versa. Therefore, in experiments 
involving magnetic fields in which the sense of the circularly polarized light is important,27,28 it is 
important to know which kind one started with and how many mirror reflections occurred in the 
rest of the light path. Cyclotron resonance experiments can sometimes be used to determine the 
sense of the circular polarization.28 Another method utilizing a polarizer and /4 plate has been 
described by Wood.29

The behavior of a half-wave plate in a beam of plane-polarized light is completely different from 
that of a quarter-wave plate; the transmitted light is always plane-polarized. If the incident plane of 
vibration is at an azimuth  with respect to the fast axis of the /2 plate, the transmitted beam will be 
rotated through an angle 2  relative to the azimuth of the incident beam. The case showing 45° 
where the phase of vibration is rotated through 90° is illustrated in the fourth part of Fig. 10. In 
this situation the extraordinary beam is retarded by half a wavelength relative to the ordinary beam 
(for a positive birefringent material), hence the name, half-wave plate. If the polarizer is fixed and 
the /2 plate is rotated (or vice versa), the plane of vibration of the transmitted beam will rotate at 
twice the frequency of rotation of the /2 plate.

Quarter-wave plates are useful for analyzing all kinds of polarized light. In addition, they are 
widely employed in experiments using polarized light, e.g., measurements of the thickness and 
refractive index of thin films by ellipsometry or measurements of optical rotary dispersion, circular 
dichroism, or strain birefringence. Polarizing microscopes, interference microscopes, and petrographic 
microscopes are usually equipped with /4 plates. In some applications the /4 plate is needed only to 
produce circularly polarized light, e.g., for optical pumping in some laser experiments, or to convert 
a partially polarized light source into one which appears unpolarized, i.e., has equal amplitudes of 
vibration in all azimuths. For these and similar applications, one can sometimes use a circular polarizer 
which does not have all the other properties of a /4 plate (see Pars. 73 to 76 in Ref. 1).

The customary application for a /2 plate is to rotate the plane of polarization through an angle 
of 90°. In other applications the angle of rotation can be variable. Automatic-setting ellipsometers or 
polarimeters sometimes employ rotating /2 plates in which the azimuth of the transmitted beam 
rotates at twice the frequency of the /2 plate.

12.8 MATRIX METHODS FOR COMPUTING
POLARIZATION

In dealing with problems involving polarized light, it is often necessary to determine the effect of 
various types of polarizers (linear, circular, elliptical, etc.), rotators, retardation plates, and other 
polarization-sensitive devices on the state of polarization of a light beam. The Poincaré sphere 
construction is helpful for giving a qualitative understanding of the problem; for quantitative calcu-
lations, one of several forms of matrix calculus can be used. The matrix methods are based on the 
fact that the effect of a polarizer or retarder is to perform a linear transformation (represented by a 
matrix) on the vector representation of a polarized light beam. The advantage of these methods over 
conventional techniques is that problems are reduced to simple matrix operations; thus since one 
does not have to think through the physics of every problem, the probability of making an error is 
greatly reduced. The most common forms of matrix calculus are the Mueller calculus and the Jones 
calculus, but the coherency-matrix formulation is also gaining popularity for dealing with problems 
involving partially polarized light. We give here a brief description of the Poincaré sphere and the 
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different matrix methods, indicating how they are used, the different types of problems for which 
they are helpful, and where complete descriptions of each may be found.

The Poincaré sphere is a useful device for visualizing the effects of polarizers and retarders on a 
beam of polarized light. The various states of polarization are represented on the sphere as follows. 
The equator represents various forms of linear polarization, the poles represent right- and left-circular 
polarization,  and other points on the sphere represent elliptically polarized light. Every point on 
the sphere corresponds to a different polarization form. The radius of the sphere indicates the inten-
sity of the light beam (which is usually assumed to be unity). The effects of polarizers and retarders 
are determined by appropriate displacements on the sphere. Partially polarized light or absorption 
may be dealt with approximately by ignoring the intensity factor, since one is generally interested 
only in the state of polarization; however, the construction is most useful when dealing with non-
absorbing materials. Good introductory descriptions of the Poincaré sphere, including references, 
can be found in Polarized Light by Shurcliff,30† Ellipsometry and Polarized Light by Azzam and 
Bashara,31 and Polarized Light in Optics and Spectroscopy by Kliger Lewis and Randall;32‡ illustrative 
examples and problems are given in Sutton and Panati.33 More comprehensive treatments are given 
by Ramachandran and Ramaseshan34‡ and Jerrard35‡ and include numerous examples of applica-
tions to various types of problems. The new book Polarized Light, Fundamentals and Applications 
by Collett36 has a comprehensive 35-page chapter on the mathematical aspects of the Poincaré 
sphere; this material can be best understood after reading some of the introductory descriptions of 
the Poincaré sphere. The main advantage of the Poincaré sphere, like other graphical methods, is to 
reveal by essentially a physical argument which terms in exceedingly complex equations are negligible 
or can be made negligible by modifying the experiment. It is characteristic of problems in polar-
ized light that the trigonometric equations are opaque to inspection and yield useful results only 
after exact calculation with the aid of a computer or after complex manipulation and rather clever 
trigonometric identities. The Poincaré sphere thus serves as a guide to the physical intrepretation of 
otherwise obscure polarization phenomena. It can be used for solving problems involving retarders 
or combinations of retarders,30 32 36 39, ,  compensators, half-shade devices, and depolarizers,34 and it has 
also been applied to ellipsometric problems40 and stress-optical measurements.41

The Poincaré sphere is based on the Stokes vectors, which are sometimes designated S0, S1, S2, and 
S3. The physical interpretation of the vectors is as follows. S0 is the intensity of the light beam, corre-
sponding to the radius of the Poincaré sphere. S1 is the difference in intensities between the horizontal 
and vertical polarization components of the beam; when S1 is positive, the preference is for horizontal 
polarization, and when it is negative, the preference is for vertical polarization.§ S2 indicates preference 
for 45° or −45° polarization, depending upon whether it is positive or negative, and S3 gives the 
preference for right- or left-circular polarization. The Stokes vectors S1, S2, and S3 are simply the three 
cartesian coordinates of a point on the Poincaré sphere: S1 and S2 are perpendicular to each other in 
the equatorial plane, and S3 points toward the north pole of the sphere.¶ Thus, any state of polariza-
tion of a light beam can be specified by these three Stokes vectors. The intensity vector S0 is related to 
the other three by the relation S S S S0

2
1
2

2
2

3
2 when the beam is completely polarized. If the beam 

is partially polarized, S S S S0
2

1
2

2
2

3
2. Good introductory material on Stokes vectors is given by 

Shurcliff,30 Azzam and Bashara,31 Kliger et al.,32 Sutton and Panati,33 and Walker.42 A comprehensive 
discussion of the Stokes vectors has been given by Collett.36 Rigorous definitions of the simple vectors 
and those for partially coherent light can be found in Born and Wolf;43 other authors are cited by 
Shurcliff30 and Collett.36 Stokes vectors are generally used in conjunction with the Mueller calculus,
and some examples of applications will be given there. We note here that Budde44 has demonstrated 
a method for experimentally determining the Stokes vectors and other polarization parameters 
from a Fourier analysis of measured quantities. Ioshpa and Obridko45 have proposed a photoelectric 

Right-circularly polarized light is defined as a clockwise rotation of the electric vector when the observer is looking against 
the direction the wave is traveling.

†Schurcliff and Kliger, Lewis, and Randall have the S3 axis pointing down, so that the upper pole represents left-circular 
polarization. The more logical convention, followed by most others, is for the upper pole to represent right-circular polarization.

‡The notation is similar to that used by Schurcliff,30 with the upper pole representing left-circular polarization.
§Some authors dealing with light scattering from aerosols define S1 as positive when the preference is for vertical polarization.
¶See Shurcliff and Kliger, Lewis and Randall footnote, p. 5.26.
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method for simultaneously and independently measuring the four Stokes parameters. Collett46 has 
developed a method for measuring the four Stokes vectors using a single circular polarizer. Azzam 
and coworkers47–51 have built, tested, analyzed, and calibrated a four-detector photopolarimeter for 
measuring normalized Stokes vectors of a large number of polarization states, and have given a physi-
cal meaning to the rows and columns in the instrument matrix. Other methods for measuring Stokes 
parameters are discussed by Collett.36 Hauge52 has surveyed different types of methods for completely 
determining the state of polarization of a light beam using combinations of Stokes vectors.

The matrix methods for solving problems involving polarized light have certain properties in 
common. All use some type of representation for the original light beam (assumed to be a plane 
wave traveling in a given direction) that uniquely describes its state of polarization. Generally the 
beam is completely polarized, but for some of the matrix methods it can also be unpolarized or 
partially polarized or its phase may be specified. The beam encounters one or more devices which 
change its state of polarization. These are called instruments and are represented by appropriate 
matrices. After the instruments operate on the light beam, it emerges as an outgoing plane wave in 
an altered state of polarization. The basic problem for all the methods is to find a suitable repre-
sentation for the incident plane wave (usually a two- or four-component column vector), and the 
correct matrices (2 2 or 4 4) to represent the instruments. Once the problem is set up, one can 
perform the appropriate matrix operations to obtain a representation for the outgoing plane wave. 
Its properties are interpreted in the same way as the properties of the incident plane wave.

An introduction to the Jones and Mueller calculus is given by Shurcliff,30 Azzam and Bashara,31

and Kliger et al.,32 and an excellent systematic and rigorous discussion of all the matrix methods has 
been given by O’Neill53 and Collett.36 All references contain tables of vectors for the various types 
of polarized beams and tables of instrument matrices. More complete tables are given by Sutton 
and Panati.33 In the Mueller calculus the beam is represented by the four-component Stokes vector, 
written as a column vector. This vector has all real elements and gives information about intensity 
properties of the beam. Thus it is not able to handle problems involving phase changes or combina-
tions of two beams that are coherent. The instrument matrix is a 4 4 matrix with all real elements. 
In the Jones calculus, the Jones vector is a two-component column vector that generally has complex 
elements. It contains information about the amplitude properties of the beam and hence is well 
suited for handling coherency problems. However, it cannot handle problems involving depolariza-
tion, as the Mueller calculus can. The Jones instrument matrix is a 2 2 matrix whose elements are 
generally complex.

Shurcliff30 has noted some additional differences between Jones calculus and Mueller calculus. 
The Jones calculus is well suited to problems involving a large number of similar devices arranged 
in series in a regular manner and permits an investigator to arrive at an answer expressed explicitly 
in terms of the number of such devices. The Mueller calculus is not suited for this type of problem. 
The Jones instrument matrix of a train of transparent or absorbing nondepolarizing polarizers and 
retarders contains no redundant information. The matrix contains four elements each of which has 
two parts, so that there are a total of eight constants, none of which is a function of any other. The 
Mueller instrument matrix of such a train contains much redundancy; there are 16 constants but 
only 7 of them are independent.

In order to handle problems involving partially coherent polarized light, coherency-matrix for-
malism has been developed. In this system the beam is represented by a 4 4 matrix called a coherency
or density matrix, which is the time average of the product of the Jones vector with its hermitian 
conjugate. The instrument matrices are the same as those used in the Jones calculus. O’Neill53 and 
Born and Wolf43 have good basic descriptions of coherency-matrix formalism; later extensions of 
the theory are given by Marathay.54,55

There have been some modifications of the various matrix methods. Priebe56 has introduced 
an operational notation for the Mueller matrices that facilitates the analysis by simplifying the 
functional description of a train of optical components. Collins and Steel57 have suggested a 
modification of the Jones calculus in which the light vector is expressed as the sum of two circularly 
polarized (rather than linearly polarized) components. Schmieder58 has given a unified treatment 
of Jones calculus and Mueller calculus including the coherency matrix and has shown that if the 
Stokes parameters are ordered in a different way from that customarily used, familiar relationships 
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12.30  POLARIZED LIGHT

are preserved and the rotation matrix looks like a rotation matrix rather than like a rearranged one. 
Tewarson59 presents a generalized reciprocity equation expressing an algebraic relationship between 
the parameters of an optical system and its reciprocal system and has verified the equation for both 
plane-polarized and circularly polarized light beams. Since his equation follows from the reciprocity 
law in the Mueller calculus, that law is verified also. Cernosek60 presents a simple geometric method 
based on the properties of quaternions to give a quick, quantitative analysis of the effect of any com-
bination of linear retarders and rotators on the state of polarization of a system.

Among the applications of Mueller calculus and Jones calculus to problems involving polarized 
light, McCrackin61 has used both matrix methods to analyze instrumental errors in ellipsometry, 
and Hellerstein62 has used Mueller calculus to study the passage of linearly, circularly, and elliptically 
polarized light through a Sénarmont polariscope. Azzam and Bashara63 have used Jones calculus to 
give a unified analysis of errors in ellipsometry, including effects of birefringence in cell windows, 
imperfect components, and incorrect azimuth angles. Azzam64 also describes a simple photopola-
rimeter with rotating polarizer and analyzer for measuring Jones and Mueller matrices.
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POLARIZERS

Jean M. Bennett
Research Department 
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13.1 GLOSSARY

D optical density
d grid spacing
e extraordinary
i angle of incidence
i semicone angle

M positive integer
m number of plates
N 1/4, 1/2
n refractive index
o ordinary
S cut angle
T intensity transmittance

faces angle or angle between normal and optical axis

i absorption coefficient for ith component
angle between normal and optical axis
maximum variation plane of vibration
deviation angle

n change in retardation
n ne no

wavelength
v frequency (wave number)

angle 
angle to wave normal

13
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13.2  POLARIZED LIGHT

13.2 PRISM POLARIZERS

The material on prism polarizers is abridged from the much more complete treatment by Bennett 
and Bennett.1 Basic relations for polarizers are given in Sec. 12.4 of Chap. 12, “Polarization.”

Double Refraction in Calcite

Although many minerals, specifically those which do not have a cubic crystal structure, are doubly 
refracting, nearly all polarizing prisms used in the visible, near-ultraviolet, and near-infrared regions 
of the spectrum are made from optical calcite, which exhibits strong birefringence over a wide 
wavelength range. Polarizing prisms made from other birefringent crystals are used primarily in the 
ultraviolet and infrared at wavelengths for which calcite is opaque (see Sec. 13.7).

Next to quartz, calcite is the most widely distributed of all minerals and usually occurs in an 
impure polycrystalline form as marble, limestone, or chalk. Optical calcite, or Iceland spar, which 
is quite rare, originally came from a large deposit on the east coast of Iceland. This source is now 
exhausted, and optical calcite now comes principally from Mexico, Africa, and Siberia. It has been 
grown artificially by a hybrid gel-solution method,2 but maximum edge lengths are only 3 to 4 mm.

Although calcite is much softer than glass, with care it can be worked to an excellent polish. 
Surfaces flat to one-fifth fringe, or even, with care, one-tenth fringe, which are free from surface 
defects or perceptible turned edges can be produced using more or less conventional pitch-polishing 
techniques.3 Such techniques fail only for surfaces normal to the optic axis, in which case pitch pol-
ishing tends to cleave out small tetrahedra. Such surfaces can be polished to a lower surface quality 
using cloth polishers.

Crystals of calcite are negative uniaxial and display a prominent double refraction. The material 
can easily be cleaved along three distinct planes, making it possible to produce rhombs of the form 
shown in Fig. 1. At points B and H, a given face makes an angle of 101°55  with each of the other two. 
At all the other points, two of the angles are 78°5  and one is 101°55 . The optic axis HI, the direction 
in the crystal along which the two sets of refracted waves travel at the same velocity, makes equal 

FIGURE 1 Schematic representation of a rhombohedral cal-
cite crystal showing the angles between faces. The optic axis passes 
through corner H and point I on side BF.
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angles with all three faces at point H. Any plane, such as DBFH, which contains the optic axis and is 
perpendicular to the two opposite faces of the rhomb ABCD and EFGH is called a principal section.
A side view of the principal section DBFH is shown in Fig. 2. If light is incident on the rhomb so 
that the plane of incidence coincides with a principal section, the light is broken up into two compo-
nents polarized at right angles to each other. One of these, the ordinary ray o, obeys Snell’s law and 
has its plane of vibration (of the electric vector) perpendicular to the principal section. The second, the 
extraordinary ray e, has its plane of vibration parallel to the principal section. The refraction of the 
extraordinary ray in some cases violates Snell’s law, at least in its simple form. The anomalous deflec-
tion of the ray is caused by the wavefront becoming ellipsoidal, so that the direction of propagation 
of the light is not along the wave normal. This ellipticity causes the velocity of the light in the crys-
tal, and hence its refractive index, to be a function of angle. If light is incident on rhomb face EFGH
parallel to edge BF of the rhomb, the o and e rays, both of which lie in a principal section, are as 
shown in Fig. 2. As the angle of incidence is changed in Fig. 2 so that the direction taken by the o ray 
approaches that of the optic axis HI, the separation between the e and o rays decreases. If the rhomb 
is rotated about an axis parallel to HD, the e ray will precess about the o ray. However, unlike the o
ray, it will not remain in the plane of incidence unless this plane coincides with the principal section.

The plane containing the o ray and the optic axis is defined as the principal plane of the o ray, and 
that containing the e ray and the optic axis as the principal plane of the e ray. In the case discussed 
earlier, the two principal planes and the principal section coincide. In the general case, they may all 
be different. However, in all cases, the o ray is polarized with its plane of vibration perpendicular to 
its principal plane and the e ray with its plane of vibration in its principal plane (see Fig. 2). In all 
cases, the vibration direction of the e ray remains perpendicular to that of the o ray.

The value of the index of refraction of the e ray which differs most from that of the o ray, i.e., 
the index when the e ray vibrations are parallel to the optic axis, is called the principal index for the 
extraordinary ray ne. Snell’s law can be used to calculate the path of the e ray through a prism for this 
case. Snell’s law can always be used to calculate the direction of propagation of the ordinary ray.

Table 1 lists values of no and ne for calcite, along with the two absorption coefficients ao and ae, all 
as a function of wavelength. Since ne no in the ultraviolet, visible and infrared regions, calcite is a 
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FIGURE 2 Side view of a principal section for the calcite rhomb in Fig. 1. The 
direction of the optic axis and the angles of the principal section are indicated. The angle 
of incidence is i, angle of refraction is r, angle between the e ray and the optic axis is , and 
angle between the normal to the surface and the optic axis is . The directions of vibra-
tion of the e and o rays are in the plane of the paper and perpendicular to it, respectively.

The direction of the optic axis in a uniaxial crystal such as calcite or crystalline quartz can be determined by observing the 
crystal between crossed polarizers. If the alignment is correct, so that the optic axis is parallel to the line of sight, there will be 
concentric colored circles with a black cross superimposed.4
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TABLE 1 Refractive Indicesa and Absorption Coefficientsa for Calcite

, m no o
ne e , m no o

ne e

0.1318 1.56b 534,000b 1.80b 477,000b 0.3195 — 0.059
0.1355 1.48 473,000 1.84 380,000 0.327 — 0.028
0.1411 1.40 561,000 1.82 196,000 0.330 1.70515 — 1.50746
0.1447 1.48 669,000 1.80 87,000 0.3355 — 0.028
0.1467 1.51 711,000 1.75 20,500 0.340 1.70078 — 1.50562
0.14785 1.54 722,000 1.75 17,000 0.3450 — 0.0170
0.1487 1.58 735,000 1.75 14,400 0.346 1.69833 — 1.50450
0.14955 1.62 714,000 1.75 12,600 0.3565 — 0.0112
0.1513 1.68 756,000 1.75   8,300 0.361 1.69316 — 1.50224
0.15185 1.72 753,000 1.74 10,700 0.3685 — 0.0056
0.1536 1.80 761,000 1.74   9,000 0.3820 — 0.0056
0.15445 1.87 748,000 1.74   6,500 0.394 1.68374 — 1.49810
0.15585 1.92 766,000 1.74   8,100 0.397 — 0.000 1.49640c

0.15815 2.02 715,000 1.73 11,100 0.410 1.68014c — 1.49430
0.1596 2.14 669,000 1.72 12,600 0.434 1.67552 — 1.49373
0.1608 2.20 594,000 1.70 13,300 0.441 1.67423 — 1.48956
0.1620 2.10 566,000 1.65 14,000 0.508 1.66527 — 1.48841
0.1633 2.00 608,000 1.65 10,800 0.533 1.66277 — 1.48736
0.1662 2.00 559,000 1.64   7,500 0.560 1.66046 — 1.48640
0.1700 1.94 414,000 1.63 4,400 0.589 1.65835 — 1.48490
0.1800 1.70 391,000 1.61 l,400 0.643 1.65504 — 1.48459
0.1900 1.72 278,000 1.59 321d 0.656 1.65437 — 1.48426
0.198 — — 1.57796c 0.670 1.65367 — 1.48353
0.200 1.90284c 257,000 1.57649    133 0.706 1.65207 — 1.48259
0.204 1.88242 — 1.57081 0.768 1.64974 — 1.48215
0.208 1.86733 149,000 1.56640 0.795 1.64886 — 1.48216
0.211 1.85692 — 1.56327 0.801 1.64869 — 1.48176
0.214 1.84558 — 1.55976 ~0.1 0.833 1.64772 — 1.48137
0.219 1.83075 — 1.55496 0.867 1.64676 — 1.48098
0.226 1.81309 — 1.54921 0.905 1.64578 — 1.48060
0.231 1.80233 — 1.54541 0.946 1.64480 — 1.48022
0.242 1.78111 — 1.53782 0.991 1.64380 — 1.47985
0.2475 — 0.159e 1.042 1.64276 — 1.47948
0.2520 — 0.125 1.097 1.64167 — 1.47910
0.256 — 0.109 1.159 1.64051 — 1.47870
0.257 1.76038 — 1.53005 1.229 1.63926 —
0.2605 — 0.102 1.273 1.63849 1.47831
0.263 1.75343 — 1.52736 1.307 1.63789 —
0.265 — 0.096 1.320 1.63767
0.267 1.74864 — 1.52547 1.369 1.63681
0.270 — 0.096 1.396 1.63637 — 1.47789
0.274 1.74139 — 1.52261 1.422 1.63590
0.275 — 0.102 1.479 1.63490
0.2805 — 0.096 1.497 1.63457 — 1.47744
0.286 — 0.102 1.541 1.63381
0.291 1.72774 — 1.51705 1.6 — 0.05 f

0.2918 — 0.109 1.609 1.63261
0.2980 — 0.118 1.615 — — 1.47695
0.303 1.71959 — 1.51365 1.682 1.63127
0.305 — 0.118 1.7 — 0.09
0.312 1.71425 0.096 1.51140 1.749 — — 1.47638
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negative uniaxial crystal. However, at wavelengths shorter than 1520 Å in the vacuum ultraviolet, the 
birefringence ne no becomes positive, in agreement with theoretical predictions.5,10 For additional 
data in the 0.17- to 0.19-μm region, see Uzan et al.11 The range of transparency of calcite is approxi-
mately from 0.214 to 3.3 μm for the extraordinary ray but only from about 0.23 to 2.2 μm for the 
ordinary ray.

If the principal plane of the e ray and the principal section coincide (Fig. 2), the wave normal 
(but not the e ray) obeys Snell’s law, except that the index of refraction n  of this wave is given by12,13

1
2

2

2

2

2n n ne o

sin cos
(1)

where  is the angle between the direction of the wave normal and the optic axis (  90°). When  0°, 
n no, and when  90°, n ne. The angle of refraction for the wave normal is , where  is the 
angle the normal to the surface makes with the optic axis. Snell’s law for the extraordinary-ray wave normal
then becomes

n i
n n

n n
e o

o e

sin
sin( )

( sin cos ) /2 2 2 2 1 2
(2)

where i is the angle of incidence of light in a medium of refractive index n. Since all other quantities 
in this equation are known,  is uniquely determined but often must be solved for by iteration. Once 

 is known, the angle of refraction r for the extraordinary ray can be determined as follows. If  is 
the angle the ray makes with the optic axis (  90°), then r =  −  and13

tan tan
n

n
o

e

2

2 (3)

Although the angle of refraction of the extraordinary ray determines the path of the light beam through 
the prism, one must use the angle of refraction of the wave normal,  − , in Fresnel’s equation [Eq. (21) 
in Chap. 12, “Polarization”] when calculating the reflection loss of the e ray at the surface of the prism.

TABLE 1 Refractive Indicesa and Absorption Coefficientsa for Calcite (Continued)

, m no o
ne e , m no o

ne e

1.761 1.62974 2.4 — 2.3 — 0.09
1.8 — 0.16 2.5 — 2.7 — 0.14
1.849 1.62800 2.6 — 2.5 — 0.07
1.9 — 0.23 2.7 — 2.3 — 0.07
1.909 — — 1.47573 2.8 — 2.3 — 0.09
1.946 1.62602 2.9 — 2.8 — 0.18
2.0 — 0.37 3.0 — 4.0 — 0.28
2.053 1.62372 3.1 — 6.7 — 0.46
2.100 — 0.62 1.47492 0.02 f 3.2 — 10.6 — 0.69
2.172 1.62099 3.3 — 15.0 — 0.92
2.2 — 1.1 — 0.05 3.324 — — 1.47392
2.3 — 1.7 — 0.07 3.4 — 19.0 — 1.2

aRefractive indexes no and ne are the ordinary and extraordinary rays, respectively, and the corresponding absorption coefficients are o ok4 1/ cm  and 

e ek4 1/ cm , where the wavelength  is in centimeters. In the table, the wavelength is in micrometers.
bUzan et al., Ref. 5; o and e were calculated from the reported values of ko and ke.
cBallard et al., Ref. 6.
dSchellman et al., Ref. 7; e was calculated from the optical density for the extraordinary ray.
eBouriau and Lenoble, Ref. 8; reported absorption coefficient in this paper was for both o and e rays. o was calculated by assuming e 0.
f Ballard et al., Ref. 9.
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For the special case in which the optic axis is parallel to the surface as well as in the plane of inci-
dence,  and  are the complements of the angles of refraction of the ray and wave normal, respec-
tively. If the light is normally incident on the surface,  and  are both 90° and the extraordinary ray 
is undeviated and has its minimum refractive index ne. In other cases for which the optic axis is not 
parallel to the surface, the extraordinary ray is refracted even for normal incidence.

If the plane of incidence is neither in a principal section nor perpendicular to the optic axis, it is 
more difficult to determine the angle of refraction of the extraordinary ray. In such cases, Huygens’ 
construction is helpful.13–15

Types of Polarizing Prisms and Definitions

In order to make a polarizing prism out of calcite, some way must be found to separate the two polarized 
beams. In wavelength regions where calcite is absorbing (and hence only a minimum thickness of calcite 
can be used), this separation has been made simply by using a very thin calcite wedge cut so that the 
optic axis is parallel to the faces of the wedge to enable the e and o rays to be separated by a maximum 
amount. The incident light beam is restricted to a narrow pencil. Calcite polarizers of this type can be 
used at wavelengths as short as 1900 Å.16 In more favorable wavelength regions, where the amount of 
calcite through which the light passes is not so critical, more sophisticated designs are usually employed. 
Such prisms can be divided into two main categories, conventional polarizing prisms (Secs. 13.3 and 
13.4) and polarizing beam-splitter prisms (Sec. 13.5), and a third category, Feussner prisms (Sec. 13.6).

In conventional polarizing prisms, only light polarized in one direction is transmitted. This is 
accomplished by cutting and cementing the two halves of the prism together in such a way that the 
other beam suffers total internal reflection at the cut. It is usually deflected to the side, where it is 
absorbed by a coating containing a material such as lampblack. Since the ordinary ray, which has the 
higher index, is the one usually deflected, the lampblack is often mixed in a matching high-index 
binder such as resin of aloes (nD  1.634) or balsam of Tolu (nD  1.628) to minimize reflections.17

When high-powered lasers are used, the coating is omitted to avoid overheating the prism, and the 
light is absorbed externally.

Conventional polarizing prisms fall into two general categories: Glan types (Sec. 13.3) and 
Nicol types (Sec. 13.4), which are illustrated in Fig. 3. Glan types have the optic axis in the plane 
of the entrance face. If the principal section is parallel to the plane of the cut, the prism is a Glan-
Thompson design (sometimes called a Glazebrook design); if perpendicular, a Lippich design; and 
if 45°, a Frank-Ritter design. In Nicol-type prisms, which include the various Nicol designs and the 
Hartnack-Prazmowsky, the principal section is perpendicular to the entrance face, but the optic axis 
is neither parallel nor perpendicular to the face.

(a)

(d)

(b)

(e)

(c)

(f)

FIGURE 3 Types of conventional polarizing prisms. Glan types: (a) Glan-
Thompson, (b) Lippich, and (c) Frank-Ritter; Nicol types: (d) conventional Nicol, 
(e) Nicol, Halle form, and ( f ) Hartnack-Prazmowsky. The optic axes are indicated by 
the double-pointed arrows.
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POLARIZERS  13.7

Air-spaced prisms can be used at shorter wavelengths than cemented prisms, and special 
names have been given to some of them. An air-spaced Glan-Thompson prism is called a Glan-
Foucault, and an air-spaced Lippich prism, a Glan-Taylor. In common practice, either of these 
may be called a Glan prism. An air-spaced Nicol prism is called a Foucault prism. Double prisms 
can also be made, thus increasing the prism aperture without a corresponding increase in length. 
Most double prisms are referred to as double Frank-Ritter, etc., but a double Glan-Thompson is 
called an Ahrens prism.

In polarizing beam-splitter prisms, two beams, which are polarized at right angles to each other, 
emerge but are separated spatially. The prisms have usually been used in applications for which both 
beams are needed, e.g., in interference experiments, but they can also be used when only one beam is 
desired. These prisms are also of two general types, illustrated in Fig. 10; those having the optic axis 
in the two sections of the prism perpendicular and those having them parallel. Prisms of the first 
type include the Rochon, Sénarmont, Wollaston, double Rochon, and double Sénarmont. Prisms of 
the second type are similar to the conventional polarizing prisms but usually have their shape modi-
fied so that the two beams emerge in special directions. Examples are the Foster, the beam-splitting 
Glan-Thompson, and the beam-splitting Ahrens.

The Feussner-type prisms, shown in Fig. 12, are made of isotropic material, and the film separat-
ing them is birefringent. For negative uniaxial materials the ordinary ray rather than the extraor-
dinary ray is transmitted. These prisms have the advantage that much less birefringent material is 
required than for the other types of polarizing prisms, but they have a more limited wavelength 
range when calcite or sodium nitrate is used because, for these materials, the extraordinary ray is 
transmitted over a wider wavelength range than the ordinary ray.

The amount of flux which can be transmitted through a prism or other optical element 
depends on both its angular aperture and its cross-sectional area. The greater the amount of flux 
which can be transmitted, the better the throughput or light-gathering power (sometimes called 
étendue or luminosity) of the system.18,19 If a pupil or object is magnified, the convergence angle 
of the light beam is reduced in direct ratio to the increase in size of the image. The maximum 
throughput of a prism is thus proportional to the product of the prism’s solid angle of accep-
tance and its cross-sectional area perpendicular to the prism axis. Hence, a large Glan-Taylor 
prism having an 8° field angle may, if suitable magnification is used, have a throughput com-
parable to a small Glan-Thompson prism with a 26° field angle. In general, to maximize prism 
throughput in an optical system, both the angular aperture and clear aperture (diameter of the 
largest circle perpendicular to the prism axis which can be included by the prism) should be as 
large as possible.

The quantities normally specified for a prism are its clear aperture, field angle, and length-to-
aperture (L/A) ratio. The semifield angle is defined as the maximum angle to the prism axis  at which 
a ray can strike the prism and still be completely polarized when the prism is rotated about its axis.
The field angle is properly twice the semifield angle.† (Some manufacturers quote a “field angle” for 
their polarizing prisms which is not symmetric about the prism axis and is thus in most cases unus-
able.) The length-to-aperture (L/A) ratio is the ratio of the length of the prism base (parallel to the 
prism axis) to the minimum dimension of the prism measured perpendicular to the prism base. For 
a square-ended prism, the L/A ratio is thus the ratio of prism length to width.

In determining the maximum angular spread a light beam can have and still be passed by the 
prism, both the field angle and the L/A ratio must be considered, as illustrated in Fig. 4. If the image 
of a point source were focused at the center of the prism, as in Fig. 4a, the limiting angular diver-
gence of the beam would be determined by the field angle 2i of the prism.‡ However, if an extended 

The prism axis, which is parallel to its base, is not to be confused with the optic axis of the calcite.
†In many prism designs, there is asymmetry about the prism axis, so that although light transmitted at a given angle to the 

prism axis may be completely polarized for one prism orientation, it will not be completely polarized when the prism is rotated 
about its axis. Thus, the semifield angle is not necessarily the largest angle at which completely polarized light can be transmitted 
by the prism in any orientation.

‡We are assuming that the prism is wide enough to ensure that the sides of the prism do not limit the angular width of 
the beam.
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13.8  POLARIZED LIGHT

source were focused there (Fig. 4b), the limiting angular divergence would be determined by the L/A
ratio, not the field angle.

The field angle of a polarizing prism is strongly wavelength-dependent. For example, a Glan 
prism having an 8° field angle at 0.4 μm has only a 2° field angle at 2 μm. In designing optical sys-
tems in which polarizing prisms are to be used, the designer must allow for this variation in field 
angle. If he does not, serious systematic errors may occur in measurements made with the system.

13.3 GLAN-TYPE PRISMS

Most prisms used at the present time are of the Glan type. Although they require considerably more 
calcite than Nicol types of comparable size, they are optically superior in several ways: (1) Since the 
optic axis is perpendicular to the prism axis, the index of the extraordinary ray differs by a maximum 
amount from that of the ordinary ray. Thus, a wider field angle or a smaller L/A ratio is possible than 
with Nicol types. (2) The light is nearly uniformly polarized over the field; it is not for Nicol types. 
(3) There is effectively no lateral displacement in the apparent position of an axial object viewed 
through a (perfectly constructed) Glan-type prism. Nicol types give a lateral displacement. (4) Since 
off-axis wander results in images which have astigmatism when the prism is placed in a converging 
beam, Glan types have slightly better imaging qualities than Nicol types.

Two other often-stated advantages of Glan-type prisms over Nicol types appear to be falla-
cious. One is that the slanting end faces of Nicol-type prisms have higher reflection losses than 
the square-ended faces of Glan types. Since the extraordinary ray vibrates in the plane of inci-
dence and hence is in the p direction, increasing the angle of incidence toward the polarizing 
angle should decrease the reflection loss. However, the index of refraction for the extraordinary 
ray is higher in Nicol-type prisms (Glan types have the minimum value of the extraordinary 
index), so the reflection losses are actually almost identical in the two types of prisms. The second 
“advantage” of Glan-type prisms is that the slanting end faces of the Nicol type supposedly induce 
elliptical polarization. This widely stated belief probably arises because in converging light the 
field in Nicol-type polarizers is not uniformly polarized, an effect which could be misinterpreted 
as ellipticity (see “Landolt Fringe” in Sec. 13.4). It is possible that strain birefringence could be 
introduced in the surface layer of a calcite prism by some optical polishing techniques resulting in 

i

i

i

i

A

FIGURE 4 The effect of field angle and length-to-aperture ratio of a prism polarizer 
on the maximum angular beam spread for (a) a point source and (b) an extended source. 
The field angle is 2i, and L/A  3. The field angle is exaggerated for clarity.
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POLARIZERS  13.9

ellipticity in the transmitted light, but there is no reason why Nicol-type prisms should be more 
affected than Glan types.

Glan-Thompson-Type Prisms

Glan-Thompson-type prisms may be either cemented or air-spaced. Since, as was mentioned previ-
ously, an air-spaced Glan-Thompson-type prism is called a Glan-Foucault or simply a Glan prism,
the name Glan-Thompson prism implies that the prism is cemented. Both cemented and air-spaced 
prisms, however, have the same basic design. The cemented prisms are optically the better design 
for most applications and are the most common type of prisms in use today. The Glan-Thompson 
prism is named for P. Glan,20 who described an air-spaced Glan-Thompson-type prism in 1880, and 
for S. P. Thompson,21 who constructed a cemented version in 1881 and modified it to its present 
square-ended design in 1882.22 These prisms are also sometimes called Glazebrook prisms because 
R. T. Glazebrook23 demonstrated analytically in 1883 that when rotated about its axis, this prism 
gives the most uniform rotation of the plane of polarization for a conical beam of incident light. 
The cut in a Glan-Thompson-type prism is made parallel to the optic axis, which may either be par-
allel to two sides, as in Fig. 3a, or along a diagonal. The end faces are always perpendicular to the axis 
of the prism and contain the optic axis.

The extinction ratio† obtainable with a good Glan-Thompson-type prism equals or exceeds that 
of any other polarizer. Ratios of 5 parts in 100,000 to 1 part in 1 million can be expected although 
values as high as 1 part in 3  107 have been reported for small selected apertures of the prism.24

The small residuals result mainly from imperfections in the calcite or from depolarizaton by scat-
tering from the prism faces,24 although if the optic axis is not strictly in the plane of the end face, or 
if the optic axes in the two halves of the prism are not accurately parallel, the extinction ratio will 
be reduced. Also, the extinction ratio may depend strongly upon which end of the prism the light is 
incident. When prisms are turned end for end, changes in the extinction ratio of as much as a factor 
of 6 have been reported.24

When measuring the extinction ratio, it is essential that none of the unwanted ordinary ray, 
which is internally reflected at the interface and absorbed or scattered at the blackened side of the 
prism, reach the detector. King and Talim25 found that they had to use two 4-mm-diameter aper-
tures and a distance of 80 mm between the photomultiplier detector and prism to eliminate the 
o-ray scattered light. With no limiting apertures and a 20-mm distance, their measured extinction 
ratio was in error by a factor of 80.

The field angle of the prism depends both on the cement used between the two halves and on the 
angle of the cut, which is determined by the L/A ratio. Calculation of the field angle is discussed in 
“Field Angle” section on p. 13.12 and by Bennett and Bennett.1 Very large field angles can be obtained 
with Glan-Thompson prisms. For example, if the L/A ratio is 4, the field angle can be nearly 42°. 
Normally, however, smaller L/A ratios are used. The most common types of cemented prisms are the 
long form, having an L/A ratio of 3 and a field angle of 26°, and the short form, having an L/A ratio 
of 2.5 and a field angle of 15°.

Transmission In Fig. 5 the transmission of a typical Glan-Thompson prism is compared with curves 
for a Glan-Taylor prism and a Nicol prism. The Glan-Thompson is superior over most of the range, 
but its transmission decreases in the near ultraviolet, primarily because the cement begins to absorb. 
Its usable transmission range can be extended to about 2500 Å by using an ultraviolet-transmitting 
cement. Highly purified glycerin, mineral oil, castor oil, and Dow Corning DC-200 silicone oil, which 
because of its high viscosity is not as subject to seepage as lighter oils, have been used as cements in 
the ultraviolet, as have dextrose, glucose, and gédamine (a urea formaldehyde resin in butyl alcohol). 

An air-spaced Lippich prism, the Glan-Taylor (see “Glan-Taylor Prism” section on p. 13.12), has similar optical properties to 
the Glan-Foucault prism but better transmission. It is also called a Glan prism.

†The extinction ratio is the ratio of the maximum to the minimum transmittance when a polarizer is placed in a plane 
polarized beam and is rotated about an axis parallel to the beam direction.
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13.10  POLARIZED LIGHT

Transmission curves for 1-mm thicknesses of several of these materials are shown in Fig. 6, along 
with the curve for Canada balsam, a cement formerly widely used for polarizing prisms in the vis-
ible region.8 Gédamine, one of the best of the ultraviolet-transmitting cements, has an index of 
refraction nD  1.4657 and can be fitted to the dispersion relation8

n 1 464
0 0048

2
.

.
(4)

where the wavelength  is in micrometers.
Figure 7 shows ultraviolet transmission curves for Glan-Thompson prisms with L/A ratios of 

2.5 and 3 which are probably cemented with n-butyl methacrylate, a low-index polymer that has 
largely replaced Canada balsam. Better ultraviolet transmission is obtained with a Glan-Thompson 
prism cemented with DC-200 silicone oil. Air-spaced prisms can be used to nearly 2140 Å in the 
ultraviolet, where calcite begins to absorb strongly. Transmission curves for two such prisms are 
shown in Fig. 7. The Glan-Taylor, which is an air-spaced prism of the Lippich design, has a higher 
ultraviolet transmission than the Glan-Foucault, an air-spaced Glan-Thompson prism. The reason 
for this difference is that multiple reflections occur between the two halves of the Glan-Foucault 
prism, resulting in a lowered transmission, but are largely absent in the Glan-Taylor design (see 
“Glan-Taylor Prism” section on p. 13.12).

The infrared transmission limit of typical Glan-Thompson prisms is about 2.7 μm although they 
have been used to 3 μm.26 The same authors report using a 2.5-cm-long Glan-Thompson prism in 
the 4.4- to 4.9-μm region.

FIGURE 5 Transmittance curves for typical polarizing prisms: A, Glan-
Thompson, B, Glan-Taylor, and C, Nicol prism. (Measured by D. L. Decker, Michelson 
Laboratory.) In the visible and near-infrared regions the Glan-Thompson has the 
best energy throughput. In the near ultraviolet the Glan-Thompson may still be 
superior because the Glan-Taylor has such an extremely small field angle that it may 
cut out most of the incident beam.
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POLARIZERS  13.11

FIGURE 6 Transmittance curves for 1-mm thicknesses of various cements: A, crys-
talline glucose, B, glycerine, C, gédamine (urea formaldehyde resin in butyl alcohol), D,
Rhodopas N60A (polymerized vinyl acetate in alcohol), E, urea formaldehyde, and F,
Canada balsam. (Modified from Bouriau and Lenoble.8) The transmittance of these mate-
rials is adequate at longer wavelengths.

FIGURE 7 Ultraviolet transmittance curves for various Glan-Thompson and 
air-spaced prisms: A, Glan-Taylor (air-spaced Lippich-type prism), B, Glan-Foucault (air-
spaced Glan-Thompson prism), C, Glan-Thompson prism with L/A ratio of 2 cemented 
with DC-200 silicone oil. D, Glan-Thompson prism with L/A ratio of 2.5 probably 
cemented with n-butyl methacrylate, and E, Glan-Thompson prism similar to D except 
with L/A  3. (Modified from curves supplied by Karl Lambrecht Corporation, Chicago.)
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13.12  POLARIZED LIGHT

Field Angle Since many prism polarizers are used with lasers that have parallel beams of small 
diameter, field-angle effects are not as important as previously when extended area sources were 
used. Extensive calculations of the field angles for a Glan-Thompson prism are included in the earlier 
polarization chapter.1

Other Glan-Thompson-Type Prisms Other types of Glan-Thompson-type prisms include the 
Ahrens prism (two Glan-Thompson prisms placed side-by-side), Glan-Foucault prism (an air-
spaced Glan-Thompson prism), Grosse prism (an air-spaced Ahrens prism), and those constructed 
of glass and calcite. Information about these prisms can be found in the earlier polarization chapter.1

Lippich-Type Prisms

Lippich27 (1885) suggested a polarizing-prism design similar to the Glan-Thompson but with the 
optical axis in the entrance face and at right angles to the intersection of the cut with the entrance 
face (Fig. 3b).  For this case, the index of refraction of the extraordinary ray is a function of angle of 
incidence and can be calculated from Eq. (1) after , the complement of the angle of refraction of the 
wave normal is determined from Eq. (2). In the latter equation, , the angle normal to the surface 
makes with the optic axis, is 90° since the optic axis is parallel to the entrance face. Since the directions 
of the ray and the wave normal no longer coincide, the ray direction must be calculated from Eq. (3). 
Lippich prisms are now little-used because they have small field angles, except for two; the air-spaced 
Lippich, often called a Glan-Taylor prism, and the Marple-Hess prism (two Glan-Taylor prisms back-
to-back) that is described in “Marple-Hess Prism” section on p. 13.13. Further information about all 
Lippich-type prisms is given in the earlier polarization chapter.1

Glan-Taylor Prism The Glan-Taylor prism, first described in 1948 by Archard and Taylor,29 has 
substantial advantages over its Glan-Thompson design counterpart, the Glan-Foucault prism 
(see “Other Glan-Thompson-Type Prisms” section earlier). Since air-spaced prisms have a very 
small field angle, the light must be nearly normally incident on the prism face, so that the difference 
in field angles between the Glan-Taylor and Glan-Foucault prisms (caused by the difference in the 
refractive index of the extraordinary ray) is negligible.

The major advantages of the Glan-Taylor prism are that its calculated transmission is between 
60 and 100 percent higher than that of the Glan-Foucault prism and the intensity of multiple 
reflections between the two sides of the cut always a principal drawback with air-spaced prisms, is 
reduced to less than 10 percent of the value for the Glan-Foucault prism.

The calculated and measured transmittances of a Glan-Taylor prism are in reasonable agreement, 
but the measured transmittance of a Glan-Foucault prism (Fig. 7) may be considerably higher than 
its theoretical value.29 Even so, the transmission of the Glan-Taylor prism is definitely superior to 
that of the Glan-Foucault prism, as can be seen in Fig. 7. Extinction ratios of better than 1 part in 103

are obtainable for the Glan-Taylor prism.30

A final advantage of the Glan-Taylor prism is that it can be cut in such a way as to conserve calcite. 
Archard and Taylor29 used the Ahrens method of spar cutting described by Thompson22 and found 
that 35 percent of the original calcite rhomb could be used in the finished prism.

In a modified version of the Glan-Taylor prism becoming popular for laser applications, the cut 
angle† is increased, the front and back faces are coated with antireflection coatings, and portions of 
the sides are either covered with absorbing black glass plates or highly polished to let the unwanted 
beams escape.30 The effect of increasing the cut angle is twofold: a beam normally incident on the 
prism face will have a smaller angle of incidence on the cut and hence a smaller reflection loss at 

The Lippich prism should not be confused with the Lippich half-shade prism, which is a device to determine a photometric 
match point. The half-shade prism consists of a Glan-Thompson or Nicol prism placed between the polarizer and analyzer such 
that it intercepts half the beam and is tipped slightly in the beam. The prism edge at the center of the field is highly polished to 
give a sharp dividing line. The eye is focused on this edge; the disappearance of the edge gives the photometric match point.28

†The cut angle is the acute angle the cut makes with the prism base.
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POLARIZERS  13.13

the cut than a standard Glan-Taylor prism, but, at the same time, the semifield angle will be reduced 
throughout most of the visible and near-infrared regions.

A new type of air-spaced prism31 has a very high transmittance for the extraordinary ray. It 
resembles the Glan-Taylor prism in that the optic axis is parallel to the entrance face and at right 
angles to the intersection of the cut with the entrance face. However, instead of striking the prism 
face at normal incidence, the light is incident at the Brewster angle for the extraordinary ray (54.02° 
for the 6328-Å helium-neon laser wavelength), so that there is no reflection loss for the e ray at this 
surface. Since the ordinary ray is deviated about 3° more than the extraordinary ray and its critical 
angle is over 4° less, it can be totally reflected at the cut with tolerance to spare while the extraordi-
nary ray can be incident on the cut at only a few degrees beyond its Brewster angle. Thus this prism 
design has the possibility of an extremely low light loss caused by reflections at various surfaces. A 
prototype had a measured transmission of 0.985 for the extraordinary ray at 6328 Å.31 If the prism 
is to be used with light sources other than lasers, its semifield angle can be calculated.1

A major drawback to the Brewster angle prism is that since the light beam passes through a 
plane-parallel slab of calcite at nonnormal incidence, it is displaced by an amount that is propor-
tional to the total thickness of the calcite. Some of the prisms are made with glass in place of calcite 
for the second element. In this case, the beam will usually be deviated in addition to being displaced. 
Measurements on a calcite-glass prototype at 6328 Å showed that the output beam was laterally dis-
placed by several millimeters with an angular deviation estimated to be less than 0.5°.31

Marple-Hess Prism If a larger field angle is required than can be obtained with a Glan-Taylor prism, 
a Marple-Hess prism may be used. This prism, which was first proposed in 1960 as a double Glan-
Foucault by D. T. F. Marple of the General Electric Research Laboratories and modified to the Taylor 
design by Howard Hess of the Karl Lambrecht Corporation,32 is effectively two Glan-Taylor prisms 
back-to-back. The analysis for this prism is made in the same way as for the Glan-Taylor prism 
(see “Glan-Taylor Prism” section earlier) and Lippich-type prisms in general, keeping in mind that 
the refractive index of the “cement” is 1 since the components are air-spaced.

Since the ordinary ray is totally reflected for all angles of incidence by one or the other of the two 
cuts, the field angle is symmetric about the longitudinal axis of the prism and is determined entirely 
by the angle at which the extraordinary ray is totally reflected at one of the two cuts. This angle can 
be readily calculated.1 The field angle is considerably larger than for the Glan-Foucault or Glan-
Taylor prism and does not decrease as the wavelength increases.

Unlike the Glan-Foucault or Glan-Taylor prisms, which stop being efficient polarizers when the 
angle of incidence on the prism face becomes too large, the Marple-Hess prism continues to be an 
efficient polarizer as long as the axial ordinary ray is not transmitted. If the prism is used at a longer 
wavelength than the longest one for which it was designed (smallest value of no used to determine 
the cut angle), the value of no will be still smaller and the critical angle for the axial ordinary ray will 
not be exceeded. Thus the axial o ray will start to be transmitted before off-axis rays get through. 
When this situation occurs, it only makes matters worse to decrease the convergence angle. Thus, there 
is a limiting long wavelength, depending on the cut angle, beyond which the Marple-Hess prism is 
not a good polarizer. At wavelengths shorter than the limiting wavelength, the Marple-Hess prism 
has significant advantages over other air-spaced prism designs.

It is not easy to make a Marple-Hess prism, and the extinction ratio in the commercial model is 
given as between 1  10 4 and 5  10 5, somewhat lower than for a Glan-Taylor prism.30 On the other 
hand, even though the Marple-Hess prism has an increased L/A ratio, 1.8 as compared to 0.85 for a 
Glan-Taylor prism, its ultraviolet transmission is still superior to commercially available ultraviolet-
transmitting Glan-Thompson prisms of comparable aperture.

Frank-Ritter-Type Prisms

The third general category of Glan-type polarizing prisms is the Frank-Ritter design. Prisms of this 
type are characterized by having the optic axis in the plane of the entrance face, as in other Glan-type 
prisms, but having the cut made at 45° to the optic axis (Fig. 3c) rather than at 0°, as in Glan-Thompson 
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13.14  POLARIZED LIGHT

prisms, or at 90°, as in Lippich prisms. Frank-Ritter prisms are particularly popular in the Soviet Union, 
and over 80 percent of the polarizing prisms made there have been of this design.33 Usually double 
prisms comparable to the Ahrens modification of the Glan-Thompson are used,1 primarily because 
from a rhombohedron of Iceland spar two Frank-Ritter double prisms can be obtained but only one 
Ahrens of the same cross-section or one Glan-Thompson of smaller cross-section.33 However, this 
apparent advantage can be illusory since Iceland spar crystals often are not obtained as rhombs. For 
example, if the natural crystal is in the form of a plate, it may be less wasteful of material to make a 
Glan-Thompson or Ahrens prism than a Frank-Ritter prism.33

Optically Frank-Ritter prisms should be similar to Glan-Thompson and Ahrens types, although 
the acceptance angle for a given L/A ratio is somewhat smaller since the refractive index of the 
extraordinary ray is larger than ne in the prism section containing the longitudinal axis and perpen-
dicular to the cut. In practice, the degree of polarization for a Frank-Ritter prism seems to be quite 
inferior to that of a good Glan-Thompson or even an Ahrens prism.33

Use of Glan-Type Prisms in Optical Systems

Several precautions should be taken when using Glan-type prisms in optical systems: (1) the field 
angle of the prism should not be exceeded, (2) there should be an adequate entrance aperture so that 
the prism does not become the limiting aperture of the optical system, and (3) baffles should be placed 
preceding and following the prism to avoid incorrect collection of polarized light or extraneous stray 
light. The reason why these precautions are important are discussed in the earlier polarization chapter.1

Common Defects and Testing of Glan-Type Prisms

Several common defects are found in the construction of Glan-type prisms and limit their performance:

1. The axial beam is displaced as the prism is rotated. This defect called squirm, results when 
the optic axes in the two halves of the prism are not strictly parallel. A line object viewed through the 
completed prism will oscillate as the prism is turned around the line of sight.34

2. The axial ray is deviated as the prism is rotated. This defect is caused by the two prism faces 
not being parallel. A residual deviation of 3 minutes of arc is a normal tolerance for a good Glan-
Thompson prism; deviations of 1 minute or less can be obtained on special order.

3. The optic axis does not lie in the end face. This error is often the most serious, since if the 
optic axis is not in the end face and the prism is illuminated with convergent light, the planes of 
vibration of the transmitted light are no longer parallel across the face of the prism. This effect, 
which in Nicol-type prisms gives rise to the Landolt fringe, is illustrated in the following practical 
case.35 For a convergent beam of light of semicone angle i, the maximum variation of the plane of 
vibration of the emergent beam is , where, approximately,

tan sin tann ie (5)

and  is the angle of inclination of the optic axis to the end face, caused by a polishing error. For 
i  3° and p  5°, the plane of vibration of the emergent beam varies across the prism face by 23 
minutes of arc. Thus, good extinction cannot be achieved over the entire aperture of this prism 
even if nearly parallel light is incident on it. The field angle is also affected if the optic axis is not 
in the end face or is not properly oriented in the end face, but these effects are small.

4. The cut angle is incorrect or is different in the two halves of the prism. If the cut angle is 
slightly incorrect, the field angle may be decreased. This error is particularly important in Glan-
Foucault or Glan-Taylor prisms, for which the angular tolerances are quite severe, and a small 
change in cut angle for these prisms may greatly alter the field angle, as discussed in “Glan-Taylor 
Prism” section on p. 13.12 and Ref. 1. If the cut angles are different in the two halves of the prism, the 
field angle will change when the prism is turned end-for-end. The field angle is determined by the 
cut angle in the half of the prism toward the incident beam. Differences in the two cut angles may also 
cause a beam deviation. If the angles in the two halves differ by a small angle that makes the end 
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faces nonparallel, the beam will be deviated by an angle (ne 1).35 If instead, the end faces are 
parallel and the difference in cut angle is taken up by the cement layer which has a refractive index 
of approximately ne, there will be no deviation. However, if the prism is air-spaced, the deviation 
caused by a nonparallel air film is approximately ne, illustrating one reason why air-spaced 
prisms are harder to make than conventional Glan-Thompson prisms.35

5. The transmittance is different when the prism is rotated through 180°. A potentially more serious 
problem when one is making photometric measurements is that the transmission of the prism may not 
be the same in two orientations exactly 180° apart.36 This effect may be caused by the presence of addi-
tional light outside the entrance or exit field angle, possibly because of strain birefringence in the calcite.

Two factors which limit other aspects of polarizer performance in addition to the extinction ratio 
are axis wander, i.e., variation of the azimuth of the transmitted beam over the polarizer aperture, 
and the ellipticity of the emergent polarized beams25 caused by material defects in the second half of 
the prism. Further details are discussed in the earlier polarization chapter.1

In order to determine the cut angle, field angle, parallelism of the prism surfaces, thickness and 
parallelism of the air film or cement layer, and other prism parameters, one can use the testing pro-
cedures outlined by Decker et al.,37 which require a spectrometer with a Gauss eyepiece, laser source, 
and moderately good polarizer. (Other testing procedures have been suggested by Archard.35)
Rowell et al.38 have given a procedure for determining the absolute alignment of a prism polarizer. 
However, they failed to consider some polarizer defects, as pointed out by Aspnes39 who gives a more 
general alignment procedure that compensates for the prism defects. (There is also a response from 
Rowell.40) Further information about testing Glan-type prisms and reasons why prism errors are 
important can be found in the earlier polarization chapter.1

13.4 NICOL-TYPE PRISMS

Nicol-type prisms are not generally used at the present time, as Glan types are optically preferable. 
However, they were the first kind made and were once so common that Nicol became a synonym for 
polarizer. There is much more calcite wastage in making Glan-type prisms than in making the sim-
pler Nicol types so that, even though Glan polarizers were developed in the nineteenth century, it was 
only following the recent discoveries of new calcite deposits that they became popular. Many of the 
older instruments are still equipped with Nicol prisms so they will be briefly described here.

Conventional Nicol Prism

The first polarizing prism was made in 1828 by William Nicol41 a teacher of physics in Edinburgh. 
By cutting a calcite rhomb diagonally and symmetrically through its blunt corners and then cement-
ing the pieces together with Canada balsam, he could produce a better polarizer than any known up 
to that time. A three-dimensional view of Nicol’s prism is shown in Fig. 3d. The cut is made perpen-
dicular to the principal section (defined in “Double Refraction in Calcite” in Sec. 13.2), and the angle 
is such that the ordinary ray is totally reflected and only the extraordinary ray emerges. When the 
rhomb is intact, the direction of polarization can be determined by inspection. However, the corners 
are sometimes cut off, making the rhomb difficult to recognize.

The principal section of Nicol’s original prism is similar to that shown in Fig. 2 except that the 
ordinary ray is internally reflected at the cut along diagonal BH. The cut makes an angle of 19°8
with edge BF in Fig. 2 and an angle of about 90° with the end face of the rhomb. Since the obtuse 
angle is 109°7  (Fig. 3d), the angle between the cut and the optic axis is 44°36 . The field of the prism 
is limited on one side by the angle at which the ordinary ray is no longer totally reflected from the 
balsam film, about 18.8° from the axis of rotation of the prism, and on the other by the angle at 
which the extraordinary ray is totally reflected by the film, about 9.7° from the axis. Thus the total 
angle is about 28.5° but is not by any means symmetric about the axis of rotation; the field angle 
(see “Types of Polarizing Prisms and Definitions” in Sec. 13.2) is only 2  9.7°  19.4°.
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13.16  POLARIZED LIGHT

In order to produce a somewhat more symmetric field and increase the field angle, the end faces 
of Nicol prisms are usually trimmed to an angle of 68°. This practice was apparently started by Nicol 
himself.22 If the cut is made at 90° to the new face, as shown in Fig. 8, the new field angle is twice the 
smaller of 1 and 1. The field angles are computed as described in the earlier polarization chapter.1

Trimmed Nicol-Type Prisms

The angle at which the cut is made in a Nicol-type prism is not critical. The field angle is affected, 
but a useful prism will probably result even if the cut is made at an angle considerably different from 
90°. The conventional trimmed Nicol, discussed in “Conventional Nicol Prism” section earlier, is shown 
again in Fig. 9a. In this and the other five parts of the figure, principal sections of various prisms are 
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FIGURE 8 Principal section of a conventional Nicol prism with slightly trimmed 
end faces. Ray A gives the limiting angle 1 beyond which the ordinary ray is no lon-
ger totally internally reflected at the cut; ray B gives the limiting angle 1 for which the 
extraordinary ray starts to be totally internally reflected at the cut.
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FIGURE 9 Principal sections of various types of trimmed cemented Nicol prisms shown 
superimposed on the principal section of a cleaved calcite rhomb (see Fig. 2): (a) conventional 
trimmed Nicol; (b) Steeg and Reuter shortened Nicol (Thompson22); (c) Ahrens Nicol (Thompson22); 
(d) Thompson reversed Nicol (Thompson42); (e) square-ended Nicol; and ( f ) Hartnack-Prazmowski 
reversed Nicol. In all cases, the angle between the prism face and the optic axis (heavy dashed line), 
the angle of the cut, and the acute angle of the rhomb are indicated.
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shown superimposed on the principal section of the basic calcite rhomb (Fig. 2). Thus, it is clear 
how much of the original rhomb is lost in making the different types of trimmed Nicols.

In the Steeg and Reuter Nicol shown in Fig. 9b, the rhomb faces are not trimmed, and the cut is 
made at 84° to the faces instead of 90°, giving a smaller L/A ratio. The asymmetry of the field which 
results is reduced by using a cement having a slightly higher index than Canada balsam.

Alternately, in the Ahrens Nicol shown in Fig. 9c, the ends are trimmed in the opposite direc-
tion, increasing their angles with the long edges of the rhomb from 70°53  to 74°30  or more. By 
also trimming the long edges by 3°30 , the limiting angles are made more symmetric about the 
prism axis.

Thompson Reversed Nicol In the Thompson reversed Nicol shown in Fig. 9d, the ends are heavily 
trimmed so that the optic axis lies nearly in the end face. As a result, the blue fringe is thrown farther 
back than in a conventional Nicol, and although the resulting prism is shorter, its field angle is actu-
ally increased.

Nicol Curtate, or Halle, Prism The sides of the calcite rhomb may also be trimmed so that they are 
parallel or perpendicular to the principal section. Thus, the prism is square (or sometimes octago-
nal). This prism is of the Halle type43,44 and was shown in Fig. 3e. Halle, in addition, used thickened 
linseed oil instead of Canada balsam and altered the angle of the cut. In this way he reduced the 
length-to-aperture ratio from about 2.7 to 1.8 and the total acceptance angle from 25° to about 17°. 
Such shortened prisms cemented with low-index cements are often called Nicol curtate prisms (cur-
tate means shortened).

Square-Ended Nicol The slanting end faces on conventional Nicol prisms introduce some dif-
ficulties, primarily because the image is slightly displaced as the prism is rotated. To help correct 
this defect, the slanting ends of the calcite rhomb can be squared off, as in Fig. 9e, producing the 
so-called square-ended Nicol prism. The angle at which the cut is made must then be altered since 
the limiting angle 1 for an ordinary ray depends on the angle of refraction at the end face in a con-
ventional prism, in which the limiting ray travels nearly parallel to the prism axis inside the prism 
(ray A in Fig. 8). If the cut remained the same, the limiting value of 1 would thus be zero. However, 
if the cut is modified to be 15° to the sides of the prism, the total acceptance angle is in the 24° to 27° 
range, depending on the type of cement used.22

Some image displacement will occur even in square-ended Nicol prisms since the optic axis 
is not in the plane of the entrance face. Therefore, the extraordinary ray will be bent even if light 
strikes the entrance face of the prism at normal incidence. There is considerable confusion on this 
point in the literature.22,45

Hartnack-Prazmowski Prism A reversed Nicol which has the cut at 90° to the optic axis46 is shown 
in Figs. 3f and 9f. If it is cemented with linseed oil, the optimum cut angle calculated by Hartnack is 
17° to the long axis of the prism, giving a total acceptance angle of 35° and an L/A ratio of 3.4.22 If 
Canada balsam is used, the cut should be 11°, in which case the total acceptance angle is 33° and the 
L/A ratio is 5.2.

Foucault Prism A modified Nicol prism in which an air space is used between the two prism halves 
instead of a cement layer47 consists of a natural-cleavage rhombohedron of calcite which has been 
cut at an angle of 51° to the face. The cut nearly parallels the optic axis. Square-ended Foucault-type 
prisms, such as the Hofmann prism, have also been reported.22 The angle at which the cut is made 
can be varied slightly in both the normal Foucault prism and the Hofmann variation of it. In all 
designs the L/A ratio is 1.5 or less, and the total acceptance angle about 8° or less. The prisms suffer 
somewhat from multiple reflections, but the principal trouble, as with all Nicol prisms, is that the 
optic axis is not in the plane of the entrance face. This defect causes various difficulties, including 
nonuniform polarization across the field and the occurrence of a Landolt fringe (discussed next and 
Ref. 1) when two Nicol-type prisms are crossed.
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13.18  POLARIZED LIGHT

Landolt Fringe If an intense extended light source is viewed through crossed polarizing prisms, 
careful observation will reveal that the field is not uniformly dark. In Nicol-type prisms the dark-
ened field is crossed by a darker line whose position is an extremely sensitive function of the angle 
between the polarizer and analyzer. Other types of polarizing prisms also exhibit this anomaly but 
to a lesser extent. The origin of the Landolt fringe is given in the earlier polarization chapter1 and 
the references cited therein.

13.5 POLARIZING BEAM-SPLITTER PRISMS

The three classic polarizing beam-splitter prisms are the Rochon, Sénarmont, and Wollaston, shown 
in perspective in Fig. 10a to 10c and in side view in Fig. 11a to 11c. In addition, any polarizing 
prism can be used as a polarizing beam splitter by changing the shape of one side and removing 
the absorbing coating from its surface. Two examples of such prisms are the Foster prism, in which 
the ordinary and extraordinary rays emerge at right angles to each other, and the beam-splitting 
Glan-Thompson prism, in which the ordinary ray emerges normal to one side (Figs. 10d and e and 
11d and e). Another prism of this type, the beam-splitting Ahrens prism, is a double beam-splitting 
Glan-Thompson prism (see “Other Glan-Thompson-Type Prisms” in Sec. 13.3).

In polarizing prisms, the optic axes are always parallel to each other in the two halves of the 
prism. By contrast, the optic axes in the two halves of the Rochon, Sénarmont, and Wollaston 
polarizing beam-splitter prisms are at right angles to each other. Crystal quartz is often used to 
make these beam splitters, and such prisms can be used down to the vacuum ultraviolet. In appli-
cations not requiring such short wavelengths, calcite is preferable because it gives a greater angular 
separation of the beams (typically 10° as compared to 0.5° for quartz) and does not produce opti-
cal rotation.

(a)

(d)

(b) (c)

(e)

FIGURE 10 Three-dimensional views of various types of polarizing beam-
splitter prisms: (a) Rochon; (b) Sénarmont; (c) Wollaston; (d) Foster (shaded face is 
silvered); and (e) beam-splitting Glan-Thompson.
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Rochon Prism

The Rochon prism, invented in 1783,48 is the most common type of polarizing beam splitter. It is 
often used in photometric applications in which both beams are utilized. It is also used as a polariz-
ing prism in the ultraviolet, in which case one of the beams must be eliminated, e.g., by imaging the 
source beyond the prism and blocking off the deviated image.

The paths of the two beams through the prism are shown in Fig. 11a. A ray normally incident 
on the entrance face travels along the optic axis in the first half of the prism, so that both ordinary 
and extraordinary rays are undeviated and have the same refractive index no. The second half of 
the prism has its optic axis at right angles to that in the first half, but the ordinary ray is undeviated 
since its refractive index is the same in both halves. The extraordinary ray, however, has its mini-
mum index in the second half, so that it is refracted at the cut according to Snell’s law (see “Double 
Refraction in Calcite” in Sec. 13.2). Since the deviation angle depends on the ratio ne/no, it is a func-
tion of wavelength. If the angle of the cut is S, to a good approximation the beam deviation  of the 
extraordinary ray depends on the cut angle in the following manner, according to Steinmetz et al.,49

tan
sin

sin
S

n n

n
o e

e2
(6)

This relation holds for light normally incident on the prism face. The semifield angle imax is given by49

tan ( )maxi n n Se o

1
2

cot (7)

If the prism is to be used as a polarizer, the light should be incident as shown. Rochon prisms 
also act as polarizing beam splitters when used backward, but the deviation of the two beams is then 
slightly less.

When a Rochon prism is used backward, both the dispersion and the optical activity (for quartz) 
will adversely affect the polarization. Thus, one generally uses a Rochon in the normal manner. 
However, an exception occurs when a quartz Rochon is to be used as an analyzer. In this case it is 

(a)

(d)

Source

Eyepiece

Specimen

(b) (c)

(e)

FIGURE 11 Side views of the polarizing beam-splitter prisms in Fig. 10. The directions of 
the optic axes are indicated by the dots and the heavy double-pointed arrows. The angle of the cut 
for the Rochon prism is S. When the Foster prism is used as a microscope illuminator, the source, 
specimen, and eyepiece are in the positions indicated.
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13.20  POLARIZED LIGHT

best to reverse the prism and use a detector that is insensitive to polarization to monitor the relative 
intensities of the two transmitted beams.

A Rochon prism is achromatic for the ordinary ray but chromatic for the extraordinary ray. 
Since total internal reflection does not occur for either beam, the type of cement used between the 
two halves of the prism is less critical than that used for conventional polarizing prisms. Canada 
balsam is generally used, although the two halves are sometimes optically contacted for high-power 
laser applications or for use in the ultraviolet at wavelengths shorter than 3500 Å. Optically con-
tacted crystalline-quartz Rochon prisms can be used to wavelengths as short as 1700 Å, and a double 
Rochon of MgF2 has been used to 1300 Å in the vacuum ultraviolet.49 Optically contacted single 
Rochon prisms of MgF2 have also been constructed, and the transmission of one has been measured 
from 1400 Å to 7 μm.50 Ultraviolet-transmitting cements such as gédamine can be used to extend the 
short-wavelength limit of calcite prisms to about 2500 Å (see “Transmission” in Sec. 13.3).

Defects Quartz and calcite Rochon prisms suffer from several defects. Quartz exhibits optical 
activity when light is transmitted through it parallel to the optic axis, and although two mutually 
perpendicular, polarized beams will emerge from a quartz Rochon prism used in the conventional 
direction, their spectral composition will not faithfully reproduce the spectral compositions of the 
horizontal and vertical components of the input. If such a prism is used backward, different wave-
lengths emerge from the prism vibrating in different planes. Hence the output consists of many dif-
ferent polarizations instead of the desired two.51

Calcite Rochon prisms do not exhibit optical activity but are difficult to make, since when calcite 
surfaces are cut normal to the optic axis, small tetrahedra tend to cleave out from the surface dur-
ing pitch polishing. These tetrahedra may also cleave out during attempts to clean the prisms, and 
occasionally glass plates are cemented to such surfaces to prevent damage. Some image distortion 
will occur in calcite prisms; if nonnormally incident rays pass through the prism, both beams will 
be distorted along their directions of vibration; i.e., the undeviated beam (o ray), which vibrates in a 
vertical plane, will be distorted vertically, and the deviated beam (e ray), which vibrates in a horizon-
tal plane, will be distorted horizontally.51

Glass-Calcite Rochons Some of the difficulties mentioned in the preceding section can be mini-
mized or eliminated by making the entrance half of the Rochon prism out of glass of matching 
index instead of quartz or calcite. Both o and e rays travel along the same path and have the same 
reflective index in this half of the prism, so that the birefringent qualities of the quartz or calcite 
are not being used and an isotropic medium would serve just as well. By properly choosing the 
index of the glass, either the ordinary or the extraordinary ray can be deviated, and glasses are 
available for matching either index of calcite reasonably well over much of the visible region.51

The extraordinary ray always suffers some distortion in its direction of vibration, but the distor-
tion of the ordinary ray can be eliminated in the glass-calcite construction. By properly choosing 
the refractive index of the glass we can determine whether the e ray will be the deviated or the 
undeviated beam. (Some distortion also arises for deviated beams in the direction of the devia-
tion because of Snell’s law and cannot be corrected in this way.) Another method of obtaining an 
undeviated beam was used by Hardy;52 unable to find a glass with refractive index and dispersion 
matching those of calcite, he selected a glass with the correct dispersive power and then compen-
sated for the difference in refractive index by putting a slight wedge angle on the calcite surface. 
Now a wider selection of glasses is available, but glass-calcite prisms cannot be made strictly 
achromatic over an extended wavelength range, and thermally induced strains caused by the dif-
ference in expansion coefficients in the two parts of the prism may be expected unless the cement 
yields readily.

Total Internal Reflection in Rochons When normal Rochon prisms are used as polarizers, one of 
the beams must be screened off and eliminated. This restriction might be removed by making the 
cut between halves of the prism at a sufficiently small angle for the extraordinary ray to be totally 
reflected. Calculations indicate that this approach should be feasible,53 but it has apparently not 
been followed.
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Sénarmont Prism

The Sénarmont polarizing beam splitter, shown in Figs.10b and 11b, is similar to the Rochon prism 
except that the optic axis in the exit half of the prism is coplanar with the optic axis in the entrance 
half, i.e., at right angles to the Rochon configuration. As a result, light whose plane of vibration is 
initially vertical is deviated in the Sénarmont prism, while in the Rochon prism the deviated beam 
has its plane of vibration horizontal (assuming no optical activity in either case) (compare Fig.11a
and b). The amount of the deviation in the Sénarmont prism is slightly less than in the Rochon 
because the extraordinary ray does not have its minimum refractive index [Eq. (1)].

An alternate form of Sénarmont prism, the right-angle Sénarmont or Cotton polarizer,54 consists 
of only the first half of the Sénarmont prism. Unpolarized light normally incident on the prism face 
is totally internally reflected at the hypotenuse and is then resolved into two planes of vibration, one 
parallel to the optic axis and the other perpendicular to it. Double refraction will then occur just as 
in a normal Sénarmont prism. Such a prism has a transmission equivalent to that of an optically 
contacted Sénarmont or Rochon but is much less expensive.

Wollaston Prism

The Wollaston prism (Figs. 10c and 11c) is a polarizing beam splitter, also used as a polarizing 
prism in the vacuum ultraviolet,55 that deviates both transmitted beams. The deviations, indi-
cated in Fig. 11c, are nearly symmetrical about the incident direction, so that the Wollaston has 
about twice the angular separation of a Rochon or Sénarmont prism. A normally incident beam 
is undeviated upon entering the prism, but the o ray, vibrating perpendicular to the optic axis, has 
a refractive index no while the e ray, vibration parallel to the optic axis has its minimum (or prin-
cipal) index ne. At the interface the e ray becomes the o ray and vice versa because the direction of 
the optic axis in the second half is perpendicular to its direction in the first half. Thus the original 
o ray enters a medium of lower refractive index and is refracted away from the normal at the cut, 
while the original e ray passes into a medium of higher refractive index and is refracted toward the 
normal. On leaving the second half of the prism, both rays are refracted away from the normal, so 
that their divergence increases.

The deviation of each beam is chromatic in Wollaston prisms, which are most commonly used 
to determine the relative intensities of two plane-polarized components. Since the light never travels 
along the optic axis, optical activity does not occur and the relative intensities of the two beams are 
always proportional to the intensities of the horizontal and vertical polarization components in 
the incident beam. For an L/A ratio of 1.0, the angular separation between beams is about 1° for a 
crystalline-quartz Wollaston prism; it can be as high as 3°30  for an L/A ratio of 4.0. With a calcite 
prism, the beams would have an angular separation of about 19° for an L/A ratio of 1.0, but severe 
image distortion and lateral chromatism results when such large angular separations are used. 
These effects can be minimized or the angular separation can be increased for a given L/A ratio by 
using a three-element Wollaston prism, a modification, apparently suggested by Karl Lambrecht.30

Divergences as large as 30° can be obtained.1

The ellipticity in the emergent polarized beams has been measured by King and Talim.25 For 
calcite Wollaston prisms, the ellipticities were in the 0.004° to 0.025° range, comparable to those of 
Glan-Thompson prisms (“Common Defects and Testing of Glan-Type Prism” in Sec. 13.3). Larger 
values, between 0.12° and 0.16°, were measured for crystalline-quartz Wollaston prisms. The major 
contribution, which was from the combined optical activity and birefringence in the quartz rather 
than from defects within the crystal, cannot be avoided in quartz polarizers.

Foster Prism

This prism, shown in a three-dimensional view in Fig. 10d and in cross-section in Fig. 11d, can be 
used to form two plane-polarized beams separated by 90° from each other.56 Its construction is simi-
lar to that of a Glan-Thompson prism except that one side is cut at an angle and silvered to reflect 
the ordinary ray out the other side.
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The Foster prism is often used backward as a polarizing microscope illuminator for observing 
reflecting specimens. For this application, the light source is at e in Fig. 11d, and unpolarized light 
enters the right-hand face of the prism. The ordinary ray (not shown) is reflected at the cut and 
absorbed in the blackened side of the prism, while the extraordinary ray is transmitted undeviated 
out the left face of the prism. It then passes through the microscope objective and is reflected by 
the specimen, returning on its same path to the prism. Light that is unchanged in polarization will 
be transmitted undeviated by the prism along the path to the light source. If, however, the plane of 
vibration has been rotated so that it is at right angles to the optic axis (in the plane of the figure), 
the light will be reflected into the eyepiece. The prism thus acts like a crossed polarizer-analyzer 
combination.

If a correctly oriented quarter-wave plate is inserted in the beam between the prism and the 
microscope objective, the light striking the sample will be circularly polarized, and, after being 
reflected back through the quarter-wave plate, it will be linearly polarized again but with the 
plane of vibration rotated by 90°. This light is vibrating perpendicular to the optic axis and will be 
reflected into the eyepiece, giving bright-field illumination. Foster prisms used in this manner intro-
duce no astigmatism since the light forming the image enters and leaves the prism normal to the 
prism faces and is reflected only by plane surfaces.

Beam-Splitting Glan-Thompson Prism

If a prism design similar to the Foster is used but the side of the prism is cut at an angle so that the 
ordinary ray, which is deflected, passes out normal to the surface of the prism rather than being 
reflected, the prism is called a beam-splitting Glan-Thompson prism (Figs. 10e and 11e). Since no 
refraction occurs for either beam, the prism is achromatic and nearly free from distortion. The angle 
between the two emerging beams is determined by the angle of the cut between the two halves of the 
prism and hence depends on the L/A ratio of the prism. For an L/A ratio of 2.414, the angle is 45°. 
The field angle around each beam is calculated for different L/A ratios just as for a conventional Glan-
Thompson prism. By making the prism double, i.e., a beam-splitting Ahrens prism, the incident beam 
can be divided into three parts, one deflected to the left, one to the right, and one undeviated.

13.6 FEUSSNER PRISMS

The polarizing prisms discussed so far require large pieces of birefringent material, and the extraor-
dinary ray is the one usually transmitted. Feussner57 suggested an alternate prism design in which 
only thin plates of birefringent material are required and the ordinary ray rather than the extraor-
dinary ray is transmitted for negative uniaxial materials. A similar suggestion was apparently made 
by Sang in 1837, although he did not publish it until 1891.58 In essence, Feussner’s idea was to make 
the prisms isotropic and the film separating them birefringent, as shown in Fig. 12. The isotropic 

Glass

Glass

Calcite(a)

Glass

Glass

Calcite(b)

FIGURE 12 Types of Feussner prisms: (a) original Feussner prism and (b) Bertrand type. 
The arrows indicate the orientation of the optic axis in the calcite (or other birefringent material).
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prisms should have the same refractive index as the higher index of the birefringent material so that 
for negative uniaxial materials e.g., calcite or sodium nitrate, the ordinary ray is transmitted and the 
extraordinary ray totally internally reflected. Advantages of this design are (1) since the ordinary 
ray is transmitted, the refractive index does not vary with angle of incidence and hence the image 
is anastigmatic, (2) large field angles or prisms of compact size can be obtained, and (3) the bire-
fringent material is used economically. Furthermore, because the path length of the ray through the 
birefringent material is short, a lower-quality material can be used.

Disadvantages are (1) for both calcite and sodium nitrate, the extraordinary ray is transmitted 
over a larger wavelength range than the ordinary ray so that Feussner prisms do not transmit over 
as large a wavelength range as conventional prisms, and (2) the thermal-expansion coefficients 
of the isotropic and birefringent materials are different, making thermally induced strains likely. 
Solutions to the second problem are to use a thixotropic cement, which flows more readily with 
increasing stress, or to enclose the system in a metal sleeve and use oil instead of cement. If the 
ordinary index is matched by the oil, the birefringent material does not even need to be polished 
very well. Even a cleavage section of calcite can be used, with only a tolerable loss in angular 
field.59

Feussner suggested orienting the optic axis of the birefringent slab perpendicular to the cut, 
as indicated in Fig. 12a. Since the thermal expansion of the slab is the same in all directions per-
pendicular to the optic axis, thermally induced strains are minimized in this way. Field angles 
for Feussner prisms employing calcite and sodium nitrate slabs are given in the earlier polariza-
tion chapter.1

Shortly after Feussner’s article was published, Bertrand60 pointed out that the optic axis of the 
birefringent slab should be parallel to the entrance face of the prism to give the maximum differ-
ence between the refractive indices of the ordinary and extraordinary rays. A prism made in this way, 
sometimes called a Bertrand-type Feussner prism, is shown in Fig. 12b.

Since sodium nitrate is easily obtainable and has a birefringence even larger than that of calcite, 
attempts have been made to produce polarizing prisms of this material by Wulff,61 Stöber,62–64

Tzekhovitzer,65 West,66 Huot de Longchamp,67 and Yamaguti.68,69 However, it is not only deliques-
cent but also very soft, so that although large single crystals can be obtained, they are difficult to 
work. They can be crystallized in the desired orientation from a melt using a technique discovered 
by West.66 When sodium nitrate crystallizes from a melt on a mica cleavage surface, one of its basal 
planes is oriented parallel to the mica cleavage and hence its optic axis is perpendicular to the 
mica surface. West reports growing single crystals as large as 38  19  2 cm using this technique. 
Yamaguti68,69 has produced polarizing prisms of sodium nitrate by placing thin, closely spaced 
glass plates on edge on a mica sheet and then immersing the assembly in a melt of sodium nitrate. 
The thin single crystal thus formed was annealed and cemented between glass prisms to form a 
Bertrand-type Feussner prism. Conceivably, the sodium nitrate could have been grown directly 
between the glass prisms themselves, but when such thick pieces of glass are used, it is difficult to 
avoid setting up strains in the crystal and consequently reducing the polarization ratio. Yamaguti 
used SK5 glass prisms (nD  1.5889) cut at an angle of 23° to form his polarizing prism and reports 
a field of view of 31°, symmetric about the normal to the entrance face.

Another possible birefringent material suitable for a Feussner prism is muscovite mica, and such 
prisms have actually been constructed and tested.70,71 A 6° field angle can be obtained,59 which is 
adequate for many optical systems illuminated by lasers.

13.7 NONCALCITE POLARIZING PRISMS

Polarizing prisms made of materials other than calcite have been used primarily in the ultraviolet 
region at wavelengths for which calcite is opaque. Prism materials used successfully in this region 
include crystalline quartz, magnesium fluoride, sodium nitrate, and ammonium dihydrogen phos-
phate. Rutile polarizing prisms have been used beyond the calcite cutoff in the infrared. A new 
prism material, yttrium orthovanadate, has been used to make high-transmission polarizers for the 
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visible and near-infrared spectral regions.72 Properties of this material were described in the earlier 
polarization chapter.1

Rochon or Wollaston prisms (see “Rochon Prism” and “Wollaston Prism” in Sec. 13.5) are some-
times made of crystalline quartz for use in the far ultraviolet. The short-wavelength cutoff of the 
quartz is variable, depending on the impurities present, but can be as low as 1600 Å.

By utilizing magnesium fluoride instead of quartz for the polarizing prisms, the short-wavelength 
limit can be extended to 1300 Å. Magnesium fluoride transmits to about 1125 Å, but below 1300 Å 
its birefringence decreases rapidly and changes sign at 1194 Å.55,73 Although it is the most birefrin-
gent material available in this region, MgF2 has a much smaller birefringence than that of calcite; 
hence, a small cut angle and large L/A ratio for the prism are unavoidable. Since absorption does 
occur, it is desirable to minimize the length of the prism. Johnson55 solved this problem by con-
structing a MgF2 Wollaston prism which requires only half the path length necessary for a Rochon 
prism. However, both beams are deviated, creating instrumental difficulties.

Steinmetz et al.49 constructed a double Rochon prism of MgF2 which has the same L/A ratio 
as the Wollaston prism but does not deviate the desired beam. Problems with the prism included 
fluorescence, scattered light, and nonparallelism of the optic axes.1 In principle, however, a MgF2
double Rochon polarizing prism should be an efficient, high-extinction-ratio, on-axis polar-
izer for the 1300- to 3000-Å wavelength range and should also be useful at longer wavelengths. 
Morris and Abramson50 reported on the characteristics of optically contacted MgF2 single Rochon 
prisms.

A different type of polarizer suggested by Chandrasekharan and Damany74 to take the place of 
a Rochon or Wollaston prism in the vacuum ultraviolet consisted of a combination of two MgF2
lenses, one planoconcave and the other planoconvex of the same radius of curvature, combined so 
that their optic axes were crossed. The combination acted as a convergent lens for one polarization 
and as a divergent lens for the other. It had the advantage that the polarized beam remained on axis 
and was focused. A measured degree of polarization of 98.5 percent was obtained at 1608 Å, in good 
agreement with the calculated value.

Prism polarizers can also be constructed for use in the infrared at wavelengths longer than those 
transmitted by calcite. Rutile, TiO2, a positive uniaxial mineral with a large birefringence and good 
transmittance to 5 μm in the infrared, has been used by Landais75 to make a Glan-Foucault-type 
crystal polarizer. Since rutile has a positive birefringence (in contrast to the negative birefringence of 
calcite), the ordinary ray is transmitted undeviated and the extraordinary ray is reflected out one 
side. Other characteristics are given in the earlier Polarization chapter.1

13.8  DICHROIC AND DIFFRACTION-TYPE
POLARIZERS

Some of the most useful polarizers available employ either dichroism or diffraction effects. These 
polarizers come in sheet form, sometimes in large sizes, are easily rotated, and produce negligible 
beam deviation. Also, they are thin, lightweight, and rugged, and most can be made in any desired 
shape. The cost is generally much less than that of a prism-type polarizer. Furthermore, both types 
are insensitive to the degree of collimation of the beam, so that dichroic or diffraction-type polar-
izers can be used in strongly convergent or divergent light.

A dichroic  material is one which absorbs light polarized in one direction more strongly than 
light polarized at right angles to that direction. Dichroic materials are to be distinguished from 
birefringent materials, which may have different refractive indexes for the two electric vectors 
vibrating at right angles to each other but similar (usually negligible) absorption coefficients. 

The term dichroic is also used in three other ways: (1) to denote the change in color of a dye solution with change in con-
centration, (2) to denote a color filter that has two transmission bands in very different portions of the visible region and hence 
changes color when the spectral distribution of the illuminating source is changed, and (3) to denote an interference filter that 
appears to be of a different color when viewed in reflected or transmitted light.
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Various materials are dichroic, either in their natural state or in a stretched condition. The most 
common materials used as dichroic polarizers are stretched polyvinyl alcohol sheets treated with 
absorbing dyes or polymeric iodine, commonly marketed under the trade name Polaroid. These 
and similar materials are discussed in the following section. Another type of dichroic polarizer 
is prepared by rubbing a glass or plastic surface in a single direction and then treating it with 
an appropriate dye. Polarizers of this type are sold under the trade name Polacoat and will be 
described in “Dichoric Polarizing Coating” section on p. 13.28. In certain portions of the infrared 
spectral region, calcite is strongly dichroic and makes an excellent high-extinction polarizer.76

Pyrolytic graphite is electrically and optically anisotropic and has been successfully used as an 
infrared polarizer; it is described in “Pyrolytic-Graphite Polarizers” section on p. 13.28. Other 
materials which exhibit dichroism in the infrared include single-crystal tellurium,77 ammonium 
nitrate,78 mica, rubber under tension, polyvinyl alcohol, and polyethylene.79 In the visible region, 
gold, silver, and mercury in the form of microcrystals,80 needles of tellurium,81 graphite particles,82

and glasses containing small elongated silver particles83 are all dichroic.
A sodium nitrate polarizer described by Yamaguti84 is not dichroic in the strict sense of the 

word but acts like a dichroic polarizer. Roughened plates of SK5 glass are bonded together by a single 
crystal of sodium nitrate, which has a refractive index for the ordinary ray nearly equal to that of 
the glass. The extraordinary ray has a much lower index, so that it is scattered out of the beam by the 
rough surfaces, leaving the ordinary ray to be transmitted nearly undiminished. (Yamaguti has also 
made Feussner prisms out of single-crystal sodium nitrate described in Sec. 13.6.)

Diffraction-type polarizers include diffraction gratings, echelettes, and wire grids. These are all 
planar structures that have properties similar to those of dichroic polarizers except that they trans-
mit one component of polarization and reflect the other when the wavelength of the radiation is 
much longer than the grating or grid spacing. Wire grid and grating polarizers are covered in “Wire-
Grid and Grating Polarizers” section on p. 13.30.

None of these polarizers has as high a degree of polarization as the prism polarizers of Secs. 13.1 
to 13.5. Thus it is frequently necessary to measure the polarizing properties of the particular polar-
izer used. A source of plane-polarized light is desirable for such a measurement. Lacking that, one 
of the procedures described in “Measuring Polarization of Imperfect Polarizers” section on p. 13.33 
can be followed if there are two identical imperfect polarizers. Alternate methods are also described 
which are applicable to two nonidentical imperfect polarizers.

Sheet Polarizers

Various types of sheet polarizers have been developed by Edwin H. Land and coworkers at the 
Polaroid Corporation, Cambridge, Mass. Sheet polarizers are also available from several European 
companies. The J sheet polarizer, the first type available in America (around 1930), consisted of 
submicroscopic needles of herapathite oriented parallel to one another in a sheet of cellulose 
acetate. Since this type of polarizer, being microcrystalline, had some tendency to scatter light, it was 
superseded by H and K sheet molecular polarizers, which exhibit virtually no scattering. The most 
widely used sheet polarizer is the H type, which consists of a sheet of polyvinyl alcohol that has been 
unidirectionally stretched and stained with iodine in a polymeric form. The K type is made by heat-
ing a sheet of polyvinyl alcohol in the presence of a catalyst to remove some of the water molecules 
and produce the dichromophore polyvinylene. It was developed primarily for applications where 
resistance to high temperature and high humidity are necessary. Another type of polarizing sheet, 
made from a combination of the H and K types, has an absorption maximum at about 1.5 μm in 
the infrared and is designated as HR Polaroid.

The history of the development of the various kinds of sheet polarizers has been given by Land,81

their chemical composition by Land and West,80 and their optical performance by Shurcliff,82

Baumeister and Evans,85 Land and West,80 and Land.81 In addition, Blake et al.86 mention the HR 
infrared polarizer, and Makas87 describes the modified H-film polarizer for use in the near ultraviolet. 
Baxter et al.88 describe a technique for measuring the optical density of high-extinction polarizers in 
the presence of instrumental polarization.
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Figure 13 shows the principal transmittance T1 and extinction ratio T2/T1 of various types of 
H and K sheet polarizers used in the visible and near ultraviolet.82,85,89 In addition, curves for two 
sheet polarizers manufactured by Zeiss and two types of polarizing filters from Polacoat (see 
“Dichroic Polarizing Coatings” section on p. 13.28) are shown. The letter N in the designation of the 
Polaroid sheets stands for neutral (to distinguish them from sheet polarizers prepared from colored 
dyes), and the number 22, 32, etc., indicates the approximate transmittance of unpolarized visible 
light. Figure 14 gives the principal transmittance and extinction ratio of a typical plastic laminated 
HR infrared polarizer.82,89 Sometimes the optical density D of a polarizer is plotted instead of its 
transmittance. The relation between these two quantities is

D
T

log
1

(8)

FIGURE 13 (a) Principal transmittance and (b) extinction ratio for various types of dichroic polar-
izers: Polaroid sheet polarizers HN-22, HN-32, HN-38, and KN-36; Zeiss (Oberkochen) Bernotar and Micro 
Polarization filters; and Polacoat PL-40 and 105 UVR polarizing filters. The last is stated to have a transmittance 
(for unpolarized light) of 32 percent at 5460 Å. (Modified from curves of Shurcliff,82 Baumeister and Evans,85

Jones,89 Haase,90 and McDermott and Novick.91)

DO
 N

OT
 D

UP
LI

CA
TE



POLARIZERS  13.27

The extinction ratio of the HN-22 Polaroid compares favorably with that of Glan-Thompson 
prisms throughout the visible region, but the transmission of the Glan-Thompson is superior. 
In the ultraviolet, the new HNP B material has a reasonably good extinction ratio (about 10−3 or 
better) for wavelengths longer than 3200 Å. It is a specially purified form of HN-32, and its prop-
erties match those of the standard HNT-32 Polaroid at wavelengths longer than 4500 Å. Optical 
properties of various types of Polaroid dichroic polarizers have been described by Trapani.93

According to West and Jones,48 the extinction ratio for a dichroic polarizer of the Polaroid type has a 
practical limit of about 10−5 because, as the concentration of dichromophore is increased beyond 
a certain value, the optical density no longer increases proportionately. Gunning and Foschaar94 have 
described a method for the controlled bleaching of the iodine dichromophore in iodine-polyvinyl 
alcohol polarizers to achieve an increased internal transmission of up to 95 percent for the principal 
transmittance of linearly polarized light in the 5000- to 6000-Å wavelength region. This is achieved 
at the expense of degrading the extinction ratio and drastically affecting the short wavelength per-
formance of the polarizer. Baum95 describes the application of sheet polarizers to liquid crystal dis-
plays and problems encountered in this application.

FIGURE 14 (a) Principal transmittance and (b) extinction ratio for 
plastic laminated HR infrared polarizer (modified from curves of Shurcliff,82

and Jones,89) and two wire grid polarizers with 0.463-μm grating spacings 
(Bird and Parrish,92).
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If Polaroids are used in applications where beam deviation is important, they should be checked 
for possible deviation. Most Polaroids, which are laminated in plastic sheets, do produce a slight beam 
deviation that can be observed through a telescope as a shift in the image position when the Polaroid 
is rotated. The amount of the deviation varies from point to point on the Polaroid and can be much 
worse if the material is mounted between glass plates. It is possible to order specially selected sheet 
Polaroid laminated between polished glass plates that deviates the beam by only about 5 seconds of arc.

Sheet polarizers made of stretched polyvinyl alcohol that has been stained with iodine or various 
dyes are also made in countries outside the United States, as described in the earlier polarization chapter.1

King and Talim25 have measured the axis wander and ellipticity of beams transmitted by various 
types of sheet polarizers in the same way as for Glan-Thompson prisms (“Common Defects and Testing 
of Glan-Type Prisms” in Sec. 13.3). They found considerable variations from one type of sheet polarizer 
to another and also over a single sheet. Details are given in the earlier chapter on polarization.1

Dichroic Polarizing Coatings

Beilby-layer polarizers82 are dichroic coatings that can be applied to the surface of glass or plastic. 
The process was developed by Dreyer,96 who founded the company which manufactures Polacoat 
polarizing filters. There are three main steps in the production of these polarizers. First, the sub-
strate (quartz, glass, plastic, etc.) is rubbed along parallel lines with filter paper, cotton, or rouge to 
produce a preferred surface orientation. (The affected region of minute scratches extends to a depth 
of less than 1 μm.) Then the sheet is rinsed and treated with a solution of dichroic molecules e.g., a 
0.5 percent solution of methylene blue in ethanol or one or more azo dyes, and then dried in a con-
trolled fashion. Presumably the molecules line up preferentially along the rubbing direction, result-
ing in a greater absorption for light, polarized in that direction. As a final step, the surface is treated 
with an acidic solution, often that of a metallic salt such as stannous chloride, which can increase 
the dichroism and produce a more neutral color. A protective coating over the polarized surface 
provides mechanical protection for the fragile layer with no loss in transmission. McDermott and 
Novick91 give a somewhat more complete description of the Polacoat process, and Anderson97 has 
investigated the absorption of methylene blue molecules on a unidirectionally polished surface. 
References to patents and related work are given by Shurcliff.82

The principal transmittance and extinction ratio of two standard Polacoat coatings, PL-40 and 
105 UVR (32 percent transmission of unpolarized light at 5460 Å), are shown in Fig. 13. These 
curves are taken from the data of McDermott and Novick.91 Polacoat 105 UVR coating comes in 
various densities; the data shown are for the highest-density material with the best extinction ratio.
A major advantage of Polacoat over sheet Polaroid is that it does not bleach upon exposure to 
intense ultraviolet radiation.

Kyser99 tested a stock PL40 polarizing filter on fused quartz and found that it produced a large 
quantity of scattered light of the unwanted component. This light was dispersed spectrally and was 
scattered at angles up to about 20° as though the scratches on the rubbed surface were acting like 
rulings on a diffraction grating. There was relatively little of the unwanted component on axis; most 
of it was scattered at larger angles. Despite these difficulties, Polacoat PL40 polarizers appear to be 
the best large-aperture transmission-type polarizers available for work in the 2000- to 3000-Å wave-
length range in the ultraviolet.

Pyrolytic-Graphite Polarizers

Pyrolytic graphite has a large anisotropy in both the electric conductivity and in the optical prop-
erties. If the E vector of an electromagnetic wave is pointing in the direction of the c-axis of the 
graphite, the absorption coefficient is a minimum, the reflectance is also a minimum, and hence 

The company literature98 is somewhat misleading in that the transmittance of this material is stated to be 35 percent, but 
the transmission curve (for unpolarized light) given in the bulletin does not rise above 30 percent until the wavelength becomes 
longer than 6500 Å
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the transmittance is a maximum. If the E vector lies in the plane perpendicular to the c direction, the 
absorption is a maximum, reflectance is a maximum, and transmittance is a minimum. Thus, pyro-
lytic graphite should be a good material from which to make a dichroic polarizer if a thin foil is cut 
and polished to contain the c-axis. Several such polarizers have been made by Rupprecht et al.100;
two had thicknesses of 9.2 μm, and a third was 4.2 μm thick. The transmittances T1 of the thinner 
one and T1 and T2 of the two thicker ones were determined using one of the methods described 
in Par. 49 of the earlier Polarization chapter.1 The principal transmittance and extinction ratio for 
one of the 9.2-μm-thick ones are shown in Fig. 15 for infrared wavelengths from 2 to 16 μm, along 
with curves for various wire-grid polarizers (see “Wire Grid and Grating Polarizers” section next). 
In the far infrared out to 600 μm, T1 gradually increases to 0.50 and T2/T1 drops down to the 10−3

range.100 The transmittance of the thinner pyrographite polarizer was larger than the curve shown, 
but its extinction ratio, although not given, was probably poorer. Pyrolytic-graphite polarizers 
have the advantages of being planar and thus easily rotatable, having large acceptance angles, and 
having reasonably high transmittances and good extinction ratios in the far infrared. However, in 
the shorter-wavelength region shown in Fig. 15, they are inferior to all the wire-grid polarizers. In 
addition, they are fragile, and the largest clear aperture obtained by Rupprecht et al.100 was about 
12 mm diameter.
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FIGURE 15 (a) Principal transmittance and (b) extinction ratio for 
a pyrolytic-graphite polarizer (Rupprecht et al.100) and various wire-grid 
polarizers. (Bird and Parrish,92 Perkin-Elmer,101 and Young et al.102) The 
substrate materials and metals used for the grids are indicated. Theoretical 
curves (solid lines) calculated from relations given in Ref. 1 with n  1.5 and 
d  0.463 are also shown for comparison.
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Wire-Grid and Grating Polarizers

Wire grids  have a long history of use as optical elements to disperse radiation and detect polariza-
tion in far-infrared radiation and radio waves.92 They transmit radiation whose E vector is vibrat-
ing perpendicular to the grid wires and reflect radiation with the E vector vibrating parallel to the 
wires when the wavelength  is much longer than the grid spacing d. When  is comparable to d,
both components are transmitted. For grids made of good conductors, absorption is negligible. 
Various aspects of the theory of reflection and transmission of radiation by wire grids are sum-
marized in the earlier polarization chapter.1 In addition to that theoretical treatment, Casey and 
Lewis104,105 considered the effect of the finite conductivity of the wires on the transmission and 
reflection of wire-grid polarizers when the light was polarized parallel to the wires. Mohebi, Liang, 
and Soileau106 extended the treatment to the case for which light was polarized both parallel and 
perpendicular to the wires; they also calculated the absorption of the wire grids as a function of 
d/ . In addition, they measured the absorption and surface damage of wire-grid polarizers consist-
ing of aluminum strips (0.84-μm period) deposited on ZnSe substrates at 10.6 μm, 1.06 μm, and 
0.533 μm. Stobie and Dignam107 calculated the amplitude transmission coefficients for parallel and 
perpendicular components and relative phase retardation between them, both as a function of /d.
Burton108 proposed using wire-grid polarizers in the form of cylinders and paraboloids instead of 
planar structures in infrared interferometers, but did not show any experimental measurements.

Figure 16 shows values of the calculated principal transmittance and extinction ratio for vari-
ous values of the refractive index n as a function of /d. These curves were calculated from relations 
given in the earlier polarization chapter.1 It is clear that the shortest wavelength for which a given 
grid will act as a useful polarizer is  2d. Also, the best performance is obtained with the lowest 
refractive index substrate. Since absorption in the substrate material has been neglected, principal 
transmittances measured for real materials will be lower than the calculated values, but the extinc-
tion ratios should be unaffected. If one must use a high refractive index substrate such as silicon or 
germanium, the performance of the grid can be considerably improved by applying an antireflec-
tion coating to the substrate before depositing the conducting strips, since a perfectly antireflected 
substrate acts like an unsupported grid.109 However, if the antireflecting layer is laid down over the 
grid strips, the performance of the wire-grid polarizer is degraded.1

Many people have built and tested wire-grid polarizers including Bird and Parrish,92 Young 
et al.,102 Hass and O’Hara,110 Hilton and Jones,111 Auton,109 Vickers et al.,112 Cheo and Bass,113 Auton 
and Hutley,114 Costley et al.,115 Beunen et al.,116 Leonard,117 Sonek et al.,118 Eichhorn and Magner,119

and Novak et al.120 In addition, two types of wire grids are manufactured commercially by Buckbee 
Mears(see Ref. 110) and Perkin-Elmer,101 and a third type composed of 152 μm-diameter tungsten wires 
spaced 800 to the inch has been mentioned, but no performance characteristics have been given.121

Hwang and Park122measured the polarization characteristics of two-dimensional wire mesh (64 μm and 
51 μm spacings) at a laser wavelength of 118.8 μm. The different wire-grid polarizers are listed in 
Table 2, and the principal transmittances and extinction ratios of several are shown in Figs. 14 and 15.

The polarizers with grid spacings of 1.69 μm and less were all made by evaporating the grid 
material at a very oblique angle onto a grating surface which had been prepared either by replicat-
ing a diffraction grating with the appropriate substrate material (silver bromide, Kel-F, polymethyl 
methacrylate, etc.) or by ruling a series of lines directly onto the substrate (Irtran 2 and Irtran 4). 
The oblique evaporation (8° to 12° from the surface) produced metallic lines on the groove tips 
which acted like the conducting strips of the theory, while the rest of the surface was uncoated and 
became the transparent region between strips. Larger grid spaces (4 to 25.4 μm) were produced by a 
photoetching process, and one 25.4-μm grid was made by an electroforming process. Still larger grid 
spacings were achieved by wrapping wires around suitable mandrels.

If a wire-grid polarizer is to be used in the near infrared, it is desirable to have the grid spacing as 
small as possible. Bird and Parrish92 succeeded in obtaining a very good extinction ratio in the 2- to 
6-μm wavelength region with an aluminum-coated Kel-F substrate (Figs. 14 and 15). Unfortunately, 

Wire grid is being used here, as is customary, to denote a planar structure composed of a series of parallel wires or strips. 
Renk and Genzel103 and a few others use the term to designate a two-dimensional array with two series of elements arranged at 
right angles to each other. They call a one-dimensional array a wire or strip grating.
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Kel-F (CF2CFCl)n, has absorption bands at 7.7 to 9.2 μm and 10.0 to 11.0 μm, making the polarizer 
useless in these regions, but it can be used at longer wavelengths out to 25 μm.92 Polyethylene would 
be an excellent substrate material since it has fewer absorption bands than Kel-F, but its insolubility 
in common solvents makes it much more difficult to use for replicating gratings.110 It does, however, 
make an excellent substrate material for photoetched grids.109

For infrared wavelengths longer than about 24 μm, a photoetched grid with 1-μm-wide lines (close 
to the present limit for the photoetching process) and a 2-μm spacing should have an extinction ratio 
of 5  10 3 or better if the refractive index of the substrate is about 1.5—for example, polyethylene. 
The extinction ratio would continue to decrease; i.e., the polarization properties would improve as the 
wavelength is increased. At very long wavelengths, grids with a larger spacing would have a high degree 
of polarization. The important factor is the ratio of wavelength to grid spacing, which should be kept 
as large as possible (Fig. 16b).

One definite advantage of the wire-grid polarizer is that it can be used in sharply converging beams, 
i.e., systems with high numerical apertures. Young et al.102 found no decrease in percent of polarization 
for an Irtran 2 polarizer at 12 μm used at angles of incidence from 0° to 45°. They did find, however, 
that the transmittance decreased from 0.55 at normal incidence to less than 0.40 at 45° incidence.

If a grid were to be used at a single wavelength, one might possibly make use of interference effects in 
the substrate to increase the transmission.109 If the substrate has perfectly plane-parallel surfaces, it will 
act like a Fabry-Perot interferometer and transmit a maximum amount of light when twice the product 
of the thickness and refractive index is equal to an integral number of wavelengths. The 0.25-mm-thick 
pressed polyethylene substrates used by Auton109 were not uniform enough to show interference effects, 
but the Mylar film backing on the Buckbee Mears electroformed grid did show interference effects.110
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FIGURE 16 (a) Principal transmittance and (b) extinction ratio as a function 
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strate. Substrate indexes correspond approximately to an antireflected substrate of 
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DO
 N

OT
 D

UP
LI

CA
TE



13.32  POLARIZED LIGHT

Lamellar eutectics of two phases consist of thin needles of a conducting material embedded in 
a transparent matrix. The material is made by a controlled cooling process in which there is a unidi-
rectional temperature gradient. This method of cooling orients conducting needles parallel to the tem-
perature gradient, and hence the material can act like a wire-grid polarizer. Weiss and coworkers123–125

have grown eutectic alloys of InSb and NiSb in which the conducting needles of NiSb are approximately 
1 μm in diameter and approximately 50 μm long. A degree of polarization of more than 99 percent has 
been reported. Other eutectic alloys of InAs, GaSb, and InSb containing conducting needlelike crystals 
of Ni, Fe, Mn, Cr, and Co (or their compounds) have also been investigated. An advantage of this type of 
polarizer is that its performance can be optimized at a specific wavelength, e.g., that of a CO2 laser line, 
by choosing the thickness of the crystalline film so that there will be an interference maximum at the 
desired wavelength.126 Recently, Saito and Miyagi127 have proposed using a thin film of anodized alumi-
num with implanted metallic columns to make a high-performance polarizer. Their theoretical calcula-
tions suggest that this type of polarizer should have a large extinction ratio and low loss in the infrared.

In summary, wire grids are very useful infrared polarizers, particularly for wavelengths much 
greater than the grid spacing. They are compact and easily rotatable and can be used with sharply 
converging beams. A major advantage is the extreme breadth of the wavelength band over which 
they have good polarizing properties. The long-wavelength limit is set by the transmission of the 
substrate material rather than by the loss of polarization of the grid. The short-wavelength limit is 

TABLE 2 Types of Wire-Grid Polarizers

Grid 
spacing, m Grid material Substrate

Wavelength 
range, m Reference

0.115 Evaporated Al Quartz 0.2–0.8 Sonek et al.118

0.347 Evaporated Au Silverchloride 2.5–30 Perkin-Elmer101

0.22–0.71 Evaporated Al KRS-5 3–15, 3.39, 10.6 Auton and Hutley114

0.22–0.45 Evaporated Al CaF2 3–10, 3.39 Auton and Hutley114

0.42 Evaporated Al Glass 3–5 Auton and Hutley114

0.463 Evaporated Au Kel-F 1.5–10 Bird and Parrish92

0.463 Evaporated Al Kel-F 0.7–15 Bird and Parrish92

0.463 Evaporated Al Polymethyl 
methacrylate

l–4000† Hass and O’Hara110

1.67 Evaporated Al Irtran 2 6–14 Young et al.102

1.67 Evaporated Al Irtran 4 8–19 Young et al.102

1.69 Evaporated Al Polyethylene 2.9–200‡ Hass and O’Hara110

2 Evaporated Cr Silicon 10.6 Cheo and Bass113

? ? BaF2 2–12 Leonard117

? ? ZnSe 3–17 Leonard117

4 Photoetched Al Polyethylene 16 Auton109

5.1 Photoetched Al Silicon 54.6 Hilton and Jones111

10 Photoetched Al Polyethylene 16 Auton109

25.4 Photoetched Al Silicon 54.6 Hilton and Jones111

25.4 Evaporated Au Mylar 60 Hass and O’Hara110

25 Stainless steel wire 
8 m diam.

Air 80–135 Novak et al.120

32.4 Gold-coated W wire 
21 m diam.

Air 100–10,000 Eichhorn and 
Magner119

64, 51 Wire mesh (2D) Air 118.8 Hwang and Park122

? Stainless steel wire 
50 m diam.

Air 200–1000 Vickers et al.112

317 W wire 152 m diam. Air 40–300 Roberts and Coon121

25–1800 W wire 10 m diam. Air 50 Costley et al.115

30–65 W wire 10 m diam. Air 22–500, 337 Beunen et al.116

Strong absorption bands near 8.3 and 10.5 m.
†Strong absorption bands between 5.7 and 12.5 m.
‡Absorption bands between 6 and 15.5 m.
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POLARIZERS  13.33

determined by the grid spacing; if gratings with smaller spacings could be successfully replicated and 
coated, the short-wavelength limit could be pushed closer to the visible region.

Another possible method of producing plane-polarized light is by using diffraction gratings or 
echelette gratings. Light reflected from diffraction gratings has long been known to be polarized, but the 
effect is generally small and extremely wavelength-dependent.128,129 However, Roumiguieres130 predicted 
that under certain conditions (rectangular groove grating with equal groove and land spacings and small 
groove depth), a high polarizing efficiency could be obtained. For wavelengths in the range 1.1 /d  1.7, 
over 80 percent of the light polarized parallel to the grooves should be reflected in the zero order at a 
50° angle of incidence and less than 5 percent of the other polarization. His predictions were verified by 
Knop131 who fabricated gold-coated photoresist gratings as well as an electroplated nickel master grat-
ing. Knop’s measured reflectances of the two polarized components were within 3 percent of the pre-
dicted values. In general, one tries to avoid polarization in the diffracted light to obtain high efficiencies 
in a blazed grating since polarization effects are frequently associated with grating anomalies.132,133

In contrast to diffraction gratings, echelette gratings, have been found to produce an appreciable 
amount of plane-polarized light. Experimental studies have been made by Peters et al.,134 Hadni 
et al.,135,136 and Mitsuishi et al.,137 as discussed in the earlier Polarization chapter.1 The theory of the 
polarization of light reflected by echelette gratings in the far-infrared and microwave regions has 
been given by Janot and Hadni138 and Rohrbaugh et al.139 A general numerical technique published 
by Kalhor and Neureuther140 should be useful for calculating the polarization effects of echelette 
gratings of arbitrary groove shape used in the visible region.

Measuring Polarization of Imperfect Polarizers

In determining the principal transmittance, extinction ratio, and other properties of an imperfect 
polarizer, the effects of source polarization, instrumental polarization, and sensitivity of the detector 
to the plane of polarization must either be measured or eliminated from the calculations. This is easy 
if an auxiliary polarizer is available that has a much higher degree of polarization than the one to be 
measured. In such a case, the “perfect” polarizer can be placed in the beam, and the transmittances 
T1 and T2 for the unknown polarizer can be measured directly.  Source polarization, instrumental 
polarization, and variation of detector response with plane of polarization can all be lumped together 
as a product. If this product is different in the horizontal and vertical planes, the ratio of the signals 
obtained when the “perfect” polarizer is oriented horizontally and vertically will not equal unity. One 
should always take more than the minimum number of measurements, i.e., introduce redundancy, to 
make sure that no systematic errors are present.

If a high-quality polarizer is not available, two polarizers having unknown properties may be used 
instead. Several procedures have been described in detail in the earlier polarization chapter.1 The method 
of Hamm et al.141 which yields the extinction ratio of each polarizer and the instrumental polarization 
was described in detail and a brief summary of the method of Kudo et al.142 was given. The methods of 
Hamm et al.,141 Horton et al.,143 and Schledermann and Skibowski144 were specifically developed for non-
normal incidence reflection polarizers (see “Brewster Angle Reflection Polarizers” section in Sec. 13.9).

13.9  NON-NORMAL-INCIDENCE REFLECTION
AND TRANSMISSION POLARIZERS

By far the largest class of polarizers used in the infrared and ultraviolet spectral regions (where dichroic 
sheet polarizers and calcite polarizing prisms cannot be used) is the so-called pile-of-plates polarizers
from which light is reflected (or transmitted) at non-normal incidence. Since most of these polarizers 
operate at angles near the Brewster or polarizing angle [see Eq. (48) in Chap. 12, “Polarization”], they 
are frequently called Brewster angle polarizers. The plane-parallel plates which are used for Brewster 
angle transmission polarizers (see “Brewster Angle Transmission Polarizers” section on p. 13.38) are 
generally thick enough to ensure that although multiple reflections occur within each plate, the 

When using an air-spaced polarizing prism, extreme care should be taken not to exceed the acceptance angle of the prism.
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13.34  POLARIZED LIGHT

coherence of the light beam is lost and there are no interference effects. However, another class of non-
normal-incidence transmission polarizers makes use of interference effects to enhance their polarizing 
properties. These include interference polarizers (see “Interference Polarizers” section on p. 13.39) and 
polarizing beam splitters (see “Polarizing Beam Splitters” section on p. 13.41). These thin-film devices 
are discussed in much more detail in Chap. 7, “Optical Properties of Films and Coatings,” in Vol. IV by 
Jerzy A. Dobrowolski. A relation which is frequently used in connection with non-normal-incidence 
reflectance measurements is the Abelès condition, discussed in the following section.

Brewster Angle Reflection Polarizers

Most reflection-type polarizers are made of plates which are either nonabsorbing or only slightly 
absorbing. The angle of incidence most often used is the Brewster angle at which the reflection of 
the p component, light polarized parallel to the plane of incidence, goes to 0. Thus the reflected 
light is completely plane polarized with the electric vector vibrating perpendicular to the plane of 
incidence (s component). Curves showing the reflectance and extinction ratio for various materi-
als and angles near the Brewster angle are given in Fig. 5 of Chap. 12, “Polarization.” The polarizing 
efficiency of reflection-type polarizers can be experimentally determined using any of the methods 
given in Par. 49 of the earlier polarization chapter;1 the methods of Hamm et al.,141 Horton et al.,143

and Schledermann and Skibowski144 were specifically developed for polarizers of this type.
Brewster angle reflection polarizers for the infrared are made from the semiconductors silicon, 

germanium, and selenium which are transparent beyond their absorption edges and have high refrac-
tive indexes. Table 3 lists various infrared polarizers which have been described in the literature. 
All involve external reflections except the Ge-Hg polarizer described by Harrick,145 in which light 
undergoes two or four reflections within a bar of germanium. While Harrick’s polarizer has attractive 
features, it depends on maintaining polarization in the germanium, so that great care must be taken to 
obtain material with a minimum of strain birefringence.

In the ultraviolet, materials such as LiF, MgF2, CaF2, and A12O3, can be used as polarizers. Biotite, a 
form of mica, has also been found to perform very well in the 1000- to 6000-Å region. In the extreme 
ultraviolet, metallic films, particularly Au, Ag, and Al, have been used as polarizers. Table 4 lists vari-
ous non-normal-incidence ultraviolet reflection polarizers as well as authors who have made calcula-
tions and measurements on various materials for ultraviolet polarizers.

TABLE 3 Infrared Brewster Angle Reflection Polarizers

Material Description Reference

Ge-Hg Multiple internal reflections in Ge immersed in Hg Harrick145

Ge Single external reflection from 1-cm-thick polished Ge single crystal Edwards and Bruemmer146

Ge Proposed parallel and antiparallel arrangements of two Ge plates Krízek147

Ge Double-beam system: beam 1, single reflection; beam 2, one transmission, one 
reflection

Craig et al.148

Ge Axial arrangement with reflections from two Ge wedges and two Al mirrors Bor and Brooks149

Se Reflections from two cast-Se films on roughened glass plates Pfund150

Se Axial arrangement with reflections from two Se films evaporated on NaCl and 
one Ag mirror

Barchewitz and Henry151

Se Large-aperture, axial, venetian-blind arrangement with one or two reflections from
evaporated Se films on roughened glass plates (additional reflections from Al mirrors)

Takahashi152

Si Single reflection from polished single crystal Si Walton and Moss153

Si Axial arrangement with reflection from two Al mirrors and polished Si plate with 
roughened back

Baumel and Schnatterly154

PbS Axial arrangement with reflections from two chemically deposited PbS films and 
one Al film

Grechushnikov and 
Petrov155

CdTe Single plate Leonard117

Al  A12O3 Multiple reflections from A12O3 coated with metal at 10.6 m (calculations only) Cox and Hass156

Ti  SiO2 Multiple reflections from dielectric coated Ti at 2.8 m (calculations only) Thonn and Azzam157
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The most versatile non-normal-incidence reflection polarizer would be one which does not 
deviate or displace the beam from its axial position. One convenient arrangement would be a symmet-
ric three-reflection system in which the light is incident on one side of a triangle, reflected to a plane 
mirror opposite the apex, and back to the other side of the triangle, as was done by Horton et al.,143

and Barchewitz and Henry.151 If the polarizer must have a good extinction ratio and the light beam is 
highly convergent, two of the reflections could be from the polarizing material and the third from a sil-
vered or aluminized mirror. If the beam is highly collimated or more throughput is required, only one 
reflection may be from the polarizing material. The throughput can also be increased by using a plane-
parallel plate for the polarizing reflection. The major drawback to a reflection polarizer is the extreme 
length of the device required to accommodate a beam of large cross-sectional area. For example, if a 
germanium polarizer were used at the Brewster angle (76°) and the beam width were about 25 mm, 
each Ge plate would have to be about 25 mm  100 mm and the overall length of the polarizer would 
be greater than 200 mm if a three-reflection axial arrangement such as that described above were used.

The Abelès condition,179 which applies to the amplitude reflectance at 45° angle of incidence (see 
Sec. 12.5 in Chap. 12, “Polarization”) is useful for testing the quality of reflection polarizers. Schulz 
and Tangherlini180 apparently rediscovered the Abelès condition and used the ratio R Rs p

2 1/  as a 
test to evaluate their reflecting surfaces. They found that surface roughness made the ratio too small 
but annealing the metal films at temperatures higher than 150°C made the ratio larger than unity. 
Rabinovitch et al.165 made use of the Abelès condition to determine the polarization of their Seya-
Namioka vacuum-ultraviolet monochromator. They measured the reflectance at 45° of a sample 
whose plane of incidence was perpendicular or parallel to the exit slit. From these measurements 
they deduced the instrumental polarization by assuming the Abelès condition. Values of instrumen-
tal polarization obtained using carefully prepared gold and fused-silica samples were in excellent 
agreement, showing that neither of these materials had surface films which invalidated the Abelès 
condition. Surface films usually have relatively little effect on the Abelès condition in the visible 
region181 but become important in the vacuum ultraviolet. Hamm et al.141 eliminated the effect of 
instrumental polarization from their measurements of the reflectance of a sample in unpolarized 
light at 45° angle of incidence by making use of the Abelès condition. Although Mcllrath162 did not 
refer to the Abelès condition as such, he used it to determine the instrumental polarization of his 
vacuum-ultraviolet apparatus so he could measure the absolute reflectance of a sample at 45° angle 
of incidence. Thonn and Azzam157 have calculated the polarizing properties of dielectric-coated 
metal mirrors at 2.8 μm in the infrared. Reflections from 2, 3, or 4 such mirrors at the Brewster 
angle should give excellent performance, although the polarizer would be quite long.

Brewster Angle Transmission Polarizers

To help overcome the beam-deviation problem and the extreme length of reflection-type polarizers, 
Brewster angle polarizers are often used in transmission, particularly in the infrared, where transpar-
ent materials are available. At the Brewster angle, all of the p component and an appreciable fraction 
of the s component are transmitted. Thus, several plates must be used to achieve a reasonable degree 
of polarization. The higher the refractive index of the plates, the fewer are required.

Tables 1 and 2 in Chap. 12, “Polarization” give equations for the transmittances and degree of 
polarization for a single plate and multiple plates at any angle of incidence in terms of Rs and Rp for a 
single surface, as well as these same quantities at the Brewster angle. Conn and Eaton182 have shown 
that the formulas which assume incoherent multiple reflections within each plate and none between 
plates give the correct degree of polarization for a series of Zapon lacquer films (n  1.54) and also 
for a series of eight selenium films, whereas the formula of Provostaye and Desains183 predicted val-
ues which were much too low. These authors also point out that the number of multiply reflected 
beams between plates that enter the optical system depends on the spacing between plates and the 
diaphragm used to limit the number of beams. One can use a fanned arrangement, as suggested by 
Bird and Shurcliff,184 to eliminate these multiply reflected beams. Internal reflections within each 
plate can be removed by wedging the plates.184

Most of the infrared Brewster angle transmission polarizers described in the literature have been 
made of selenium, silver chloride, or polyethylene sheet; they are listed in Table 5. For wavelengths 
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longer than 3 μm, where calcite polarizing prisms become highly absorbing, to about 10 μm, beyond 
which wire-grid polarizers have good extinction ratios, Brewster angle transmission polarizers are 
the most useful, since the better-extinction, on-axis reflection-type polarizers (see “Brewster Angle 
Reflection Polarizers” section on p. 13.34) are impossibly long. Some of the interference polarizers 
described in the following sections “Interference Polarizers” and “Polarizing Beam Splitters” are 
superior if the beam-convergence angle is small. Ultraviolet Brewster angle transmission polarizers 
are not nearly as common; LiF and CaF2 have mainly been used from about 1500 to 2500 Å (see 
Table 6). In the wavelength region where calcite polarizing prisms are usable ( 2140 Å), Brewster 
angle polarizers have the advantage of a larger linear aperture and less absorption.

Low-absorption glass pile-of-plates polarizers have been used in the visible spectral region by 
Weiser,210 in preference to more absorbing Glan-Thompson prism polarizers, to increase the power 
output of giant-pulse ruby lasers. Weinberg211 calculated the degree of polarization of glass and sil-
ver chloride plates, but he did not calculate the transmittance of his polarizers.

Interference Polarizers

When the sheets or films constituting a non-normal-incidence transmission polarizer are thin and 
have very smooth surfaces, the internally reflected beams can interfere constructively or destructively. 
In this case, the transmittance of the p component remains unity at the Brewster angle (where Rp  0) 
and only oscillates slightly (with respect to wavelength) for angles close to the Brewster angle. However, 
the s transmittance varies from a maximum of unity to a minimum of ( ) /( )1 12 2R Rs s  whenever 

 changes by an amount that will make the quantity (nd cos 1)/  in Eq. (26) in Chap. 12, “Polariza-
tion” change by 1/2.  These transmittance oscillations are only 0.225 for a single film of refractive 
index 1.5 but can become as large as 0.492 when n  4.0. Since the p transmittance remains essentially 
constant, the extinction ratio will vary cyclically with the s transmittance, as can be seen in the upper 
curve of Fig. 17 for a 2.016-μm-thick selenium film.

If a transmission polarizer with a good extinction ratio is needed for use over a limited wave-
length range, it can be made of several uniform films of a thickness that yields a minimum extinc-
tion ratio in the given wavelength region. The extinction ratio for a series of m films is ( / )T Ts p

m

when there are no multiple reflections between them. In this way only half as many films would 
be needed to achieve a given extinction ratio as would be necessary if interference effects were 
not present. This rather surprising result can be seen from the expressions for (Ts)sample for m plates 
with and without interference effects in Table 2 in Chap. 12, “Polarization.” Assuming no multiple 

TABLE 6 Ultraviolet Brewster Angle Transmission Polarizers

Material Description
Wavelength 

range, Å Reference

LiF 4–8 plates (0.3–0.8 mm thick) at 60  angle of incidence (Brewster 
angle 55.7–58.7 ) stacked in alternate directions

1200–2000 Walker206

LiF 8 plates 1100–3000 Hinson207

LiF 8 plates (0.25–0.38 mm thick) at 60  angle of incidence stacked 
in groups of 4 in alternate directions

1200–2000 Heath208

CaF2 4 to 8 wedged plates stacked in alternate directions in fanned 
arrangement at 65  angle of incidence (Brewster angle 56.7)

1500–2500 Schellman et al.209

Al Calculations of polarizing efficiency for 1000-Å-thick unbacked Al 
  film, 1000- and 500-Å Al films each covered with 30-Å Al2O3

and 100-Å Au films

300–800 Hunter158

The approximate expression for this wavelength interval  (assuming that the oscillations are sufficiently close together 
for 1 2 2) is given in Eq. (27) in Chap. 12, “Polarization.”
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13.40  POLARIZED LIGHT

reflections between plates, the expressions are [ /( )]2 12 4 2n n m and [ /( )]2 12 4n n m, respectively. Hertz189

achieved a degree of polarization of 99.5 percent in the 6- to17-μm region using three unbacked 
selenium films 0.95 μm thick. Conn and Eaton182 obtained only a slightly better performance with 
eight thicker nonuniform selenium films.

As can be seen in Fig. 17, the calculated extinction ratio for the 2.016-μm-thick film goes to unity 
at 3.0, 4.6, and 9.2 μm, indicating that the s as well as the p transmittance at these wavelengths is 
unity. This ratio will remain unity at the above wavelengths if there are several nonabsorbing films 
of the same thickness. Even if the films have slightly different thicknesses, or if their surfaces are 
somewhat rough, interference effects may still persist, adversely affecting polarizer performance. 
Such effects have been observed by Elliott et al.,186 Barchewitz and Henry,151 Duverney,188 Mitsuishi 
et al.,137 and Walton et al.205

By choosing films of appropriate thicknesses, interference effects can be used to advantage. The 
lower curve in Fig. 17 shows the extinction ratio obtained if four selenium films of thicknesses 1.08, 
1.44, 1.80, and 2.02 μm are used at the Brewster angle as a transmission polarizer. (The wavelengths 
at which maxima occur for the three thinner films are indicated by arrows in the upper portion of 
the figure.) In this example the extinction ratio for the four films in series is better than 2  10 2

from 2.5 to 30 μm and at most wavelengths is better than 10−2 (corresponding to a degree of polar-
ization in excess of 98 percent). In the 11- to 27-μm wavelength region the extinction ratio is better 
than 10 3. Four thick or nonuniform selenium films without interference effects have a calculated 
extinction ratio of about 10 2, and six films are required to change this ratio to 10 3. Thus, in the 11- 
to 27-μm wavelength region, four selenium films of appropriate thicknesses with interference have 
a superior extinction ratio to six selenium films without interference. If one wishes to optimize the 
extinction ratio over a more limited wavelength range, the film thicknesses can be adjusted accord-
ingly and the extinction ratio improved. Unfortunately, the gain in extinction ratio is offset by a 
more sensitive angular function than that shown in Fig. 7 in Chap. 12., “Polarization,” so that the 
incident beam must be very well collimated.

Interference effects can also be used to advantage in other types of non-normal-incidence 
polarizers. Bennett et al.212 made a transmission polarizer from a series of four germanium films 

FIGURE 17 Calculated extinction ratios for a series of selenium films (n  2.46) 
as a function of wavelength from 2.5 to 30 μm. Light is incident at the Brewster angle, 
67.9°, and multiply reflected beams interfere within the film. The upper curve is for a 
single film 2.016 μm thick; arrows indicate positions of maxima for three thinner films: 
t1 1.080 μm, t2 1.440 μm, and t3  1.800 μm. The lower curve is the extinction ratio 
for the four films in series assuming no reflections between films. The calculated p
transmittance for each film (and for four films in series) is unity at the Brewster angle.
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(ranging in thickness from 0.164 to 0.593 μm), evaporated onto strain-free plates of sodium chlo-
ride. The plates were inclined at the Brewster angle for germanium and arranged in the form of 
an X so that the polarizer would have a large square aperture and would not deviate the beam. An 
extinction ratio better than 3  10−3 was measured at 2.5 μm, and the plates transmitted from 2 to 
13 μm. (Calculated extinction ratios in this wavelength range vary from 1  10−3 to 2  10−4 for 
radiation incident at the Brewster angle.)

Polarizers consisting of a high refractive index transparent film on a lower refractive index 
transparent substrate have been suggested for use in the visible wavelength region by Schröder213

and Abelès.214 These still have a Brewster angle where Rp  0, and furthermore Rs at this angle 
is greatly increased over its value for an uncoated low refractive index substrate. Thus, a large-
aperture, high-efficiency polarizer with no absorption losses is possible, which should find 
numerous applications in laser systems. One polarizer of this type, suggested independently by 
Schröder and by Abelès, would consist of high refractive index titanium dioxide films (n  2.5) 
evaporated onto both sides of a glass substrate (n 1.51). At the Brewster angle, 74.4°, Rs  0.8, 
making this polarizer equivalent to one made from a material of refractive index 4 ( B 76.0° 
as shown in Fig. 4 in Chap. 12, “Polarization”).  Two glass plates coated on both sides with TiO2
films should have an extinction ratio of about 1.6  10−3 at 5500 Å and about twice that value at 
the extreme ends of the visible region, according to Abelès.214 Schröder213 measured the degree of 
polarization as a function of angle of incidence for one such TiO2-coated glass plate and found 
values comparable to the calculated ones. Kubo215 calculated the degree of polarization, reflec-
tance, and transmittance (as a function of angle of incidence and wavelength) of a glass plate 
(n  1.50) covered with a thin transparent film of index, 2.20. His results are similar to those of 
Abelès and Schröder.

Schopper,216 Ruiz-Urbieta and Sparrow,217–219 and Abelès220 have also investigated making non-
normal-incidence reflection polarizers from a thin transparent or absorbing film deposited onto an 
absorbing substrate. Zaghloul and Azzam221 proposed using silicon films on fused silica substrates as 
reflection polarizers for different mercury spectral lines in the visible and ultraviolet regions. Abelès 
designed some specialized reflection polarizers for use in the vacuum ultraviolet. Unfortunately the 
wavelength range covered by such a polarizer is very narrow; for one polarizer it was 25 Å at a wave-
length of 1500 Å. However, the spectral range could possibly be increased by using several thin films 
instead of one.

Multilayer film stacks have also been used to produce non-normal-incidence reflection or trans-
mission polarizers by Buchman et al.222 Buchman223 later improved the design performance of his 
polarizers by adding antireflection layers between the repeating groups of layers. Although this type 
of polarizer has a relatively narrow operating bandwidth, a small angular acceptance, tight wave-
length centering, and layer thickness uniformity requirements, it can be used successfully in high 
power laser systems as shown by Refermat and Eastman.224 Songer225 described how to design and 
fabricate a Brewster angle multilayer interference polarizer out of a titanium dioxide, silicon dioxide 
multilayer on BK 7 glass for use in a 1.06-μm laser beam. Blanc, Lissberger, and Roy226 designed, 
built, and tested multilayer zinc sulfide-cryolite-coated glass and quartz polarizers for use with a 
pulsed 1.06-μm laser. Recently, Maehara et al.227 have reported excellent performance for a pair of 
polarizers coated with 21 ruthenium and silicon films on a silicon wafer over a wide wavelength 
range in the soft x-ray region. In several designs of multilayer film stacks, both the reflected and 
transmitted beams are used; they are discussed in the following section.

Polarizing Beam Splitters

Polarizing beam splitters are a special form of non-normal-incidence interference polarizers in 
which the beam is incident on a multilayer dielectric stack at 45°. The transmitted beam is almost 
entirely plane-polarized in the p direction, while the reflected beam is nearly all plane-polarized 

We are assuming no multiply reflected beams within the substrate in either case.
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in the s direction. Generally the alternating high and low refractive index dielectric layers are depos-
ited onto the hypotenuses of two right-angle prisms, which are then cemented together to form a 
cube. The beam enters a cube face normally and strikes the multilayers on the hypotenuse (the high 
refractive index layer is next to the glass), and the reflected and transmitted beams emerge normal 
to cube faces, being separated by 90°. Clapham et al.228 have a good discussion of polarizing beam 
splitters, which were invented by S. M. MacNeille229 and developed by Banning.230 Banning’s beam 
splitter was made with three zinc sulfide and two cryolite layers on each prism; the polarization for 
white light was greater than 98 percent over a 5°-angle on each side of the normal to the cube face 
for both the reflected and transmitted beams. Variations on this design have since been proposed by 
Dobrowolski and Waldorf,231 Monga et al.,232 and Mouchart et al.,233 primarily to improve the laser 
damage resistance of the device and increase the angular field of view. Dobrowolski and Waldorf231

designed and built a polarizing beam splitter consisting of a multilayer coating of HfO2 and SiO2
deposited onto fused silica and immersed in a water cell that acted like the MacNeille cube. Tests 
with a 0.308 μm excimer laser showed a high laser damage threshold. The multi-wavelength polar-
izing beam splitters designed by Monga et al.232 could be made in large sizes and could withstand 
high laser power levels. The modified MacNeille cube polarizers designed by Mouchart et al.233 had 
angular fields of view that could be increased to about 10° when the polarizers were used with 
monochromatic light sources.

Lees and Baumeister234 designed a frustrated total internal reflection beam splitter that had a 
multilayer dielectric stack deposited onto the hypotenuse of a prism. Their designs, for use in the 
infrared spectral region, consisted of multilayer stacks of PbF2 and Ge deposited onto a germanium 
prism and covered by a second germanium prism. Azzam235 designed polarization-independent 
beam splitters for 0.6328 μm and 10.6 μm using single-layer coated zinc sulfide and germanium 
prisms. The devices were found to be reasonably achromatic and their beam-splitting ratio could be 
varied over a wide range with little degradation in polarization properties. Azzam236 also proposed 
coating a low-refractive-index dielectric slab on both sides with high-refractive-index dielectric 
films to make an infrared polarizing beam splitter.

Various high- and low-refractive-index materials have been successfully used in the multilayer 
stacks. In addition to zinc sufilde and cryolite on glass by Banning230 and Schröder and Schläfer,237

layers of a controlled mixture of silicon dioxide and titanium dioxide have been alternated with 
pure titanium dioxide on fused-silica prisms by Pridatko and Krylova,238 thorium dioxide and sili-
con dioxide have been used on fused-silica prisms by Sokolova and Krylova,239 chiolite (a mixture 
of sodium and aluminum fluorides) and lead fluoride have been used on fused-silica prisms by 
Turner and Baumeister,240 bismuth oxide and magnesium fluoride have been used on EDF glass 
prisms by Clapham et al.,228 and zirconium oxide and magnesium fluoride have been used on 
dense flint-glass prisms by Clapham et al.228 The calculations involved in optimizing these beam 
splitters for good polarizing characteristics, achromaticity, and relative insensitivity to angle of 
incidence are quite involved. Clapham et al.228 and Turner and Baumeister240 discuss various calcu-
lational techniques frequently used. Clapham241 also gives the measured characteristics of a high-
performance achromatic polarizing beam splitter made with zirconium oxide and magnesium 
fluoride multilayers.

Although polarizing beam splitters are generally designed so that the s and p polarized beams 
emerge at right angles to each other, Schröder and Schläfer237 have an ingenious arrangement in 
which a half-wave plate and mirror are introduced into the path of the reflected beam to make it 
parallel to the transmitted beam and of the same polarization. Other optical schemes to accomplish 
the same purpose have been described in a later paper.242

For some purposes it is desirable to have a beam splitter that is insensitive to the polarization of 
the incident beam. Baumeister243 has discussed the design of such beam splitters made from mul-
tilayer dielectric stacks of alternating low- and high-refractive-index materials. One of his designs 
is composed of six dielectric layers for which the extinction ratio Ts/Tp varies from 0.93 to 0.99 in a 
bandwidth of about 800 Å, with a 1° variation in the angle of incidence. In principle, any multilayer 
filter which is nonreflecting at normal incidence will be nonpolarizing at all angles of incidence, 
according to Baumeister.244 Costich245 has described filter designs for use in the near infrared which 
are relatively independent of polarization at 45° angle of incidence.
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13.10 RETARDATION PLATES

Introduction

The theory of retardation plates and especially quarter-wave retarders is given in Chap. 12, 
“Polarization.” The basic relation for retardation plates, Eq. (73) in that section, is

N d n ne o( ) (9)

where no  refractive index of the ordinary ray, ne  refractive index of the extraordinary ray, 
d  physical thickness of the plate, and  wavelength.

Retardation plates are generally made of mica, stretched polyvinyl alcohol, and quartz, although 
other stretched plastics such as cellophane, Mylar, cellulose acetate, cellulose nitrate, sapphire, mag-
nesium fluoride, and other materials can also be used (see West and Makas246). Polyvinyl alcohol in 
sheet form transmits well into the ultraviolet beyond the cutoff for natural mica and is thus particu-
larly useful for ultraviolet retardation plates, according to McDermott and Novick.91 As suggested 
by Jacobs et al.,247 permanent birefringence can be thermomechanically induced in the borosili-
cate optical glass ARG-2, making it an attractive alternate to natural crystalline quartz and mica for 
large aperture wave plates for laser systems. Refractive indexes and birefringences of some materials 
are listed in Tables 7 and 8. The birefringences reported for mica and apophyllite should be consid-
ered as approximate, since they are measurements made on single samples. There is good reason to 
believe that the birefringence of apophyllite may be different for other samples, (see “Achromatic 
Retardation Plates” section on p. 13.48). Although calcite would seem at first to be a good material 
for retardation plates, its birefringence is so high that an extremely thin piece, less than 1 μm, would 
be required for a single /4 retardation plate. If a “first-order” or multiple-order plate were con-
structed (see sections “First-Order Plates” on p. 13.46 and “Multiple-Order Plates” on p. 13.47), or if 
calcite were used as one component of an achromatic retardation plate (see “Achromatic Retardation 
Plates” section), the tolerance on the thickness would be very stringent.

Retardation plates are generally made of a single piece of material, although when the thickness 
required for a plate is too small, two thicker pieces may be used with the fast axis of one aligned par-
allel to the slow axis of the other to cancel out all but the desired retardation. Plates which are a little 
too thin or a little too thick may be rotated about an axis parallel or perpendicular to the optic axis 

TABLE 7 Refractive Indices of Selected Materials at 5893 Å248

Material no ne

Positive Uniaxial Crystals

Ice, H2O 1.309 1.313
Sellaite, MgF2 1.378 1.390
Apophyllite, 2[KCa4Si8O20(F, OH)·8H2O] 1.535 1.537
Crystalline quartz, SiO2 1.544 1.553
Dioptase, CuSiO3·H2O 1.654 1.707
Zircon, ZrSiO4 1.923 1.968
Rutile, TiO2 2.616 2.903

Negative Uniaxial Crystals

Beryl (emerald), Be3Al2(SiO3)6 1.581 1.575
Sodium nitrate, NaNO3 1.584 1.336
Muscovite mica (complex silicate) 1.5977 1.5936
Apatite, Ca10(F, C1)2(PO4)6 1.634 1.631
Calcite, CaCO3 1.658 1.486
Tourmaline (complex silicate) 1.669 1.638
Sapphire, A12O3 1.768 1.760
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to change the retardation to the desired amount, as suggested by Gieszelmann et al.,267 and Daniels.268

There are also some novel circular polarizers and polarization rotators for use in the far ultraviolet 
(see the papers by Mcllrath,162 Saito et al.,269 and Westerveld et al.270), far infrared (Richards and 
Smith,271 Johnston,272 and Gonates et al.273), and visible region (Lostis,274 and Greninger275).

Achromatic retardation plates which have the same retardation over a range of wavelengths can 
be made from two or more different materials or from two or more plates of the same material 
whose axes are oriented at appropriate angles with respect to each other. These latter devices are 
known as composite plates (see “Composite Retardation Plates” section on p. 13.52 and the earlier 
polarization chapter1), and although they can change plane-polarized light into circularly polarized 
light, they do not have all the other properties of true retardation plates. By far the most achromatic 

/4 retarders are devices, such as the Fresnel rhomb, which obtain their retardation from internal 
reflections at angles greater than the critical angle.

Mica retardation plates are mentioned in “Mica Retardation Plates” section and are discussed 
in detail in the earlier polarization chapter,1 which includes the theory of multiple reflections; 
“Crystalline Quartz Retardation Plates” section on p. 13.46 is devoted to various types of crystalline-
quartz retardation plates, and “Achromatic Retardation Plates” section on p. 13.48 covers all ach-
romatic retardation plates, except those of the rhomb-type; the latter are mentioned in “Rhombs 
as Achromatic /4 Retarders” section on p. 13.52 and in detail by Bennett276 and also in the earlier 
polarization chapter.1 Various types of composite plates and unusual retardation plates are also 
described in detail in Ref. 1.

Methods for making and testing quarter-wave plates including ways of splitting mica, how to 
distinguish between fast and slow axes, methods for measuring retardations close to /4, and the 
tolerance on plate thickness have all been described in detail in the earlier polarization chapter.1 An 
additional paper by Nakadate277 shows how Young’s fringes can be used for a highly precise mea-
surement of phase retardation.

Waveplates are all sensitive to some degree to temperature changes, variations in the angle of 
incidence, coherence effects in the light beam, and wavelength variations. Multiple-order plates are 
much more sensitive than “first-order” or single-order plates. Hale and Day278 discuss these effects 
for various types of waveplates and suggest designs that are less sensitive to various parameters.

Most retardation plates are designed to be used in transmission, generally at normal incidence. 
However, there are also reflection devices that act as quarter-wave and half-wave retarders and 
polarization rotators. In the vacuum ultraviolet, Westerveld et al.270 produced circularly polarized 
light by using Au-coated reflection optics. Saito et al.269 used an evaporated Al mirror as a retarda-
tion plate at 1216 Å, Lyman radiation, following earlier work by Mcllrath.162 Greninger275 showed 
that a three-mirror device could be used in place of a half-wave plate to rotate the plane of polariza-
tion of a plane-polarized beam and preserve the collinearity of input and output beams. Johnston272

used a different three-mirror arrangement for the same application in the far-infrared. Thonn and 
Azzam157 designed three-reflection half-wave and quarter-wave retarders from single-layer dielectric 
coatings on metallic film substrates. They showed calculations for ZnS-Ag film-substrate retarders 
used at 10.6 μm. Previously Zaghloul, Azzam, and Bashara279,280 had proposed using a SiO2 film on 
Si as an angle-of-incidence tunable reflection retarder for the 2537-Å mercury line in the ultraviolet 
spectral region. Kawabata and Suzuki281 showed that a film of MgF2 on Ag was superior to Zaghloul 
et al.’s design at 6328 Å. They also performed calculations using A1, Cu, and Au as the metals and 
concluded that Ag worked best.

Mica Retardation Plates

Mica quarter-wave plates can be made by splitting thick sheets of mica down to the appropriate 
thickness, as described by Chu et al.,282 and in the earlier polarization chapter.1 Since the difference 
between the velocities of the ordinary and extraordinary rays is very small, the mica sheets need not 
be split too thin; typical thicknesses lie in the range 0.032–0.036 mm for yellow light. The fast and 
slow axes of a mica quarter-wave plate can be distinguished using Tutton’s test, as mentioned in 
Strong’s book,283 and the retardation can be measured using one of several rather simple tests.1
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If the mica sheets are used without glass cover plates, multiply reflected beams in the mica can 
cause the retardation to oscillate around the value calculated from the simple theory, as described 
in the earlier polarization chapter.1 Fortunately this effect can be eliminated in one of several ways.1

Mica does have one serious drawback. There are zones in the cleaved mica sheets which lie at angles 
to each other and which do not extinguish at the same angle, as noted by Smith.284 Thus, extinc-
tion cannot be obtained over the whole sheet simultaneously. In very critical applications such as 
ellipsometry, much better extinction can be obtained using quarter-wave plates made of crystal-
line quartz (“Crystalline Quartz Retardation Plates” section next), which do not exhibit this effect. 
Properties of mica quarter-wave plates and methods for making and testing all /4 plates are dis-
cussed in detail in the earlier polarization chapter.1

Crystalline-Quartz Retardation Plates

Crystalline quartz is also frequently used for retardation plates, particularly those of the highest 
quality. It escapes the problem of zones with different orientations like those found in mica. The 
thickness of quartz required for a single quarter-wave retardation at the 6328-Å helium-neon laser 
line is about 0.017 mm, much too thin for convenient polishing. If the plate is to be used in the 
infrared, single-order quarter-wave plates are feasible (see “Single-Order Plates in the Infrared” 
section). Two types of quartz retardation plates are generally employed in the visible and ultra-
violet regions: so-called “first-order” plates made of two pieces of material “First-Order Plates 
section” which are the best for critical applications, and multiple-order plates made of one thick 
piece of crystalline quartz (see “Multiple-Order Plates,” “Sensitivity to Temperature Changes,” and 
“Sensitivity to Angle of Incidence” sections). The multiple-order plates are generally not used for 
work of the highest accuracy since they are extremely sensitive to small temperature changes (see 
“Sensitivity to Temperature Changes” section) and to angle of incidence. Also, they have /4 retarda-
tion only at certain wavelengths; at other wavelengths the retardation may not even be close to /4.

When using any of the different types of retardation plates at a single wavelength, the methods 
for measuring the retardation and for distinguishing between fast and slow axes given in the earlier 
polarization chapter1 can be used.

“First-Order” Plates A so-called “first-order” plate is made by cementing together two nearly equal 
thicknesses of quartz such that the fast axis of one is aligned parallel to the slow axis of the other (both 
axes lie in planes parallel to the polished faces). The plate is then polished until the difference in thick-
ness between the two pieces equals the thickness of a single /4 plate. The retardation of this plate can 
be calculated from Eq. (9) by setting d equal to the difference in thickness between the two pieces. The 
“first-order” plate acts strictly like a single-order quarter-wave plate with respect to the variation of 
retardation with wavelength, temperature coefficient of retardation, and angle of incidence.

The change in phase retardation with temperature at 6328 Å, as calculated from equations given 
in the earlier polarization chapter,1 is 0.0091°/°C, less than one-hundredth that of the 1.973-mm 
multiple-order plate discussed in “Sensitivity to Temperature Changes” section on p. 13.48. The 
change in retardation with angle of incidence  at this wavelength is also small: ( N)10°  0.0016, as 
compared with 0.18 for the thick plate (see “Sensitivity to Angle of Incidence” section on p. 13.48).

A “first-order” quartz /4 plate has several advantages over a mica /4 plate: (1) Crystalline 
quartz has a uniform structure, so that extinction can be obtained over the entire area of the plate 
at a given angular setting. (2) Since the total plate thickness is generally large, of the order of 1 mm 
or so, the coherence of the multiple, internally reflected beams is lost and there are no oscillations in 
the transmitted light or in the phase retardation. (3) Crystalline quartz is not pleochroic, except in 
the infrared, so that the intensity transmitted along the two axes is the same. (4) Crystalline quartz 
transmits farther into the ultraviolet than mica, so that “first-order” plates can be used from about 
0.185–2.0 μm (see Table 8).

Grechushnikov285 has an incorrect relation for the change in phase retardation with angle of incidence [his Eq. (2)]. He 
assumed that the retardations in the two halves of the plate add rather than subtract, yielding a retardation comparable to that of 
a thick quartz plate.
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Single-Order Plates in the Infrared Although a crystalline-quartz retardation plate which is /4 in 
the visible is too thin to make from a single piece of material, the thickness required for such a plate 
is larger in the infrared. Jacobs and coworkers267 describe such a /4 plate for use at the 3.39-μm 
helium-neon laser line. They measured the birefringence of quartz at this wavelength and found it 
to be 0.0065  0.0001, so that the thickness required for the plate was 0.1304 mm. The actual plate 
was slightly thinner (0.1278 mm), so that it was tipped at an angle of 10° (rotating it about an axis 
parallel to the optic axis) to give it exactly /4 retardation (see “Sensitivity to Angle of Incidence” 
section on p. 13.48). Maillard262 has also measured the birefringence of quartz at 3.39 μm and 3.51 
μm and obtained values of 0.00659 and 0.00642, respectively (both 0.00002), in agreement with 
Jacobs’ value. These data lie on a smooth curve extrapolated from the values of Shields and Ellis.251

A problem encountered when using crystalline quartz in the infrared is that, in general, the ordi-
nary and extraordinary rays have different absorption coefficients; thus it may be impossible to con-
struct a perfect wave plate regardless of the relative retardation between the rays. For an absorbing 
wave plate to have a retardation of exactly /4, the requirement

n

n n n
o

e

e o

e o

1

1 8
1

2

exp
( )

( )
(10)

must be met;267
e and o are the absorption coefficients for the extraordinary and ordinary rays, 

respectively. At wavelengths shorter than 3.39 μm, the birefringence is small enough for it to be pos-
sible to approximate the condition in Eq. (10) closely whenever e o. Values of these quantities 
are given by Drummond.286 Gonatas et al.273 concluded that, in the far infrared and submillimeter 
wavelength region, the effect of different absorption coefficients in the crystalline quartz was small 
and could be corrected.

Another problem which occurs for crystalline quartz and also for sapphire273 in the infrared 
is that the Fresnel reflection coefficients are slightly different for the ordinary and extraordinary 
rays since the refractive indexes and absorption coefficients are in general different. One possible 
solution is to deposit isotropic thin films on the crystal surfaces.273 The refractive index of these 
films is chosen to balance the anisotropic absorption effect by making the Fresnel reflection coef-
ficients appropriately anisotropic. On the other hand, if anisotropic Fresnel reflection proves to 
be undesirable, it can be greatly diminished by using an antireflection coating, as suggested by 
Gieszelmann et al.267

If a single-order crystalline-quartz plate is to be used for a continuous range of wavelengths, 
both the phase retardation and the transmittance of the ordinary and extraordinary rays will oscil-
late as a function of wavelength because of multiple coherent reflections in the quartz. The sepa-
ration between adjacent maxima in the phase retardation can be calculated from Eq. (144) in the 
earlier polarization chapter.1 Using  3.3913 μm, n  1.4881, and d  127.8 μm,  0.03024 μm, 
an amount which should be well-resolved with most infrared instruments. Thus, if a wave plate is 
to be used over a range of wavelengths, it would be well to antireflect the surfaces to eliminate the 
phase oscillations.

Multiple-Order Plates Thick plates made from crystalline quartz are sometimes used to pro-
duce circularly polarized light at a single wavelength or a discrete series of wavelengths. The plate 
thickness is generally of the order of one or more millimeters so that the retardation is an integral 
number of wavelengths plus /4, hence the name multiple-order wave plate. This plate acts like 
a single /4 plate provided it is used only at certain specific wavelengths; at other wavelengths it 
may not even approximate the desired retardation. For example, a 1.973-mm-thick quartz plate 
was purchased which had an order of interference N  28.25 at 6328 Å. From Eq. (9) and Table 8, 
this plate would have N  30.52 at 5890 Å, and would thus be an almost perfect half-wave plate at 
this latter wavelength.

If a multiple-order plate is used to produce circularly polarized light at unspecified discrete 
wavelengths e.g., to measure circular or linear dichroism, it can be placed following a polarizer and 
oriented at 45° to the plane of vibration of the polarized beam. When the wavelengths are such that 
N calculated from Eq. (9) equals 1/4, 3/4, or in general (2M  l)/4 (where M is a positive integer), 
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the emerging beam will be alternately right and left circularly polarized. The frequency interval 
between wavelengths at which circular polarization occurs is

1
2d n ne o( )

(11)

where  1/ . If the birefringence is independent of wavelength, the retardation plate will thus pro-
duce circularly polarized light at equal intervals on a frequency scale and can conveniently be used 
to measure circular dichroism, as described by Holzwarth.287

In order to approximately calibrate a multiple-order retardation plate at a series of wavelengths, 
it can be inserted between crossed polarizers and oriented at 45° to the polarizer axis. Transmission 
maxima will occur when the plate retardation is /2 or an odd multiple thereof; minima will occur 
when the retardation is a full wave or multiple thereof. If the axes of the two polarizers are parallel, 
maxima in the transmitted beam will occur when the plate retardation is a multiple of a full wave-
length. The birefringence of the retardation plate can be determined by measuring the wavelengths 
at which maxima or minima occur if the plate thickness is known. Otherwise d can be measured 
with a micrometer, and an approximate value of ne no can be obtained.

Palik288 made and tested a 2.070-mm-thick CdS plate for the 2- to 15-μm infrared region and 
also made thick retardation plates of SnSe, sapphire, and crystalline quartz to be used in various 
parts of the infrared. Holzwarth287 used a cultured-quartz retardation plate 0.8 mm thick to measure 
circular dichroism in the 1850- to 2500-Å region of the ultraviolet; Jaffe et al.289 measured linear 
dichroism in the ultraviolet using a thick quartz plate and linear polarizer.

Sensitivity to Temperature Changes Small temperature changes can have a large effect on the 
retardation of a multiple-order plate. The method for calculating this effect was given earlier in the 
polarization chapter.1 For the 1.973-mm-thick quartz plate mentioned in Multiple-Order Plates” 
section (N  28.25 at 6328 Å), the phase retardation will decrease 1.03° for each Celsius degree 
increase in temperature. If the temperature of the wave plate is not controlled extremely accurately, 
the large temperature coefficient of retardation can introduce sizable errors in precise ellipsometric 
measurements in which polarizer and analyzer settings can be made to 0.01°.

Sensitivity to Angle of Incidence The effect of angle of incidence (and hence field angle) on the 
retardation was calculated in the earlier polarization chapter.1 It was shown there that the change 
in phase retardation with angle of incidence, 2 ( N) , is proportional to the total thickness of the 
plate (which is incorporated into N) and the square of the angle of incidence when the rotation is 
about an axis parallel to the optic axis. If the 1.973-mm-thick plate mentioned previously is rotated 
parallel to the optic axis through an angle of 10° at a wavelength of 6328 Å, the total retardation 
changes from 28.25 to 28.43, so that the /4 plate is now nearly a /2 plate.

If the plate had been rotated about an axis perpendicular to the direction of the optic axis, in the 
limit when the angle of incidence is 90°, the beam would have been traveling along the optic axis; in 
this case the ordinary and extraordinary rays would be traveling with the same velocities, and there 
would have been no retardation of one relative to the other. For any intermediate angle of incidence 
the retardation would have been less than the value at normal incidence. The relation for the retar-
dation as a function of angle of incidence is not simple, but the retardation will be approximately 
as angle-sensitive as it was in the other case. An advantage of rotation about either axis is that, with 
care, one can adjust the retardation of an inexact wave plate to a desired value. Rotation about an 
axis parallel to the optic axis will increase the retardation, while rotation about an axis perpendicular 
to the optic axis will decrease the retardation.

Achromatic Retardation Plates

Achromatic retardation plates are those for which the phase retardation is independent of wave-
length. The name arose because when a plate of this type is placed between polarizers, it does not 
appear colored and hence is achromatic, as shown by Gaudefroy.290 In many applications, a truly 
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achromatic retardation plate is not required. Since the wavelength of light changes by less than a fac-
tor of 2 across the visible region, a quarter- or half-wave mica plate often introduces only tolerable 
errors even in white light. The errors that do occur cancel out in many kinds of experiments.

Achromatic retardation plates can be made in various ways. The most achromatic are based on the 
principle of the Fresnel rhomb, in which the phase retardation occurs when light undergoes two or 
more total internal reflections (see next section “Rhombs as Achromatic /4 Retarders” and Ref. 1). A 
material with the appropriate variation of birefringence with wavelength can also be used. Such mate-
rials are uncommon, but plates of two or more different birefringent materials can be combined to 
produce a reasonably achromatic combination. Composite plates, consisting of two or more plates of 
the same material whose axes are oriented at the appropriate angles, can be used as achromatic circular 
polarizers or achromatic polarization rotators,1 although they do not have all the properties of true /4 
or /2 plates. One unusual achromatic half-wave plate is described in the earlier polarization chapter.1

The simplest type of achromatic retardation plate could be made from a single material if its 
birefringence satisfied the requirement that (ne no)/  be independent of wavelength, i.e., that 
ne no be directly proportional to . This result follows from Eq. (9) since d(ne no)/  must be inde-
pendent of  to make N independent of wavelength. (The plate thickness d is constant.) The bire-
fringences of various materials are listed in Table 8 and plotted in Figs. 18 and 19. Only one material, 
the mineral apophyllite, has a birefringence which increases in the correct manner with increasing 
wavelength.264  A curve of the phase retardation vs. wavelength for a quarter-wave apophyllite plate 
is shown as curve D in Fig. 20. Also included are curves for other so-called achromatic /4 plates 
as well as for simple /4 plates of quartz and mica. The phase retardation of apophyllite is not as 
constant with  as that of the rhomb-type retarders, but it is considerably more constant than that 
of the other “achromatic” /4 plates. Since the birefringence of apophyllite is small, a /4 plate needs 

FIGURE 18 Birefringence of various optical materials as a function of wave-
length. The scale at the left is for materials having a positive birefringence (solid 
curves), and the scale at the right is for materials with a negative birefringence 
(dashed curves).

For materials having a negative birefringence the requirement is that (ne no) be proportional to .
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FIGURE 20 Curves of the phase retardation vs. wavelength for /4
plates: A, quartz; B, mica; C, stretched plastic film; D, apophyllite; and E,
quartz-calcite achromatic combination. Curve F is for a Fresnel rhomb 
but is representative of all the rhomb-type devices. (After Bennett.276)
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a thickness of about 56.8 μm, which is enough for it to be made as a single piece rather than as a 
“first-order” plate. Unfortunately optical-grade apophyllite is rare, the sample for which data are 
reported here having come from Sweden. There is some indication that the optical properties of 
other apophyllite samples may be different. Isotropic, positive, and negative-birefringent specimens 
have been reported by Deer et al.291 According to them, the optical properties of apophyllite are often 
anomalous, some specimens being isotropic, uniaxial negative, or even biaxial with crossed dispersion 
of optic axial planes. Whether many samples have the favorable birefringence of the Swedish sample 
is uncertain.

Certain types of plastic film stretched during the manufacturing process have birefringences 
which are nearly proportional to wavelength and can serve as achromatic retardation plates if they 
have the proper thickness, as pointed out by West and Makas.246 Curve C in Fig. 20 is the retardation 
of a stretched cellulose nitrate film as measured by West and Makas.246 A combination of stretched 
cellulose acetate and cellulose nitrate sheets with their axes parallel will also make a reasonably 
achromatic /4 plate over the visible region. The advantages of using stretched plastic films for 
retardation plates are that they are cheap, readily available, have a retardation which is uniform over 
large areas, and can be used in strongly convergent light. However, each sheet must be individually 
selected since the birefringence is a strong function of the treatment during the manufacturing pro-
cess and the sheets come in various thicknesses, with the result that their retardations are not nec-
essarily /4 or /2. Also, Ennos292 found that while the magnitude of the retardation was uniform 
over large areas of the sheets, the direction of the effective crystal axis varied from point to point by 
as much as 1.5° on the samples he was testing. Thus, film retarders appear to be excellent for many 
applications but are probably not suitable for measurements of the highest precision.

A reasonably achromatic retardation plate can be constructed from pairs of readily available bire-
fringent materials such as crystalline quartz, sapphire, magnesium fluoride, calcite, or others whose 
birefringences are listed in Table 8. Assume that the plate is to be made of materials a and b having 
thicknesses da and db, respectively (to be calculated), and that it is to be achromatized at wavelengths 

1 and 2. From Eq. (9) we can obtain the relations

N d n d n

N d n d n

a b b

a a b b

1 1 1

2 2 2

(12)

where N  1/4 for a /4 plate, 1/2 for a /2 plate, etc., and the n’s are values of ne no for the 
particular materials at the wavelengths specified; n will be positive for a positive uniaxial crystal 
and negative for a negative uniaxial crystal. (A positive uniaxial material can be used with its fast 
axis crossed with that of another positive uniaxial material; in this case the first material will have a 
negative n.) Equations (12) can be solved for da and db:

d
N n n

n n n n
d

Nb b

a b b a
b

( ) (1 2 2 1

1 2 1 2

2 n n

n n n n
a a

a b b a

1 1 2

1 2 1 2

)
(13)

As an example of a compound plate, let us design a /4 plate of crystalline quartz and calcite and 
achromatize it at wavelengths 1 0.508 μm and 2  0.656 μm. Quartz has a positive birefringence 
and calcite a negative birefringence (Table 8) so that n1a and n2a (for quartz) are positive n1b and 

n2b (for calcite) are negative. Equations (13) are satisfied for dqtz  426.2 μm and dcalc  21.69 μm; 
thus the phase retardation is exactly 90° at these two wavelengths. An equation of the form of those 
in Eqs. (12) is now used to calculate N for all wavelengths in the visible region using birefringence 
values listed in Table 8, and the results are plotted as curve E in Fig. 20. Although the achromatiza-
tion for this quartz-calcite combination is not as good as can be obtained with a rhomb-type device 
or apophyllite, the phase retardation is within 5° of 90° in the wavelength region 4900–7000 Å and 
is thus much more constant than the retardation of a single mica or quartz /4 plate. Better two-plate 
combinations have been calculated by Beckers,249 the best being MgF2-ADP and MgF2-KDP, which 
have maximum deviations of 0.5 and 0.4 percent, respectively, compared with 7.2 percent 
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for a quartz-calcite combination over the same 4000- to 7000-Å wavelength region. The thicknesses of 
the materials which are required to produce /4 retardation  are dMgF m

2
113 79. , dADP m26 38. ,

and dMgF m
2

94 47. , dKDP  23.49 μm. Since the ADP and KDP must be so thin, these components 
could be made in two pieces as “first-order” plates.

Other two-component compound plates have been proposed by Chandrasekharan and 
Damany,261 Gaudefroy,290 Ioffe and Smirnova,293 and Mitchell.294 The paper by Ioffe and Smirnova 
describes a quartz-calcite combination similar to the one illustrated earlier, but it contains various 
numerical errors which partially invalidate the results.

If better achromatization is desired and one does not wish to use a rhomb-type /4 device, three 
materials can be used which satisfy the relations

N d n d n d n

N d n d n d
a a b b c c

a a b b

1 1 1 1

2 2 2 cc c

a a b b c c

n

N d n d n d n
2

3 3 3 3

(14)

where the n’s are birefringences of the various materials at wavelengths 1, 2, and 3.
Instead of using only three wavelengths, Beckers249 suggested that the thicknesses can be opti-

mized such that the maximum deviations from achromatization are minimized over the entire 
wavelength interval desired. In this way, he obtained a three-component combination of quartz, cal-
cite, and MgF2 which has a retardation of a full wavelength and a maximum deviation of only 0.2
percent over the 4000- to 7000-Å wavelength region. The maximum deviation of slightly different 
thicknesses of these same three materials rises to 2.6 percent if the wavelength interval is extended 
to 3000–11,000 Å. Chandrasekharan and Damany261 have designed a three-component /4 plate 
from quartz, MgF2, and sapphire for use in the vacuum ultraviolet. Title295 has designed achromatic 
combinations of three-element, four-element, nine-element, and ten-element waveplates using Jones 
matrix techniques. The nine-element combination is achromatic to within 1° from 3500 to 10,000 Å. 
He constructed and tested several waveplate combinations, and they performed as designed.

Rhombs as Achromatic /4 Retarders

The simplest stable, highly achromatic /4 retarder with a reasonable acceptance angle and conve-
nient size appears to be a rhomb-type retarder. Several types are available; the choice of which one 
to use for a specific application depends on (1) the geometry of the optical system (can a deviated or 
displaced beam be tolerated?), (2) wavelength range, (3) degree of collimation of the beam, (4) beam 
diameter (determining the aperture of the retarder), (5) space available, and (6) accuracy required. 
Table 9 summarizes the properties of the various achromatic rhombs. This subject has been covered 
in detail by Bennett276 and is condensed from that reference in the earlier polarization chapter.1

Anderson296 has compared the retardation of a CdS /4 plate and a Fresnel rhomb in the 10-μm 
CO2 laser emission region. Wizinowich297 used a Fresnel rhomb along with some additional optics 
to change an unpolarized light beam from a faint star object into linearly polarized light to improve 
the throughput of a grating spectrograph and make it independent of the input polarization.

Composite Retardation Plates

A composite retardation plate is made up of two or more elements of the same material combined so 
that their optic axes are at appropriate angles to each other. Some of the composite plates have nearly 
all the properties of a true retardation plate, whereas others do not. In the earlier polarization chapter,1

Beckers’ tables II to V give the thickness of materials required to produce one full-wave retardation. To obtain values of 
thicknesses for /4 retardation, for example, multiply all d values in the table by 0.25. The percent deviations should remain 
unchanged.
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composite plates were described which produced circularly polarized light at a given wavelength, those 
which acted as achromatic circular polarizers, and those which acted as achromatic polarization rota-
tors or pseudo /2 plates. The effect of combining several birefringent plates with their axes at arbi-
trary angles to each other can be easily understood using the Poincaré sphere. A general treatment of 
this subject has been given by Ramachandran and Ramaseshan.298

13.11  VARIABLE RETARDATION PLATES
AND COMPENSATORS

Variable retardation plates can be used to modulate or vary the phase of a beam of plane-polarized 
light, to measure birefringence in mineral specimens, flow birefringence, or stress in transparent 
materials, or to analyze a beam of elliptically polarized light such as might be produced by transmis-
sion through a birefringent material or by reflection from a metal or film-covered surface. The term 
compensator is frequently applied to a variable retardation plate since it can be used to compensate 
for the phase retardation produced by a specimen. Common types of variable compensators include 
the Babinet and Soleil compensators, in which the total thickness of birefringent material in the 
light path is changed, the Sénarmont compensator,1 which consists of a fixed quarter-wave plate and 
rotatable analyzer to compensate for varying amounts of ellipticity in a light beam, and tilting-plate 
compensators,1 with which the total thickness of birefringent material in the light beam is changed by 
changing the angle of incidence. Electro-optic and piezo-optic modulators can also be used as vari-
able retardation plates since their birefringence can be changed by varying the electric field or pres-
sure. However, they are generally used for modulating the amplitude, phase, frequency, or direction 
of a light beam, in particular a laser beam, at frequencies too high for mechanical shutters or moving 
mirrors to follow. Information on electro-optic materials and devices is contained in the chapter on 
electro-optic modulators by Georgeanne M. Purvinis and Theresa A. Maldonado (Chap. 7 in Vol. V) 
and in the earlier polarization chapter.1

Babinet Compensator

There are many devices which compensate for differences in phase retardation by having a variable 
thickness of a birefringent material (such as crystalline quartz) in the light beam, as discussed by 
Johansen,299 and Jerrard.300 One such device, described by Hunt,301 can compensate for a residual 

Internal       
Angle of  Wave-  Wave-  

Incidence,  Length, Var., Length, Var., Angle,
Name Light Path deg Material n Å deg Å deg deg

Fresnel rhomb Translated 54.7 Crown glass 1.511 5893 2.5 3650–7682 9.1 7 to 7
Coated Fr. rhomb Translated 51.5 Crown glass 1.5217 5461 0.4 3341–5461 2.5 4 to 6

Translated 54.0 Fused quartz 1.4880 3000 0.7 2148–3341 0.5 1.5 to 1.5
Mooney rhomb Deviated 60.0 Flint glass 1.650 5893 1.9 4047–6708 0.7 7 to 7
AD-1 Undeviated 74.3 Fused quartz 1.4702 4000 2.0 3000–8000 0.7 7 to 7
AD-2 Undeviated 73.2, 56.4 Fused quartz 1.4702 4000 2.9 3000–8000 13.2 3 to 3
Coated AD-2 Undeviated 72.2 Fused quartz 1.4601 5461 0.3 2140–5461 6.0 1.5 to 1.5
AD Undeviated 53.5 Crown glass 1.511 5893 1.6 3650–7682 9.4 7 to 7

TABLE 9 Properties of Achromatic Rhombs275

Variation of Phase Retardation

Refractive With With Angle
Index Wavelength of Incidence
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wedge angle between the entrance and exit faces of birefringent optical components such as optical 
modulators and waveplates.

The most common variable retardation plates are the Babinet compensator and the Soleil 
compensator. The Babinet compensator was proposed by Babinet in 1837 and later modified by 
Jamin; references to the voluminous early literature are given by Partinngton.302 Ellerbroek and 
Groosmuller303 have a good description of the theory of operation (in German), and Jerrard304–306

and Archard307 describe various optical and mechanical defects of Babinet compensators.
The Babinet compensator, shown schematically in Fig. 21, consists of two crystalline-quartz 

wedges, each with its optic axis in the plane of the face but with the two optic axes exactly 90° apart. 
One wedge is stationary, and the other is movable by means of a micrometer screw in the direction 
indicated by the arrow, so that the total amount of quartz through which the light passes can be var-
ied uniformly. In the first wedge, the extraordinary ray vibrates in a horizontal plane and is retarded 
relative to the ordinary ray (crystalline quartz has a positive birefringence; see Table 8). When the 
rays enter the second wedge, the ray vibrating in the horizontal plane becomes the ordinary ray and 
is advanced relative to the ray vibrating in the vertical plane. Thus, the total retardation is propor-
tional to the difference in thickness between the two wedges:

N d d n n( )( )1 2 e o (15)

where  N  retardation in integral and fractional parts of a wavelength
d1, d2  thickness of the first and second wedges where light passes through
no, ne ordinary and extraordinary refractive indexes for crystalline quartz

45
Polarizer

Babinet compensator

Sample

135

180

90

–90
–180

Analyzer

Zero
retardation

FIGURE 21 Arrangement of a Babinet compensator, polarizer, and ana-
lyzer for measuring the retardation of a sample. The appearance of the field after 
the light has passed through the compensator is shown to the left of the sample 
position. Retardations are indicated for alternate regions. After the beam passes 
through the analyzer, the field is crossed by a series of dark bands, one of which is 
shown to the left of the analyzer.
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If light polarized at an angle of 45° to one of the axes of the compensator passes through it, the 
field will appear as shown in Fig. 21; the wedges have been set so there is zero retardation at the 
center of the field. (If the angle  of the incident plane-polarized beam were different from 45°, 
the beam retarded or advanced by 180° in phase angle would make an angle of 2  instead of 
90° with the original beam.) When an analyzer whose axis is crossed with that of the polarizer 
is used to observe the beam passing through the compensator, a series of light and dark bands is 
observed in monochromatic light. In white light only one band, that for which the retardation is 
zero, remains black. All the other bands are colored. These are the bands for which the retardation 
is multiples of 2 (or, expressed in terms of path differences, integral numbers of wavelengths). 
On one side of the central black band one ray is advanced in phase relative to the other ray; on 
the other side it is retarded. If one wedge is moved, the whole fringe system translates across the 
field of view. The reference line is scribed on the stationary wedge so that it remains in the center 
of the field. Information on calibrating and using a Babinet compensator is given in the earlier 
polarization chapter.1

Soleil Compensator

The Soleil compensator (see Wood308 and Ditchburn309), sometimes called a Babinet-Soleil com-
pensator, is shown in Fig. 22. It is similar to the Babinet compensator in the way it is used, but 
instead of having a field crossed with alternating light and dark bands in monochromatic light, the 

45
Polarizer

Soleil
compensator

Sample

135

90

45

–90

–45

–180

–135

Analyzer

Zero
retardation

FIGURE 22 Arrangement of a Soleil compensator, polarizer, and analyzer 
for measuring the retardation of a sample. The appearance of the field after the 
light has passed through the compensator is shown to the left of the sample posi-
tion. After the beam passes through the analyzer, the field appears as one of the 
shades of gray shown to the left of the analyzer.
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field has a uniform tint if the compensator is constructed correctly. This is because the ratio of the 
thicknesses of the two quartz blocks (one composed of a fixed and a movable wedge) is the same 
over the entire field. The Soleil compensator will produce light of varying ellipticity depending on 
the position of the movable wedge. Calibration of the Soleil compensator is similar to that of the 
Babinet compensator.1 The zero-retardation position is found in the same manner except that now 
the entire field is dark. The compensator is used in the same way as a Babinet compensator with 
the uniformly dark field (in white light) of the Soleil corresponding to the black zero-retardation 
band in the Babinet.

The major advantage of the Soleil compensator is that a photoelectric detector can be used 
to make the settings. The compensator is offset a small amount on each side of the null position 
so that equal-intensity readings are obtained. The average of the two drum positions gives the 
null position. Photoelectric setting can be much more precise than visual setting, but this will 
not necessarily imply increased accuracy unless the compensator is properly constructed. Since 
Soleil compensators are composed of three pieces of crystalline quartz, all of which must be very 
accurately made, they are subject to more optical and mechanical defects than Babinet compensa-
tors. Jerrard310–312 has described many of these defects in detail. Ives and Briggs313 found random 
departures of about 1.5° from their straight-line calibration curve of micrometer reading for 
extinction vs. wedge position. This variation was considerably larger than the setting error with 
a half-shade plate and was attributed to variations in thickness of the order of /4 along the 
quartz wedges.

Soleil compensators have been used for measurements of retardation in the infrared. They 
have been made of crystalline quartz, cadmium sulfide, and magnesium fluoride (see the work of 
Palik257,314 and Palik and Henvis252). A by-product of this work was the measurement of the birefrin-
gence of these materials in the infrared.

Two other uniform-field compensators have been proposed. Jerrard,311 following a suggestion by 
Soleil, has taken the Babinet wedges and reversed one of them so the light passes through the thicker 
portions of each wedge. This reversed Babinet compensator is less subject to mechanical imperfec-
tions than the Soleil compensator but does produce a small deviation of the main beam. Hariharan 
and Sen315 suggest double-passing a Babinet compensator (with a reflection between the two passes) 
to obtain a uniform field.

13.12 HALF-SHADE DEVICES

It is sometimes necessary to measure accurately the azimuth of a beam of plane-polarized light, i.e., 
the angle the plane of vibration makes with a reference coordinate system. This can be done most 
easily by using a polarizer as an analyzer and rotating it to the position where the field appears the 
darkest. The analyzer azimuth is then exactly 90° from the azimuth of the plane-polarized beam. 
A more sensitive method is to use a photoelectric detector and offset on either side of the extinction 
position at angles where the intensities are equal. The average of these two angles is generally more 
accurate than the value measured directly, but care must be taken to keep the angles small so that 
asymmetries will not become important.

Before the advent of sensitive photoelectric detectors, the most accurate method of setting on 
a minimum was to use a half-shade device as the analyzer or in conjunction with the analyzer. The 
device generally consisted of two polarizers having their axes inclined at an angle  to each other 
(angle fixed in some types and variable in others). As the device was rotated, one part of the field 
became darker while the other part became lighter. At the match position, both parts of the field 
appeared equally bright. The Jellett-Cornu prism, Lippich, and Laurent half shades, Nakamura 
biplate, and Savart plate are examples of half-shade devices.1

Ellipticity half-shade devices are useful for detecting very small amounts of ellipticity in a nomi-
nally plane-polarized beam and hence can indicate when a compensator has completely converted 
elliptically polarized light into plane-polarized light. Two of these devices are the Bravais biplate 
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and the Brace half-shade plate. Half-shade devices for both plane and elliptically polarized light are 
described in detail in the earlier polarization chapter.1

13.13 MINIATURE POLARIZATION DEVICES

Polarization Devices for Optical Fibers

Single-mode optical fiber-type polarizers are important devices for optical fiber communication 
and fiber sensor systems. These polarizers have been made by a variety of techniques. Polarizers 
have been made by bending316 or by tapering317 a birefringent fiber to induce differential attenu-
ation in the orthogonal modes. In most cases a fiber was polished laterally and some device 
was placed in contact with the exposed guiding region of the fiber to couple out the unwanted 
polarization. Bergh et al.318 used a birefringent crystal as the outcoupling device and obtained a 
high extinction ratio polarizer. Optical fiber polarizers made with a metal film coated onto the 
polished area to eliminate the unwanted polarization state seem to be preferred because they 
are stable and rugged. The original version by Eickhoff 319 used the thin cladding remaining 
after polishing as the buffer layer, but it had an insufficient extinction ratio. Other designs using 
metal coatings were suggested by Gruchmann et al.,320 and Hosaka et al.321 Feth and Chang322

used a fiber polished into its core to which a superstrate coated with a very thin metal layer was 
attached by an index-matching oil. Yu and Wu323 gave a theoretical analysis of metal-clad single-
mode fiber-type polarizers. Dyott et al.324 made a metal-fiber polarizer from an etched D-shaped 
fiber coated with indium.

In the above approaches, either expensive components are used or the structure of the polarizer 
is complicated and fragile. Lee and Chen325 suggested a new way of fabricating high-quality metal-
clad polarizers by polishing a fiber 0.4 μm into its core and then overcoating it with a 265-nm 
MgF2 film as the buffer layer followed by a 100-nm Al film. Polarizers fabricated in this way had 
an average extinction ratio of 28 dB with a 2-dB insertion loss at a 0.63-μm wavelength or a 34-dB 
extinction ratio with a 3-dB insertion loss at 0.82 μm325

Other devices for optical fibers have also been designed. Ulrich and Johnson326 made a single-
mode fiber-optical polarization rotator by mechanically twisting successive half-wave fiber sections 
in alternating directions; Hosaka et al.’s fiber circular polarizer327 was composed of a metal-coated 
fiber polarizer and a /4 platelet fabricated on a birefringent fiber; polished-type couplers acting as 
polarizing beam splitters were made by Snyder and Stevenson.328 The patent literature contains ref-
erences to other polarization devices for optical fibers.

Polarization Devices for Integrated Circuits

Small and highly efficient polarization devices are also needed for integrated circuits. Some such 
devices have been proposed and fabricated. Uehara et al.329 made an optical waveguiding polar-
izer for optical fiber transmission out of a plate of calcite attached to borosilicate glass into which 
a three-dimensional high-index region had been formed by ion migration to act as the waveguide. 
Mahlein330 deposited a multilayer dielectric film onto a glass superstrate which was then contacted 
to a planar waveguide to couple out the TM polarization. This paper contains a good description of 
the polarizer design as well as extensive references. Suchoski et al.331 fabricated low-loss, high-extinction 
polarizers in LiNbO3 by proton exchange. Noé et al.332 achieved automatic endless polarization 
control with integrated optical Ti:LiNbO3 polarization transformers. This was a better method of 
matching polarization states between two superposed waves than techniques that had been used 
previously. Finally Baba et al.333 proposed making a polarizer for integrated circuits out of periodic 
metal-dielectric laminated layers (Lamipol structures). Their experiments with Al-SiO2 structures 
were encouraging. Patents have been filed for other polarization devices for integrated circuits.
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14.1

MUELLER MATRICES

Russell A. Chipman
College of Optical Sciences
University of Arizona
Tucson, Arizona

14.1 GLOSSARY

A analyzer vector

d diattenuation parameters, set of three

di magnitude of polarization parameters via matrix roots

D diattenuation

D diagonal matrix

Di differential polarization parameters via matrix roots

DD diagonal depolarizer Mueller matrix 

Dep depolarization

DI depolarization index

DoCP degree of circular polarization

DoLP degree of linear polarization

DoP degree of polarization

e ellipticity

E extinction ratio

E Jones vector

Ex, Ey electric field components

ED elliptical diattenuator Mueller matrix

EP elliptical polarizer Mueller matrix

ER elliptical retarder Mueller matrix

G Mueller matrix generators for polarization properties

H hermitian coherency matrix
Ĥ horizontal polarized Stokes vector, 0°, normalized

Hp hermitian coherency matrix of a physical Mueller matrix

HLP horizontal linear polarizer Mueller matrix 

HQWLR quarter-wave linear retarder Mueller matrix, horizontal fast axis

14

DO
 N

OT
 D

UP
LI

CA
TE



14.2  POLARIZED LIGHT

HWLR half-wave linear retarder Mueller matrix

i 1

I inhomogeneity of a Mueller matrix

I identity matrix

ID ideal depolarizer Mueller matrix

J Jones matrix

jxx, jxy, jyx, jyy Jones matrix elements

k propagation vector

LCP left circular polarizer Mueller matrix

LD linear diattenuator operator

LD linear diattenuator Mueller matrix 

LDR homogeneous linear diattenuator and retarder Mueller matrix

LP( ) linear polarizer Mueller matrix transmitting along axis 

M Mueller matrix

M̂ normalized Mueller matrix

MD diattenuator Mueller matrix

MN nondepolarizing Mueller matrix, Mueller-Jones matrix

MP physical Mueller matrix

MR retarder Mueller matrix

Mrefl, Mrefr Mueller matrices for reflection and refraction

m m m00 01 33, , . . . , Mueller matrix elements

n1, n2 refractive indices of modes

O orthogonal matrix

P polarizance

P high-order matrix root of Mueller matrix

PD partial depolarizer Mueller matrix

PDL polarization-dependent loss

q index for a sequence of polarization elements

q index for mode order

Q index limit

QWLR quarter-wave linear retarder Mueller matrix

QWRCR, QWLCR quarter-wave circular retarder Mueller matrix, right and left fast mode

RM rotational change of basis matrix for Stokes vectors

RCP right circular polarizer Mueller matrix

Re real part

s Stokes three-vector

S Stokes vector
Ŝ normalized polarized Stokes vector

S exiting Stokes vector

Smax, Smin incident Stokes vectors of maximum and minimum intensity transmittance

S0, S1, S2, S3 Stokes vector elements

t thickness

t time

T transpose, superscript

T intensity transmittance
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Tavg intensity transmission averaged over all incident polarization states

Tmax maximum intensity transmittance

Tmin minimum intensity transmittance

Tr trace of a matrix

U unitary matrix

U Jones / Mueller transformation matrix
Û unpolarized Stokes vector, normalized

v eigenvectors
V̂ vertical polarized Stokes vector, 90°, normalized

VD variable partial depolarizer Mueller matrix

VQWLR quarter-wave linear retarder Mueller matrix, vertical fast axis
{ˆ , ˆ}x y Stokes vector coordinate basis

z spatial coordinate

retardance, radians

H R, ,45 retardance components: horizontal, 45°, right

latitude on Poincaré sphere

  orientation angle: (1) polarizer axis, (2) retarder fast axis, (3) major axis of polarization 
ellipse 

wavelength

eigenvalue

amplitudes of a complex number

i identity matrix, i = 0, and normalized Pauli spin matrices, i = 1, 2, 3

phase of a complex number

angle between the eigenpolarizations on the Poincaré sphere

angular frequency

tensor product
† hermitian adjoint

dot product, matrix multiplication

norm of a vector

14.2 CONVENTIONS

All angles are in radians unless the degree sign (°) is used. Retardance is specified in radians 
throughout.  The last Stokes vector element, S3, is positive for a right circularly polarized component 
and negative for a left circularly polarized component. All vectors and matrices are represented by 
bold characters. 

14.3 OBJECTIVES

This chapter surveys the Mueller matrix and its properties. The Mueller matrix has become the 
principal quantity used in polarimetric measurements of optical and polarization elements. For 
optical design and theoretical analyses, particularly of interferometers, Jones matrices and coherence 
matrices are often preferred. Mueller matrices are straightforward to measure and dominate experi-
mental studies. 
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Despite the Mueller matrix’s straightforward definition, the relation between the polarization 
properties and the matrix elements is complex, particularly when depolarization is involved. 

Several issues are addressed:

1. Determining the Mueller matrix from the specification of a polarization element. 

2. Given the Jones matrix for a polarization element, determine the corresponding Mueller matrix.

3. Given a Mueller matrix, determine if there is a corresponding Jones matrix and calculate this 
Jones matrix.

4. Given a Mueller matrix, determine the corresponding polarization properties of diattenuation, 
retardance, and depolarization.

5. Given a 4  4 matrix which violates the constraints on Mueller matrices, find the closest Mueller 
matrices.

This chapter supports Chap. 15, “Polarimetry” which assumes much of the material here. 
Chapter 15 is principally concerned with measuring Stokes parameters and Mueller matrices; this 
chapter treats Mueller matrix calculations and data reduction.

14.4  STOKES PARAMETERS AND MUELLER MATRICES

Several calculi have been developed for analyzing polarization, including those based on the Jones 
matrix, coherency matrix, Mueller matrix, and other matrices.1–10 Of these methods, the Mueller 
calculus is most generally suited for describing irradiance-measuring instruments, including most 
polarimeters, radiometers, and spectrometers. 

The set of four linear equations relating incident and exiting Stokes parameters was first intro-
duced by Soleillet in 1929.11 Hans Müller of MIT formulated these equations as a 4  4 matrix times 
a Stokes vector in his class notes, an Optical Society of America meeting abstract, and in a technical 
report but he never published a journal article.12 His graduate student Parke developed the matrix 
properties in great detail.13,14 R. Clark Jones became aware of the work prior to publication and was 
the first to use the term and spelling Mueller matrix in a journal article.15 In keeping with current 
practice, we will refer to this matrix as the Mueller matrix, although it is sometimes referred to as 
the Stokes matrix.16

In the Mueller calculus, the Stokes vector S describes the polarization state of a light beam, and 
the Mueller matrix M describes the polarization-altering characteristics of a sample. This sample 
may be a surface, a polarization element, an optical system, or some other light/matter interaction 
which produces a reflected, refracted, diffracted, or scattered light beam. Chapter 15 “Polarimetry” 
contains a detailed description of Stokes vector properties.

14.5  THE STOKES PARAMETERS
AND THE POINCARÉ SPHERE

The Stokes parameters (Stokes vector) can be normalized by its flux S0, and used to define the Stokes 
three-vector s, 

ˆ {S
S

s
s

S

s

s

s

s
0

1

2

3

1

1
11 2 3, , }s s (1)
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MUELLER MATRICES  14.5

For unpolarized light s = {0, 0, 0} and the magnitude of s,

| |s s s s1
2

2
2

3
2 0 (2)

For a completely polarized polarization state, |s| = 1. The vector s is the coordinates of Ŝ on the unit 
Poincaré sphere. The introduction of s allows the polarization state to be specified irrespective of the 
flux. Completely polarized states sa and sb are orthogonal when 

s sa b= (3)

Orthogonal states have opposite helicity (the electric fields rotate clockwise and counterclockwise) 
and the orientations of the polarization ellipse major axes are 90° apart.

The Poincaré sphere is a geometrical construction for the representation of Stokes vectors and 
polarization ellipses where the Stokes three-vector is plotted in a three-dimensional space with axes 
{S1, S2, S3} as shown in Fig 1.

Each point on the surface of the Poincaré sphere can be parameterized by angles { , } where is
the orientation of the major axis of the polarization ellipse and  is the latitude; sin  is the degree of 
circular polarization, 

S( , )
cos( )cos
sin( )cos

sin

1
2
2

(4)

Linearly polarized Stokes parameters are located around the Poincaré sphere equator, {cos(2 ), 
sin(2 ), 0}, where  is the orientation of linear polarization. The north pole {0, 0, 1} represents right 
circularly polarized light and the south pole {0, 0, 1} left circularly polarized light. The sphere’s center 
{0, 0, 0} represents unpolarized light. The set of spheres centered on the origin each contain partially 
polarized states with a degree of polarization equal to the radius r. The surface at radius one,

r s s s= 1 = 1
2

2
2

3
2 (5)

(a) (b)

FIGURE 1 View of the Poincaré sphere along the +S1 axis (a) and along the S1 axis (b) with the 
polarization ellipses associated with different locations indicated.
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14.6  POLARIZED LIGHT

represents all possible states of (completely) polarized light.  is one half the latitude on a traditional 
globe because, for incoherent light, a rotation of 180° returns the polarization state to its initial state; 
rotate a linear polarizer through 180° and the polarization states repeat. Notice that on the Poincaré 
sphere, the locations for 0° linearly polarized light (nominally horizontal {1, 0, 0}) and 45° linearly 
polarized light {0, 1, 0} are 90° apart while horizontal and vertical { 1, 0, 0} linearly polarized light 
are diametrically opposite, 180° apart. Orthogonal polarization states are at opposite points on the 
sphere surface.

The Stokes parameters have an unusual coordinate system because the S1, S2, and S3 axes do not 
represent polarization states 90° apart, the traditional definition of orthogonal vectors. The Stokes 
parameter coordinate system is a clever and effective representation of incoherent light because 
equal amounts of orthogonal polarized fluxes, when combined, yield unpolarized light. Due to the 
properties of this coordinate system, the four Stokes parameters do not transform as a vector, and 
cannot be considered as a true vector. The Stokes parameters do add as vectors and are operated on 
by Mueller matrices like vectors; thus the widespread use of the term Stokes vector.

In current practice, the Poincaré sphere is used three different ways:

1. To represent a polarization state

2. To represent diattenuation by indicating the Stokes parameters of maximum transmission, and 
the diattenuation magnitude as distance from the origin

3. To represent retardance by indicating the axis through the origin of the fast and slow axes 
(eigenpolarizations), or by representing retardance within a three dimensional retardance space
with components { x, 45, R}

14.6 MUELLER MATRICES

The Mueller matrix is a 4  4 matrix with real-valued elements.10,14 The Mueller matrix M for a 
polarization-altering device is defined as the matrix which transforms an incident Stokes vector S
into the exiting (reflected, transmitted, or scattered) Stokes vector S ,

S S

m m m m

m m m m

m

0 0 0 1 0 2 0 3

1 0 1 1 1 2 1 3

2 0

, , , ,

, , , ,

, mm m m

m m m m

S

2 1 2 2 2 3

3 0 3 1 3 2 3 3

, , ,

, , , ,

00

1

2

3

1

2

3

S
S
S

S

S
S
S

o

S m S m S m S m

S m S m

0 0 0 1 0 1 2 0 2 3 0 3

0 1 0 1 1

, , , ,

, ,11 2 1 2 3 1 3

0 2 0 1 2 1 2 2 2 3 2 3

S m S m

S m S m S m S m

, ,

, , , ,

SS m S m S m S m0 3 0 1 3 1 2 3 2 3 3 3, , , ,

(6)

Each element of the incident S is related to the four elements of S  by the elements of M. Since the 
elements of S and S  are irradiances, the elements of M are dimensionless ratios of irradiances. 
Since irradiances are real, the elements of M are real valued, not complex numbers. When the 
Mueller matrix is known, then the exiting polarization state is known for an arbitrary incident 
polarization state. Our convention numbers the subscripts from 0 to 3 to match the corresponding 
Stokes vector subscripts.

The Mueller matrix M(k, ) for a device is always a function of the direction of propagation k
and wavelength .
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MUELLER MATRICES  14.7

14.7 SEQUENCES OF POLARIZATION ELEMENTS

The Mueller matrix M associated with a beam path through a sequence (cascade) of polarization 
elements q = 1, 2, . . ., Q is the right-to-left product of the individual matrices Mq ,

M M MQ Q q q
q Q

1 2 1
1

1

,

(7)

In evaluating cascades of Mueller matrices, the associative rule for matrix multiplication can be 
applied,

(M M M M )3 2 1 3 2 1 (8)

and adjacent matrices grouped in any order for multiplication.

14.8  POLARIZATION ELEMENTS’ PROPERTIES
IN THE MUELLER CALCULUS

For ideal polarization elements, the polarization properties are readily defined. For real polarization 
elements, the precise description of the polarization properties is more complex. Polarization ele-
ments such as polarizers, retarders, and depolarizers have three general polarization properties: diat-
tenuation, retardance, and depolarization, and a typical element displays some amount of all three. 
Diattenuation arises when the intensity transmittance of an element is a function of the incident 
polarization state.17 The diattenuation D of a device is defined in terms of the maximum Tmax and 
minimum Tmin intensity transmittances,

D
T T

T T
max min

max min

(9)

For an ideal polarizer, D = 1. When D = 0, all incident polarization states are transmitted with equal 
attenuation. For an ideal retarder the polarization states change upon transmission but Tmax and 
Tmin are equal and D = 0. The quality of a polarizer is often expressed in terms of the related quantity, 
the extinction ratio E,

E
T

T
D
D

max

min

1
1

(10)

where the ideal polarizer has E = .
Retardance is the phase change a device introduces between its eigenpolarizations (eigenstates). 

For a birefringent retarder with refractive indices n1 and n2, and thickness t, the retardance 
expressed in radians is

2 1 2( )n n t
(11)

Depolarization describes the coupling by a device of incident polarized light into depolarized 
light in the exiting beam. For example, depolarization occurs when light transmits through milk 
or scatters from clouds. Multimode optical fibers generally depolarize the light. Depolarization is 
intrinsically associated with scattering and a loss of coherence in the polarization state. A small 
amount of depolarization is associated with the scattered light from all optical components. 
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14.8  POLARIZED LIGHT

14.9  ROTATION OF AN ELEMENT ABOUT
THE OPTICAL AXIS

When a polarization element with Mueller matrix M is rotated about the incident beam of light by 
an angle  such that the angle of incidence is unchanged (for example, for a normal-incidence beam, 
rotating the element about the normal), the resulting Mueller matrix M( ) is 

M R( ) ( ) ( )
cos sin
sinM M

1 0 0 0
0 2 2 0
0 2 ccos2 0
0 0 0 1

00 01 02 03

10 11 12

m m m m

m m m mm

m m m m

m m m m

13

20 21 22 23

30 31 32 33

1 0 00 0
0 2 2 0
0 2 2 0
0 0 0 1

cos sin
sin cos

(12)

where RM is the rotational change of basis matrix for Stokes vectors and Mueller matrices.

14.10 NONPOLARIZING MUELLER MATRICES

A nonpolarizing matrix does not change the polarization state of any incident polarization vector; 
only the amplitude and/or phase change. The Mueller Matrix for a nonabsorbing, nonpolarizing 
sample is the identity matrix I,

I

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(13)

I is the Mueller matrix for vacuum and the approximate Mueller matrix for air. For a neutral density 
filter or polarization-independent absorption or loss, the Mueller matrix has Tmax = Tmin = T, and
the resulting Mueller matrix is proportional to the identity matrix and can be expressed in terms of 
our notation for linear diattenuators, LD(Tmax, Tmin, ), as

LD ( , , )T T T0

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(14)

14.11 MUELLER MATRICES OF IDEAL POLARIZERS

First, the properties of an example ideal polarizer are examined. Tables of ideal polarizer Mueller 
matrices are presented followed by equations for linear and elliptical ideal polarizers.

An ideal polarizer has a transmittance of one for its principal state and a transmittance of zero 
for the orthogonal “blocked” state.
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MUELLER MATRICES  14.9

Consider the Mueller matrix for a horizontal linear polarizer (HLP), which we also express as 
LD ( )1 0 0, ,  for linear diattenuator, Tmax= 1, Tmin= 0, orientation of transmission axis 0, 

HLP LD ( , , )1 0 0
1
2

1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

(15)

When operating on the Stokes vector for horizontal linearly polarized light,

HL ˆ 1
2

1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

1

1

0

0

1

1

0

0

(16)

horizontally polarized light exits without loss. Vertically polarized incident light is completely 
blocked,

HL ˆ 1
2

1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

1

1

0

0

0

0

0

0

(17)

In fact, H and V are the two eigenpolarizations of HLP. Eigenpolarizations are the eigenvectors 
which correspond to physically realizable Stokes vectors. For HLP the remaining two eigenvectors 
are nonphysical as Stokes vectors since S0 = 0,

0

0

1

0

0

0

0

1

(18)

For an arbitrary incident Stokes vector,

HL S S
1
2

1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

0

1

S

S

SS

S

S S

S S

2

3

0 1

0 11
2 0

0

S S0 1

2

1

1

0

0

(19)

Since the first two rows of M are equal, the first two elements of S  are equal, the S2  and S3
characteristics of the incident light are lost, and the exiting light is always horizontally linearly 
polarized. Table 1 lists the Mueller matrices for the six basis polarization states and the general 
linear polarizer.
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14.10  POLARIZED LIGHT

For an elliptical polarizer which transmits a polarization state with the major axis of the 
ellipse oriented at  located at latitude  on the Poincaré sphere, / /2 2, the Mueller 
matrix EP( , ) is

EP( , )
1
2

1 2 2

2

cos cos cos sin cos sin

cos ccos cos cos sin cos cos cos sin2 2 22
1
2

4
1
2

2

22
1
2

4 2 22 2 2cos sin cos sin cos sin cos cos siin cos sin

sin cos sin cos sin cos si
1
2

2 2 2 nn sin2

(20)

TABLE 1 Mueller Matrices for Ideal Polarizers for the Basis Polarization States 

Type of Polarizer Symbol Mueller Matrix

Horizontal linear polarizer HLP

1

2

1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

Vertical linear polarizer VLP

1

2

1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

45 linear polarizer LP(45 )

1

2

1 0 1 0
0 0 0 0
1 0 1 0
0 0 0 0

135 linear polarizer LP(135 )

1

2

1 0 1 0
0 0 0 0
1 0 1 0
0 0 0 0

Right circular polarizer RCP

1

2

1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1

Left circular polarizer LCP

1

2

1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1

Linear polarizer with transmission axis LP( )

1

2

1 2 2 0
2 2 2 2 0
2

2

cos sin
cos cos sin cos
sin sinn cos sin2 2 2 0

0 0 0 1

2

oriented at angle measured positive
when rotating counterclockwise from
the x-axis looking into the beam
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14.12 RETARDER MUELLER MATRICES

Retarders have two polarization states which are transmitted in the incident polarization state 
(eigenpolarizations) but with different optical path lengths (phases). Birefringent retarders divide 
incident light into two modes with orthogonal polarizations and delay one mode with respect to 
the other due to birefringence, the refractive index difference between the modes. Other retarding 
interactions include the following: reflections from metals, reflection and transmission through 
multilayer thin films, stress birefringence, and interactions with diffraction gratings. These interac-
tions also are often diattenuating.

Retarders are specified by the optical path difference between the eigenpolarizations (the retar-
dance ) and the eigenpolarization states, either the state with the smaller optical path length (the fast axis) 
or the larger optical path (the slow axis). Retardance is specified in this chapter in radians, so  = 2
indicates one wavelength of optical path difference. Note that axis implies a linear polarization state, 
but the fast eigenpolarization may be elliptical or circular and the term “axis” is still applied. The most 
common retarders in practice are quarter-wave linear retarders and half-wave linear retarders. Quarter- 
wave linear retarders are most commonly used to convert between linear and circularly polarized light. 
Half-wave linear retarders are most commonly used to rotate the plane of linear polarization.

In the Mueller calculus, retarders are represented by real unitary matrices of the form

Mretarder

rotation

matrix

1 0 0 0
0
0
0

3 3
(21)

where, except for the M0,0 element, the first row and column are zero. Real unitary matrices are 
called orthogonal matrices. The definition of a unitary matrix U is a matrix whose hermitian adjoint 
(complex conjugate of the matrix transpose) equals its matrix inverse,

U U U† ( )T 1 (22)

For a real matrix, the complex conjugate of a matrix equals the matrix, so the transpose of an 
orthogonal matrix O equals its inverse,

O OT 1 (23)

This equation tests if a Mueller matrix is a pure retarder. Orthogonal matrices such as retarder Mueller 
matrices are rotation matrices. The lower right 3  3 elements form a rotation matrix in {S1, S2, S3}
space showing how retarders operate on Stokes vectors as a rotation of the Poincaré sphere. The retar-
dance  of a pure retarder Mueller matrix in radians is 

arccos arccos
m m m m0 0 1 1 2 2 3 3

2
1, , , , TTr( )M

2
1 (24)

The Mueller matrices for quarter wave retarders with fast axes corresponding to the six basis polar-
ization states are given in Table 2. Table 3 lists the half wave retarder Mueller matrices corresponding 
to the basis polarization states. 

The Mueller matrix for a quarter-wave linear retarder with fast axis at angle , QWLR( ) is

QWLR( )

1 0 0 0
0 2 2 2 2
0 2

2cos cos sin sin
cos sinn sin cos

sin cos
2 2 2

0 2 2 0

2 (25)
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14.12  POLARIZED LIGHT

TABLE 2 Quarter Wave Retarder Mueller Matrices for the Basis Polarization States 

Type of Retarder Symbol Mueller Matrix

Horizontal quarter-wave 
Linear retarder

HQWLR 1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

Vertical quarter-wave 
Linear retarder

VQWLR 1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

45 quarter-wave 
Linear retarder

QWLR(45°) 1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

135 quarter-wave 
Linear Retarder

QWLR(135 ) 1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

Quarter-wave right 
Circular retarder

QWRCR 1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

Quarter-wave left circular retarder QWLCR 1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

TABLE 3 Half-Wave Retarder Mueller Matrices for the Basis Polarization States

Type of Retarder Symbol Mueller Matrix

Horizontal or vertical half-wave linear 
retarder (same matrix)

HHWLR 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

45 or 135 half-wave linear retarder HWLR(45°) 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Right or left half-wave circular retarder RHWCR 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
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Similarly a half wave linear retarder with fast axis at angle , HWLR( ), has the matrix

HWLR( )
cos sin
sin cos

1 0 0 0
0 4 4 0
0 4 4 0
0 00 0 1

2
HWLR (26)

The Mueller matrix is the same for a horizontal half-wave linear retarder and a vertical half-wave 
linear retarder or for other pairs 90° apart because both half-wave retarders perform the same trans-
formation on Stokes vectors. 

The Mueller matrix LR( , ) for a linear retarder with retardance  and fast axis oriented at an 
angle  is 

LR( , )
cos ( ) cos( ) sin ( ) ( cos

1 0 0 0
0 2 2 12 2 (( ))cos( ) sin( ) sin( ) sin( )

( cos( )
2 2 2

0 1 ))cos( ) sin( ) cos( )cos ( ) sin ( ) cos(2 2 2 22 2 22
0 2 2

)sin( )
sin( ) sin( ) cos( )sin( ) cos( ))

(27)

Elliptical retarders (ER) are commonly specified in two ways: (1) by specifying horizontal, 45°, and 
circular retardance components: H, 45, R, or (2) by retardance, , orientation, , and latitude, , of 
the fast eigenstates using Poincaré sphere coordinates. In terms of retardance components, the mag-
nitude of the retardance is

H R
H

R

2
45
2

1

2
fast

45

/

/

/

S (28)

The ideal retarder Mueller matrix expressed in terms of retardance components is

ER( , , )H R

H R H
C

45

2
45
2 2

2
45

1 0 0 0

0
TT S T S

T S

R H R

H R R

2 2
45

45
2

45
2

0
22 2

2
45
2

2
45 450

H R H

H R R

C T S

T S TT S C
H R H

2

2
45
2 2

2

C S Tcos , sin , cos1

(29)

In terms of the Poincaré sphere parameters: retardance, , orientation, , and latitude, , of the fast 
eigenstates, the elliptical retarder Mueller matrix has a long equation given by the following matrix 
product: 

ER LR LR LR( , , ) ( , ) ( , ) ( ,45 45 ) (30)
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Here is a list of the matrix elements,

m
m
m
m
m
m
m
m
m
m
m

0 0

0 1

0 2

0 3

1 0

1 1

1 2

1 3

2 0

2 1

2

,

,

,

,

,

,

,

,

,

,

,22

2 3

3 0

3 1

3 2

3 3

m
m
m
m
m

,

,

,

,

,

1
0
0
0
0

1

8
2 6coss cos( ) cos cos( ) cos ( )cos2 2 2 2 8 42 sin

sin sin cos sin sin

2

2 2

8

2
44

2 2
2

2

0

2cos( ) cos sin sin sin sin

ssin sin cos sin sin

cos cos(

2 2

2
4

1

8
2 6 2 ) cos cos ( ) cos ( )cos sin2 2 2 8 4

8
2 2

cos cos sin sin sin sin2 2
2

22

0

2 2
2

22cos cos sin sin sin sin

coss cos sin sin sin sin

cos

2 2
2

2

2

2

2 ccos sin2
2

2

(31)

The Mueller matrix for half-wave elliptical and linear retarders HWR simplifies to the following 
form:

HWR( , , )H R

d d d d d

d

1
1+2 2 2

245
1
2

2 1 1 3

2

0 0 0
0

0 dd d d d

d d d d d
1 2

2
2 3

3 1 2 3 3
20

1+2 2

2 2 1+2

d d d d d dH R
1
2

2
2

3
2

1 2 31 = = =45

(32)

14.13  RETARDER MUELLER MATRICES
AMBIGUITIES AND RETARDER SPACE

Retarders can be represented as points in a three-dimensional retarder space { H, 45, R} as in Fig. 2. 
In this space, all quarter-wave elliptical retarders lie on a sphere of radius /2, all half-wave retarders on 
a sphere of radius , and so on. All Mueller matrices on spheres of radius 2 n, where n is an integer, 
the retarder order, have the identity matrix as their Mueller matrix, as does the point at the origin. 
The retarder space is similar to the Poincaré sphere except the retardance components are plotted 
instead of the Stokes vector, so the size of the space is not limited to a radius of one. 
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Retarder Mueller matrices have an ambiguity with regard to retarder order n, the integer part 
or half integer part of the number of waves of retardance. The Mueller matrix relates incident 
Stokes vectors to transmitted Stokes vectors. There is a family of retarders which will perform 
the same transformation on all polarization states. For example, a retarder with retardance = 0 
leaves all polarization states unchanged. Similarly when all polarization states exit a retarder with 

= 2 , or n2 , all polarization states are returned to the incident polarization state. As another 
example, a quarter-wave retarder rotates the Poincaré sphere /2 radians clockwise about an axis. 
A three-quarter-wave retarder with the orthogonal axis rotates the Poincaré sphere 3 /2 radians 
counterclockwise, has the same Mueller matrix and transmits the same Stokes vectors. As a third 
example, half-wave retarders with orthogonal axes rotate the Poincaré sphere by half a rotation 
in opposite directions and have the same Mueller matrix. So in general all Mueller matrices with 
retardance 2 n + and a particular normalized fast axis { H, 45, R} and all Mueller matrices 
with retardance 2 m and the orthogonal normalized fast axis { H, 45, R} have the same 
Mueller matrix (m and n integers). This is shown in Fig. 2 by the set of half-wave retarder loca-
tions with A’s. Another set of elliptical retarders with the same Mueller matrix are indicated by 
the set of B’s. 

The surfaces of various sets of retarders in the 16-dimensional space of Mueller matrices have 
an interesting topology due to the retarder ambiguity. In a narrow Mobius strip, the edge is nearly 
a circle which goes around twice before returning to its starting point. Similarly going around the 
equatorial plane of the half-wave retarders, the Mueller matrices for the corresponding half-wave 
linear retarders repeat twice. When plotted in the 16-dimensions of the Mueller matrix space, the 
half-wave retarders circle twice in a perfect circle for one 180° rotation of the fast axis. The linear 
retarder Mueller matrices for a retardance slightly different from  circle twice slightly offset and 
outline the edges of a Mobius strip. This doubling is a consequence of the fact that when all the 
linear retarders are plotted as points in the Mueller matrix space, they form a two-dimensional 
surface which is topologically equivalent to a Klein bottle, a single-sided surface with Mobius 
strip cross-sections. Similarly when all elliptical retarders are plotted in the Mueller matrix space, 
they form a higher-dimensional Klein bottle with a three-dimensional surface. To summarize, any 
plane through the origin of the retarder space in Fig. 2 maps to a Klein bottle in the Mueller matrix 
space, and the entire space maps to the higher-dimensional Klein bottle.

I

I

A

A

A

A

A

A

B

B

B

B

B

B

FIGURE 2 Retarder space is a Poincaré sphere like 
space which represents retarder fast axes { H , 45, R } as 
points in a three-dimensional space. All half-wave retarders at 
the points indicated by A’s have the same Mueller matrix; 
all retarders at points B share the same Mueller matrix.
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14.14 TRANSMITTANCE AND DIATTENUATION

Polarizers and partial polarizers are characterized by the property diattenuation, which describes the 
magnitude of the variation of the transmitted irradiance as a function of the incident polarization 
state. The diattenuation magnitude D, usually referred to as the diattenuation, is a function of the 
maximum, Tmax, and minimum, Tmin, transmittances of a polarization element,

D
T T

T T

m m m

m
max min

max min

, , ,

,

1 0
2

2 0
2

3 0
2

0 0
0 D 1 (33)

The diattenuation has the useful property that D varies from 1 for a polarizer to 0 for an element 
which transmits all polarization states equally, such as a retarder or a nonpolarizing interaction. 

The transmitted irradiance of a Mueller matrix and its diattenuation depends only on the first 
row, m0 = {m0,0, m0,1, m0,2, m0,3}, because these are the only elements which affect S0 . The diattenua-
tion is not linear in Tmin /Tmax as shown in Fig. 3. 

To find Tmax and Tmin, first the incident Stokes vectors is normalized so S0 1. The transmittance 
T(S) of a device with Mueller matrix M depends on the incident polarization state and is the ratio of 
the exiting flux to the incident flux,

T M, S
S

( ˆ)
( ˆ) , , ,S

S S

m s m s m
0

0

0

0

0 0 0 0 1 1 0 2 ss m s

s
2 0 3 3

0

, (34)

which depends on the dot product of the first row of the Mueller matrix with the incident Stokes 
vector. The dependence of the transmission on incident polarization state is characterized by a set of 
three diattenuation parameters, d, defined as

d
{ }

{ , , }
, , ,

,

m m m

m
d d dH R

0 1 0 2 0 3

0 0
45

(35)

The diattenuation parameters have three components corresponding to the three components 
of the Stokes vector, x/y, 45°/135°, right/left, each of which characterizes how the transmission var-
ies with each of the Stokes vector component. The diattenuation parameter set d is often called the 
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FIGURE 3 Relationship between the diattenuation and the 
extinction ratio, Tmin/Tmax.
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diattenuation vector, but like the Stokes vector, d is not a true vector. Diattenuation parameters do 
not add. For a Stokes three-vector s, the transmission function T is 

T
s

s
m m s m s m s m( ) , , , , ,M, s 0

0
0 0 0 1 1 0 2 2 0 3 3 0 00 1( )d s (36)

The average transmission, formed by averaged over all polarized Stokes vectors, is m0,0. The average 
transmission is also the transmission for unpolarized incident light, sU = {0,0,0}. The polarization-
dependent variation of the transmission is contained in the dot product term between the incident 
Stokes three-vector and the diattenuation vector, s d. The maximum transmission, Tmax, occurs 
when the dot product is maximized, which occurs when s and d are parallel, and the magnitude of 
S0 is as large as possible. The incident normalized Stokes vectors with maximum transmittance, Smax,
and minimum transmittance, Smin, are

s
d
d

S smax max m| |
ˆ 1

45
D

D

d

d

d

x

R

iin min| |
ˆd

d
S

1

45
D

D

d

d

d

x

R

(37)

yielding 

T m D T m Dmax , min ,( ) ( )0 0 0 01 1 (38)

Therefore the diattenuation of any Mueller matrix is

D
T T

T T

m m m

m
(M) max min

max min

, , ,0 1
2

0 2
2

0 3
2

0,,0

(39)

For an ideal polarizer the minimum transmission is zero, D 1, T m Dmin , ( )0 0 1 0.
Linear polarization sensitivity or linear diattenuation LD(M) characterizes the variation of intensity 

transmittance with incident linear polarization states:

LD( )
, ,

,

M
m m

m
0 1
2

0 2
2

0 0

(40)

Linear polarization sensitivity is frequently specified as a performance parameter in remote 
sensing systems designed to measure incident power independently of any linearly polarized com-
ponent present in scattered earth-light.18 Note that LD(M) = 1 identifies M as a linear analyzer; M
is not necessarily a linear polarizer, but may represent a linear polarizer followed by some other 
polarization element. 

Diattenuation in fiber optic components and systems is often characterized by the polarization-
dependent loss (PDL) specified in decibels:

PDL( ) logM 10 10

T

T
max

min

(41)

DO
 N

OT
 D

UP
LI

CA
TE



14.18  POLARIZED LIGHT

14.15 POLARIZANCE

The polarizance (P(M)) is the degree of polarization (DoP) of the transmitted light when unpolarized 
light Û is incident,3

P
m m m

m
( ) ( ˆ )

, , ,

,

M M UDoP
1 0
2

2 0
2

3 0
2

0 0

(42)

The exiting polarization state, Sp(M), is the first column of M,

S M M UP

m m m m

m m m m

m
( )

, , , ,
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m
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,

,

,

,

(43)

The polarizance does not necessarily equal the diattenuation. Nor does Sp necessarily equal, Smax,
the incident state of maximum transmittance.

14.16 MUELLER MATRICES OF DIATTENUATORS

The Mueller matrix for a partial polarizer (homogeneous diattenuator) with intensity transmit-
tances T Tx yand  and eigenpolarizations along the x and y axes, LD (Tx, Ty, 0) is

LD( , , )T T

T T T T

T T T T

Tx y

x y x y

x y x y

x

0
1
2

0 0

0 0

0 0 2 TT

T T

y

x y

0

0 0 0 2

(44)

Ideal diattenuators have two different intensity transmittances Tmax and Tmin, for two orthogonal linear 
eigenpolarizations; thus the name “di” “attenuator”. A linear diattenuator oriented at angle  has the 
Mueller matrix

LD( , , )

cos sin
cos co

max minT T

A B B
B A1

2

2 2 0
2 ss sin ( )cos sin

sin ( )cos

2 22 2 2 2 0
2

C A C
B A C 22 2 2 2 0

0 0 0

2 2sin cos sinC A
C

(45)

where

A T T B T T C T Tmax min max min max min2 (46)

Ideal diattenuators have no retardance, although in practice most diattenuators have some 
retardance. An example of a pure linear diattenuator without retardance is transmission into a 
transparent dielectric; Tmax and Tmin are then given by intensity Fresnel coefficients. Reflection at 
metal surfaces acts as a diattenuator with retardance.
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Ideal diattenuator Mueller matrices are hermitian matrices; they have real eigenvalues. A hermitian 
matrix equals the complex conjugate of its transpose, its hermitian adjoint, H H H† ( ).T  But since 
Mueller matrices are real, H H, ideal diattenuator Mueller matrices equal their transpose,

H HT (47)

The general equation for a diattenuator, either linear, elliptical, or circular, expressed in terms of the 
first row of the Mueller matrix is 
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(48)

14.17 NORMALIZING A MUELLER MATRIX

Mueller matrices are normalized by dividing M by m0,0, the transmission for unpolarized light, and 
also the transmission when the input state is averaged over the entire Poincaré sphere. The normal-
ized Mueller matrix M has an average transmission of one,

M
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m m m m m m

m m
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0 1 0 0 0 2 0 0 0 3 0 0
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1
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, , , , , ,

,

/ / /

/ ,, , , , , , ,

, , ,
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/ / /
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0 0 2 2 0 0 2 3 0 0
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, , , , ,

, , , , 33 2 0 0 3 3 0 0, , , ,/ /m m m

(49)

Normalization limits all element values to the range 1 mi, j  1. Measured Mueller matrix data 
is frequently normalized to facilitate comparison of Mueller matrix polarization properties with 
the average transmission removed. It facilitates comparison to Mueller matrices tabulated in the 
literature. Normalizing Mueller matrix images or spectra simplifies eyeballing the data; with the flux 
variations removed, diattenuation, retardance, and depolarization variations are easier to see.

Normalizing by a different value, k/m0,0 sets the average transmission to k, such as k = 1/2 for an 
ideal polarizer. A Mueller matrix M̂ normalized, so the maximum transmission is one is

ˆ

, , , , max

M
M M

m m m m T
0 0 0 1

2
0 2
2

0 3
2 (50)

14.18  COORDINATE SYSTEM 
FOR THE MUELLER MATRIX

Consider a Mueller polarimeter consisting of a polarization generator which illuminates a sample, 
and a polarization analyzer which collects the light exiting the sample in a particular direction. 
We wish to characterize the polarization modification properties of the sample for a particular 
incident and exiting beam through the Mueller matrix. The incident polarization states are speci-
fied by Stokes vectors defined relative to an {x y}ˆ , ˆ  coordinate system orthogonal to the propagation 
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14.20  POLARIZED LIGHT

direction of the incident light. Similarly, the exiting light’s Stokes vector is defined relative to an 
{x y }ˆ , ˆ  coordinate system orthogonal to its propagation direction. For transmission measurements 
where the beam exits undeviated, the orientations of {x y}ˆ , ˆ  and {x y }ˆ , ˆ  will naturally be chosen to 
be aligned, (x x y y )ˆ ˆ , ˆ ˆ . The global orientation of {x y}ˆ , ˆ  is arbitrary, and the measured Mueller 
matrix varies systematically if {x y}ˆ , ˆ  and {x y }ˆ , ˆ  are rotated together.

When the exiting beam emerges in a different direction from the incident beam, orientations must 
be specified for both sets of coordinates. For measurements of reflection from a surface, a logical 
choice sets {x y}ˆ , ˆ  and {x y }ˆ , ˆ  to the {s p}ˆ, ˆ  orientations for the two beams. Other Mueller matrix mea-
surement configurations may have other obvious arrangements for the coordinates. All choices, how-
ever, are arbitrary, and lead to different Mueller matrices. Let a Mueller matrix M be defined relative to 
a particular {x y}ˆ , ˆ  and {x y }ˆ , ˆ . Let another Mueller matrix M( 1, 2) for the same measurement condi-
tions have its x̂ axis rotated by 1 and x  axis rotated by 2, where  > 0 indicates a counterclockwise 
rotation looking into the beam (x y)ˆ ˆinto . These Mueller matrices are related by the equation 

M 1 2
2 2

2 2

1 0 0 0
0 2 2 0
0 2 2 0

,
cos sin
sin cos

00 0 0 1

0 0 0 1 0 2 0 3

1 0 1 1

m m m m

m m m
, , , ,

, , 11 2 1 3

2 0 2 1 2 2 2 3

3 0 3 1 3 2 3 3

, ,

, , , ,

, , , ,

m

m m m m

m m m m

1 0 0 0
0 2 2 0
0 2 2

1 1

1 1

cos sin
sin cos 00

0 0 0 1

(51)

When 1 = 2, the coordinates rotate together, the eigenvalues are preserved, the circular polariza-
tion properties are preserved, and the linear properties are shifted in orientation. When 1 2, the 
matrix properties are qualitatively different; the eigenvalues of the matrix change. If the eigenpolar-
izations of M were orthogonal, they may not remain orthogonal. After we perform data reduction 
on the matrix, the basic polarization properties couple in a complex fashion. For example, linear 
diattenuation in M yields a circular retardance component in M( 1, 2). The selection of the coordi-
nate systems for the incident and exiting beams is not important for describing exiting polarization 
states, but is crucial for properly identifying polarization characteristics of the sample. 

14.19 MUELLER MATRICES FOR REFRACTION

Reflections and refractions at homogenous and isotropic interfaces, typical glass or metal interfaces, 
have s and p eigenpolarizations. The polarization is a combination of diattenuation and retardance, 
with the eigenpolarizations aligned with the s and p planes. Let s be aligned with x and p with y. Ts is 
the s-intensity reflectance or transmittance and Tp is the p-intensity reflectance or transmittance. The 
retardance between the s and p states is . Ts, Tp,  are determined from Fresnel equations or from 
a thin-film coating calculation. The Mueller matrix is the product of the diattenuator and retarder 
Mueller matrices,

LDR( , , )
cos
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For transmission at an uncoated interface,  = 0, but for thin-film-coated interfaces, such as anti-
reflection coatings or beam-splitter coatings, the retardance is nonzero. If the plane of incidence is 
not vertical, the Mueller rotation operator is applied. Refraction Mueller matrices are homogeneous; 
the eigenpolarizations, the s and p polarizations, are orthogonal.

14.20 MUELLER MATRICES FOR REFLECTION

In most optics notation, including this chapter, a sign change occurs in the coordinate system after 
reflection to maintain a right-handed coordinate system after the propagation vector has changed 
direction. After reflection, the S2 component of Stokes vectors (linearly polarized light at 45°/135°) 
and the S3 component (circularly polarized light) change sign. The S2 component changes sign dur-
ing reflection (diffuse or specular) because the z-component of the light propagation vector (the 
component parallel to the sample surface normal) changes sign. To maintain a right-handed coor-
dinate system, one of the transverse coordinates must change sign as well. Choosing x, the spatial 
coordinates (x, y, z) switch to ( x, y, z) after reflection or scatter from a sample; z is the direction 
of propagation before reflection which changes to z after reflection. The change of coordinates 
dictates that a beam polarized at an angle of 45° which reflects polarized in the same global plane is 
described as having a 135° orientation in the coordinates following reflection. 

Picture a Stokes polarimeter measuring in transmission; now rotate that polarimeter around z
axis and move it to measure in reflection and you should see how the 45° component has changed 
sign. In addition, the helicity (i.e., handedness) of all circular and elliptical states changes sign upon 
reflection. Right circular polarization reflects as left circular polarization, and vice versa. 

First let s be aligned with x and p with y. Rs is the s-intensity reflectance and Rp is the p-intensity 
reflectance. The retardance between the s and p states is . Rs, Rp,  are determined from Fresnel 
equations or from a thin-film coating calculation. The reflection Mueller matrix is

1
2

0 0

0 0

0 0 2 2

R R R R

R R R R

R R R R

s p s p

s p s p

s p scos pp

s p s pR R R R

sin

sin cos0 0 2 2

(53)

With this convention for reflection, the equation for rotating the Mueller matrix, M, of a sample 
measured by a polarimeter in a reflection configuration about its normal is

M R M RR( ) ( ) ( )

cos sin
sin co

1 0 0 0
0 2 2 0
0 2 ss

, , , ,

, ,

2 0
0 0 0 1

0 0 0 1 0 2 0 3

1 0 1 1

m m m m

m m mm m

m m m m

m m m m

1 2 1 3

2 0 2 1 2 2 2 3

3 0 3 1 3 2 3 3

, ,

, , , ,

, , , ,

1 0 0 0
0 2 2 0
0 2 2 0
0 0 0

cos sin
sin cos

11

(54)

compared to 

M R M RT ( ) ( ) ( ) (55)

for Mueller matrices in transmission. For example, the Mueller matrix of a transmission polarizer 
with its transmission axis oriented at 20° and the Mueller matrix of a reflection polarizer oriented at 
20° are different since polarized light exits the reflection polarizer oriented at 20° in the reflection 
coordinates (20° in the incident coordinates). In essence the reflection polarizer Mueller matrix is 
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analyzing at 20° but polarizing at 20°. For the special cases of linear polarizer matrices oriented at 
0° or 90° and linear retarders oriented at 0° or 90°, this transformation results in Mueller matrices 
which are the same for transmission and reflection. 

The normalized reflection Mueller matrices for weakly polarizing diffuse reflecting samples, 
those with diattenuation, retardance, and depolarization close to zero, are close to the Mueller 
matrix for an ideal reflector,

Mrefl

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(56)

14.21  CONVERSION BETWEEN MUELLER
MATRICES AND JONES MATRICES

Jones matrices form an alternative and very useful representation of sample polarization, par-
ticularly because Jones matrices have simpler properties and are more easily manipulated and 
interpreted. The complication in mapping Mueller matrices onto Jones matrices and vice versa is 
that Mueller matrices cannot represent absolute phase and Jones matrices cannot represent depolar-
ization. Thus, only nondepolarizing Mueller matrices have corresponding Jones matrices. All Jones 
matrices have corresponding Mueller matrices, but because the absolute phase is not represented, 
the mapping is many Jones matrices to one Mueller matrix. 

Both Jones matrices and Mueller matrices can calculate the polarization properties of sequences 
of nondepolarizing interactions, the effect of cascading a series of diattenuators and retarders. When 
this same polarization element sequence is calculated by Jones matrices and alternatively by Mueller 
matrices, the answer is the same diattenuating and retarding properties. Either method is suitable.

Jones vectors and Jones matrices are commonly represented with two different sign conventions 
for the phase. Electromagnetic waves are commonly written with two different conventions, either 
the phase decreases with time ( )kz t , the convention adopted here, or the phase increases with 
time ( )wt kz . Depending on the choice, various plus and minus signs must be adjusted in the 
Jones vectors for circularly and elliptically polarized light and in the various Jones matrices. Both 
conventions are in widespread use so care is necessary when taking Jones matrices from different 
sources. In this chapter, the phase decreases with time, so a monochromatic plane wave propagating 
in the z direction has the form

E( , ) Re ( )z t
E

E
e

x

y

i kz t
E

E
kz t

x

y

cos( ) (57)

A wave is advanced by subtracting from the phase. A wave is delayed or retarded by adding to the 
phase. 

A Jones matrix J is transformed into a Mueller matrix by the relation 

M U J J U( ) 1 (58)

in which  represents the tensor product and U is the Jones/Mueller transformation matrix:9,10,19,20

U U
1

2

1 0 0 1
1 0 0 1
0 1 1 0
0 0

1

i i

( ))† (59)
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where the hermitian adjoint is represented by †. All Jones matrices of the form J ei J transform 
to the same Mueller matrix. Consider a Jones matrix with complex elements expressed in polar 
coordinate form

J
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x y
ie ex x
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(60)

The tensor product (J J ) gives a fourth rank second-order tensor {2 2 2 2}, 
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(61)

This tensor is contracted to a second rank fourth-order (4  4) tensor.
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which when multiplied with U gives the Mueller matrix elements as follows:
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An equivalent method to convert Jones matrices to Mueller matrices utilizes dot products with two 
Pauli spin matrices to determine each Mueller matrix element, mi,j,

mi j i j,
† )

1
2

Tr J J (64)

where Tr is the trace of the matrix and 

i

i
i

1 0
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1 0
0 1

0 1
1 0

0
0

, , , i 0 1 2 3, , , (65)

are the identity matrix and normalized Pauli spin matrices.
Nondepolarizing Mueller matrices are transformed into the equivalent Jones matrices using the 

following relations:
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where the amplitudes are
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and the relative phases are
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The phase x,x is not determined but is the “reference phase.” These equations are not unique and 
other equivalent forms can be derived.

For example, a special case occurs if jx,x = 0; then both the numerator and denominator of the 
arctan are zero and the phase equations fail. The transformation equations can then be recast in 
closely related forms to use the phase of another Jones matrix element as the “reference phase.”

14.22  NONDEPOLARIZING MUELLER MATRICES
AND MUELLER-JONES MATRICES

Nondepolarizing Mueller matrices are the set of Mueller matrices for which completely polarized 
incident light [DoP(S)=1] is transmitted as completely polarized for all incident polarization 
states and have a depolarization index of one [Eq. (96)]. Nondepolarizing Mueller matrices are a 
subset of the Mueller matrices. Jones matrices can only represent nondepolarizing interactions. 
The nondepolarizing Mueller matrices are Mueller matrices with corresponding Jones matrices; 
thus nondepolarizing Mueller matrices are also called Mueller-Jones matrices. 
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An ideal polarizer is nondepolarizing when if the incident beam is polarized, the exiting beam is 
also polarized. Similarly an ideal retarder is nondepolarizing. The nondepolarizing Mueller matrices 
comprise the Mueller matrices for the matrix product of all arbitrary sequences of diattenuation and 
retardance. A Mueller-Jones matrix must satisfy the following condition for all  and ,

DoP( ) DoPM S

m m m m

m m m m
0 0 0 1 0 2 0 3

1 0 1 1 1 2 1

, , , ,

, , , ,33

2 0 2 1 2 2 2 3

3 0 3 1 3 2 3 3

m m m m

m m m m
, , , ,

, , , ,

1
2
2

cos cos
sin cos

sin

1 (69)

One necessary, but not sufficient, condition for nondepolarizing Mueller matrices is21

Tr ( ) , , , , , ,M MT m m m m m m4 0
2

0 0
2

0 0
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1 0
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2 0
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3 1
22

0 1 1
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1 2
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1 3
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2
2

0 2
2

1 2
2

2 2

m m m

m m m m

, , ,

, , , ,
22

3 3
2

0 3
2

1 3
2

2 3
2

3m m m m, , , ,

(70)

In a typical imaging optical system, depolarization is an undesirable characteristic for lens and 
mirror surfaces, filters, and polarization elements. Depolarization is associated with scattering, 
and optical surfaces are carefully fabricated and coated to minimize scattering. Depolarization is 
generally very small from high-quality optical surfaces. Thus the majority of optical surfaces are 
well described by nondepolarizing Mueller matrices.

14.23  HOMOGENEOUS AND INHOMOGENEOUS
POLARIZATION ELEMENTS

A nondepolarizing Mueller matrix is homogeneous if the two Stokes vector eigenpolarizations are 
orthogonal, and inhomogeneous otherwise. A nondepolarizing Mueller matrix MN can be factored 
into a cascade of a diattenuator Mueller matrix MD followed by a retarder Mueller matrix MR or into 
a cascade of the same retarder followed by a different diattenuator MD,22

M M M M MN R D D R (71)

The magnitude of the diattenuation of MD and MD are equal. We define the diattenuation of M
as the diattenuation of MD, and the retardance of M as the retardance of MR. For a homogeneous 
device, MD = MD and the eigenvectors of MR and MD are equal. Thus the retardance and diatten-
uation of a homogeneous Mueller matrix are “aligned,” giving it substantially simpler properties 
than the inhomogeneous Mueller matrices. A necessary condition for a homogeneous Mueller 
matrix is 

m m m m m m0 1 1 0 0 2 2 0 0 3 3 0, , , , , ,, , (72)

then, P D( ) ( ).M M
The inhomogeneity of a Mueller matrix is characterized by the inhomogeneity index I(M), 

I( )
ˆ ˆ

cos( )M
S1 2

2
2/ (73)
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where Ŝq and Ŝr are normalized polarized Stokes vector eigenpolarizations of a Mueller matrix and
 is the angle between the eigenpolarizations on the Poincarè sphere measured from the center of 

the sphere as illustrated in Fig. 4. I(M) varies from zero for orthogonal eigenpolarizations to one 
for degenerate (equal) eigenpolarizations.

The product of an arbitrary sequence of nondepolarizing Mueller matrices is another nondepo-
larizing Mueller matrix.

14.24  MUELLER MATRICES NEAR THE IDENTITY
MATRIX, WEAK POLARIZATION ELEMENTS

The Mueller matrices of weak polarization elements are close to the 4  4 identity matrix. The 
properties of weak Mueller matrices are much simpler than general Mueller matrices because the 
retardance, diattenuation, and depolarization are close to zero. These simpler properties will be uti-
lized later in the analysis of Mueller matrix properties by their matrix roots. 

Some important examples of such weakly polarizing elements would be the lens surfaces and 
mirror surfaces in lenses, microscopes, and telescopes, where the polarization properties are not zero 
due to Fresnel equations, antireflection coatings, or mirrored surfaces, but the effects are often well 
below 5 percent.

The structure of the Mueller calculus and the properties of these weak elements can be explored 
by performing Taylor series on the Mueller matrix expressions with respect to diattenuation or 
retardance. Weak retarders have a retardance near zero. Performing a Taylor series expansion on 

FIGURE 4 The principal Stokes vectors associated with an 
inhomogeneous polarization element mapped on the Poincarè 
sphere. The incident Stokes vectors of maximum Smax and 
minimum Smin intensity transmittance are diametrically oppo-
site on the Poincarè sphere (indicating orthogonal polarization 
states) while the eigenpolarizations Sq and Sr are separated by 
the angle .
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the general equation for an elliptical retarder and keeping the first-order terms yields the following 
simple expression for weak retarders:

lim
H R

H R
R

, ,
( , , )

45 0 45
45

1 0 0 0
0 1

0
LR

R H

H

1

0 145

(74)

Similarly, a first-order Taylor series expansion on the general diattenuator expression yields

lim avg avgd d d H R
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d d d T T

d d
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( , , , )
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(75)

Combining these yields the weak diattenuators and retarder Mueller matrix form

WDR( , , , , , , )d d d T T

d

H R H R

H

avg avg45 45

1 dd d

d

d

d

R

H R

R H

R H

45

45

45

45

1

1

1

(76)

These three equations are only correct to first order. Higher-order terms, which are present when 
these parameters are not infinitesimal, are calculated from the exact equations presented earlier.

So weak diattenuators are symmetric in the top row and first column. Weak retarders are 
antisymmetric in the off-diagonal lower right 3  3 elements. The presence of antisymmetric com-
ponents in the top row and column and symmetric components in the lower right 3  3 elements of 
weak polarization element Mueller matrices indicates the presence of depolarization.

14.25  MATRIX ROOTS OF NONDEPOLARIZING
MUELLER MATRICES

In this section an order-independent representation of Mueller-Jones matrices is developed using 
matrix generators to provide additional insights into the polarization properties of Mueller matrices. 
This matrix-generator approach is extended in the Sec. 14.31.

The matrix decompositions in Eq. (71) are order-dependent; the retardance occurs before the 
diattenuation or vice versa. Because the retardance and diattenuation components in general do not 
commute, the result is order-dependent.

An order-independent representation was developed for the Jones calculus by Jones with his 
N matrices, which represented Jones matrices with differential amounts of the three diattenu-
ation and three retardance degrees of freedom. Jones approached the problem by considering 
propagation through a dichroic (diattenuating) and birefringent (retarding) anisotropic crystal 
and analyzed the Jones matrices as the path length t is cut into many (N) short lengths of t/N as
N approaches infinity. 

The same method is applicable to nondepolarizing Mueller-Jones matrices MN. Dividing the 
path length in half (N  2) corresponds to taking the square root of MN; this matrix square root has 
half the magnitude of the polarization properties of MN. For example, the square root of a quarter-
wave retarder is an eighth-wave retarder with the same eigenpolarizations. The square root of a diat-
tennuator with transmissions 1 and 0.64 has transmissions 1 and 0.8. For a square matrix, multiple 
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matrix square roots exist; a 4  4 matrix has 24 square roots. A real matrix square root always exists 
which is closer than MN to the identity matrix. Taking the series of these matrix roots

MN
n n 2 3 4, , , . . . (77)

yields a matrix sequence which approaches the identity matrix. The direction in which this sequence 
approaches the identity matrix depends on the ratio of polarization parameters and identifies the 
MN as linearly or elliptically diattenuating or retarding. The matrix properties in the vicinity of 
the identity matrix, as shown in Sec. 14.24 are particularly simple. 

The differential Mueller matrices for diattenuation and retardance corresponding to the N matrices 
are presented below. They are obtained by taking high-order roots of Mueller matrices or by using 
differential values for the diattenuation and retardance in the equations for the basis retarder and 
diattenuator Mueller matrices. Such differential matrices are also known as generators and differ 
from the identity matrix by infinitesimal amounts which point in the direction of a particular polar-
ization property. 

The Mueller matrix generators describe infinitesimal amounts of each polarization property. 
There are three generators for diattenuation, G1(d1), G2(d2), and G3(d3), and three generators for 
retardance G4(d4), G5(d5), and G6(d6). The three diattenuation generators along with their first-order 
expansions and second-order terms are the following:
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The equation for the general diattenuator is

M ( ) G GD N
d d d d d

d
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d

N0 1 2 3 0 1
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2, , , lim G3
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d
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N
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d

N1

3

(81)

The di are the diattenuation parameters and are restricted to the range

1 11 2 3d d d, , (82)
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and d0 is an overall constant. For ideal polarizers, 

d d d d1
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2

3
2

01
1
2

(83)

The generators for retarders are as follows:

G4 4
4 4

4 4

1 0 0 0
0 1 0 0
0 0
0 0

( )
cos sin
sin cos

d
d d
d d

1 0 0 0
0 1 0 0
0 0 1
0 0 1

4

4

d
d

11
2

0 0 0 0
0 0 0 0
0 0 0

0 0 0
4
2

4
2

d

d

(84)
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The parameters d1, d2, and d3 are the retardance components in radians and are not limited in range. 
The general elliptical retarder has the form

M ( ) G GR N
d d d

d

N

d

N4 5 6 4
4
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5, , lim GG G6

6d

N

d

N

N

N i
ilim
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4
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(87)

The retardance generators are periodic in the retardances di,

G Gi i i id d i( ) ( ) , ,4 5 6 (88)

Combining these, the general nondepolarizing Mueller matrix MN (Mueller-Jones matrix), an inho-
mogeneous diattenuator and retarder, has the form 

M GN N i
i

i

d d d
d

N
( , . . . , ) lim0 6 0

1

6
N

(89)

This representation is order-independent; the product of the six Gi(di) with differential di/N can be 
taken in any order of the six i, prior to raising to the Nth power. 

The di for a Mueller-Jones matrix MN are determined by calculating a high-order matrix root. 
For the majority of Mueller-Jones matrices, as the root order N  the matrix root approaches a 
constant times the identity matrix with small first-order deviations, Di, corresponding to the first-
order terms above, as 
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N d
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Due to the inexact nature of computer arithmetic, in practice N is set large enough that the matrix 
root is very close to the identity matrix without losing accuracy due to round off errors in calculations, 
which occurs when N is very large. Setting 104 < q < 109 usually works well. The Di are scaled by the 
matrix root order N,

d N Di i (91)

yielding the magnitudes of the diattenuation and retardance parameters. 
For any Mueller-Jones matrix, MN(d0, . . . , d6,), varying one of the di generates a family of MN

where only a single polarization property varies. Varying each of the di one at a time generates a family 
of orthogonal trajectories through MN. Thus the set { , , , , , , }d d d d d d d0 1 2 3 4 5 6  comprises a coordinate 
system for the Mueller-Jones matrices. Within the 15-dimensional space of normalized Mueller 
matrices, the Mueller-Jones matrices, parameterized by { , , , , , }d d d d d d1 2 3 4 5 6  form an open six-
dimensional surface embedded on a 15-dimensional hypersphere of radius 3, the surface where 
the depolarization index equals one.

A homogeneous nondepolarizing Mueller matrix has the same eigenvectors for its diattenuation 
(hermitian) and retarding (unitary) parts, and the corresponding condition on the Mueller roots is 

{d1, d2, d3}  k{d4, d5, d6} (92)

where k is a real constant, the ratio of the diattenuation to the retardance.

14.26  DEPOLARIZATION AND
THE DEPOLARIZATION INDEX

Depolarization is the reduction of the degree of polarization of light. In the Mueller calculus depo-
larization can be pictured as a coupling of polarized into unpolarized light, where polarized light 
is incident and the exiting Stokes vector can be mathematically separated into a fully polarized and 
an unpolarized Stokes vector. Lenses, mirrors, filters, and other typical optical elements exhibit very 
small amounts of depolarization, typically less than a few tenths of a percent. In contrast, the depolar-
ization of most diffusely reflecting objects such as paints, metal and wood surfaces, natural materials, 
and the like is significant, varying from a few to 100 percent (i.e., complete depolarization).

Two single-valued depolarization matrices, the depolarization index and the average degree of 
polarization, have been introduced to describe the degree to which a Mueller matrix depolarizes 
incident states.23–25 However, such single-number matrices cannot describe the complexity of 
depolarization associated with a Mueller matrix.

Consider three Mueller matrices of the following forms:

ID PD

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

1 0 0 0
0 0 0
0 0

a
a 00

0 0 0

1 0 0 0
0 0 0
0 0 0
0 0 0a

a
b

c

DD (93)

Matrix ID is the ideal depolarizer; only unpolarized light exits the depolarizer. Matrix PD is the 
partial depolarizer; all fully polarized incident states exit with their incident polarization ellipse, 
but with a degree of polarization DoP( ) a. The diagonal depolarizer matrix DD represents 
a variable partial depolarizer; the degree of polarization of the exiting light is a function of the 
incident state. Physically, depolarization is closely related to scattering and usually has its origin in 
retardance or diattenuation which is rapidly varying in time, space, or wavelength. 
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Of the 16 degrees of freedom in the Mueller matrix, 1 corresponds to loss, 3 to diattenuation, 
and 3 to retardance. The remaining 9 degrees of freedom describe depolarization.

14.27  DEGREE OF POLARIZATION SURFACES
AND MAPS

The degree of polarization is a measure of the randomness of polarization in a light beam, a 
property characterized by how much of this beam may be blocked by a polarizer. Degree of 
polarization maps and surfaces represent this dependence of depolarization on incident polar-
ization state.26 For the typical depolarizer, different incident polarization states are depolarized 
by different amounts. 
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, , , ,
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m m m
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1 0 1 1 11 2 1 3
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, , , ,
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1
2
2

cos cos
sin cos
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(94)

Degree of polarization surfaces are formed from a nonuniform contraction of the Poincaré 
sphere corresponding to the depolarization properties of a Mueller matrix. The DoP surface for a 
Mueller matrix M is formed by moving normalized Stokes vectors S on the surface of the Poincaré 
sphere radially inward to a distance DoP(S M S) from the origin, plotted for all incident S on the 
surface of the Poincaré sphere. The DoP surface results from the product of a scalar, the DoP, and a 
vector, ( , , )s s s1 2 3 , formed from the Stokes three-vector,

DoPsurface( , )
( , ) ( , ) (

M S
M S M SS S S1

2
2

2
3 MM S

M S

, )

( , )
( , , )

2

0
1 2 3S

s s s (95)

for all ( ) ./s s s1
2

2
2

3
2 1 2 1

The DoP map for a Mueller matrix is a two-dimensional plot, such as a contour plot or density 
plot, of the DoP of exiting light as a function of the incident polarized state and represents a “flattened” 
DoP surface. In this paper, the DoP map is plotted with axes  (polarization ellipse major axis orientation) 
and DoCP, but there is some flexibility in the parameterization of the polarized Stokes vectors. In 
general the DoP map provides easier visualization of maxima, minima, saddles, and other features of 
the depolarization variation than the DoP surface. 

Fig. 5 shows depolarization maps for a liquid crystal cell’s Mueller matrices measured at 2, 3, 
and 4 V at 550 nm in laboratory.27 The cell is an untwisted nematic cell (Fredericksz cell) with fast 
and slow axes at 45°/135° used as a variable linear retarder for polarization control. The depolar-
ization characteristics change significantly with applied voltage and incident polarization state. 
At 2 V, the maximum DoP (white area) occurs for a slightly elliptical state located just above the 
135° linear state on the Poincaré sphere; a second DoP maximum occurs near 45°. At 0 V the 
liquid crystal (LC) directors will be parallel to one of these axes throughout the cell. So the least 
depolarization is occurring along the direction the LC molecules are aligned at the two surfaces. 
As the voltage increases, the molecules near the center of the cell gap rotate toward the cell normal 
while simultaneously the retardance decreases. Both maxima drift away from the fast/slow axes as 
the voltage increases while the depolarization, a measure of order, decreases the most around 90°. 
Unfortunately, polarization controllers are usually operated midway between the fast and slow axes 
and miss the DoP maxima. 
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14.28 THE DEPOLARIZATION INDEX

One figure of merit of the depolarization characteristics of a Mueller matrix is the depolarization 
index DI(M) introduced by Gil and Bernabeu.23,24 DI(M) is the euclidian distance of the normalized 
Mueller matrix M/m0,0 from the ideal depolarizer:

DI( )M
M

ID
m

m m

m

i j
i j

0 0

2
0 0
2

0 03,

,
,

,

,

(96)

DI(M) varies from zero for the ideal depolarizer to 1 for all nondepolarizing Mueller matrices, 
including all pure diattenuators, pure retarders, and any sequences composed from them. 

14.29 THE AVERAGE DEGREE OF POLARIZATION

The average degree of polarization, averageDoP, is the arithmetic mean of the degree of polarization 
of the exiting light when averaged over the Poincaré sphere,25

averageDoP
DoP )

( )
( ( , ) cos( )

/
M

M S d d
2

//2

0

4
(97)
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FIGURE 5 DoP maps for an untwisted nematic liquid crystal cell at (a) 2 V, (b) 3 V, and 
(c) 4 V. The DoP varies between 0.965 and 0.991 as the voltage and incident polarization state varies. 
At low voltages, the low depolarization states are close to the fast and slow axes. As the voltage 
increases, these DoP maxima (lighter gray) drift away.
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S( , ) the Stokes vector parameterized by orientation of polarization  and latitude , in radians on 
the Poincare sphere, is 

S( , )
cos( )cos( )
sin( )cos( )

sin( )

1
2
2

(98)

The averageDoP varies from zero to one and provides a summary of the depolarizing property 
in a single number. When averageDoP is equal to one the exiting light is always completely polar-
ized indicating a nondepolarizing Mueller matrix. Values near one indicates little depolarization. 
When averageDoP equals zero the exiting light is completely depolarized; only unpolarized light 
exits the interaction. 

The DI and the averageDoP are often equal and usually quite close. The averageDoP is the easier 
metric to understand; it provides the mean DoP of the exiting light averaged over the Poincaré 
sphere, the expected value. The DI has a clear geometric meaning in the Mueller matrix configura-
tion space, being the fractional distance of a Mueller matrix along a line segment from the ideal 
depolarizer to the hypersphere of nondepolarizing Mueller matrices, so it remains a useful and 
meaningful parameter, but more useful for theoretical studies of the Mueller calculus than for repre-
senting the depolarization of an optical element.

14.30  DETERMINING MUELLER MATRIX
PROPERTIES

Given a Mueller matrix, measured or calculated, a natural question is “what are the polarization 
properties of this matrix?” Algorithms for the properties of Jones matrices were developed decades 
ago.1,15,28–30 For Mueller matrices, the algorithm development was challenging and work continues 
in this area.13,14,16,24,31–37

A matrix decomposition expresses a matrix as a function of other matrices which indicate useful 
properties. For example, the polar decomposition of a Jones matrix expresses J as the matrix prod-
uct of a hermitian matrix and a unitary matrix, corresponding to a diattenuator (partial polarizer) 
and retarder.21,22 Jones’ N-matrix decomposition of the Jones matrix divided the Jones matrix into 
a large number of identical matrix components infinitesimally close to the identity matrix and pro-
vided a simple description of Jones matrix properties.15

The Mueller matrix has 16 degrees of freedom and thus can be described by 16 unique prop-
erties. The Mueller roots decomposition presented in the following section is a generalization of 
Jones’ method to the Mueller matrix and provides an order-independent decomposition. The 
decomposition of Lu and Chipman, presented in the following section, expresses the Mueller 
matrix as the product of pure diattenuator, pure retarder, and depolarizer Mueller matrices.30 The 
three components could occur in any specified order but the values of the components changed 
based on the order. 

14.31 GENERATORS FOR DEPOLARIZATION

The generator method for describing polarization properties of Mueller-Jones matrices 
extends to depolarizing Mueller matrices by adding nine additional generators to span the 
remaining nine degrees of freedom.38 These nine generators have been divided into three 
families of three generators corresponding to the three diattenuation and retardance degrees 
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of freedom. The nine generators for depolarization in exact, first- and second-order represen-
tations are as follows: 
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G11 11
11
2

11

11 11
2

1 0 0 0

0 1 0

0 0 1 0

0 0 1

( )d
d d

d d

1 0 0 0
0 1 0
0 0 1 0
0 0 1

11

11

d

d

11
2

0 0 0 0
0 0 0
0 0 0 0
0 0 0

11
2

11
2

d

d

(103)
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The final three degrees of freedom describe the depolarization along the matrix diagonal elements: 
m m m1 1 2 2 3 3, , ,, , :
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Combining the 9 depolarizing generators with the 6 nondepolarizing generators yields an order-
independent equation for Mueller matrices in terms of 15 polarization parameters,
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As any single parameter is scanned in value, it generates a trajectory through the space of Mueller 
matrices where just one polarization property is changing. Thus Eq. (108) provides a coordinate 
system for depolarizing and nondepolarizing Mueller matrices in terms of the individual polariza-
tion parameters. The names of the polarization properties are given in Table 4. G7, G8, and G9 share 
the same first-order matrix elements as diattenuation and affect the flux of the light; thus the name 
amplitude diattenuation. G10, G11, and G12 share the same first-order matrix elements as retardance 
and do not affect the flux of the light; thus the name phase diattenuation. 

The final three depolarization degrees of freedom lie along the matrix diagonal. In most depolar-
izing samples these are the largest components of the depolarization. Several different bases can be 
considered for these degrees of freedom. The uniform depolarizer is a depolarizer which depolar-
ized all polarization states equally. Combining the uniform depolarizer with any nondepolarizing 
Mueller matrix should move that matrix straight toward the ideal depolarizer in a radial direction in 
the 15-dimensional normalized Mueller matrix space. This uniform depolarizer generator is chosen 
as the final generator, G15. G13, G14, and G15 are an orthogonal basis for the diagonal matrix elements. 

The degree of polarization maps associated with the individual depolarization generators are 
shown in Fig. 6. Nonphysical regions with the degree of polarization greater than one are hatched; 
physical regions are solid. All of the generators except G15 have DoP maps where half the area has 
a value below one and half is above one (hatched). Thus G7 through G14 are nonphysical Mueller 
matrices by themselves. Only when they are combined with an equal or greater amount of G15, do 
they form physical Mueller matrices with DoP values always equal to or less than one. G15 is an 
essential component of any depolarizing Mueller matrix.

The algorithm for the decomposition of Mueller matrix M into matrix root parameters di has 
four steps. First, M is normalized so its average transmission is one,

ˆ

,

, , , , , ,

,M
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m

m m m m m m

m m

0 0

0 1 0 0 0 2 0 0 0 3 0 0

1 0

1 / / /

/ 00 0 1 1 0 0 1 2 0 0 1 3 0 0
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m m m m m m

m m m

/ / /
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/ / /

/ /
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, , , , ,

, , , , mm m m m3 2 0 0 3 3 0 0, , , ,/ /

(109)

TABLE 4 Polarizing and Depolarizing Degrees of Freedom

Horizontal and Vertical 45° and 135° Right and Left

Diattenuation d1 d2 d3
Retardance d4 d5 d6
Amplitude depolarization d7 d8 d9
Phase depolarization d10 d11 d12

Orthogonal 1 Orthogonal 2 Radial
Diagonal depolarization d13 d14 d15
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Normalizing M separates the property of the average transmission (nonpolarizing) from the 
remaining 15 polarizing properties. Second, a high-order matrix root of M̂ is calculated,

P M̂
q (110)

For the majority of Mueller matrices, P approaches a constant d0 times the identity matrix as q

lim ˆ
q

q
dM 0

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(111)

FIGURE 6 Degree of polarization maps associated with the depolarization generators G7–G15 for a value of di  0.2. 
Hatched areas indicate incident polarization states where the exiting Stokes vector has a DoP > 1. G15, radial depolarization, has 
a constant map.
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Due to the inexact nature of computer arithmetic, in practice q is selected as a large enough number 
such that P is very close to the identity matrix without losing accuracy due to round off errors in 
calculations. Setting 104 < q < 109 usually works well.

Third, the difference between P and the identity matrix is decomposed into 15 terms, corre-
sponding to 15 polarization properties,
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(112)

where the Di are very small numbers which decrease linearly with large N. D13, D14, and D15 are more 
complex due to our selection of diagonal depolarization generators,

d
f f

d
f f f

d
f f

13
13 14

14
13 14 15

15
13 1

6

2 2 2 2

6
44 15

3

f
(113)

Finally, the Di are scaled by the matrix root order q,

d qDi i (114)

yielding the magnitudes of the polarization parameters. 
One method to ensure the proper matrix root is calculated is to calculate the appropriate matrix 

square or cube root, then repeatedly apply the square or cube root function to generate high-order 
roots. Higham has addressed finding the real square roots of real matrices.39,40

Several classes of Mueller matrices and their matrix roots require special consideration. For ideal 
polarizers (Tmax 1, Tmin 0), the Mueller matrix squared equals the Mueller matrix, then the high-
order matrix roots do not approach the identity matrix. But when Tmin is infinitesimally increased 
above zero, the high-order matrix roots do approach the identity matrix.

Some highly depolarizing Mueller matrices have a negative determinant. The Mueller matrices 
generated by Eq. (108) span most of the space of physically realizable Mueller matrices. The deter-
minant of normalized Mueller matrices vary over the range

1
27

1det( )M (115)

Since P has a positive determinant, its high-order powers can never equal a matrix with negative 
determinant. Unfortunately, the Mueller matrices spanned by Eq. (108) do not cover the small num-
ber of negative determinant Mueller matrices, an issue beyond the scope of this chapter.

The high-order roots of the majority of Mueller matrices are well behaved in approaching the 
identity matrix. The boundary between these classes is an area of ongoing investigation. An alterna-
tive form for the depolarization generators for the matrix diagonal is the following:

G ( )d
d

13
13

1 0 0 0
0 1 0 0

0 0 1 0
0 0 0 1

(116)

G ( )d
d14

14

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(117)

DO
 N

OT
 D

UP
LI

CA
TE



MUELLER MATRICES  14.39

G ( )d

d

15

15

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(118)

14.32  INTERPRETATION OF ARBITRARY MUELLER
MATRICES, THE POLAR DECOMPOSITION
OF MUELLER MATRICES

When simulating polarization elements, polarimeters, and optical systems, typically the Mueller 
matrices are nondepolarizing. Measured Mueller matrices have depolarization at some level; usually 
low for optical systems or much higher for light scattered from rough surfaces. To understand these 
matrices, it is desirable to interpret the Mueller matrices in terms of standard polarization elements. 
Given a Mueller matrix and access to a well-stocked inventory of polarization elements, diattenuator, 
retarder, and depolarizer could be combined to perform equivalent polarization transformations.

One common algorithm for Mueller matrix decomposition is the Lu-Chipman polar decomposi-
tion which represents an arbitrary depolarizing Muller matrix as the product of a pure diattenuator, 
a pure retarder, and a depolarizer Mueller matrices.22 The algorithm is complex; only a few steps will 
be outlined here; the reader is referred to other treatments of this algorithm and comments on its 
properties.10,37,41

In this generalized polar decomposition, depolarizing Mueller matrices are expressed as the 
product of the three matrix factors: diattenuation, retardance, and depolarization,

M M M MR D (119)

MD is the diattenuator Mueller matrix and MR is the retarder Mueller matrix. For the purpose of the 
Lu-Chipman decomposition algorithm, the depolarization Mueller matrix M  has the form

M

1 0 0 0

1 0 1 1 1 2 1 3

2 0 1 2 2 2 2 3

3 0

m m m m

m m m m

m

, , , ,

, , , ,

, mm m m

T

1 3 2 3 3 3

1 0

, , ,

P m
(120)

The submatrix m  is symmetric, so it does not contain any retardance. The first column contains a 
polarizance term. The first step is to form MD from the top row of M and then remove the diattenu-
ation via

M M M M MD R
1 (121)

Extensive manipulations are then required to form MR and M , and these are used to define the 
retardance and depolarization. 

The Lu-Chipman decomposition algorithm has several disadvantages: (1) It is an order-dependent 
representation, so the polarization properties depend on which of the six polarization element 
sequence permutations is chosen. (2) Some highly depolarizing Mueller matrices have negative 
determinants; these negative determinant Mueller matrices form a very small subset of Mueller 
matrices, but they cannot be decomposed with the generalized polar decomposition.41 (3) The form 
for the depolarizer M  is peculiar, combining depolarization and polarizance, and sometimes M
which are by themselves nonphysical Mueller matrices are generated.

The advantage of this algorithm is that as a well-defined procedure, the values of diattenuation 
and retardance returned are carefully specified and reproducible. The results can be readily commu-
nicated between different groups.
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Regarding the order-dependence of the algorithm, it makes sense to put the depolarizing part of 
the decomposition last (on the left). When fully polarized light is incident, the degree of polariza-
tion is not changed by MD or MR, so M  performs all the depolarizing. Two of the other five permu-
tations are obtained by straightforward manipulations: 

M M M M M M M M M2 2 2D R R D R
T

R( ) (122)

M M M M M M M M MR D R R
T

R D3 3 3 ( ) (123)

Straightforward relationships for the other three permutations are not easily obtained:

M M M MD R4 4 4 (124)

M M M MR D5 5 5
(125)

M M M MD R6 6 6 (126)

14.33  PHYSICALLY REALIZABLE MUELLER MATRICES

Mueller matrices form a subset of the 4  4 real matrices. A 4  4 real matrix is not a physically real-
izable Mueller matrix if it can operate on an incident Stokes vector to produce a vector with degree 
of polarization greater than one ( )S S S S0

2
1
2

2
2

3
2 , which represents a physically unrealizable polar-

ization state. Similarly, a Mueller matrix cannot output a state with negative flux. Conditions for 
physical realizability have been studied extensively in the literature, and many necessary conditions 
have been published.33,34,42–47 The following four necessary conditions for physical realizability are 
among the more general of those published:31,44

1. Tr( ) ,MM mT 4 0 0
2

2. m mi j0 0, ,| |

3. m b0 0
2 2
,

4. ( ), , ,( )m b m m aj
j

j k
k

k0 0
2

0
1

3

1

3

where b m m m a m bj j0 1
2

0 2
2

0 3
2

0, , , ,, / , and Tr indicates the trace of a matrix. 
Another condition for physical realizability is that the matrix can be expressed as a sum of non-

depolarizing Mueller matrices. The Mueller matrix for a passive device Tmax  1, a device without 
gain, must satisfy the relation Tmax m m m m0 0 0 1

2
0 2
2

0 3
2 1, , , , .

In the 16-dimensional space of Mueller matrices, the matrices for ideal polarizers, ideal 
retarders, and other nondepolarizing elements lie on the boundary between the physically realiz-
able Mueller matrices and the unrealizable nonphysical matrices. Thus, a small amount of noise 
in the measurement of a Mueller matrix for a polarizer or retarder may yield a marginally unre-
alizable matrix.

When calculating a Mueller matrix M from a set of flux measurements, there is error present 
due to nonidealities in the system. When error is present, it is often the case that the reconstructed 
M is nonphysical, i.e., it is not possible to generate this M using real components such as polarizers, 
retarders, and depolarizers. In this case degree of polarization is outside the range of 0 to 1, and/or 
the intensity is negative. The “nearest” physical matrix to M may be found, both to reduce the error 
when extracting polarization parameters, and to give a quantifiable metric for the error in the mea-
surement of M.

Depolarization in Mueller matrices results from the addition of nondepolarizing Mueller matrices. 
The set of all normalized physically realizable Mueller matrices is thus formed from the convex hull of 
all the nondepolarizing Mueller matrices.
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A requirement for a physically realizable Mueller matrix is that the complex hermitian matrix H
known as the coherency matrix derived from M has non-negative eigenvalues.39,48

H
1
2 0

3

0

3

mij i j
ij

( ) (127)

where the ’s are the normalized Pauli matrices:

0 1 2 3

1 0
0 1

1 0
0 1

0 1
1 0

00
0
i

i (128)

and  indicates the outer product function flattened into a matrix, i.e.,

i j

i j i j i j, , , , , , , , , , ,0 0 0 0 0 0 0 1 0 1 0,, , , , ,

, , , , , ,

0 0 1 0 1

1 0 1 0 1

i j

i j i 11 1 1j , ,

(129)

The Mueller matrix is reconstructed from H as

mi j i j, { ( ) }Tr H (130)

If any of the four eigenvalues of H are negative, then M is not physical. This is the fundamental 
test for physical M. Often when a Mueller matrix is measured in the presence of noise, the Mueller 
Matrix is close to physical. Usually three of the four eigenvalues are positive, and one is small and 
negative. 

Two methods are presented to construct a physical Mueller matrix Mp from a physical Mueller 
matrix M:(1) One method first calculates the hermitian matrix Hp corresponding to the closest Mp
via optimization in the coherency matrix domain.48 Various metrics can define the meaning of closest.
(2) A faster method finds Hp which has all nonnegative eigenvalues (i.e., is positive semidefinite).

Method 1

To calculate the closest Mp, the first step is to construct a positive semidefinite matrix Hopt from a 
Cholesky decomposition of the Mueller matrix M,

M C C† (131)

where † indicates conjugate transpose, and C is an upper triangular matrix. If the Cholesky decom-
position of M exists, then M must be positive semidefinite. To preserve the magnitude of Hopt, its 
Cholesky decomposition is normalized by a constant,

H
C C

C Copt Tr

2 †

( )†
(132)

where C is given by

C

h h ih h ih h ih

h h ih h
1 5 6 1 1 1 2 1 5 1 6

2 7 8 130
, , , ,

iih

h h ih

h

1 4

3 9 1 0

4

0 0

0 0 0

,

,

(133)
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To perform the optimization, Hopt (having 16 variable parameters h1 – h16) is formed via Eqs. (132) 
and (133), and the 16 h parameters are varied until the difference metric between Mp and M is mini-
mized. A starting point for the 16 parameters can be selected as Hinit,

Hinit Tr

2 H H

H H

( )

( ( ) )

†

†
(134)

The Cholesky decomposition of Hinit yields the upper triangular matrix Cinit, and the 16 starting values. 
By minimizing the Frobenius distance Fd between Mp and M,

Fd

p

p

M M

M M
(135)

where ||.|| is any appropriate matrix norm. The euclidean norm for Mueller matrix M is

M mi j
ji

,
2

0

3

0

3

(136)

Method 2

The Cholesky decomposition method is computationally intenstive. A more expedient method for 
generating a physical Mp is to find the eigenvalues { 1, 2, 3, 4} and eigenvectors {v1, v2, v3, v4} of H.
Any negative eigenvalues are set to zero. The set of positive definite eigenvalues are formed into a 
diagonal matrix D:

D

1

2

3

4

0 0 0
0 0 0
0 0 0

0 0 0

where i
i i

i

if

if

0

0 0

(137)

and the eigenvectors are formed into a square unitary matrix U,

U

v
v
v
v

1

2

3

4

(138)

A new physically realizable Hp is formed as the product

H U D Up
1 (139)

per the Eigen decomposition theorem.49,50 Finally Mp is derived from Hp via Eq. (130) yielding a 
dramatically faster algorithm. This Mp is not necessarily the closest one to the original nonphysical M.

14.34 ACKNOWLEDGMENTS

In preparing this chapter extensive use has been made of the works of some of the author’s students 
and other collaborators and they deserve particular credit: Shih-Yau Lu, Karlton Crabtree, Brian 
deBoo, Karen Tweitmeyer, Garam Yun, and Neil Beaudry. 

DO
 N

OT
 D

UP
LI

CA
TE



MUELLER MATRICES  14.43

14.35 REFERENCES

1. R. C. Jones, “A New Calculus for the Treatment of Optical Systems: I. Description and Discussion of the 
Calculus,” J. Opt. Soc. Am. 31:488–493 (1941).

2. E. Wolf, “Coherence Properties of Partially Polarized Electromagnetic Radiation,” Nuovo Cim. 13:1165–1181
(1959).

3. W. A. Shurcliff, Polarized Light—Production and Use, Harvard University Press, Cambridge, Mass (1962).

4. A. Gerrard and J. M. Burch, Introduction to Matrix Methods in Optics: Wiley, London (1975).

5. P. S. Theocaris, and E. E. Gdoutos, Matrix Theory of Photoelasticity: Springer-Verlag, Heidelberg, Germany (1979).

6. R. M. A. Azzam and N. M. Bashara, Ellipsometry and Polarized Light: Elsevier. Amsterdam (1987).

7. K. L. Coulson, Polarization and Intensity of Light in the Atmosphere: A. Deepak. Hampton (1988).

8. W. Egan, ed., “Polarization in Remote Sensing,” Proc. Soc. Photo—Opt. Instrum. Eng., 1747:2–48 (1992).

9. C. Brosseau, “Fundamentals of Polarized Light: A Statistical Optics Approach,” Wiley-Interscience, Malden, 
Mass (1998).

10. D. Goldstein, Polarized Light: Marcel Dekker. New York (2003).

11. P. Soleillet, “Parameters Characterising Partially Polarized Light in Fluorescence Phenomena,” Ann. Phys.
12(10):23–97 (1929).

12. H. Mueller, “The Foundation of Optics,” J. Opt. Soc. Am. 38:661 (1948).

13. N. G. Parke, III, Matrix Optics, MIT. Ph.D (1948).

14. N. G. Parke, III, “Optical Algebra,” J. Math. Phys. 28(2):131–139 (1949).

15. R. C. Jones, “A New Calculus for the Treatment of Optical Systems: VII. Properties of the N-Matrices,” J. Opt. 
Soc. Am. 38:671–685 (1948).

16. E. S. Fry and G. W. Kattawar, “Relationships Between Elements of the Stokes Matrix,” Appl. Opt. 20:2811–2814 
(1981).

17. R. A. Chipman, “Polarization Analysis of Optical Systems,” Opt. Eng. 28(2):90–99 (1989).

18. P. W. Maymon and R. A. Chipman, “Linear Polarization Sensitivity Specifications for Spaceborne 
Instruments. Polarization Analysis and Measurement,” Proc. SPIE 1746:148–156 (1992).

19. R. Simon, “The Connection Between Mueller and Jones Matrices of Polarization Optics,” Opt. Commun.
42:293–297 (1982).

20. K. Kim, L. Mandel, et al., “Relationship Between Jones and Mueller Matrices for Random Media,” J. Opt. Soc. 
Am. A. 4:433–437 (1987).

21. J. J. Gil and E. Bernabeu, “Obtainment of the Polarizing and Retardation Parameters of a Non-Depolarizing 
Optical System from the Polar Decomposition of Its Mueller Matrix,” Optik 76:67–71 (1987).

22. S. Y. Lu and R. A. Chipman, “Homogeneous and Inhomogeneous Jones Matrices,” J. Opt. Soc. Am. A.
11(2):766–773 (1994).

23. J. J. Gil and E. Bernabeu, “A Depolarization Criteriion in Mueller Matrices,” Opt. Acta. 32:259–261 (1985).

24. J. J. Gil and E. Bernabeu, “Deoplarization and Polarization Indices of an Optical System,” Opt. Acta.
33:185–189 (1986).

25. R. A. Chipman, “Depolarization Index and the Average Degree of Polarization,” Appl. Opt. 44(13):2490–2495
(2004).

26. De Boo, B. J. Sasian, et al., “Degree of Polarization Surfaces and Maps for Analysis of Depolarization,” Opt. 
Exp. 12(20):4941–4958 (2004).

27. J. Wolfe and R. A. Chipman, “Polarimetric Characterization of Liquid Crystal on Silicon Panels,” Appl. Opt.
44(36):7853–7857 (2005).

28. R. C. Jones, “A New Calculus for the Treatment of Optical Systems: III. The Sohncke Theory of Optical 
Activity,” J. Opt. Soc. Am. 31:500–503 (1941).

29. R. C. Jones, “A New Calculus for the Treatment of Optical Systems: IV,” J. Opt. Soc. Am. 32:486–493 (1942).

30. S.-Y. Lu and R. A. Chipman, “An Interpretation of Mueller Matrices Based upon the Polar Decomposition,” 
J. Opt. Soc. Am. A. 13(5):1106–1113 (1996).

DO
 N

OT
 D

UP
LI

CA
TE



14.44  POLARIZED LIGHT

31. R. Barakat, “Bilinear Constraints Between Elements of the 4 3 4 Mueller-Jones Transfer Matrix of 
Polarization Theory,” Opt. Commun. 38:159–161 (1981).

32. S. R. Cloude, “Group Theory and Polarization Algebra,” Optik 75:26–36 (1986).

33. R. Barakat, “Conditions for the Physical Realizability of Polarization Matrices Characterizing Passive 
Systems,” J. Mod. Opt. 34:1535–1544 (1987).

34. S. R. Cloude, “Conditions for the Physical Realisability of Matrix Operators in Polarimetry,” Proc. Soc. 
Photo—Opt. Instrum. Eng. 1166:177–185 (1989).

35. R. A. Chipman, “The Structure of the Mueller Calculus,” Polarization Measurement and Analysis, Proc. SPIE
4133:1–9, San Diego, Calif (2000).

36. J. J. Gil, “Characteristic Properties of Mueller Matrices,” J. Opt. Soc. Am. A. 17(2):328–334 (2000).

37. J. J. Gil, “Polarimetric Characterization of Light and Media,” Eur. Phys. J. Appl. Phys 40:1–47 (2007).

38. R. A. Chipman, “Depolarization in Mueller Calculus,” Proc. SPIE 5158:184–192 (2003).

39. N. J. Higham, “Computing Real Square Roots of a Real Matrix,” Linear Algebra and Its Applications
88–89:405–430 (1987).

40. N. J. Higham, “Stable Iterations for the Matrix Square Root,” Num. Algo. 15:227–242 (1987).

41. R. Ossikovski, A. De Martino, S. Guyot, “Forward and Reverse Product Decompositions of Depolarizing 
Mueller Matrices,” Opt. Lett. 32(6): 689–691 (2007).

42. J. W. Hovenier, H. C. Van de Hulst, et al., “Conditions for the Elements of the Scattering Matrix,” Astron. 
Astrophys. 157:301–310 (1986).

43. S. S. Girgel, “Structure of the Mueller Matrices of Depolarized Optical Systems,” Sov. Phys. Crystallogr.
36:890–891 (1991).

44. A. B. Kostinski, C. R. Clark, et al., “Some Necessary Conditions on Mueller Matrices,” Proc. Soc. Photo-Opt. 
Instrum. Eng. 1746:213–220 (1992).

45. M. S. Kumar and R. Simon, “Characterizing of Mueller Matrices in Polarization Optics,” Opt. Commun.
88:464–470 (1992).

46. C. V. M. van der Mee and J. W. Hovenier, “Structure of Matrices Transforming Stokes Parameters,” J. Math. 
Phys. 33:3574–3584 (1992).

47. Z.-F. Xing, “On the Deterministic and Non-Deterministic Mueller Matrix,” J. Mod. Opt. 39:461–484 (1992).

48. A. Aiello, G. Puentes, D. Voigt, J. P. Woerdman, “Maximum-Likelihood Estimation of Mueller Matrices,” Opt. 
Lett. 31:817–819 (2006).

49. E. W. Weisstein, “Eigen Decomposition Theorem” from http://mathworld.wolfram.com/
EigenDecompositionTheorem.html (2008).

50. W. H. Press, S. A. Teukolsky, et al. Numerical Recipes in C: Cambridge University Press. Cambridge, UK (1988).

DO
 N

OT
 D

UP
LI

CA
TE



15
POLARIMETRY

Russell A. Chipman
College of Optical Sciences
University of Arizona
Tucson, Arizona

15.1 GLOSSARY

A analyzer vector

a analyzer vector element

a semimajor axis of ellipse

A, B, C principal axes for a dielectric tensor

BRDF bidirectional reflectance distribution function

b semiminor axis of ellipse

CM covariance matrix

d liquid crystal cell gap

D diagonal matrix

D diattenuation

DoCP degree of circular polarization

DoLP degree of linear polarization

DoP degree of polarization

E extinction ratio

e ellipticity

EM error metric

I inhomogeneity of a Mueller matrix

I first Stokes element, S0, flux

i, j, k summation indices

k propagation vector

L, L2 condition number of a matrix

LP linear polarizer

M Mueller matrix

M Mueller vector

MMBRDF Mueller matrix bidirectional reflectance distribution function

MR polarimeter’s estimate of the Mueller matrix

MR, MT beamsplitter Mueller matrix in reflection and transmission 
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15.2  POLARIZED LIGHT

MS sample Mueller matrix
m m m00 01 33, , . . . , Mueller matrix elements

n birefringence

n1, n2 refractive indices of a birefringent medium

P flux measurement vector

P polarizance

P flux measurement

PAF polarization aberration function

PSM point spread matrix

QWLR quarter-wave linear retarder

Q, R index limit

Q second Stokes vector element, S1

q index for a sequence of polarization elements

r index for polarimeter variables

S Stokes vector

S' exiting Stokes vector

Sm measured Stokes vector

S0, S1, S2, S3 Stokes vector elements

Sp, Su polarized and unpolarized part of Stokes vector 

SD standard deviation

T transpose, superscript

Tmax maximum intensity transmittance

Tmin minimum intensity transmittance

t time

t thickness

U Jones/Mueller transformation matrix

U third Stokes vector element, S2

U, V unitary matrices

V fourth Stokes vector element, S3

W polarimetric measurement matrix

W 1 polarimetric data-reduction matrix
WP

1 pseudoinverse of W
liquid crystal cell rubbing direction

bistatic angle

, angles of scatter

Mk error in Mueller matrix element

< M> mean

< W> corrections to polarimetric measurement matrix

retardance

eccentricity

dielectric tensor

azimuth of ellipse

Euler angle

orientation angle

i, I angles of incidence
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POLARIMETRY  15.3

s, s angles of scatter

1, 2 pretilt at liquid crystal cell input and output

p condition number

wavelength 

k singular values

Euler angle

liquid crystal cell twist angle

phase of a complex number

Euler angle

solid angle, steradians

dot product, matrix multiplication

15.2 OBJECTIVES

The principles of polarization measurements are surveyed in this chapter. One of the primary dif-
ficulties in performing accurate polarization measurements is the systematic errors due to non-
ideal polarization elements. Therefore, the polarimetric measurement and data-reduction process 
is formulated to incorporate arbitrary polarization elements calibrated by measurement of their 
transmitted and analyzed Stokes vectors. Polarimeter optimization is addressed through the mini-
mization of the condition number. First derivatives of the polarimetric measurement matrix pro-
vide an error analysis method. Methods for polarization modulation are compared. The chapter 
concludes with a survey of polarimeter applications including the following sections: “Ellipsometry 
and Generalized Ellipsometry,” “Liquid Crystal Cell and System Testing,” “Polarization Aberrations,” 
“Remote Sensing,” “Polarization Light Scattering,” “Ophthalmic Polarimetry.”

Throughout this chapter, quantities are formulated in terms of the Stokes vector and Mueller 
matrix, as these usually comprise the most appropriate representation of polarization for radio-
metric measurements.

15.3 POLARIMETERS

Polarimeters are optical instruments for measuring the polarization properties of light beams and 
samples. Polarimetry, the science of polarization measurement, is most simply characterized as 
radiometry with polarization elements. Accurate polarimetry requires careful attention to all the 
issues necessary for accurate radiometry, together with many additional polarization issues which 
must be mastered to accurately determine polarization properties from polarimetric measurements. 

Typical applications of polarimeters include the following: remote sensing of the earth and astro-
nomical bodies, calibration of polarization elements, measurements of the thickness and refractive 
indices of thin films (ellipsometry), spectropolarimetric studies of materials, and alignment of 
polarization-critical optical systems such as liquid crystal displays and projectors. Polarimeters are 
divided into several categories.

15.4 LIGHT-MEASURING POLARIMETERS

Light-measuring polarimeters measure the polarization state of a beam of light and its polarization 
characteristics: the Stokes vector, the direction of oscillation of the electric field vector for a linearly 
polarized beam, the helicity of a circularly polarized beam, the elliptical parameters of an elliptically 
polarized beam, and the degree of polarization.
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15.4  POLARIZED LIGHT

A light-measuring polarimeter utilizes a set of polarization elements placed in a beam of light in 
front of a radiometer. The light beam is analyzed by this set of polarization state analyzers, and a set 
of flux measurements is acquired. The polarization characteristics of the light beam are determined 
from these measurements by data-reduction algorithms (see “Data Reduction for Light-measuring 
Polarimeters”).

15.5 SAMPLE-MEASURING POLARIMETERS

Sample-measuring polarimeters determine the relationship between the polarization states of 
incident and exiting beams for a sample. The term exiting beam is general and in different measure-
ments might describe beams which are transmitted, reflected, diffracted, scattered, or otherwise 
modified. The term sample is also an inclusive term used in a broad sense to describe a general light-
matter interaction or sequence of such interactions and applies to practically anything.

Measurements are acquired using a set of polarization elements located between a source and 
sample and the exiting beams are analyzed with a separate set of polarization elements between 
the sample and radiometer. Samples of great interest include surfaces, thin films on surfaces, 
polarization elements, optical elements, optical systems, natural scenes, biological samples, and 
industrial samples.

Accurate polarimetric measurements can be made only if the polarization generator and polar-
ization analyzer are well calibrated. To perform accurate polarimetry, the polarization elements 
need not be ideal or of the highest quality. If the Mueller matrices of the polarization components 
are known from careful calibration, the systematic errors due to nonideal polarization elements are 
removed during the data reduction (see “Polarimetric Measurement Equation and Polarimetric 
Data-Reduction Equation”).

15.6 COMPLETE AND INCOMPLETE POLARIMETERS

A light-measuring polarimeter is complete if a Stokes vector can be determined from its measure-
ments. An incomplete light-measuring polarimeter cannot be used to determine a Stokes vector. 
For example, a polarimeter which employs a rotating polarizer in front of a detector does not 
determine the circular polarization content of a beam, and is incomplete. Similarly, a sample-
measuring polarimeter is complete if it is capable of measuring the full Mueller matrix, and 
incomplete otherwise. Complete polarimeters are referred to as Stokes polarimeters or Mueller 
polarimeters.

15.7 POLARIZATION GENERATORS AND ANALYZERS

A polarization generator consists of a light source, optical elements, and polarization elements to 
produce a beam of known polarization state. A polarization generator is specified by the Stokes vec-
tor S of the exiting beam. A polarization analyzer is a configuration of polarization elements, optical 
elements, and a detector which performs a flux measurement of a particular polarization compo-
nent in an incident beam. A polarization analyzer is characterized by a Stokes-like analyzer vector 
A which specifies the incident polarization state which is analyzed, the state which produces the 
maximal response at the detector. Sample-measuring polarimeters require polarization generators 
and polarization analyzers, while light-measuring polarimeters only require polarization analyzers. 
Frequently the terms “polarization generator” and “polarization analyzer” refer just to the polariza-
tion elements in the generator and analyzer. It is important to distinguish between elliptical (and 
circular) generators and elliptical analyzers for a given state because they generally have different 
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POLARIMETRY  15.5

polarization characteristics and different Mueller matrices (see “Elliptical and Circular Polarizers 
and Analyzers”).

15.8 CLASSES OF POLARIMETERS

Polarimeters operate by acquiring measurements with a set of polarization analyzers. The following 
sections classify polarimeters by the four broad methods by which these multiple measurements are 
most often acquired. A complete Stokes polarimeter requires a minimum of four flux measurements 
with a set of linearly independent polarization generators in order to set up four equations in four 
unknowns, the four Stokes parameters. Many Stokes polarimeters use more than four flux measure-
ments to improve signal to noise and/or reduce systematic errors.

15.9 TIME-SEQUENTIAL MEASUREMENTS

In a time-sequential polarimeter, the series of flux measurements are taken sequentially in time. 
Between measurements, the polarization generator and analyzer are changed. Time-sequential 
polarimeters frequently employ rotating polarization elements or filter wheels containing a set of 
analyzers. A time-sequential polarimeter generally employs a single source and single detector or 
focal plane.

15.10 POLARIZATION MODULATION

Polarization modulation polarimeters contain a polarization modulator, a rapidly changing polar-
ization element. The output of the analyzer is a rapidly fluctuating irradiance on which polariza-
tion information is encoded. Polarization parameters are determined by lock-in amplifiers or by 
frequency-domain digital signal processing techniques. For example, a rapidly spinning polarizer 
produces a modulated output which allows the flux and the degree of linear polarization to be read 
with a DC voltmeter and an AC voltmeter. The most common high-speed polarization modulator 
in general use is the photoelastic modulator.

15.11 DIVISION OF APERTURE

Division of aperture polarimeters use multiple polarization analyzers operating side by side. The aper-
ture of the polarimeter beam is subdivided. Each beam propagates through a separate polarization 
analyzer to a separate detector. The detectors are usually synchronized to acquire measurements simul-
taneously. This is similar in principle to the polarizing glasses used in three-dimensional movie systems, 
where different analyzers are placed over each eye, sometimes a 45° and a 135° polarizer, sometimes a 
right and left circular analyzer, presenting two different perspective views simultaneously to each eye.

15.12 DIVISION OF AMPLITUDE

Division-of-amplitude polarimeters utilize beam splitters to divide the measured beam and direct 
the component beams to multiple analyzers and detectors. A division-of-amplitude polarimeter 
can acquire its measurements simultaneously, providing advantages for rapidly changing scenes 
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15.6  POLARIZED LIGHT

or measurements from moving platforms. Many division-of-amplitude polarimeters use polarizing 
beam splitters to simultaneously divide and analyze the beam. 

15.13 SPECTROPOLARIMETERS

Polarimeters can be combined with monochromators or spectrometers to measure Stokes vec-
tor spectra or Mueller matrix spectra. Because grating monochromators have large diattenuation 
which varies rapidly with wavelength, the monochromator should be configured to use only a 
single polarization. 

15.14 IMAGING POLARIMETERS

When the polarimeter’s detector is a focal plane array, a series of images acquired with different 
analyzers (the raw images) can be reduced to measure a Stokes vector image or a Mueller matrix 
image. 

Imaging polarimeters are particularly susceptible to misalignment of the raw images since polar-
ization properties are determined from the difference between flux measurements. Such misalign-
ment causes polarization artifacts in the image on account of spurious polarization mixed with the 
actual polarization. 

Raw image misalignments occur due to source motion, polarimeter motion, vibration, and beam 
wander from slight wedge in rotating components. Polarization artifacts are largest in areas where 
the image intensity is changing the fastest, around object edges and near point sources. The edges of 
objects are usually where the angles of incidence and angles of scatter are larger. The largest polar-
ization is typically expected around these areas, but due to vibration, image motion, and image mis-
alignment, these are also the areas where the data is most suspect. Other errors result from imperfect 
polarization elements, and detector noise.

When the source flux fluctuates between raw images, a uniform polarization error occurs across 
the entire image. Source fluctuations are a serious problem in outdoor Stokes imagery because sun-
light fluctuates due to cloud motion. 

Many of the polarization images and spectra presented in conferences and publications are inac-
curate. In our polarization laboratory where rigorous polarimeter-operating procedures are in place, 
still about a quarter of our data is discarded as dubious and remeasured. It is recommended that all 
polarization measurements be approached with a degree of skepticism until the measurement system 
and measurement circumstances are clearly understood and appropriate tests and calibrations are 
provided. 

15.15 DEFINITIONS

Analyzer an element whose intensity transmission is proportional to the content of a specific 
polarization state in the incident beam. Analyzers are placed before the detector in polarimeters. 
The polarization state emerging from an analyzer is not necessarily the same as the incident state 
being analyzed.

Birefringence the material property of having two refractive indices associated with one propa-
gation direction. For each propagation direction within a birefringent medium, there are two 
modes of propagation with orthogonal polarization states and with different refractive indices n1
and n2. The birefringence n is |n1 n2|.
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POLARIMETRY  15.7

Depolarization any process which couples polarized light into partially polarized light. 
Depolarization is intrinsically associated with scattering and with diattenuation and retardance 
which vary in space, time, and/or wavelength.

Diattenuation the property of an optical element or system whereby the flux of the exiting beam 
depends on the polarization state of the incident beam. The transmitted intensity is a maximum 
Pmax for one incident state, and a minimum Pmin for the orthogonal state. The diattenuation is 
defined as (Pmax Pmin)/(Pmax Pmin ). Polarizers have a diattenuation of one, while ideal retarders 
have a diattenuation of zero. Diattenuation is an essential property of analyzers.

Diattenuator any polarization element which displays diattenuation. Polarizers have a diattenu-
ation very close to one, but nearly all optical interfaces are weak diattenuators. Examples of diat-
tenuators include the following: polarizers and dichroic materials, as well as metal and dielectric 
interfaces with reflection and transmission differences described by Fresnel equations; thin films 
(homogeneous and isotropic); and diffraction gratings.

Eigenpolarization a polarization state transmitted unaltered by a polarization element except 
for a change of amplitude and phase. Every nondepolarizing polarization element has two eigen-
polarizations. Any incident light not in an eigenpolarization state is transmitted in a polarization 
state different from the incident state. Eigenpolarizations are eigenvectors of the corresponding 
Mueller or Jones matrix which correspond to physical polarization states.

Ellipsometry a polarimetric technique which uses the change in the polarization state upon 
reflection or transmission to characterize the complex refractive index of surfaces and interfaces, 
and refractive indices and thicknesses of thin films.1

Fast axis the eigenpolarization of a retarder which exits the device first. For a linear retarder, the 
axis is a line at a particular angle, such as 0  and 180 . For an elliptical or circular retarder, it is the 
corresponding elliptical polarization.

Homogeneous polarization element an element whose eigenpolarizations are orthogonal. Its 
eigenpolarizations are the states of maximum and minimum transmittance and also of maximum 
and minimum optical path length. A homogeneous element is classified as linear, circular, or 
elliptical depending on the form of the eigenpolarizations.

Inhomogeneous polarization element an element whose eigenpolarizations are not orthogonal. 
The diattenuation axis and retardance axis are not aligned. Such an element will also display dif-
ferent polarization characteristics for forward and backward propagating beams. The eigenpolar-
izations are generally not the states of maximum and minimum transmittance. Often inhomoge-
neous elements cannot be simply classified as linear, circular, or elliptical.

Ideal polarizer a polarizer with an intensity transmittance of one for its principal state and zero 
for its orthogonal state.

Linear polarizer a device which, when placed in an incident unpolarized beam, produces a beam 
of light whose electric field vector is oscillating primarily in one plane, with only a small compo-
nent in the perpendicular plane.2

Nonpolarizing element an element which does not change the polarization state of light beams. 
The polarization state of the output light is equal to the polarization state of the incident light. The 
Jones matrix or Mueller matrix of a nonpolarizing element is proportional to the identity matrix.

Partially polarized light light containing an unpolarized component; cannot be extinguished by 
an ideal polarizer.

Polarimeter an optical instrument for the determination of the polarization state of a light 
beam, or the polarization-altering properties of a sample.
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15.8  POLARIZED LIGHT

Polarimetry the science of measuring the polarization state of a light beam and the diattenuat-
ing, retarding, and depolarizing properties of materials.

Polarization (1) the polarization state of a light beam; (2) any process which alters the polariza-
tion state of a beam of light, including diattenuation, retardance, depolarization.

Polarization coupling any conversion of light from one polarization state into another state.

Polarized light light in a fixed, elliptically (including linearly or circularly) polarized state. 
Polarized light can be extinguished by an ideal polarizer. For polychromatic polarized light, the 
polarization ellipses associated with each spectral component have identical ellipticity, orienta-
tion, and helicity.

Polarizer a strongly diattenuating optical element designed to transmit light in a specified polar-
ization state independent of the incident polarization state. The transmission of the extinguished 
eigenpolarization is near zero.

Polarization element any optical element used to control the polarization state of light. This 
includes polarizers, retarders, and depolarizers.

Pure diattenuator a diattenuator with zero retardance and no depolarization.

Pure retarder a retarder with zero diattenuation and no depolarization.

Retardance a polarization-dependent phase change associated with a polarization element or 
system. The phase (optical path length) of the output beam depends on the polarization state 
of the input beam. The optical path length (phase) of the transmitted beam is a maximum 
for one eigenpolarization, and a minimum for the other eigenpolarization. Other states show 
polarization coupling. Strictly speaking, retardance is measured in radians, but it may also be 
expressed equivalently as an optical path difference (length) or in fractions of a wavelength 
(unitless).

Retardation plate a retarder constructed from a plane parallel plate or plates of linearly birefrin-
gent material.

Retarder a polarization element designed to produce a specified phase difference between 
the exiting beams for two orthogonal incident polarization states (the eigenpolarizations of 
the element). For example, a quarter-wave linear retarder has as its eigenpolarizations two 
orthogonal linearly polarized states which are transmitted in their incident polarization states 
but with a 90° (quarter wavelength) relative phase difference (optical path length difference) 
introduced.

Slow axis the eigenpolarization of a retarder orthogonal to the fast axis.

Spectropolarimetry the spectroscopic study of the polarization properties of materials. 
Conventional spectroscopy measures the reflectance or transmission of a sample as a function 
of wavelength. Spectropolarimetry also measures the diattenuating, retarding, and depolarizing 
properties as a function of wavelength. Complete characterization of these properties is obtained 
by measuring the Mueller matrix of the sample as a function of wavelength.

Waveplate a retardation plate.

15.16 STOKES VECTORS AND MUELLER MATRICES

Several systematic methods of calculation have been developed for analyzing polarization, including 
those based on the Jones matrix, coherency matrix, and Mueller matrix.3–8 Of these methods, the 
Mueller calculus is most suited for describing irradiance-measuring instruments, including most 
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POLARIMETRY  15.9

polarimeters, radiometers, and spectrometers. The Mueller calculus is primarily used in this chapter. 
The properties of the Mueller matrix are described in Chap. 14 “Mueller Matrices.”

In the Mueller calculus, a Stokes vector S describes the polarization state of a light beam, and a 
Mueller matrix M describes the polarization-altering characteristics of a sample. This sample may 
be a surface, a polarization element, an optical system, or some other light/matter interaction which 
produces a reflected, refracted, diffracted, or scattered light beam. Vectors and matrices are repre-
sented with bold characters. 

15.17  PHENOMENOLOGICAL DEFINITION 
OF THE STOKES VECTOR

The Stokes vector S describes the polarization state of a light beam. S is defined relative to the fol-
lowing six flux measurements P performed with ideal polarizers in front of a radiometer.3

PH horizontal linear polarizer (0°)

PV vertical linear polarizer (90°)

P45 45° linear polarizer

P135 135° linear polarizer

PR right circular polarizer

PL left circular polarizer

The Stokes vector is defined as

S

S

S
S
S

P P

V

R

0

1

3

452 135

H V

HP P

P P

P P

I
Q
U
V

L

(1)

where S0, S1, S2, and S3 (or alternatively I, Q, U, and V) are the four Stokes vector elements or Stokes 
parameters. The Stokes vector does not need to be measured by these six ideal measurements; the 
method must reproduce the Stokes vector defined by these measurements. Ideal polarizers are not 
required. Further, the Stokes vector is a function of wavelength, position on the object, and the 
light’s direction of emission or scatter. Thus, a Stokes vector measurement is an average over area, 
solid angle, and wavelength, as is any radiometric measurement. The Stokes vector is defined relative 
to a local x-y coordinate system in the plane perpendicular to the light’s propagation vector, estab-
lished by the polarimeter. The coordinate system is right-handed; the cross-product ˆ ˆx y of the 
basis vectors points in the direction of propagation of the beam.

15.18 POLARIZATION PROPERTIES OF LIGHT BEAMS

From the Stokes vector, the following polarization parameters are defined.6,9 –11

Flux  P  S0 (2)

Degree of polarization DoP
S S S

S
1
2

2
2

3
2

0

(3)
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Degree of linear polarization DoLP
S S

S
1
2

2
2

0

(4)

Degree of circular polarization DoCP
||S

S
3

0

(5)

The Stokes vector for a partially polarized beam (DoP < 1) can be considered as a superposition 
of a completely polarized Stokes vector SP and an unpolarized Stokes vector SU.11

S S SP U

S

S
S
S

S
S S

0

1

2

3

0
1 0DoP

1
/( DoPP)

/( DoP)

/( DoP)

DoP
S S

S S
2 0

3 0

1( )SS0

1
0
0
0

(6)

There is no polarization element which performs this separation into polarized and unpolarized 
light components; a polarizer will always transmit half the unpolarized component. The polarized 
portion of the beam represents a net polarization ellipse traced by the electric field vector as a func-
tion of time as shown in Fig. 1. The polarization ellipse is uniquely described by four parameters. 
One is the phase at t 0, and the other three are selected from the following list: the magnitude of 
the semimajor axis a, semiminor axis b, orientation of the major axis  (azimuth of the ellipse) 
measured counterclockwise from the x axis, and eccentricity, and ellipticity.

Ellipticity e
b
a

S

S S S

3

0 1
2

2
2

(7)

Orientation of major axis, azimuth
1
2

2

1

arctan
S

S
 (8)

Eccentricity 1 2e (9)

The ellipticity is the ratio of the minor to the major axis of the corresponding electric field polar-
ization ellipse, and varies from 0 for linearly polarized light to 1 for circularly polarized light. The 
polarization ellipse is alternatively described by its eccentricity, which is zero for circularly polarized 
light, increases as the polarization ellipse becomes thinner, and is one for linearly polarized light. 
The polarization ellipse strictly refers to the light’s electric field.

1.0 0.5 0.5 1.0

0.4

0.2

0.2

0.4

(a) (b)

FIGURE 1 The tip of the electric field vector rotating as a function of time traces the polarization ellipse (a). The polarization 
ellipse parameters (b).
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15.19 MUELLER MATRICES

The Mueller matrix M for a polarization-altering device is defined as the matrix which transforms 
an incident Stokes vector S into the exiting Stokes vector S',

S M

S

S
S
S

m m m
0

1

2

3

0 0 0 1 0 2, , , mm

m m m m

m m m m

m m

0 3

1 0 1 1 1 2 1 3

2 0 2 1 2 2 2 3

3 0 3

,

, , , ,

, , , ,

, ,, , ,1 3 2 3 3

0

1

2

3m m

S

S
S
S

(10)

The Mueller matrix is a 4 4 matrix with real-valued elements. The Mueller matrix M(k, )
for a device is always a function of the direction of propagation k and wavelength . The Mueller 
matrix is an appropriate formalism for characterizing polarization measurements because it con-
tains within its elements all of the polarization properties (diattenuation, retardance, depolariza-
tion) and their form (linear, circular, elliptical). When the Mueller matrix is known, then the exit-
ing polarization state is known for an arbitrary incident polarization state. Chapter 14, “Mueller 
Matrices” contains tables of Mueller matrices for common polarization elements. Other Mueller 
matrix tables are found in many references including the following: Shurcliff,3 Gerrard and Burch,4

Azzam and Bashara,9 Theocaris and Gdoutos,5 and Goldstein.12 The Mueller Matrix chapter con-
tains a detailed discussion of the polarization properties and methods for calculating these proper-
ties from the Mueller matrix.

The Mueller matrix M associated with a beam path through a sequence (cascade) of polarization 
elements q  1, 2, . . . ,Q is the right-to-left product of the individual matrices Mq,

M MQ Q q q
q Q

. . . . . . M M1 2 1
1

1

,

(11)

15.20  DATA REDUCTION FOR LIGHT-MEASURING 
POLARIMETERS

This section presents a general formulation of the measurement and data-reduction procedure for a 
light-measuring polarimeter. The objective of Stokes polarimetry is to determine the Stokes param-
eters from a series of radiometric measurements. The data reduction is a linear estimation process, 
and lends itself to efficient solution using linear algebra, usually with a least-squares estimator to 
find the best match to the data. Similar developments are found in Thie,13 Azzam,14 and Stenflo.15

Stokes vectors and related polarization parameters for a beam are determined by measuring the 
flux transmitted through a set of polarization analyzers. Each analyzer determines the flux of one 
polarization component in the incident beam. Since a polarization analyzer does not contain ideal 
polarization elements, the analyzer must be calibrated, and the calibration data used in the data 
reduction. The polarizer in an analyzer does not need Tmin to equal zero; it never does, and this leak-
age will be corrected in the data reduction. The measured values are related to the incident Stokes 
vector and the analyzers by the polarimetric measurement equation. A set of linear equations, the 
data-reduction equations, is then solved to determine the Stokes parameters for the beam.

The polarization analyzer consists of the polarization elements used for analyzing the polariza-
tion state, any other optical elements (lenses, mirrors, etc.) following the analyzer, and the pola-
rimeter’s detector. The polarization effects from all elements are included in the measurement and 
data-reduction procedures. A polarization analyzer is characterized by an analyzer vector containing 
four elements, defined analogously to a Stokes vector. Let PH be the flux measurement measured by 
the detector (the current or voltage generated) when one unit of horizontally polarized light is incident. 
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15.12  POLARIZED LIGHT

Similarly PV , P45, P135, PR, and PL are the detector’s flux measurements for the corresponding inci-
dent polarized beams with unit flux. Then the analyzer vector A is

A

a

a
a
a

P P

P P

P P

P

H V

H V

R

0

1

2

3

45 135

PL

(12)

Note that in the absence of noise, PH PV P45 P135 PR PL. The response P of the polarization 
analyzer to an arbitrary polarization state S is a dot product 

P a S a S a S a SA S 0 0 1 1 2 2 3 3
(13)

A Stokes vector measurement is a set of measurements acquired with a set of polarization analyz-
ers placed into the beam. Let the total number of analyzers be Q, with each analyzer Aq specified by 
index q  0, 1, . . . , Q  1. We assume the incident Stokes vector is the same for all polarization ana-
lyzers. The qth measurement generates an output Pq Aq S. A polarimetric measurement matrix W
is defined as a Q  4 matrix with the qth row containing the analyzer vector Aq,

W

a a a a

a a a a

aQ

0 0 0 1 0 2 0 3

1 0 1 1 1 2 1 3

1

, , , ,

, , , ,

,00 1 1 1 2 1 3a a aQ Q Q, , ,

(14)

The Q measured fluxes are arranged in a measurement vector P { , , . . . , }P P PQ0 1 1
T . P is related to S

by the polarimetric measurement equation

P W S

P

P

a
0

1

1

0 0 0 1 0 2 0

P

a a a

Q

, , , ,33

1 0 1 1 1 2 1 3

1 0 1 1 1 2

a a a a

a a a aQ Q Q Q

, , , ,

, , , 11 3

0
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S
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S

(15)

During calibration of the polarimeter, the objective is the accurate determination of W.
To calculate the Stokes vector from the data, the inverse of W is determined and applied to the 

measured data. The measured value for the incident Stokes vector Sm is related to the data by the 
polarimetric data-reduction matrix W 1,

W P1
m (16)

This is the polarimetric measurement equation. Three considerations in the solution of this equation 
are the existence, rank, and uniqueness of the matrix inverse W 1.

The simplest case is when four measurements are performed. If Q  4 and if four linearly inde-
pendent analyzer vectors are used, then W is of rank four, and W 1 exists, is unique and nonsingular. 
Data reduction is performed by Eq. (16); the polarimeter measures all four elements of the incident 
Stokes vector.

When Q > 4, W is not square and W 1 is not unique; multiple W 1 exist. Sm is overdetermined; 
there are more equations than unknowns. In the absence of noise, the different W 1 all yield the 
same Sm. Because noise is always present, the optimum W 1 is desired. The least squares estimate for 
Sm utilizes a particular matrix inverse, the pseudoinverse WP

1 of W,

WP
1 (WT W) 1 WT (17)
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The optimal estimate of S is

S WP
T T1 1P ( ) (18)

When W is of rank three or less, the polarimeter is incomplete. The optimal matrix inverse is the 
pseudoinverse, but only three or fewer properties of the Stokes vector elements are determined; the 
projection of the Stokes vector onto three or fewer directions is measured. If these directions align 
with the Stokes basis vectors, then these Stokes vector elements are measured, but in general, linear 
combinations of elements are measured.

15.21  SAMPLE-MEASURING POLARIMETERS 
FOR MEASURING MUELLER MATRIX ELEMENTS

This section contains a general formulation of Mueller matrix measurement which is an extension 
of the Stokes vector method of the preceding section. The Mueller matrix is always a function of 
wavelength, angle of incidence, and location on the sample. These are assumed fixed here for sim-
plicity; this method can be generalized to these more general cases. Figure 2 is a block diagram of a 
sample-measuring polarimeter. The polarization state generator (PSG) prepares polarization states 
incident on a sample. The light beam exiting the sample is analyzed by the polarization state ana-
lyzer (PSA), and the flux at the detector measured.

The objective is to determine several or all of the sample’s Mueller matrix M elements through 
a sequence q  0, 1 , . . . , Q 1 of polarimetric measurements. The polarization generator prepares a 
set of polarization states with a sequence of Stokes vectors Sq. The Stokes vectors exiting the sample 
are q. These exiting states are analyzed by the qth polarization state analyzer Aq, yielding the qth
measured flux Pq q

T
qS . Each measured flux is assumed to be a linear function of the sample’s 

Mueller matrix elements (nonlinear optical interactions such as frequency doubling are not treated 
by the present formulation). A set of linear equations is developed from the set of polarimetric mea-
surements to solve for the Mueller matrix elements.

For example, consider a measurement taken with horizontal linear polarizers as the generator 
and the analyzer. As Eq. (11) shows, the measured flux only depends on the Mueller matrix elements 
m0,0, m0,1, m1,0, and m1,1,

P

m m m m

m
TA M S ( , , , )

, , , ,

,1
2
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1 0 mm m m

m m m m
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, , , ,

, , , ,,

, ,

3
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1
1
0
0

m m m ,, ,0 1 1

2

m

(19)

FIGURE 2 A sample-measuring polarimeter consists of a source, polarization 
state generator (PSG), the sample, a polarization state analyzer (PSA), and the detector. 
(See also color insert.)
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15.14  POLARIZED LIGHT

As another example, the four Mueller matrix elements m0,0, m0,1, m1,0, and m1,1 can be measured 
using four measurements with ideal horizontal (H) and vertical (V) linear polarizers. Four measure-
ments P0, P1, P2, and P3 are taken with (generator/analyzer) settings of (H/H), (V/H), (H/V), and 
(V/V), determining the following combinations of Mueller matrix elements,

P m m m P m m m0 0 0 0 1 1 0 1 1 1 0 0 0 1 14( )/ (, , , , , , ,m 00 1 1

2 0 0 0 1 1 0 1 1 3 0

4

4

m

P m m m m P m

,

, , , , ,

)

( ) (

/

/ 00 0 1 1 0 1 1 4m m m, , , )/

(20)

These four equations are solved for the Mueller matrix elements as 

m

P
0,0

m

m

m

P P P P

0 1

1 0

1 1

0 1 2 3

0,

,

,

PP P P

P P P P

P P P P

1 2 3

0 1 2 3

0 1 2 3

(21)

Other Mueller matrix elements are determined using different combinations of generator 
and analyzer states. The four matrix elements at the corners of a rectangle in the Mueller matrix 
{m0,0, m0,i, mj,0, mj,i} can be determined from four measurements using a ± i-generator and ± j-analyzer. 
For example, a pair of right and left circularly polarizing generators and a pair of 45° and 135° ori-
ented analyzers determine elements m0,0, m0,3, m2,0, m2,3.

In practice, the data-reduction equations are far more complex than these examples because 
many more measurements are involved with nonideal polarization elements. The following section 
contains a systematic method for calculation of data-reduction equations based on calibration data 
for the generator and analyzer.

15.22  POLARIMETRIC MEASUREMENT EQUATION 
AND POLARIMETRIC DATA-REDUCTION 
EQUATION

This section develops data-reduction equations to calculate Mueller matrices from arbitrary 
sequences of measurements. The algorithm uses either ideal or calibrated values for the polarization 
generator and analyzer vectors. The data-reduction equations are straightforward matrix-vector 
multiplication on a data vector. This method is an extension of the data-reduction methods pre-
sented in “Data Reduction for Light-Measuring Polarimeters”.

A Mueller matrix polarimeter takes Q measurements identified by index q  0, 1 , . . . , Q 1. For 
the qth measurement, the generator produces a beam with Stokes vector Sq and the beam exiting 
the sample is analyzed by analyzer vector Aq. The measured flux Pq is related to the sample Mueller 
matrix by

P a a a a

m m m

q q
T

q q q q qA M ( ), , , ,
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0 1 2 3

0 0 0 1 0 2 0m ,,
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(22)
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POLARIMETRY  15.15

This equation is rewritten as a vector-vector dot product.16,17 First, the Mueller matrix is flattened into 
a 16 1 Mueller vector M (m0,0, m0,1, m0,2, m0,3, m1,0, . . . , m3,3,)

T. A 16  1 polarimetric measurement 
vector Wq for the qth measurement is defined as follows: 

Wq q q q q qw w w w w( , , , , . . . ., , , , , , , , , ,0 0 0 1 0 2 0 3 1 0, .. . )

( , , ,

, ,

, , , , , , ,

w

a S a S a S a

q
T

q q q q q q q

3 3

0 0 0 1 0 2 00 3 1 0 3 3S a S a Sq q q q q
T

, , , , ,, , . . . . . , )

(23)

where wq,j,k aq,j sq,k. The qth measured flux is the dot product
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(24)

The full sequence of Q measurements is described by the Q 16 polarimetric measurement matrix 
W, where the qth row is Wq. The polarimetric measurement equation relates the measurement vector 
P to the sample Mueller vector as

P W

P

P
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w w w
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1

1

0 0 0 0 0 1, , , , 00 3 3
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Q , ,
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(25)

If W contains 16 linearly independent rows, all 16 elements of the Mueller matrix can be deter-
mined. When Q  16, the matrix inverse is unique and the Mueller matrix elements are determined 
from the polarimetric data-reduction equation

M W 1 (26)

Often, Q >16, and M is overdetermined. The optimal (least-squares) polarimetric data-reduction 
equation for M uses the pseudoinverse WP

1 of W,

M W P( )T T
P

1 1 (27)

The advantages of this procedure are as follows: First, this procedure does not assume that the 
set of states of polarization state generator and analyzer have any particular form. For example, the 
polarization elements in the generator and analyzer do not need to be rotated in uniform angular 
increments, but can comprise an arbitrary sequence. Second, the polarization elements are not 
assumed to be ideal polarization elements or have any particular imperfections. If the polarization 
generator and analyzer vectors are determined through a calibration procedure, the effects of non-
ideal polarization elements are corrected in the data reduction. Third, the procedure readily treats 
overdetermined measurement sequences (more than 16 measurements for the full Mueller matrix), 
providing a least-squares solution. Finally, a matrix-vector form of data reduction is readily imple-
mented and easily understood.
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15.16  POLARIZED LIGHT

15.23 DUAL ROTATING RETARDER POLARIMETER

The dual rotating retarder Mueller matrix polarimeter shown in Fig. 318 is one of the most common 
Mueller polarimeters. Light from the source passes first through a fixed linear polarizer, then through 
a rotating linear retarder, the sample, a rotating linear retarder, and finally through a fixed linear polar-
izer. In the most common configuration, the polarizers are parallel, and the retarders are rotated in 
angular increments of five-to-one. This five-to-one ratio encodes all 16 Mueller matrix elements onto 
the amplitudes and phases of 12 distinct frequencies in the detected signal. This configuration was first 
described by Azzam16 who provides an explanation of how the ratios one-to-one, two-to-one, three-
to-one, and four-to-one all yield incomplete polarimeters. Thus five-to-one is the first integer ratio 
yielding a complete Mueller matrix polarimeter. The data reduction can be performed using the pola-
rimetric data-reduction matrix method of the preceding section, or alternatively the detected signal 
can be Fourier analyzed, and the Mueller matrix elements calculated from the Fourier coefficients.19

This polarimeter configuration has several design advantages. Since the polarizers do not move, 
the polarizer in the generator accepts only one polarization state from the source optics, making the 
measurement immune to source polarization and polarization aberrations from optics prior to 
the polarizer. If the polarizer did rotate, and if the beam incident on it were elliptically polarized, a 
systematic modulation of intensity would be introduced which would require compensation in the 
data reduction. Similarly, the polarizer in the analyzer does not rotate; only one polarization state is 
transmitted through the analyzing optics and onto the detector. Any diattenuation in the analyzing 
optics and any polarization sensitivity in the detector will not affect the measurements.

Optimal values for the retardances are near 2 /3 rad ( /3 waveplates).19 If 1 2  rad (half-
wave linear retarders), only linear states are generated and analyzed, and the last row and column of 
the sample Mueller matrix are not measured. 

Hauge and Broch20,21 developed an algorithm to compensate for the linear diattenuation and linear 
retardance of the retarders. Goldstein and Chipman22 treat five errors, the retardances of the two retard-
ers, and orientation errors of the two retarders and one of the polarizers, in a small angle approximation 
good for small errors. Chenault, Pezzaniti, and Chipman23 extended this method to larger errors.

15.24  INCOMPLETE SAMPLE-MEASURING 
POLARIMETERS

Incomplete sample-measuring polarimeters do not measure the full Mueller matrix of a sample and 
thus provide incomplete information regarding the polarization properties of a sample. Often the 
full Mueller matrix is not needed. For example, many birefringent samples have considerable linear 
retardance and insignificant amounts of other polarization forms. The magnitude of the retardance 

Source Detector

Generator

Fixed
polarizer

Fixed
polarizer

Rotating
retarder

g(i)

Rotating
retarder

a(i)

Sample Analyzer

FIGURE 3 The dual rotating retarder polarimeter consists of a source, a fixed linear 
polarizer, a retarder which rotates in steps, the sample, a second retarder which rotates 
in steps, a fixed linear polarizer, and the detector. (See also color insert.) (After Ref. 18.)
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POLARIMETRY  15.17

can be measured, assuming all the other polarization effects are small, using much simpler configu-
rations than a Mueller matrix polarimeter, such as the circular polariscope.5 Similarly, homogeneous 
and isotropic interfaces, such as dielectrics, metals, and thin films, should only display linear diat-
tenuation and linear retardance aligned with the s-p planes. These interfaces do not need character-
ization of their circular diattenuation and circular retardance. So most ellipsometers characterize the 
diattenuation and retardance associated with s and p without providing the full Mueller matrix.1,6,9

15.25 NONIDEAL POLARIZATION ELEMENTS

Polarization elements used in polarimetry require a level of characterization beyond what is nor-
mally provided by vendors at the time of this writing. For retarders, vendors usually only specify 
the linear retardance. For polarizers, usually only the two principal transmittances or the extinction 
ratio is given. For polarization critical applications, this is inadequate. In the following sections, 
common defects of polarization elements are described. The Mueller calculus is recommended as an 
appropriate means of describing complex behaviors and shortcomings.

For ideal polarization elements, the polarization properties are readily defined. For real polariza-
tion elements, the precise description is more complex. Polarization elements such as polarizers, 
retarders, and depolarizers have three general polarization properties: diattenuation, retardance, 
and depolarization; a typical element displays some amount of all three. Diattenuation occurs when 
the intensity transmittance is a function of the incident polarization state.24 The diattenuation D is
defined in terms of the maximum Tmax and minimum Tmin intensity transmittances, as

D
T T

T T
max min

max min

(28)

For an ideal polarizer, D  1. When D  0, all incident polarization states are transmitted with equal atten-
uation. The quality of a polarizer is often expressed in terms of the related quantity, the extinction ratio E,

E
T

T
D
D

max

min

1
1

(29)

Retardance is the phase difference a device introduces between its eigenpolarizations (eigen-
states). For a birefringent retarder with refractive indices n1 and n2 and thickness t, the retardance 
expressed in radians is

2 1 2| |n n t
(30)

Depolarization describes the coupling by a device of incident polarized light into depolarized 
light in the exiting beam. Depolarization occurs when light transmits through milk or scatters from 
clouds. Multimode optical fibers generally depolarize the light. Depolarization is intrinsically associ-
ated with scattering and a loss of coherence of the polarization state. A small amount of depolariza-
tion is associated with the scattered light from all optical components. The depolarization varies as a 
function of the incident polarization state.25

15.26  ELLIPTICAL AND CIRCULAR POLARIZERS 
AND ANALYZERS

There are few good and convenient circularly or elliptically polarizing mechanisms, whereas lin-
ear polarizers are simple, inexpensive, and of high quality. Therefore, most circular and elliptical 
polarizers incorporate linear polarizers to perform the polarizing, and retarders to convert between 
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15.18  POLARIZED LIGHT

polarization states. For such compound devices, the distinction between a polarizer and an analyzer is 
significant. This is illustrated by three examples: (1) a left circular polarizer (and horizontal linear 
analyzer) constructed from a horizontal linear polarizer LP(0°) followed by a quarter-wave linear 
retarder with the fast axis oriented at 135°, QWLR(135°) Eq. (31), (2) a left circular analyzer (and 
horizontal linear polarizer) constructed from a QWLR(45°) followed by a horizontal linear polar-
izer LP(0°) Eq. (32), and (3) a homogeneous left circular polarizer (and left circular analyzer) con-
structed from a QWLR(135°), then an LP(0°), followed by a QWLR(45°) Eq. (33). The three Mueller 
matrix equations and the exiting polarization states for arbitrary incident states are as follows:
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The device in Eq. (31) transmits only left circularly polarized light, because the S0 and S3 have equal 
magnitude and opposite sign; thus it is a left circular polarizer. However, the transmitted flux (S0 S1)/2 
is the flux of horizontal linearly polarized light in the incident beam, making it a horizontal linear 
analyzer. 

Similarly, the transmitted flux in Eq. (32), (S0 S3)/2, is the flux of incident left circularly polar-
ized light, making this combination a left circular analyzer. The final polarizer makes the Eq. (32) 
device a horizontal linear polarizer, although this is not the standard Mueller matrix for horizontal 
linear polarizers found in tables. Thus an analyzer for a state does not necessarily transmit that state; 
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its transmitted flux is proportional to the amount of the analyzed state in the incident beam. The 
examples in Eqs. (31) and (32) are inhomogeneous polarization elements because the eigenpolariza-
tions are not orthogonal. Equation (31) has left circular and vertically polarized eigenpolarizations. 
Equation (32) has horizontal and right circularly polarized eigenpolarizations. The characteristics of 
both devices are different for propagation in opposite directions.

The Eq. (33) device is both a left circular polarizer and a left circular analyzer; it has the same 
characteristics for propagation in opposite directions. The eigenpolarizations are orthogonal, left 
and right circularly polarized, so this device is a homogeneous left circular polarizer. This is the left 
circular polarizer Mueller matrix commonly found in tables; however, it is not the most common 
implementation.

15.27  COMMON DEFECTS OF POLARIZATION 
ELEMENTS

Here we list some common defects found in real polarization elements.

1. Polarizers have nonideal diattenuation since Tmin > 0 and also nonideal transmission since 
Tmax <1.2,25,26

2. Retarders have the incorrect retardance. Thus, there will be some deviation from a quarter-wave 
or a half-wave of retardance, for example, because of fabrication errors or a change in wave-
length or temperature.

3. Retarders usually have some diattenuation. This may occur due to differences in the absorption 
coefficients (dichroism). Birefringent retarders have diattenuation due to the difference of the 
Fresnel coefficients at normal incidence for the two eigenpolarizations since n1 n2. This can be 
reduced by antireflection coatings.

4. Polarizers usually have some retardance; there is an optical path length difference between the 
transmitted (principal) eigenpolarization and the small amount leaked of the secondary eigen-
polarization. For example, sheet polarizers and wire-grid polarizers show substantial retardance 
when the secondary state is not completely extinguished.

5. The polarization properties vary with angle of incidence; for example, Glan-Thompson polar-
izers polarize over only a 4° field of view.2 Birefringent retarders commonly show a quadratic 
variation of retardance with angle of incidence; the retardance increases along one axis and 
decreases along the orthogonal axis.27,28 For polarizing beam-splitter cubes, the axis of the 
transmitted linear polarization rotates when the light is incident from outside of the normal 
plane (the plane of the face normals and the beam-splitting interface normal).

6. The polarization properties vary with wavelength; for simple retarders made from a single bire-
fringent plate, the retardance varies approximately as 1/wavelength. Other components have 
more complex dependence.

7. For polarizers, the analyzed state and the transmitted state can be different. Consider a polarizing 
device formed from a linear polarizer oriented at 0° followed by a linear polarizer oriented at 2°. 
Incident light linearly polarized at 0° has the highest transmittance for all possible polarization 
states and is the analyzed state. The exiting beam is linearly polarized at 2°, the only state exiting 
the device. The transmitted state is an eigenpolarization; the analyzed state isn’t. This rotation
between the analyzed and transmitted states of a polarizer frequently occurs, for example, when 
the crystal axes of a birefringent polarizing prism assembly, such as a Glan-Thompson polarizer, 
are misaligned.

8. A nominally “linear” element may be slightly elliptical (have elliptical eigenpolarizations). For 
example, a crystal quartz linear retarder waveplate with the optical crystal axis not quite paral-
lel with the surface becomes an elliptical retarder due to quartz’s optical activity. A compound 
waveplate with two or more birefringent crystals whose fast axes are not exactly 0  or 90
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15.20  POLARIZED LIGHT

apart is a retarder with slightly elliptical eigeonplarizations. Similarly a circular element may 
be slightly elliptical. For example, an inhomogeneous circular polarizer formed from a linear 
polarizer followed by a quarter-wave linear retarder at 45° [see Eq. (31)] becomes an elliptical 
polarizer as the retarder’s fast axis is rotated or as the retardance changes with wavelength.

9. The eigenpolarizations of a polarization element may not be orthogonal; that is, a polarizer 
may transmit linearly polarized light at 0° without change of polarization while extinguish-
ing linearly polarized light oriented at 88°. Such a polarization element is referred to as 
inhomogeneous.3,29 Sequences of polarization elements, such as optical isolator assemblies, often 
are inhomogeneous. The circular polarizer in Eq. (31) is inhomogeneous.

10. A polarization element may depolarize, coupling polarized light into an unpolarized compo-
nent. A polarizer or retarder with a small amount of depolarization, when illuminated by a com-
pletely polarized beam, will have a small amount of unpolarized light in the transmitted beam. 
Such a transmitted beam can no longer be extinguished by an ideal polarizer. Depolarization 
results from fabrication errors such as surface roughness, bulk scattering, random strains and 
dislocations, and thin-film microstructure. Pinholes in a polarizer allow unpolarized light into 
the transmitted beam.

11. Multiply reflected beams and other “secondary” beams may be present with undesired polariza-
tion properties. For example, the multiply reflected beams inside a birefringent waveplate have 
various retardances. Antireflection coatings will reduce this effect in one waveband, but may 
increase these problems with multiple reflections in other wavebands.

The preceding list is by no means comprehensive but should serve as a warning to those with 
demanding polarization element applications. In particular, the performance of polarizing beam-
splitting cubes and of liquid crystal cells have been found to be far from ideal.30

15.28  POLARIZATION MODULATORS, RETARDANCE 
MODULATORS

Time-sequential polarimeters require rapid variation of the polarization state in a controlled man-
ner. This section reviews the principal polarization modulation technologies. Several varieties of 
retardance modulators are in widespread use. The only common diattenuation modulator is the 
spinning polarizer.

Variable retarders generally have either a fixed retardance with variable axis (i.e., motor driven 
rotating waveplate), or a variable retardance with a fixed axis (i.e., liquid crystal retarder, electro-
optical modulator, or photoelastic modulator).

In a retardance modulator, at least one of the two (often degenerate or equal) modes’ refractive 
indices change. If polarized light is launched into the mode with varying refractive index, a phase mod-
ulator results. For polarization modulation, the incident state must be in a combination of the modes, 
usually equally distributed between the two modes. An amplitude (intensity) modulator is produced 
by placing an additional polarizer after a polarization modulator, oriented between the two modes.

15.29 ROTATING RETARDERS

Retarders with fast axes rotated by rotary stages are the gold standard for accurate polarimetry. 
Crystal and polymer retarders are fabricated to high accuracy and uniformity. Rotary stages can 
locate the fast axis angle to one arc second or better. Alternatively retarders can be continuously 
rotated, usually using DC brushless motors, with high uniformity and repeatability. Smith19 dis-
cusses the optimization of rotating retarder Mueller matrix polarimeters.

The disadvantages of rotating retarders are the size of the motors, their cost, and the relatively 
low rotation speeds (less than 1000 revolutions per second).
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15.30 PHOTO-ELASTIC MODULATORS

Photo-elastic modulators (PEMs) use oscillating stress birefringence in a resonant crystal driven by 
a sound wave. An isotropic optical material such as glass becomes birefringent when compressed 
along one axis.31,32 This is stress-induced birefringence, or the photoelastic effect. A variable retarder 
can be constructed by compressing glass, but a large amount of power is needed to slowly modulate 
stress-induced birefringence. PEMs use a mechanically resonant bar with a high mechanical quality 
factor Q of 103 to 104. A piezoelectric transducer (PZT) is coupled to the glass or fused silica bar, and 
a standing sound wave that oscillates at the bar’s fundamental frequency is induced, causing a rapid 
sinusoidal modulation of the birefringence. This reduces power requirement for a quarter wave or 
half wave of retardance to less than 0.5 W.33 The positive and negative parts of the sine correspond 
to retardance fast axes 90° apart. 

PEMs have been in use for over 25 years as a method of polarization modulation in a variety 
of research and industrial applications. The principal supplier of PEMs is Hinds Instruments 
(Hillsboro, Oregon). The benefits of PEMs include low operating voltages, large apertures, and wide 
angular acceptance.34,35 Because PEMs are constructed from glass, fused silica, and other transpar-
ent materials, transmittance over a wide spectral range is straightforward. Polarimetric sensitivities 
(i.e., precision) of about 3 parts in 106 have been obtained for solar astronomy applications.36,37,38

A single PEM oscillating between 0° and 90° fast axes in front of a polarizer can measure S0, S2,
and S3, but not S1. Complete Stokes vector measurement requires two PEMs, optimally 45  apart. 
Complete Mueller matrix measurement requires two PEMs in the generator with axes nominally 45
apart and two PEMs in the analyzer nominally 45  apart. Another common configuration measures 
S0, S1, and S2 but not S3 by placing a PEM between two quarter-wave linear retarders whose axes are 
at 45  to the PEM axis. When linearly polarized light is incident, linearly polarized light exits with 
a rapidly modulated orientation. This retarder/PEM/retarder assembly operates as a circular retar-
dance modulator.

Typical PEM frequencies are in the tens of kHz for glass elements several centimeters in size. 
Smaller elements have higher frequencies and larger elements lower frequencies. The instantaneous 
retardance is spatially nonuniform, varying as a half period cosine across the aperture, thus varying 
quadratically about the center of the aperture. 

PEMs which modulate at frequencies suitable for interfacing with cameras are impracticably 
large, so PEMs are used almost exclusively with single channel detectors acquiring hundreds of 
thousands of measurements per second.

Because of the PEM’s high Q and extremely stable frequency operation, they excel at the mea-
surement of low birefringence in glass, such as for glass for liquid crystal (LC) cells.39,40,41

15.31 LIQUID CRYSTAL RETARDERS

Two types of liquid crystal cells for polarization modulation are in widespread use: untwisted nem-
atic cells and ferroelectric cells.

Untwisted nematic liquid crystal cells, Fredericksz cells, are available as polarization modula-
tors. These liquid crystal variable retarders (LCVRs) are electrically tunable waveplates with retar-
dance in the range of zero to several waves. The Fredericksz cell configuration is different from the 
twisted nematic configuration typically used in liquid crystal displays. There are four components 
(Fig. 4): two glass plates which form a cavity, indium tin oxide transparent electrodes coating on 
the outside of the plates, a polyimide layer on the inside of each plate which acts to align the liquid 
crystal molecules parallel to the plates, and a high birefringence liquid crystal material sandwiched 
between the plates. When no voltage is applied, the liquid crystal molecules’ directions are aligned 
in one direction parallel to the plates and the retardance is at a maximum. When a voltage differ-
ential is applied between the plates, an electric field is induced which supplies a torque to the liquid 
crystal molecules, increasing the angle of the molecules with respect to the plates; the retardance is 
decreased, as shown in Fig. 5. When the majority of the molecules are nearly perpendicular to the 
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plates, retardance is at a minimum. The molecules near the plates are unable to fully rotate, and so 
the retardance doesn’t quite get to zero.

If a DC electric field is applied continuously, impurity ions in the liquid crystal material migrate 
toward the plates and may damage the liquid crystal structure. Once at the plates, the ions create a 
permanent electric field which reduces the dynamic range of the device. To avoid this problem an 
alternating square wave voltage at approximately 1 kHz is applied. 

Retardance is a nonlinear function of applied voltage, and the relationship is highly variable from 
device to device, so that individual calibration of each device is required. Although optical quality 
and surface figure are generally very good, spatial uniformity is often poor due to the difficulty of 
obtaining an even distribution of the liquid crystal material between the plates. Transmission of LC 

0 V

Glass plates

2 V 4 VLiquid crystal
material

Polyimide
layer

Transparent
electrode

FIGURE 4 Liquid crystal cell composition and liquid crystal orientation as a function of 
applied voltage, varying from maximum retardance (left) to minimum (right).

FIGURE 5 Typical retardance vs. voltage curve for a liquid crystal variable 
retarder.
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cells without polarizers is fairly high (typically 80 to 90 percent), but can vary with applied voltage. 
Temperature dependence is typically 0.5 percent per °C, a significant issue. The variation of retar-
dance with angle of incidence is large, typically 2° to 4° of retardance per degree angle of incidence! 
Also the liquid crystal material scatters, causing some depolarization.

Switching time in LCVRs is highly variable, depending on cell thickness, liquid crystal viscosity, 
temperature, and applied voltage. Switching time is asymmetric: when voltage and thus electric field 
is increased, the torque applied to the molecules determines the response time, but when voltage is 
decreased a slower mechanical restoring force bringing the molecules to equilibrium determines 
response time. LCVR switching time is measured by placing the LC cell between two polarizers with 
its axis at 45°, sending light through the assembly onto a photodiode, then modulating the cell from 
low to high voltage amplitude with a sinusoidal or square wave. The detected signal is observed with 
an oscilloscope while sweeping the signal frequency. The onset of hysteresis indicates the switching 
time. LCVR switching times are typically on the order of 5 to 100 ms. Vendor specifications are often 
misleading and should be independently tested. 

LCVRs exhibit significant nonuniformity in polarization parameters across the clear aperture, 
with 5 percent typical. Retardance variation has many causes: cell thickness variations, temperature 
nonuniformity, variation of surface charge on the electrodes, and nonuniform squeezing when 
charge is applied. The depolarization index is usually significant, typically between 1 and 10 percent. 
Depolarization has several causes: bulk scattering, the glass spacer balls, and a small high-frequency 
oscillation of the LC molecules in response to the kHz square wave drive voltage. The large variation 
in uniformity and depolarization index observed among individual lots of LCVRs results from the 
handmade quality of most cells (Refs. 42 and 43, Chap. 7).

Fredericksz cells are small and inexpensive relative to the other retardance modulators: rotating 
retarders, electro-optical modulators, PEMs, and magneto-optical modulators. Thus LCVRs appear to 
be the ideal modulators for most applications. But they have many difficult and nonideal characteristics. 
Thus they are relegated to mainly qualitative applications, such as intensity modulation or low-
accuracy polarization state control. It is likely that more polarimeter development projects based on 
LC cells have failed, than those using any other polarization modulation technology. Significant time 
and resources are necessary to develop accurate LC-based polarimetry.

15.32 ELECTRO-OPTICAL MODULATORS 

Electro-optic modulators use the electric field across the modulating material to induce retardance. 
The two principal mechanisms are the Pockels effect and the Kerr effect. The electric field is gener-
ally produced by placing the crystal within a capacitor. The electro-optic effects are relatively weak 
so the modulator crystal aperture is generally small, the path length long, and the associated volt-
ages large, hundreds or thousands of volts. Modulation speeds can be very high, in the hundreds of 
megahertz, or when operating in waveguides, modulation can be produced in the tens of gigahertz. 
Lithium niobate, potassium dihydrogen phosphate (KDP), and ammonium dihydrogen phosphate 
(ADP) are common electro-optic modulator materials.

15.33 MAGNETO-OPTICAL MODULATORS

Circular retardance modulators using the magneto-optical effect are produced by placing a high 
Verdet coefficient material, such as yttrium iron garnet, in a solenoid and varying the magnetic field. 
Large apertures are easily achieved. High currents are required and switching times are fairly slow. 

Magneto-optic materials are primarily used in Faraday isolators, which allow light to pass in one 
direction and block the counter-propagating light. The corresponding magneto-optical modulators 
have not been widely commercialized.
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15.34 FIBER SQUEEZERS

For fiber optic polarimetry, fiber squeezers are a fast, economical, widely deployed retardance 
modulator.44,45 When a fiber is squeezed mechanically, retardance is introduced both because the 
core becomes elliptical and due to the stress-optic effect. Retardance is linearly proportional to the 
force applied. Piezoelectric transducers can modulate fiber squeezer polarization at rates up to 30 KHz 
with low insertion loss. 

The polarization state through long fibers, such as fiber communication links between cities, 
tends to drift as a function of time, quickly if the fibers are moved. One important application of 
fiber squeezers is to maintain the exiting polarization in a fixed state.

General Photonics (Chino, California) is a leading supplier of fiber squeezers and associated 
polarimeters, polarization mode dispersion controllers, depolarizers, and other fiber squeezer-based 
devices.

15.35 POLARIMETER DESIGN METRICS

Several methods have been developed for evaluating the suitability of a polarimeter configuration 
for Stokes or Mueller matrix measurement. Such methods are needed to select the sets of genera-
tors and analyzer states, determine optimum values for retarders and rotation angles, and obtain a 
deeper understanding of how the polarization parameters will be measured by a particular polarim-
eter. The following development closely follows Twietmeyer43 and Twietmeyer and Chipman.46

The rank and null space of the polarimetric measurement matrix W identifies a polarimeter as 
complete or incomplete. The rank of W should be four for a complete Stokes polarimeter and 16 
for a complete Mueller matrix polarimeter. Any polarization state which lies partially or wholly in 
the null space of W cannot be measured. A complete polarimeter has no null space. When M has 
components in the null space, the data reduction returns a nearby reconstruction in the range 
of W.

Each row of W forms one basis vector in the reconstruction of M, that is, the measured intensity 
at each polarimeter state is the projection of M onto the corresponding basis vector. For an effective 
reconstruction, there should be minimum correlation between basis vectors; they should be linearly 
independent, widely distributed, and well balanced in magnitude. For an overspecified system with 
Q  16, the basis vectors provide redundant coverage of the polarization space, improving perfor-
mance in the presence of noise. Basis states may be chosen to lie more densely in directions where 
most information about M is desired. For example, polarimeters to measure stress birefringence are 
most interested in linear retardance, so the basis states can be selected to improve the signal to noise 
on those parameters at the expense of diattenuation and depolarization accuracy.

For a general purpose polarimeter which measures a wide variety of arbitrary M, the polarimet-
ric measurement matrix should be as far from singular as possible; it should be well conditioned.
Various linear algebra metrics quantify this distance from singular. The most widely used is p, the 
condition number based on the Lp norm of the matrix W, defined as47

p( )W W W
p p

1 (34)

where the bars signify the p-norm
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((v m)ector -norp  (35)

and where x is a vector, D(W) is the domain of W, and sup is the supremum (limiting maximum value). 
Minimization of the condition number of W is a standard optimization method for polarimeters. 
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Four different condition number definitions are in general use: the L1 condition number (p  1) 
based on the maximum absolute column sum; the L  condition number (p ) based on the maxi-
mum absolute row sum; the L2 condition number (p  2) based on the euclidean length of the rows 
of W; and the frobenius norm (applicable where W is square and invertible) based on the deter-
minant of W. Though the various condition numbers differ for a given matrix, they are similarly 
bounded,47 and so provide equivalent utility. In polarimetry the L2 condition number is preferred. 
The range of the L2 condition number varies from 1 (perfect conditioning, the identity matrix) to 
infinity (singular matrices).

Further insight into the conditioning of W is obtained from its singular value decomposition 
(SVD) which was introduced to polarimeter design by Tyo48 and Sabatke et al.49 The SVD factors 
any N K matrix W as 

W U D V UT

1

2

1

0 0 0 0

K

K

T (36)

where U and V are N N and K K unitary matrices, and D is an N K diagonal matrix. The 
diagonal elements k are the singular values. The rank of W is the number of nonzero singular 
values. Those columns of U associated with nonzero singular values form an orthonormal basis 
for the range of W; those columns of V associated with zero-valued singular values form an 
orthonormal basis for the null space of W. The columns of V associated with nonzero singular 
values form an orthonormal basis which spans the full vector space of W and thus reconstructs 
M. Each singular value gives the relative strength of the corresponding vector in this basis set, 
and the columns of U form a mapping from the V basis set back to the original basis set of W.
Further, since 
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the rows of U corresponding to zero-valued singular values describe sets of flux measurements 
which are not generated by any Mueller matrix, so their presence in a polarimetric measurement 
can only be due to noise. Based on this interpretation, any basis vector in V which is associated 
with a relatively small singular value is near the null space and likely has little information con-
tent; such small singular values predominantly amplify noise into the reconstruction of M. Error 
sources which produce projections (flux vectors) which are similar to the flux vectors generated 
by the basis vectors in V (particularly those which correspond to large singular values) will couple 
strongly into the reconstruction of M. The L2 condition number is equal to the ratio of the largest 
to smallest singular values,50 and thus minimizing the condition number is equivalent to equaliz-
ing, to the extent possible, the range of singular values so that the basis vectors have wide distribu-
tion and similar weight. 

For a four measurement Stokes polarimeter, the Stokes vectors representing each of the four ana-
lyzer states, when plotted on the Poincaré sphere, define a tetrahedron which is generally irregular. 
The volume of the tetrahedron is proportional to the determinant of W, and is maximized when the 
vertices form a regular tetrahedron. In this case the maximum distance from a vertex to any point 
on the sphere is minimized, and the condition number is also at a minimum. 
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15.36  SINGULAR VALUE DECOMPOSITION 
EXAMPLES

Two examples of the application of the condition number to Mueller matrix polarimeters follow: 
the first is an example of an optimum polarimeter, the second is nearly singular. Consider a Mueller 
matrix polarimeter which uses four generator states V1, V2, V3, V4, located at the vertices of a regular 
tetrahedron on the Poincaré sphere, with associated Stokes vectors

V V V1 { }1 1 0 0 1
1
3

2 2
3

02, , , , , , 33 41
1
3

2
3

2
3

1
1
3

2
3

, , , , , ,V
2
3

(38)

The analyzer states are also chosen as V1, V2, V3, V4. Sixteen measurements are acquired at each of 
the combinations of generator and analyzer. This polarimeter is one member of the set of 16-mea-
surement Mueller matrix polarimeters with minimum condition number, so it can be considered an 
optimum configuration. The corresponding 16 singular values are 

4
4 3

3

4 3

3

4 3

3

4 3

3

4 3

3

4 3

3

4

3

4

3
, , , , , , , , ,

4

3
,, , , , , ,

4

3

4

3

4

3

4

3

4

3

4

3
(39)

and the condition number, equal to the quotient of the first and last singular values, is 3. Each of 
the 16 columns of U represents a different orthogonal component used to reconstruct a measured 
Mueller matrix. In the presence of white noise, the Mueller matrix component corresponding to the 
first column will be measured with the highest signal to noise, about 3 times better than the next 
six components (columns) from U, and about three times better than the last nine Mueller matrix 
components. 

As an example of a polarimeter with a nearly singular polarimetric measurement matrix, the sec-
ond row of W, (generate V1, analyze V2),

{ . , . , . , , . , . , . ,1 333 943 1 333 9430 0 0 0 0 00 0 0 0 0 0 0 0 0 0, , , , , , , , } (40)

will be replaced with a vector

{ , . , . , , . , . , . , , ,1 1 5 1 1 50 0 000 0 0 0 0 000 0 0 0 0 0 0 0 0 0, , , , , , } (41)

nearly equal to the first row of W,

{ , , , , , , , , , , , , , ,1 1 1 10 0 0 0 0 0 0 0 0 0 00 0, } (42)

so that these two rows are nearly linearly dependent. Examining the resulting singular values,

{4.0557, 2.7273, 2.3094, 2.3094, 2.3094, 2.3094, 2.0221, 1.4988, 1.3333, (43)
1.3333, 1.3333, 1.3333, 1.3333, 1.3333, 1.3333, 0.0004}

the last singular value is close to zero and the condition number is about 10,000. Whenever the mea-
sured flux contains the pattern corresponding to the last row of VT, this component will be ampli-
fied by about 10,000 during the data reduction relative to the other 15 components of the Mueller 
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matrix and will usually dominate the measurement. In the presence of random noise, the measured 
Mueller matrix will be close to the 16th column of U (partitioned into a 4  4 “Mueller matrix”), 
and so the measurement will be inaccurate.

In summary, components corresponding to very small singular values are greatly amplified in 
the matrix inverse and can overwhelm the remainder of the Mueller matrix in the polarimetric data 
reduction.

15.37 POLARIMETER ERROR ANALYSIS

When operating a polarimeter, W is not known exactly and may have changed since calibration. 
For example, a rotating retarder may have inconsistent orientation, rays may take different paths 
through the polarimeter for different samples, or the spectral distribution of the measured light may 
vary. Measurement error is present due to detector noise and source fluctuation. Eqs. (18) and (27) 
may be modified to include these effects as follows:

( )W W M P PM (44)

where W is an N  16 matrix representing the difference between the actual and calibrated W, P
is an N  1 vector representing intensity measurement error, and PM is the N  1 vector of fluxes 
measured in the presence of error. MR, the polarimeter’s estimate of M, is then calculated using the 
calibration data as
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where M is the difference between the measured MR and the actual M. There are two error terms in 
M, one dependent on W and M, and the other on P.

Small errors may be described by a first-order Taylor expansion. The error for the jth component 
of the ith polarimeter state, having R variables xr which may be subject to error (such as a retardance 
magnitude), each with nominal value r, and error magnitude r, is
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The error in the fluxes P is assumed independent of the polarimeter elements, and is given by

Pi i
(47)

where i is the error in the ith intensity measurement. The error in reconstructing each of the 
k  1, . . . ,16 elements of M in terms of the errors in the instrument and detection process is then
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The mean (expectation) and standard deviation (SD) of the error [< M> and SD( M)] may be estimated 
when the polarimeter state variables and the statistics of the error sources are approximately known. 

The error due to a known systematic (nonzero mean error) source may be compensated by 
estimating W (e.g., using ideal Mueller matrices to model the polarimeter) and then forming a 
new polarimetric measurement matrix Wq W  < W>. For example, when using a liquid crystal 
retarder with a known profile of retardance magnitude as a function of temperature, a new Wq may 
be recalculated at every use given the ambient temperature. 

A covariance matrix can optimize a polarimeter in the presence of known error. This method 
has been applied to random measurement noise in Stokes polarimetry by Sabatke et al.49 and 
Twietmeyer,46 and to random instrument noise in Stokes polarimetry by Tyo.48 The covariance 
matrix is a symmetric matrix which describes the correlation between random variables which have 
been centered about their means.  For Mueller matrix polarimetry, the elements of the 16  16 cova-
riance matrix, CM, are 

CM, , , , ,j k j k j kM M M M j k 1 16 (49)

One useful error metric (EM) is the sum of the diagonal elements,

EM CM,ii
i

(50)

EM is a function of the polarimeter configuration, the number of states, the Mueller matrix of the 
sample, and the statistical properties of the error sources. Minimization of EM with respect to a pola-
rimeter variable may be used to compute the variable’s optimal value in the presence of known error. 

15.38  THE MUELLER MATRIX FOR POLARIZATION 
COMPONENT CHARACTERIZATION

The Mueller matrix provides detailed characterization of a polarization element.3,9 Using Mueller 
matrix functions, all of the previous performance defects and more can be specified. Thus, when 
using polarization elements in critical applications such as polarimetry, knowledge of its Mueller 
matrix is desirable. This is analogous to having the interferogram of a lens to ensure that it is of suit-
able quality for incorporation into a critical imaging system.

15.39  RETRO-REFLECTION TESTING AND 
CORRECTION FOR SUPPLEMENTAL OPTICS

Some reflective optical components are tested near normal incidence, such as corner cube retro 
reflectors, liquid crystal on silicon panels (LCOS), and other reflective spatial light modulators. 
Retro-reflection testing requires the insertion of a low polarization, ideally nonpolarizing, beam 
splitter in front of the sample, as shown in Fig. 6. The polarimeter measures the Mueller matrix of 
everything between the generator and the analyzer. This is the polarization critical region, where any 
significant polarization from beam splitters, mirrors, lenses, and the like, needs to be characterized 
and accounted for in data reduction.

In Fig. 6, a portion of the beam from the polarization state generator reflects from a nonpolar-
izing beam splitter and is normally incident on the sample; the remainder is removed in a beam 
dump. The light reflected from the sample divides at the beam splitter and the transmitted portion 
continues through the polarization analyzer to the focal plane. The focal plane acquires a series of 
raw images of the sample, and from the set of raw images the Mueller matrix image of all the optics 
in the polarization critical region is calculated pixel by pixel. 

DO
 N

OT
 D

UP
LI

CA
TE



POLARIMETRY  15.29

To obtain the Mueller matrix image of the sample, contributions from the reflection off the 
nonpolarizing beam splitter and transmission through the nonpolarizing beam splitter must be cali-
brated and removed. The ideal nonpolarizing beam splitter should have no polarization, its retar-
dance and diattenuation should be zero; the Mueller matrix would be the identity matrix for both 
reflection and transmission. In practice, commercially available nonpolarizing beam splitters always 
have some diattenuation and retardance. 

The sample Mueller matrix MS is determined from the measured Mueller matrix, Mmeasured, where 
MT is the beam splitter in transmission and MR is the beam splitter in reflection, 

M Mmeasured T S R (51)

MT and MR are measured during sample compartment calibration at each wavelength. MS is determined as

M M M MS T R( ) ( )1 1
measured

(52)

The compensation must be cautiously applied, with all instrumental variables such as collimation, 
vignetting, stray light, and angle of incidence carefully considered.

The same method is applicable to lenses, mirrors, and other supplemental optics used to manip-
ulate the beams through the sample compartment. Once the Mueller matrices for the optics before 
M1 and after M2 are calibrated, their matrix inverses can be applied during data reduction,

M M M MS ( ) ( )2
1

1
1

measured (53)

15.40 APPLICATIONS OF POLARIMETRY

Polarimetry and ellipsometry have found application in nearly all areas of science and technology 
with several tens of thousands of papers detailing various applications. The following summarizes 
a few of the principal applications and introduces some of the books, reference works, and review 
papers which provide gateways into the subject.

FIGURE 6 Imaging polarimeter configured for retro reflection testing 
using a nonpolarizing beam splitter and beam dump. (See also color insert.)
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15.41  ELLIPSOMETRY AND GENERALIZED 
ELLIPSOMETRY

Ellipsometry is the application of polarimetry to the determination of the optical properties of 
surfaces and interfaces. Example applications are refractive index and thin-film thickness measure-
ment, and investigations of processes at surfaces such as contamination and corrosion. Chapter 16, 
“Ellipsometry,” by Rasheed M. A. Azzam treats ellipsometry fundamentals. A more extensive treat-
ment is found in the textbook by Azzam and Bashara.6,9 SPIE Milestone Series by Azzam51 is a col-
lection of historical papers. Calculation of the polarization properties of thin films is presented in 
the chapter by Dobrowolski,52 and also in the text by Macleod.53

Ellipsometry is a well-established technique for determining optical properties such as refractive 
indices, absorption coefficients, and film thicknesses of material samples by measuring polarization 
changes that occur on reflection and refraction.6 In ellipsometer systems, the measurement configu-
ration is varied, and the polarization change measured. Configuration changes include illumination 
angle, wavelength, and sample orientation. A forward calculation based on a model, such as the 
thin-film reflectance or transmission equations, has its free parameters optimized to provide the 
best fit to the data.

The recent development of generalized ellipsometry or biaxial ellipsometry uses measure-
ments of the complete Jones matrix or Mueller matrix to determine the optical properties of more 
general anisotropic structures such as birefringent crystals and polarizing films.54–68 Generalized 
ellipsometry measures the optical constants of materials such as anisotropic films, and multilayer 
stacks of anisotropic films, birefringent crystals, and polarizing materials. With the widespread 
adoption of biaxial multilayer films in liquid crystal projectors for control of retardance as a 
function of field of view and wavelength, accurate characterization of anisotropic materials has 
become more important. The need for such types of ellipsometric instruments has increased with 
the rapid evolution of liquid crystal displays, new materials and fabrication techniques, and nano-
structured materials.

The optical constants of anisotropic materials are conveniently expressed in the form of the 
dielectric tensor . For nonoptically active, non-magneto-optic materials with aligned retardance 
and diattenuation, the dielectric tensor is symmetric and can be expressed as a rotated diagonal 
matrix of the form
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where nx i x, ny i y, and nz i z are the complex refractive indices along the principal axes, and 
R is a rotation matrix through Euler angles , , and  with respect to the laboratory coordinates as 
represented in Fig. 7.69

Characterizing such an anisotropic multilayer thin film requires measuring up to 10 param-
eters for each layer, 9 that specify the dielectric tensor and 1 for thickness. Multiple measurements 
must be acquired which span a suitably large range of incident and azimuthal (about the surface 
normal) angles so that each optical constant to be determined has a distinct effect on the measure-
ments. Changes to the optical constants need to cause distinct changes to the ellipsometric dataset. 
Each dielectric tensor and thickness parameter must significantly change the polarization within 
the range of illumination angles, so that ellipsometric data points are not a linear combination of 
previous measurements. By simultaneously measuring a large range of both incident and azimuthal 
angles, the components of the dielectric tensor can be determined from a single Mueller matrix 
image.68 Figures 8 and 9 show Mueller matrix imaging polarimeters with converging beams oper-
ating in reflection and transmission for generalized ellipsometry. Figure 10 is an example Mueller 
matrix image of an LC projector biaxial field correcting film.
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FIGURE 7 Example of a biaxial index ellipsoid with prin-
cipal axes oriented at an arbitrary orientation along orthogonal 
vectors A, B, and C.
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FIGURE 8 Mueller matrix imaging polarimeter configured for reflection generalized ellipsometry with 
the inclusion of two microscope objectives in the sample compartment. The microscope objective’s exit pupil is 
imaged onto the CCD so that each pixel receives light which reflected at a different angle of incidence and azimuth.
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FIGURE 9 This Mueller matrix imaging polarimeter configured for transmission-generalized ellipsom-
etry uses two microscope objectives to obtain polarization change as a function of angle of incidence.
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Biaxial materials have tensor components that vary with direction and can only be fully character-
ized if measurements are performed while both the incident and the azimuthal (about the normal) 
angle of the illuminating light varies with respect to the sample. Dielectric tensor information can 
also be obtained by measuring at multiple wavelengths and fitting a parameterized dispersion rela-
tionship based on a physical model of the dielectric tensor.66,70

Several methods for calculating the reflection and transmission properties for arbitrary anisotro-
pic multilayer structures have been developed, including the Berremann calculus and related meth-
ods derived by Yeh, Mansuripur, and Schubert.71–74

15.42 LIQUID CRYSTAL CELL AND SYSTEM TESTING

Liquid crystal (LC) displays of all types are polarization critical optical systems, where the 
systems are readily put out of specifications by misalignment of polarization elements, poor 
polarization element quality, stress birefringence, depolarization and scattering, LC cell defects, 
and a myriad of other issues. Such displays include laptop displays, computer monitors, confer-
ence room projectors, direct view and projection televisions, and the myriad of small displays 
in watches, calculators, cell phones, and the like. Mueller matrix polarimetry and imaging pola-
rimetry are important methods to provide detailed diagnostics of LCs and the associated optical 
systems. 

Polarization measurements made on liquid crystal (LC) cells are particularly useful for deter-
mining the key physical parameters of the cell, namely the cell gap, rubbing direction, twist 
angle, and pretilt angles of the LC as shown in Fig. 11. The cell gap is the thickness of the LC 
layer between the two glass plates. The rubbing direction describes the azimuth angle (orienta-
tion angle) of the LC director at the top glass surface, and the twist angle describes the change 
in orientation angle of the LC director through the thickness of the cell, such that the orienta-
tion angle at the bottom glass is the top-glass rubbing direction plus the twist angle. The pretilt 

FIGURE 10 Angle of incidence Mueller matrix image of a 
field widening film for liquid crystal projector systems. The retar-
dance is engineered to vary opposite to the LC, greatly increasing 
the field of view before artifacts, such as color shifts, occur in the 
display. The film’s optical properties, such as thickness and refrac-
tive indices, can be reverse engineered from such measurements by 
generalized ellipsometry.
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angles describe the polar angle (tilt angle) of the LC directors at the glass plate interfaces. By 
adjusting these parameters, LC panel manufactures can tune their design for the desired response 
time, color properties, and useable field-of-view. By making polarization measurements of the 
cell at a variety of incident angles and/or wavelength, and applying curve-fitting techniques, 
these key parameters can be measured, such as by the AxoScan Mueller matrix polarimeter from 
Axometrics, Inc. (Huntsville, Alabama).

LCs operate as electrically addressable variable retarders. With the inclusion of polarizers and 
color filters, pixilated LC arrays (LC panels) serve as color image generators. Several performance 
specifications of an LC system are critical. The contrast ratio is the ratio of the on-screen illumi-
nance in the white state to the intensity in the dark state. A high contrast ratio depends on the dark 
state intensity being nearly zero, which requires that all polarization properties are nearly ideal so 
the beam is well extinguished at the final polarizer. The efficiency of the system is the ratio of the 
output intensity to the source intensity in the white state. Spatial uniformity characterizes the varia-
tions in brightness of the dark and bright states across the aperture.

The contrast ratio and efficiency of the LC projector are a function of the polarization proper-
ties of the components in the light valve: the polarizer, beam splitter, LC, and analyzer, as well as the 
étendue, color balancing, and many other factors. Determination of the polarization properties of 
each component allows for modeling of system performance, and, in the case of poor system perfor-
mance, diagnosing which elements are the source of the problem.

The Mueller matrix is especially useful for characterization of LC display system components 
because sequences of elements behave as the product of their Mueller matrices. Thus the Mueller 
matrix of an LC panel can be combined with the matrices for beam splitters, dichroic filters, and 
other components to understand their polarization interactions and tolerance of combinations of 
optical elements. 

Polarization testing of LCs provides important information augmenting radiometric testing. 
Polarization testing of LC panels requires illuminating the panels with a variety of incident polariza-
tion states and measuring the corresponding output polarization states. These additional states are 
not normally used during LC system operation so their usage for testing appears extraneous until 
the diagnostic value of retardance and depolarization maps is realized; these parameters directly 
determine performance properties of the LCs. Radiometric testing measures the LC performance, 
treating the LC as a black box. Imaging polarimetry quantifies desired and undesired polariza-
tion properties enabling better diagnosis of LC problems, problems more difficult to isolate using 

FIGURE 11 Parameters describing a twisted nematic liquid crystal cell 
can be measured by multiangle Mueller matrix polarimetry.
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radiometric testing alone. Table 1 and Table 2 summarize the relationship of these polarization 
properties with several LC performance defects. In Table 1, LC system defects are paired with the 
related polarization properties which can cause the defect. Many display problems are the direct 
result of nonideal polarization properties. Table 2 lists some nonideal LC polarization properties 
and the associated effects.

Depolarization adversely affects LC system performance in different ways than incorrect retardance 
or retardance nonuniformity. With depolarization, a fraction of the exiting light can be treated as unpo-
larized light [Eq. (6)]; this is the depolarized component. Fifty percent of the depolarized light will pass 
through the analyzer and 50 percent will be blocked, so the fraction of leaked light is, at minimum,

Leakage
1

2
DoP

(55)

In the dark state, the leaked depolarized light increases the dark state intensity, and if significant, 
has a severe effect on the contrast ratio. In the white state half of the depolarized light is blocked by 
the analyzer decreasing the white state brightness, a less critical problem than dark state leakage. For 
high contrast, the LC panel must have very low levels of depolarization. 

Scattering is a common cause of depolarization in liquid crystals. Liquid crystal depolarization also 
arises from spatial averaging; micron-scale retardance variations cause adjacent parts of the beam to 
emerge with different polarization states which average at the polarimeter resulting in a depolarized 
component in the measurement. An imaging polarimeter measures the average retardance within each 
of its pixels and any subpixel retardance variations are measured as depolarization. Temperature varia-
tions, electric field variations, edge effects in pixels, and disclinations in the LC all cause depolarization.

In any polarimeter measurement, small values of depolarization need to be critically evaluated to 
ensure the depolarization is due to the device under test and is not due to noise or calibration error 
within the polarimeter. All polarimeter measurements have some depolarization noise or bias. 

TABLE 2 Polarization Defects and Resulting Onscreen Effects

Polarization Property On-Screen Effect

Retardance spatial nonuniformity  Spatial variation of brightness, color, 
or contrast

Nonzero dark state retardance  Reduced contrast and color saturation

Incorrect retardance orientation Reduced brightness and contrast
or magnitude

Spectral variation of retardance   Wavelength-dependant contrast and 
brightness

Depolarization Reduced contrast and brightness

TABLE 1 Performance Specification Issues Related to Polarization Causes 
and LC Defects

Defect Possible Polarization Causes

Low contrast Depolarization
Incorrect trim retarder
Misalignment of liquid crystal, trim retarder, or PBS

Low brightness Incorrect retardance
Oxidized reflector
High levels of depolarization

Poor uniformity Spatial variation in retardance magnitude
Spatial variation of retardance orientation
Temperature-induced retardance variations
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Typical twisted nematic LC cells cannot be driven to zero retardance, suffering some residual 
retardance due to thin boundary layers of liquid crystal along the alignment layers as shown in Fig. 3. 
This residual retardance is usually compensated by placing an additional “trim retarder” over the LC 
panel.75 The trim retarder introduces retardance equal in magnitude to the LC’s single pass retar-
dance with the retardance axis rotated 90°.75 Such a retarder combines with the LC retardance yield-
ing a retardance of zero. 

While a trim retarder can be used to reduce the effect of dark state retardance, depolarization cannot 
be compensated; it must be reduced to acceptable levels during LC device development and fabrication. 

15.43 POLARIZATION ABERRATIONS

Polarimetry is useful in optical metrology for measuring the polarization aberrations of optical 
systems and for characterizing optical and polarization components. Optical systems modify the 
polarization state of light due to reflections, refractions, and other interactions. Lenses and mirrors 
have polarization properties described by the Fresnel equations and associated multilayer thin-film 
equations. For many optical systems, such as camera lenses and Cassegrain telescopes, these polar-
ization aberrations are small, but not necessarily negligible. Other optical systems, with large angles 
of incidence, diffraction gratings, beam splitters, or other significantly polarizing components, have 
significant and often troublesome polarization aberrations.

Each ray path through the optical system can be characterized by its polarization matrix. 
Polarization ray–tracing is the technique of calculating the polarization matrices for ray paths 
through optical systems.24,76–79 Diffraction image formation of polarization-aberrated beams is then 
handled by vector extensions to diffraction theory.80–85 Polarimeters, particularly imaging polarim-
eters, can measure the Mueller matrices of ray paths through optical systems determining the polar-
ization aberrations. These polarization aberrations frequently have similar functional forms to the 
geometrical aberrations, since they arise from similar geometrical considerations of surface shape 
and angle of incidence variation.85–92

Optical system polarization aberrations can be measured by placing the system in the sample 
compartment of a Mueller matrix imaging polarimeter. Usually the exit pupil is imaged, giving the 
polarization aberration function (PAF) a Mueller matrix as a function of pupil coordinates. Then 
maps are generated of linear diattenuation, linear retardance, and other metrics. Figure 12 shows 
the diattenuation and retardance polarization aberrations measured through a pair of 0.55 numeri-
cal aperture microscope objectives; collimated light enters the pupil of the first objective, focuses 
at the focal point of the second objective, and is recollimated, like Fig. 9 without the sample. The 
lengths of the lines in the images correspond to the magnitude of the diattenuation and retardance. 

FIGURE 12 The polarization aberrations transmitting through a pair of microscope objec-
tives is represented by these linear diattenuation and linear retardance pupil maps.

DO
 N

OT
 D

UP
LI

CA
TE



15.36  POLARIZED LIGHT

The microscope objective pair has up to 5.4° of spatially varying retardance and 0.1 of spatially 
varying diattenuation. When placed between crossed linear polarizers, this pair of objectives will 
leak about 0.15 percent of the incident flux, averaged over the pupil. 

When significant polarization aberrations are present, an optical system illuminated with a uni-
form polarization state will have polarization variations within the point spread function. To charac-
terize these variations and the dependence of the point spread function on the incident polarization 
state, a Mueller matrix imaging polarimeter focusses on the image of a point object and measures the 
point spread matrix (PSM) as a Mueller matrix image. Measured PSM with large polarization aberra-
tion is shown in Fig. 13. A vortex retarder was placed in the pupil of an imaging system with a large f/# 
image on a camera focal plane, and a Mueller matrix image acquired. This vortex retarder is half-wave 
linear retarder whose fast axis varies as a function of pupil angle.93 The pupil image on the left side 
shows the retardance orientation varying by 360° around the pupil. The right side contains the PSM.
When the Stokes vector of the incident light is multiplied by the PSM, the resulting Stokes vector func-
tion describes the flux (point spread function) and polarization state variations within the image as a 
Stokes vector image. Figure 14 shows the point spread function for a fixed incident polarization state 
and several analyzers, demonstrating the polarization variations within the point spread function. 

FIGURE 13 The orientation of the fast axis of the half wave vortex retarder rotates by 360° around the 
pupil (a). The Point spread matrix describes the polarization dependence of the point spread function as a 
Mueller matrix image (b).

FIGURE 14 The measured point spread function of the vortex retarder completely changes with 
the analyzed polarization state: (a) no analyzer; (b) horizontal linear analyzer; and (c) vertical linear 
analyzer. Horizontal linearly polarized light is input.
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Figure 15 shows another polarization aberration measurement example.94 The lens coatings 
became damaged by heat and began flaking off. The resulting Mueller matrix pupil image shows a 
few tenths of a percent depolarization in the damaged area. The undamaged area has a depolariza-
tion of only a few hundredths of a percent, more typical of coated lenses.

15.44 REMOTE SENSING

Polarimetry is an important remote sensing technique which complements spectroscopic or hyper-
spectral imaging. The sunlight which illuminates the earth is essentially unpolarized, but the scat-
tered light has a surprisingly large degree of polarization, which is mostly linear polarization.7,94–97

Visible light scattered from forest canopy, cropland, meadows, and similar features frequently 
has a degree of polarization of 20 percent or greater in the visible range.98,99 Light reflecting from 
mudflats and water can have a degree of polarization greater than 50 percent, particularly for light 
incident near Brewster’s angle. The magnitude of the degree of linear polarization depends on many 
variables, including the angle of incidence, the angle of scatter, the wavelength, and the weather. The 
polarization from a site varies from day to day even if the angles of incidence and scatter remain the 
same; these variations are caused by changes in the earth’s vegetation, cloud cover, humidity, rain, 
and standing water. Polarization is complex to interpret but it conveys useful information.

Light scattered from dense white clouds is nearly unpolarized due to multiple scattering.7,96 Scattering 
from thin aerosols is partially polarized. Hyperspectral imaging combined with Mie scattering theory 
can determine the mean particle size and the imaginary part of the refractive index of an aerosol. 
Adding multiangle polarimetric data at visible and shortwave infrared wavelengths provides additional 
information on the real part of the aerosol refractive index, nr, and particle size variances, with greater 
sensitivity than intensity measurements alone. This has been demonstrated with the airborne research 
scanning polarimeter (RSP),100,101 through theoretical sensitivity studies,102 and with the space-borne 
Polarization and Directionality of Earth’s Reflectances (POLDER) instrument.103 POLDER spatial 
resolution is 6 to 7 km, with degree of linear polarization (DoLP) uncertainty of ~2 percent.104  

FIGURE 15 Depolarization index of lens with coating 
damage on the right center causing about 0.005 depolarization.
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The Aerosol Polarimeter Sensor (APS) instrument for NASA’s Glory mission, using similar design con-
cepts as the airborne RSP, will provide very accurate multi-anglepolarimetric measurements (linear polar-
ization uncertainty ~0.2 percent), but in a coarse resolution (6 to 20 km) due to nonimaging operation.105

Many factors affect the accuracy of imaging polarimeters.106 Polarization aberrations of the optics 
(instrumental polarization) is addressed through accurate calibration and removal of systematic 
errors. Many remote sensing polarimeters use different analyzers over different detectors whose sig-
nals are then subtracted to measure polarization, and are thus susceptible to gain variations and pixel 
sensitivity drift. Ongoing detector cross-calibration is desirable. Spatial displacements on the ground 
between the locations where different polarization orientations are measured gives rise to polarization 
artifacts, also known as false polarization. Spatial misregistration between the measurements compris-
ing a polarization measurement is particularly problematic in the presence of scene gradients. 

15.45 POLARIZATION LIGHT SCATTERING

Polarization light scattering is the application of polarimetry to scattered light.107,108 The scattering 
characteristics of a sample are generally described by its bidirectional reflectance distribution func-
tion, BRDF ( i, i, s, s, ), depicted in Fig. 16, which is the ratio of the scattered flux in a particular 
direction ( s, s) to the flux of an incident beam from direction ( i, i),109

BRDF( , , , ),
( , )

( ,i i s s
s s s

i i

dL

dE ii)
(56)

FIGURE 16 The BRDF angle nomenclature: The incident light has an angle of 
incidence i and azimuth angle i and subtends solid angle i. The scattered light has 
an angle of scatter s and azimuth angle s and subtends solid angle s.
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This standard BRDF definition makes no reference to the incident or scattered polarization 
state so the BRDF function contains no polarization information. The BRDF can be generalized to 
a Mueller matrix bidirectional reflectance distribution function, or MMBRDF( i, i, s, s, ), the
Mueller matrix relating incident and scattered beams in arbitrary directions,25

MMBRDF( , , , )

( , , , ),

i i s s

i i s sm0 0 m

m

i i s s

i i s

0 3

3 0

,

,

( , , , )

( , , , ss i i s sm) ( , , , ),3 3

(57)

Then the BRDF function is the m0,0 element of the MMBRDF( i, i, s, s, ). 
Scattered light is a sensitive indicator of surface conditions; a small amount of surface roughness 

may reduce the specular power by less than a percent while increasing the scattered power by orders 
of magnitude. The retardance, diattenuation, and depolarization of the scattered light similarly pro-
vide sensitive indicators of light scattering conditions, such as uniformity of refractive index, orien-
tation of surface defects, texture, strain and birefringence at an interface, subsurface damage, coating 
microstructure, and the degree of multiple scattering. Figure 17 depicts a polarimeter configured for 
polarization scattered light measurements.

Frequently the last 15 MMBRDF elements are normalized (divided) by the m0,0 element which 
simplifies the interpretation of polarization properties associated with scattering by adjusting these 
elements to a 1 to 1 scale.

Figure 18 shows two examples MMBRDF from DeBoo.25 Concrete is nearly lambertian and the 
m1,1 element (labeled m0,0 elsewhere in this chapter) varies little with angle. The gold-coated diffuser 
has a more distinct specular peak at  0, and becomes more diattenuating and depolarizing as 
varies away from zero.

15.46 OPHTHALMIC POLARIMETRY

The human visual system is polarization insensitive; an observer cannot discern between unpolar-
ized light and polarized light of various states. The structures of the eye are, however, diattenuating, 
retarding, and depolarizing.

FIGURE 17 Mueller matrix imaging polarimeter for in-plane MMBRDF
measurements, with bistatic angle  between the polarization generator arm and 
analyzer arm.
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FIGURE 18 (a) In-plane Mueller matrix BRDF for scattering from concrete measured at 
808 nm as a normalized Mueller matrix spectrum. In this figure, the Mueller matrix index runs 
from 1 to 4. The m2,4, m4,2, m3,4, and m4,3 elements are nearly zero indicating the absence of linear 
retardance. The positive m1,2 and m2,1 elements indicate diattenuation in the s-p orientations such 
that s has the larger diffuse reflectance. (b) The same for a gold-coated diffuser. The m3,4, and m4,3
elements are nonzero indicating linear retardance between the s-p components.
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The eye’s strongest polarization effects are found in the cornea, retinal nerve fiber layer, and 
Henle’s layer. These anisotropic structures contain long thin parallel-oriented cylinders (such as col-
lagen fibrils or microtubules), uniformly distributed within the surrounding medium, with dimen-
sions smaller than the wavelength of visible light. Wiener110 demonstrated in his theory of mixed 
dielectrics that due to the small difference in refractive index between cylinders and medium, this 
type of structure has different refractive indices for light polarized parallel and perpendicular to the 
cylinder axes, an effect termed form birefringence. The retardance increases linearly with propagation 
distance.111 Hemenger deduced that these structures also have greater absorption for light oscillating 
parallel to the cylinders (similar to a wire grid polarizer), so that diattenuation increases with propa-
gation distance, an effect termed form dichroism.112 Other models have described diattenuation and 
retardance with structured ocular tissues.113,114

The interaction of polarized light with retinal tissue has been actively explored to detect subtle 
changes in the tissue microstructure. A healthy retina has an ordered microstructure.115 The more 
ordered a structure, the larger the diattenuation and retardance should be. As these cellular struc-
tures become disordered in certain disease states, the diattenuation and retardance are expected to 
decrease and the depolarization to increase. 

Direct measurements of retinal polarization have been performed using a variety of techniques. 
Van Blokland116 was the first to obtain a complete Mueller matrix with a single pixel and demonstrated 
significant retinal depolarization. Imaging methods include camera-based retinal polarimeters,117–119

scanning laser polarimetery methods, and polarization-sensitive optical coherence tomography. 
Retinal images are assembled through appropriate reconstruction of the detector signal.120–122

A retinal polarimeter, the GDx Nerve Fiber Analyzer (Carl Zeiss Meditec, Dublin California) 
has been commercially available since the late 1990s and is FDA approved for the measurement of 
retinal nerve fiber layer thickness and its thinning for the purpose of diagnosing the progression 
of glaucoma. The GDx is a scanning laser ophthalmoscope measuring linear retardance only, an 
incomplete polarimeter. The linear retardance is used to estimate the thickness of the retinal nerve 
fiber layer, which aids in diagnosis and monitoring of glaucoma.123–125 As an incomplete polarimeter, 
the GDx is increasingly inaccurate as depolarization and diattenuation increase.118

Elsner, Burns, and their coworkers have demonstrated the utility of depolarization images to pro-
vide higher contrast for deep tissue scattering abnormalities that occur in age-related macular degener-
ation, central serous chorioretinopathy, and other maculopathies. These abnormalities include drusen, 
pools of fluid, pigmentation changes, and abnormal vasculature. Lara and Dainty126 have reported a 
complete retinal polarimeter incorporating multiple polarizing beam splitters and detectors.

Polarization-sensitive optical coherence tomography (OCT) generates three-dimensional retinal 
polarization images.127–129 The OCT repeatedly scans with different polarization states illuminating 
the sample. De Boer has measured the birefringence distribution through the retina and demonstrated 
that the birefringence of the nerve fiber layer is not uniform.  The polarization of the reference beam 
must be closely matched at the detector for useful fringe visibility. Thus polarization OCT is limited in 
the measurement of depolarization since multiply scattered incoherent light is rejected in OCT.
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16.1 GLOSSARY

A instrument matrix

D film thickness period

d film thickness

E electrical field

E0 constant complex vector

f() function

I interface scattering matrix

k extinction coefficient

L layer scattering matrix

N complex refractive index n jk

n real part of the complex refractive index

R reflection coefficient

r reflection coefficient

Sij scattering matrix elements

s, p subscripts for polarization components

X exp( )j d D2 /

ellipsometric angle

dielectric function

psuedo dielectric function

Rp/Rs tan  exp ( j ) i/ r

angle of incidence

i Eis/Eip

r Ers/Erp

ellipsometric angle

16.1
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16.2 INTRODUCTION

Ellipsometry is a nonperturbing optical technique that uses the change in the state of polarization 
of light upon reflection for the in-situ and real-time characterization of surfaces, interfaces, and 
thin films. In this chapter we provide a brief account of this subject with an emphasis on modeling 
and instrumentation. For extensive coverage, including applications, the reader is referred to several 
monographs,1–4 handbook,5 collected reprints,6 conference proceedings,7–15 and general and topical 
reviews.16–32

In ellipsometry, a collimated beam of monochromatic or quasi-monochromatic light, which 
is polarized in a known state, is incident on a sample surface under examination, and the state of 
polarization of the reflected light is analyzed. From the incident and reflected states of polarization, 
ratios of complex reflection coefficients of the surface for the incident orthogonal linear polarizations 
parallel and perpendicular to the plane of incidence are determined. These ratios are subsequently 
related to the structural and optical properties of the ambient-sample interface region by invoking an 
appropriate model and the electromagnetic theory of reflection. Finally, model parameters of interest 
are determined by solving the resulting inverse problem.

In ellipsometry, one of the two copropagating orthogonally polarized waves can be considered 
to act as a reference for the other. Inasmuch as the state of polarization of light is determined by 
the superposition of the orthogonal components of the electric field vector, an ellipsometer may be 
thought of as a common-path polarization interferometer. And because ellipsometry involves only 
relative amplitude and relative phase measurements, it is highly accurate. Furthermore, its sensitivity 
to minute changes in the interface region, such as the formation of a submonolayer of atoms or mol-
ecules, has qualified ellipsometry for many applications in surface science and thin-film technologies.

In a typical scheme, Fig. 1, the incident light is linearly polarized at a known but arbitrary azi-
muth and the reflected light is elliptically polarized. Measurement of the ellipse of polarization of 
the reflected light accounts for the name ellipsometry, which was first coined by Rothen.33 (For a 
discussion of light polarization, the reader is referred to Chap. 12 in this volume. For a historical 
background on ellipsometry, see Rothen34 and Hall.35)

For optically isotropic structures, ellipsometry is carried out only at oblique incidence. In this 
case, if the incident light is linearly polarized with the electric vector vibrating parallel p or perpen-
dicular s to the plane of incidence, the reflected light is likewise p- and s-polarized, respectively. In 
other words, the p and s linear polarizations are the eigenpolarizations of reflection.36 The associ-
ated eigenvalues are the complex amplitude reflection coefficients Rp and Rs. For an arbitrary input 
state with phasor electric-field components Eip and Eis, the corresponding field components of the 
reflected light are given by

E R E E R Ep srp ip rs is (1)

FIGURE 1 Incident linearly polarized light of arbitrary azimuth  is reflected from the surface S
as elliptically polarized. p and s identify the linear polarization directions parallel and perpendicular to 
the plane of incidence and form a right-handed system with the direction of propagation.  is the angle 
of incidence.
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By taking the ratio of the respective sides of these two equations, one gets

i r/ (2)

where

R Rp s/ (3)

i rE E E Eis ip rs rp/ / (4)

i and r of Eqs. (4) are complex numbers that succinctly describe the incident and reflected polar-
ization states of light;37 their ratio, according to Eqs. (2) and (3), determines the ratio of the complex 
reflection coefficients for the p and s polarizations. Therefore, ellipsometry involves pure polariza-
tion measurements (without account for absolute light intensity or absolute phase) to determine 

. It has become customary in ellipsometry to express  in polar form in terms of two ellipsometric 
angles and (0 90°, 0 360°) as follows

tan exp( )j (5)

tan | |/| |R Rp s  represents the relative amplitude attenuation and arg( ) arg( )R Rp s  is the dif-
ferential phase shift of the p and s linearly polarized components upon reflection.

Regardless of the nature of the sample,  is a function,

f ( , ) (6)

of the angle of incidence  and the wavelength of light . Multiple-angle-of-incidence 
ellipsometry38–43 (MAIE) involves measurement of  as a function of , and spectroscopic 
ellipsometry3,22,27–31 (SE) refers to the measurement of  as a function of . In variable-angle spec-
troscopic ellipsometry43 (VASE) the ellipsometric function  of the two real variables  and  is 
recorded.

16.3 CONVENTIONS

The widely accepted conventions in ellipsometry are those adopted at the 1968 Symposium on 
Recent Developments in Ellipsometry following discussions of a paper by Muller.44 Briefly, the elec-
tric field of a monochromatic plane wave traveling in the direction of the z axis is taken as

E E0 2exp( )exp( )j Nz j t/ (7)

where E0 is a constant complex vector that represents the transverse electric field in the z 0 plane, 
N is the complex refractive index of the optically isotropic medium of propagation,  is the angular 
frequency, and t is the time. N is written in terms of its real and imaginary parts as

N n jk (8)

where n > 0 is the refractive index and k 0 is the extinction coefficient. The positive directions 
of p and s before and after reflection form a right-handed coordinate system with the directions of 
propagation of the incident and reflected waves, Fig. 1. At normal incidence ( 0), the p directions 
in the incident and reflected waves are antiparallel, whereas the s directions are parallel. Some of the 
consequences of these conventions are as follows:

1. At normal incidence, Rp Rs, 1, and .

2. At grazing incidence, Rp Rs, 1, and 0.

3. For an abrupt interface between two homogeneous and isotropic semi-infinite media,  is in the 
range 0 , and 0 45°.
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As an example, Fig. 2 shows  and  vs.  for light reflection at the air/Au interface, assuming 
N 0.306 j2.880 for Au45 at 564 nm.

16.4 MODELING AND INVERSION

The following simplifying assumptions are usually made or implied in conventional ellipsometry: 
(1) the incident beam is approximated by a monochromatic plane wave; (2) the ambient or inci-
dence medium is transparent and optically isotropic; (3) the sample surface is a plane boundary; 
(4) the sample (and ambient) optical properties are uniform laterally but may change in the direc-
tion of the normal to the ambient-sample interface; (5) the coherence length of the incident light 
is much greater than its penetration depth into the sample; and (6) the light-sample interaction is 
linear (elastic), hence frequency-conserving.

Determination of the ratio of complex reflection coefficients is rarely an end in itself. Usually, 
one is interested in more fundamental information about the sample than is conveyed by . In 
particular, ellipsometry is used to characterize the optical and structural properties of the interfa-
cial region. This requires that a stratified-medium model (SMM) for the sample under measure-
ment be postulated that contains the sample physical parameters of interest. For example, for 
visible light, a polished Si surface in air may be modeled as an optically opaque (semi-infinite) 
Si substrate which is covered with a SiO2 film, with the Si and SiO2 phases assumed uniform, and 
the air/SiO2 and SiO2/Si interfaces considered as parallel planes. This is often referred to as the 
three-phase model. More complexity (and more layers) can be built into this basic SMM to rep-
resent such finer details as the interfacial roughness and phase mixing, a damage surface layer on 
Si caused by polishing, or the possible presence of an outermost contamination film. Effective 
medium theories46–54 (EMTs) are used to calculate the dielectric functions of mixed phases based 
on their microstructure and component volume fractions; and the established theory of light 
reflection by stratified structures55–60 is employed to calculate the ellipsometric function for an 
assumed set of model parameters. Finally, values of the model parameters are sought that best 
match the measured and computed values of . Extensive data (obtained, e.g., using VASE) is 
required to determine the parameters of more complicated samples. The latter task, called the 

FIGURE 2 Ellipsometric parameters and  of an 
air/Au interface as functions of the angle of incidence 

. The complex refractive index of Au is assumed to be 
0.306 – j2.880 at 564-nm wavelength. , , and  are in 
degrees.
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inverse problem, usually employs linear regression analysis,61–63 which yields information on 
parameter correlations and confidence limits. Therefore, the full practice of ellipsometry involves, 
in general, the execution and integration of three tasks: (1) polarization measurements that yield 
ratios of complex reflection coefficients, (2) sample modeling and the application of electromag-
netic theory to calculate the ellipsometric function, and (3) solving the inverse problem to deter-
mine model parameters that best match the experimental and theoretically calculated values of 
the ellipsometric function.

Confidence in the model is established by showing that complete spectra can be described in 
terms of a few wavelength-independent parameters, or by checking the predictive power of the 
model in determining the optical properties of the sample under new experimental conditions.27

The Two-Phase Model

For a single interface between two homogeneous and isotropic media, 0 and 1, the reflection coeffi-
cients are given by the Fresnel formulas1

r S S S Sp01 1 0 0 1 1 0 0 1( )/( ) (9)

r S S S Ss01 0 1 0 1( ) ( )/ (10)
in which

i iN i2 0 1, (11)

is the dielectric function (or dielectric constant at a given wavelength) of the ith medium,

Si i( sin ) /
0

2 1 2 (12)

and  is the angle of incidence in medium 0 (measured from the interface normal). The ratio of 
complex reflection coefficients which is measured by ellipsometry is

[sin tan ( sin ) ] [sin tan ( sin/2 2 2/ ) ]/1 2 (13)

where 1 0/ . Solving Eq. (13) for  gives

1 0
2 2 2 21 1{sin sin tan [( )/( )] } (14)

For light incident from a medium (e.g., vacuum, air, or an inert ambient) of known 0, Eq. (14)
determines, concisely and directly, the complex dielectric function 1 of the reflecting second 
medium in terms of the measured  and the angle of incidence . This accounts for an important 
application of ellipsometry as a means of determining the optical properties (or optical constants) of 
bulk absorbing materials and opaque films. This approach assumes the absence of a transition layer 
or a surface film at the two-media interface. If such a film exists, ultrathin as it may be, 1 as deter-
mined by Eq. (14) is called the pseudo dielectric function and is usually written as 1 . Figure 3
shows lines of constant and lines of constant  in the complex  plane at 75°.

The Three-Phase Model

This often-used model, Fig. 4, consists of a single layer, medium 1, of parallel-plane boundaries 
which is surrounded by two similar or dissimilar semi-infinite media 0 and 2. The complex ampli-
tude reflection coefficients are given by the Airy-Drude formula64,65

R r r X r r X p s( )/( ) ,01 12 01 121 (15)

X j d Dexp[ ( )]2 / (16)

DO
 N

OT
 D

UP
LI

CA
TE



16.6  POLARIZED LIGHT

rij  is the Fresnel reflection coefficient of the ij interface (ij 01 and 12) for the  polarization, d is the 
layer thickness, and

D S( )( )/ /2 1 1 (17)

where  is the vacuum wavelength of light and S1 is given by Eq. (12). The ellipsometric function of 
this system is

( ) ( )A BX CX D EX FX2 2/ (18)

A r B r r r r C r r r

D r
p p p s s p s s01 12 01 01 12 12 01 12

011 12 01 01 12 12 01 12s s p s p s p pE r r r r F r r r
(19)
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FIGURE 3 Contours of constant tan and constant  in the complex 
plane of the relative dielectric function  of a transparent medium/absorbing 
medium interface.

FIGURE 4 Three-phase, ambient-film-substrate system.
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ELLIPSOMETRY 16.7

For a transparent film, and with light incident at an angle  such that 1 0
2sin  so that total 

reflection does not occur at the 01 interface, D  is real, and X, Rp, Rs, and  become periodic func-
tions of the film thickness d with period D . The locus of X is the unit circle in the complex plane and 
its multiple images through the conformal mapping of Eq. (18) at different values of  give the con-
stant-angle-of-incidence contours of . Figure 5 shows a family of such contours66 for light reflec-
tion in air by the SiO2–Si system at 633-nm wavelength at angles from 30° to 85° in steps of 5°. Each 
and every value of , corresponding to all points in the complex plane, can be realized by selecting 
the appropriate angle of incidence and the SiO2 film thickness (within a period).

If the dielectric functions of the surrounding media are known, the dielectric function 1 and 
thickness d of the film are obtained readily by solving Eq. (18) for X,

X B E B E C F A D C{ ( ) [( ) ( )( )] } (/2 1 24 2/ F) (20)

and requiring that66,67

| |X 1 (21)

Equation (21) is solved for 1 as its only unknown by numerical iteration. Subsequently, d is given by

d X D mD[ arg( ) ]/2 (22)

where m is an integer. The uncertainty of an integral multiple of the film thickness period is often 
resolved by performing measurements at more than one wavelength or angle of incidence and 
requiring that d be independent of  or .
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FIGURE 5 Family of constant-angle-of-incidence contours of the ellipsometric function  in 
the complex plane for light reflection in air by the SiO2/Si film-substrate system at 633-nm wave-
length. The contours are for angles of incidence from 30° to 85° in steps of 5°. The arrows indicate the 
direction of increasing film thickness.66
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16.8  POLARIZED LIGHT

When the film is absorbing (semitransparent), or the optical properties of one of the surround-
ing media are unknown, more general inversion methods68–72 are required which are directed toward 
minimizing an error function of the form

f im ic im ic
i

N

[( ) ( ) ]2 2

1

(23)

where im, ic and im, ic denote the ith measured and calculated values of the ellipsometric angles, 
and N is the total number of independent measurements.

Multilayer and Graded-Index Films

For an outline of the matrix theory of multilayer systems refer to Chap. 7, “Optical Properties of 
Films and Coatings,” in Vol. IV. For our purposes, we consider a multilayer structure, Fig. 6, that 
consists of m plane-parallel layers sandwiched between semi-infinite ambient and substrate media 
(0 and m 1, respectively). The relationships between the field amplitudes of the incident (i), 
reflected (r), and transmitted (t) plane waves for the p or s polarizations are determined by the scat-
tering matrix equation73

E

E
S S
S S

Ei

r

t11 12

21 22 0
(24)

The complex-amplitude reflection and transmission coefficients of the entire structure are given by

R E E S S

T E E S

r i

t i

/ /

/ /

21 11

111
(25)

The scattering matrix S ( )Sij  is obtained as an ordered product of all the interface I and layer L
matrices of the stratified structure,

S I L I L I L L I01 1 12 2 1 1( ) ( )j j j m m m (26)

FIGURE 6 Light reflection by a multi-
layer structure.1
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ELLIPSOMETRY 16.9

and the numbering starts from layer 1 (in contact with the ambient) to layer m (adjacent to the sub-
strate) as shown in Fig. 6. The interface scattering matrix is of the form

Iab ab
ab

ab

t
r

r
( )1

1

1
/ (27)

where rab is the local Fresnel reflection coefficient of the ab[j(j 1)] interface evaluated [using Eqs. (9) 
and (10) with the appropriate change of subscripts] at an incidence angle in medium a which is 
related to the external incidence angle  in medium 0 by Snell’s law. The associated interface trans-
mission coefficients for the p and s polarizations are

t S S S

t S S S

abp a b a b a a b

abs a a

2

2

1 2( ) ( )

(

/ /

/ bb)
(28)

where Sj is defined in Eq. (12). The scattering matrix of the jth layer is

L j
j

j

Y

Y

1 0

0
(29)

Y Xj j
1 2/ (30)

and Xj is given by Eqs. (16) and (17) with the substitution d dj for the thickness, and 1 = j for the 
dielectric function of the jth layer.

Except in Eqs. (28), a polarization subscript p or s has been dropped for simplicity. In 
reflection and transmission ellipsometry, the ratios r p sR R/  and t p sT T/  are measured. 
Inversion for the dielectric functions and thicknesses of some or all of the layers requires exten-
sive data, as may be obtained by VASE, and linear regression analysis to minimize the error func-
tion of Eq. (23).

Light reflection and transmission by a graded-index (GRIN) film is handled using the scatter-
ing matrix approach described here by dividing the inhomogeneous layer into an adequately large 
number of sublayers, each of which is approximately homogeneous. In fact, this is the most general 
approach for a problem of this kind because analytical closed-form solutions are only possible for a 
few simple refractive-index profiles.74–76

Dielectric Function of a Mixed Phase

For a microscopically inhomogeneous thin film that is a mixture of two materials, as may be pro-
duced by coevaporation or cosputtering, or a thin film of one material that may be porous with a 
significant void fraction (of air), the dielectric function is determined using EMTs.46–54 When the 
scale of the inhomogeneity is small relative to the wavelength of light, and the domains (or grains) 
of different dielectrics are of nearly spherical shape, the dielectric function of the mixed phase  is 
given by

h

h
a

a h

a h
b

b h

b h

v v
2 2 2

(31)

where a and b are the dielectric functions of the two component phases a and b with vol-
ume fractions a and b and h is the host dielectric function. Different EMTs assign different 
values to h. In the Maxwell Garnett EMT,47,48 one of the phases, say b, is dominant ( b a)
and h b. This reduces the second term on the right-hand side of Eq. (31) to zero. In the 
Bruggeman EMT,49

a and b are comparable, and h , which reduces  the left-hand side of 
Eq. (31) to zero.
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16.10  POLARIZED LIGHT

16.5 TRANSMISSION ELLIPSOMETRY

Although ellipsometry is typically carried out on the reflected wave, it is possible to also 
monitor the state of polarization of the transmitted wave, when such a wave is available for 
measurement.77–81 For example, by combining reflection and transmission ellipsometry, the thick-
ness and complex dielectric function of an absorbing film between transparent media of the same 
refractive index (e.g., a solid substrate on one side and an index-matching liquid on the other) 
can be obtained analytically.79,80 Polarized light transmission by a multilayer was discussed previ-
ously under “Multilayer and Graded-Index Films.” Transmission ellipsometry can be carried out 
at normal incidence on optically anisotropic samples to determine such properties as the natural 
or induced linear, circular, or elliptical birefringence and dichroism. However, this falls outside the 
scope of this chapter.

16.6 INSTRUMENTATION

Figure 7 is a schematic diagram of a generic ellipsometer. It consists of a source of collimated 
and monochromatic light L, polarizing optics PO on one side of the sample S, and polariza-
tion analyzing optics AO and a (linear) photodetector D on the other side. An apt terminology25

refers to the PO as a polarization state generator (PSG) and the AO plus D as a polarization state 
detector (PSD).

Figure 8 shows the commonly used polarizer-compensator-sample-analyzer (PCSA) ellipsom-
eter arrangement. The PSG consists of a linear polarizer with transmission-axis azimuth P and a 
linear retarder, or compensator, with fast-axis azimuth C. The PSD consists of a single linear polar-
izer, that functions as an analyzer, with transmission-axis azimuth A followed by a photodetector D. 

FIGURE 8 Polarizer-compensator-sample-analyzer (PCSA) ellip-
someter. The azimuth angles P of the polarizer, C of the compensator (or 
quarter-wave retarder), and A of the analyzer are measured from the plane 
of incidence, positive in a counterclockwise sense when looking toward the 
source.1

FIGURE 7 Generic ellipsometer with polarizing optics PO and 
analyzing optics AO. L and D are the light source and photodetector, 
respectively.
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ELLIPSOMETRY 16.11

All azimuths P, C, and A, are measured from the plane of incidence, positive in a counterclockwise 
sense when looking toward the source. The state of polarization of the light transmitted by the PSG 
and incident on S is given by

i c cC P C C P C[tan tan( )] tan tan( )]/[1 (32)

where c Tcs/Tcf is the ratio of complex amplitude transmittances of the compensator for incident 
linear polarizations along the slow s and fast f axes. Ideally, the compensator functions as a quarter-
wave retarder (QWR) and c j. In this case, Eq. (32) describes an elliptical polarization state with 
major-axis azimuth C and ellipticity angle (P C). (The tangent of the ellipticity angle equals the 
minor-axis-to-major-axis ratio and its sign gives the handedness of the polarization state, positive 
for right-handed states.) All possible states of total polarization i can be generated by controlling 
P and C. Figure 9 shows a family of constant C, variable P contours (continuous lines) and constant 
P C, variable C contours (dashed lines) as orthogonal families of circles in the complex plane of 
polarization. Figure 10 shows the corresponding contours of constant P and variable C. The points 
R and L on the imaginary axis at (0, 1) and (0, 1) represent the right- and left-handed circular 
polarization states, respectively.

Null Ellipsometry

The PCSA ellipsometer of Fig. 8 can be operated in two different modes. In the null mode, the out-
put signal of the photodetector D is reduced to zero (a minimum) by adjusting the azimuth angles 
P of the polarizer and A of the analyzer with the compensator set at a fixed azimuth C. The choice 
C ± 45° results in rapid convergence to the null. Two independent nulls are reached for each com-
pensator setting. The two nulls obtained with C 45° are usually referred to as the nulls in zones 
2 and 4; those for C 45° define zones 1 and 3. At null, the reflected polarization is linear and is 

L

r

i

R

FIGURE 9 Constant C, variable P contours (continuous lines), and constant 
P C, variable C contours (dashed lines) in the complex plane of polarization for 
light transmitted by a polarizer-compensator (PC) polarization state generator.1
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16.12  POLARIZED LIGHT

crossed with the transmission axis of the analyzer; therefore, the reflected state of polarization is 
given by

r Acot (33)

where A is the analyzer azimuth at null. With the incident and reflected polarizations determined 
by Eqs. (32) and (33), the ratio of complex reflection coefficients of the sample for the p and s linear 
polarizations  is obtained by Eq. (2). Whereas a single null is sufficient to determine  in an ideal 
ellipsometer, results from multiple nulls (in two or four zones) are usually averaged to eliminate the 
effect of small component imperfections and azimuth-angle errors. Two-zone measurements are 
also used to determine  of the sample and c of the compensator simultaneously.82–84 The effects of 
component imperfections have been considered extensively.85

The null ellipsometer can be automated by using stepping or servo motors86,87 to rotate the 
polarizer and analyzer under closed-loop feedback control; the procedure is akin to that of nulling 
an ac bridge circuit. Alternatively, Faraday cells can be inserted after the polarizer and before the ana-
lyzer to produce magneto-optical rotations in lieu of the mechanical rotation of the elements.88–90

This reduces the measurement time of a null ellipsometer from minutes to milliseconds. Large 
(±90°) Faraday rotations would be required for limitless compensation. Small ac modulation is 
often added for the precise localization of the null.

Photometric Ellipsometry

The polarization state of the reflected light can also be detected photometrically by rotating the 
analyzer91–95 of the PCSA ellipsometer and performing a Fourier analysis of the output signal I of 
the linear photodetector D. The detected signal waveform is simply given by

I I A A0 1 2 2( cos sin ) (34)

FIGURE 10 Constant P, variable C contours in the complex 
plane of polarization for light transmitted by a polarizer-compensator 
(PC) polarization state generator.1
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ELLIPSOMETRY 16.13

and the reflected state of polarization is determined from the normalized Fourier coefficients  and  by

r [ ( ) ] ( )/1 12 2 1 2 / (35)

The sign ambiguity in Eq. (35) indicates that the rotating-analyzer ellipsometer (RAE) cannot 
determine the handedness of the reflected polarization state. In the RAE, the compensator is not 
essential and can be removed from the input PO (i.e., the PSA instead of the PCSA optical train is 
used). Without the compensator, the incident linear polarization is described by

i Ptan (36)

Again, the ratio of complex reflection coefficients of the sample  is determined by substituting 
Eqs. (35) and (36) in Eq. (2). The absence of the wavelength-dependent compensator makes the 
RAE particularly qualified for SE. The dual of the RAE is the rotating-polarizer ellipsometer which 
is suited for real-time SE using a spectrograph and a photodiode array that are placed after the fixed 
analyzer.31

A photometric ellipsometer with no moving parts, for fast measurements on the microsecond 
time scale, employs a photoelastic modulator96–100 (PEM) in place of the compensator of Fig. 8. 
The PEM functions as an oscillating-phase linear retarder in which the relative phase retardation is 
modulated sinusoidally at a high frequency (typically 50 to 100 kHz) by establishing an elastic ultra-
sonic standing wave in a transparent solid. The output signal of the photodetector is represented 
by an infinite Fourier series with coefficients determined by Bessel functions of the first kind and 
argument equal to the retardation amplitude. However, only the dc, first, and second harmonics 
of the modulation frequency are usually detected (using lock-in amplifiers) and provide sufficient 
information to retrieve the ellipsometric parameters of the sample.

Numerous other ellipsometers have been introduced25 that employ more elaborate PSDs. For 
example Fig. 11 shows a family of rotating-element photopolarimeters25 (REP) that includes the 
RAE. The column on the right represents the Stokes vector and the fat dots identify the Stokes 

DetectorA

(a) RA

DetectorA A

(b) RAFA

DetectorC A

(c) RCFA

DetectorC A

(d) RCA

DetectorC A A

(e) RCAFA

FIGURE 11 Family of rotating-element 
photo-polarimeters (REP) and the Stokes 
parameters that they can determine.25
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16.14  POLARIZED LIGHT

parameters that are measured. (For a discussion of the Stokes parameters, see Chap. 12 in this volume
of the Handbook.) The simplest complete REP, that can determine all four Stokes parameters of 
light, is the rotating-compensator fixed-analyzer (RCFA) photopolarimeter originally invented to 
measure skylight polarization.101 The simplest handedness-blind REP for totally polarized light is 
the rotating-detector ellipsometer102,103 (RODE), Fig. 12, in which the tilted and partially reflective 
front surface of a solid-state (e.g., Si) detector performs as polarization analyzer.

Ellipsometry Using Four-Detector Photopolarimeters

A new class of fast PSDs that measure the general state of partial or total polarization of a quasi-
monochromatic light beam is based on the use of four photodetectors. Such PSDs employ the divi-
sion of wavefront, the division of amplitude, or a hybrid of the two, and do not require any moving 
parts or modulators. Figure 13 shows a division-of-wavefront photopolarimeter (DOWP)104 for 

FIGURE 12 Rotating-detector ellipsometer (RODE).102

p

p

p p

l

FIGURE 13 Division-of-wavefront photopolarimeter for the simultaneous measurement of 
all four Stokes parameters of light.104
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ELLIPSOMETRY 16.15

performing ellipsometry with nanosecond laser pulses. The DOWP has been adopted recently in 
commercial automatic polarimeters for the fiber-optics market.105,106

Figure 14 shows a division-of-amplitude photopolarimeter107,108 (DOAP) with a coated beam 
splitter BS and two Wollaston prisms WP1 and WP2, and Fig. 15 represents a recent implementa-
tion109 of that technique. The multiple-beam-splitting and polarization-altering properties of grat-
ing diffraction are also well-suited for the DOAP.110,111

The simplest DOAP consists of a spatial arrangement of four solid-state photodetectors Fig. 16, 
and no other optical elements. The first three detectors (D0, D1, and D2) are partially specularly 
reflecting and the fourth (D3) is antirefiection-coated. The incident light beam is steered in such a 
way that the plane of incidence is rotated between successive oblique-incidence reflections, hence 

FIGURE 14 Division-of-amplitude pho-
topolarimeter (DOAP) for the simultaneous meas-
urement of all four Stokes parameters of light.107

FIGURE 15 Recent implementation of DOAP.109
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16.16  POLARIZED LIGHT

the light path is nonplanar. In this four-detector photopolarimeter112–117 (FDP), and in other 
DOAPs, the four output signals of the four linear photodetectors define a current vector I [I0 I1 I2 I3]

t

which is linearly related,

I AS (37)

to the Stokes vector S [S0 S1 S2 S3]
t of the incident light, where t indicates the matrix transpose. The 

4 × 4 instrument matrix A is determined by calibration115 (using a PSG that consists of a linear polarizer 
and a quarter-wave retarder). Once A is determined, S is obtained from the output signal vector by

S A I1 (38)

where A 1 is the inverse of A. When the light under measurement is totally polarized 
(i.e., S S S S0

2
1
2

2
2

3
2), the associated complex polarization number is determined in terms of the 

Stokes parameters as118

( ) ( ) ( ) ( )S jS S S S S S jS2 3 0 1 0 1 2 3/ / (39)

For further information on polarimetry, see Chap. 15 in this volume.

Ellipsometry Based on Azimuth Measurements Alone

Measurements of the azimuths of the elliptic vibrations of the light reflected from an optically 
isotropic surface, for two known vibration directions of incident linearly polarized light, enable 
the ellipsometric parameters of the surface to be determined at any angle of incidence. If i and 

r represent the azimuths of the incident linear and reflected elliptical polarizations, respectively, 
then119–121

tan ( tan tan cos ) (tan tan )2 2 2 2
r i i/ (40)

A pair of measurements ( i1, r1) and ( i2, r2) determines  and  via Eq. (40). The azimuth of 
the reflected polarization is measured precisely by an ac-null method using an ac-excited Faraday 

FIGURE 16 Four-detector photopolarimeter for the 
simultaneous measurement of all four Stokes parameters 
of light.112
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ELLIPSOMETRY 16.17

cell followed by a linear analyzer.119 The analyzer is rotationally adjusted to zero the fundamental-
frequency component of the detected signal; this aligns the analyzer transmission axis with the 
minor or major axis of the reflected polarization ellipse.

Return-Path Ellipsometry

In a return-path ellipsometer (RPE), Fig. 17, an optically isotropic mirror M is placed in, and per-
pendicular to, the reflected beam. This reverses the direction of the beam, so that it retraces its path 
toward the source with a second reflection at the test surface S and second passage through the 
polarizing/analyzing optics P/A. A beam splitter BS sends a sample of the returned beam to the pho-
todetector D. The RPE can be operated in the null or photometric mode.

In the simplest RPE,122,123 the P/A optics consists of a single linear polarizer whose azimuth and 
the angle of incidence are adjusted for a zero detected signal. At null, the angle of incidence is the 
principal angle, hence ±90°, and the polarizer azimuth equals the principal azimuth, so that 
the incident linearly polarized light is reflected circularly polarized. Null can also be obtained at 
a general and fixed angle of incidence by adding a compensator to the P/A optics. Adjustment of 
the polarizer azimuth and the compensator azimuth or retardance produces the null.124,125 In the 
photometric mode,126 an element of the P/A is modulated periodically and the detected signal is 
Fourier-analyzed to extract  and .

RPEs have the following advantages: (1) the same optical elements are used as polarizing and 
analyzing optics; (2) only one optical port or window is used for light entry into and exit from 
the chamber in which the sample may be mounted; and (3) the sensitivity to surface changes is 
increased because of the double reflection at the sample surface.

Perpendicular-Incidence Ellipsometry

Normal-incidence reflection from an optically isotropic surface is accompanied by a trivial change 
of polarization due to the reversal of the direction of propagation of the beam (e.g., right-handed 
circularly polarized light is reflected as left-handed circularly polarized). Because this change of 
polarization is not specific to the surface, it cannot be used to determine the properties of the 

FIGURE 17 Return-path ellipsometer. The dashed lines indicate the configuration 
for perpendicular-incidence ellipsometry on optically anisotropic samples.126
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16.18  POLARIZED LIGHT

reflecting structure. This is why ellipsometry of isotropic surfaces is performed at oblique incidence. 
However, if the surface is optically anisotropic, perpendicular-incidence ellipsometry (PIE) is possi-
ble and offers two significant advantages: (1) simpler single-axis instrumentation of the return-path 
type with common polarizing/analyzing optics, and (2) simpler inversion for the sample optical 
properties, because the equations that govern the reflection of light at normal incidence are much 
simpler than those at oblique incidence.127,128

Like RPE, PIE can be performed using null or photometric techniques.126–132 For example, Fig. 18 
shows a simple normal-incidence rotating-sample ellipsometer128 (NIRSE) that is used to measure 
the ratio of the complex principal reflection coefficients of an optically anisotropic surface S with 
principal axes x and y. (The incident linear polarizations along these axes are the eigenpolarizations 
of reflection.) If we define

( ) ( )R R R Rxx yy xx yy/ (41)

then

{ [ ( ) ] } ( )/a j a a a a2 4 4 2
2 1 2

48 1 2 1/ (42)

Rxx and Ryy are the complex-amplitude principal reflection coefficients of the surface, and a2 and a4
are the amplitudes of the second and fourth harmonic components of the detected signal normal-
ized with respect to the dc component. From Eq. (41), we obtain

R Ryy xx/ /( ) ( )1 1 (43)

PIE can be used to determine the optical properties of bare and coated uniaxial and biaxial crystal 
surfaces.127–130,133

Interferometric Ellipsometry

Ellipsometry using interferometer arrangements with polarizing optical elements has been suggested 
and demonstrated.134–136 Compensators are not required because the relative phase shift is obtained 
by the unbalance between the two interferometer arms; this offers a distinct advantage for SE. Direct 
display of the polarization ellipse is possible.134–136

FIGURE 18 Normal-incidence rotating-sample ellipsometer (NIRSE).128
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16.7 JONES-MATRIX GENERALIZED ELLIPSOMETRY

For light reflection at an anisotropic surface, the p and s linear polarizations are not, in general, the 
eigenpolarizations of reflection. Consequently, the reflection of light is no longer described by Eqs. (1). 
Instead, the Jones (electric) vectors of the reflected and incident waves are related by

E

E

R R

R R

E

E
rp

rs

pp ps

sp ss

ip

is

(44)

or, more compactly,

E REr i
(45)

where R is the nondiagonal reflection Jones matrix. The states of polarization of the incident and 
reflected waves, described by the complex variables i and r of Eqs. (4), are interrelated by the bilin-
ear transformation85,137

r i iR R R R( ) ( )ss sp ps pp/ (46)

In generalized ellipsometry (GE), the incident wave is polarized in at least three different states 
( i1, i2, i3) and the corresponding states of polarization of the reflected light ( r1, r2, r3) are 
measured. Equation (46) then yields three equations that are solved for the normalized Jones matrix 
elements, or reflection coefficients ratios,138

R R H H

R R H

i i r rpp ss

ps ss

/ /

/

( ) ( )

( )

2 1 1 2

1 //

/ /sp ss

( )

( ) (

r r

i r i r r

H

R R H

1 2

2 1 1 2 1 r

r r i i i i r

H

H

2

3 1 3 2 3 1 3

)

( )( ) ( )(/ rr 2)

(47)

Therefore, the nondiagonal Jones matrix of any optically anisotropic surface is determined, up to 
a complex constant multiplier, from the mapping of three incident polarizations into the corre-
sponding three reflected polarizations. A PCSA null ellipsometer can be used. The incident polar-
ization i is given by Eq. (32) and the reflected polarization r is given by Eq. (33). Alternatively, 
the Stokes parameters of the reflected light can be measured using the RCFA photopolarimeter, the 
DOAP, or the FDP, and r is obtained from Eq. (39). More than three measurements can be taken to 
overdetermine the normalized Jones matrix elements and reduce the effect of component imper-
fections and measurement errors. GE can be performed based on azimuth measurements alone.139 

The main application of GE has been the determination of the optical properties of crystalline 
materials.138–143

16.8 MUELLER-MATRIX GENERALIZED ELLIPSOMETRY

The most general representation of the transformation of the state of polarization of light upon 
reflection or scattering by an object or sample is described by1

S MS (48)

where S and S  are the Stokes vectors of the incident and scattered radiation, respectively, and M is the 
real 4 × 4 Mueller matrix that succinctly characterizes the linear (or elastic) light-sample interaction. 
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For light reflection at an optically isotropic and specular (smooth) surface, the Mueller matrix assumes 
the simple form144

M r

a
a

b c
c b

1 0 0
1 0 0

0 0
0 0

(49)

In Eq. (49), r is the surface power reflectance for incident unpolarized or circularly polarized 
light, and a, b, c are determined by the ellipsometric parameters and  as:

a b ccos sin cos sin sin2 2 2and (50)

and satisfy the identity a2 b2 c2 1.
In general (i.e., for an optically anisotropic and rough surface), all 16 elements of M are nonzero 

and independent.
Several methods for Mueller matrix measurements have been developed.25,145–149 An efficient 

scheme145–147 uses the PCSC A ellipsometer with symmetrical polarizing (PC) and analyzing (C A)
optics, Fig. 19. All 16 elements of the Mueller matrix are encoded onto a single periodic detected sig-
nal by rotating the quarter-wave retarders (or compensators) C and C  at angular speeds in the ratio 
1:5. The output signal waveform is described by the Fourier series

I a a nC b nCn
n

n0
1

12

( )cos sin (51)

where C is the fast-axis azimuth of the slower of the two retarders, measured from the plane of 
incidence. Table 1 gives the relations between the signal Fourier amplitudes and the elements of the 

S

C

5
L

P

C

A

D

x x

y y

FIGURE 19 Dual-rotating-retarder Mueller-matrix photopolarimeter.145

TABLE 1 Relations Between Signal Fourier Amplitudes and Elements of the Scaled Mueller Matrix M

n 0 1 2 3 4 5 6

an

m m

m m
11

1
2 12

1
2 21

1
4 22

0 1
2 12

1
4 22m m 1

4 43m 1
2 44m 0

1
2 44m

bn m m14
1
2 24

1
2 13

1
4 23m m 1

4 42m 0 m m41
1
2 42 0

n 7 8 9 10 11 12

an
1
4 43m 1

8 22
1
8 33m m 1

4 34m 1
2 21

1
4 22m m 1

4 34m 1
8 22

1
8 33m m

bn
1
4 42m 1

8 23
1
8 32m m 1

4 24m 1
2 31

1
4 32m m 1

4 24m 1
8 23

1
8 32m m

The transmission axes of the polarizer and analyzer are assumed to be set at 0 azimuth, parallel to the scattering plane or the 
plane of incidence.
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Mueller matrix M  which differs from M only by a scale factor. Inasmuch as only the normalized 
Mueller matrix, with unity first element, is of interest, the unknown scale factor is immaterial. This 
dual-rotating-retarder Mueller-matrix photopolarimeter has been used to characterize rough sur-
faces150 and the retinal nerve-fiber layer.151

Another attractive scheme for Mueller-matrix measurement is shown in Fig. 20. The FDP (or 
equivalently, any other DOAP) is used as the PSD. Fourier analysis of the output current vector of 
the FDP, I(C), as a function of the fast-axis azimuth C of the QWR of the input PO readily deter-
mines the Mueller matrix M, column by column.152,153

16.9 APPLICATIONS

The applications of ellipsometry are too numerous to try to cover in this chapter. The reader is 
referred to the books and review articles listed in the bibliography. Suffice it to mention the general 
areas of application. These include: (1) measurement of the optical properties of materials in the 
visible, IR, and near-UV spectral ranges. The materials may be in bulk or thin-film form and may 
be optically isotropic or anisotropic.3,22,27–31 (2) Thin-film thickness measurements, especially in 
the semiconductor industry.2,5,24 (3) Controlling the growth of optical multilayer coatings154 and 
quantum wells.155,156 (4) Characterization of physical and chemical adsorption processes at the 
vacuum/solid, gas/solid, gas/liquid, liquid/liquid, and liquid/solid interfaces.26,157 (5) Study of the 
oxidation kinetics of semiconductor and metal surfaces in various gaseous or liquid ambients.158

(6) Electrochemical investigations of the electrode/electrolyte interface.18,19,32 (7) Diffusion and ion 
implantation in solids.159 (8) Biological and biomedical applications.16,20,151,160
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17.1 GLOSSARY

a, b first and second lenses

AChr axial chromatic aberration

AST astigmatism

b factor

bf l back focal length

Co scaling factor

c curvature

C1 scaling factor

C2 scaling factor

CC conic constant

CMAs sagittal coma

CMAt tangential coma

Dep diameter of entrance pupil

do distance from object to loupe

de distance from loupe to the eye

E irradiance

ef l effective focal length

ep eyepiece

FN F-number

f focal length

h height above axis

Hi height of ray intercept in image plane

K shape factor

i image

J1() Bessel function of the first kind

k 2 /

17.3
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17.4  COMPONENTS

L length

MP magnifying power [cf. linear lateral longitudinal magnification]

m linear, lateral magnification

moc nodal-point to optical-center magnification

m linear, longitudinal magnification

MTF modulation transfer function

M factor

n refractive index

NA numerical aperture

o object

obj objective

P partial dispersion

Pi principal points

p sd/fa

peak normalized spectral weighting function

s object to image distance

SA3 third-order spherical aberration

SAC secondary angular spectrum

si image distance

sot optical tube length

so object distance

TPAC transverse primary chromatic aberration

t thickness

u slope

V Abbe number or reciprocal dispersion

-normalized reciprocal object distance 1/so

x, y, z cartesian coordinates

angular blur diameter

depth of focus

sag

angular blur tolerance

field of view

wavelength

v spatial frequency

lens power

r radius

standard deviation of the irradiance distribution

transmission

normalized spatial frequency

17.2 INTRODUCTION

This chapter provides a basic understanding of using lenses for image formation and manipulation. The 
principles of image formation are reviewed first. The effects of lens shape, index of refraction, magni-
fication, and F-number on the image quality of a singlet lens are discussed in some detail. Achromatic 
doublets and more complex lens systems are covered next. A representative variety of lenses is analyzed 
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LENSES 17.5

and discussed. Performance that may be expected of each class of lens is presented. The section concludes 
with several techniques for rapid estimation of the performance of lenses. Refer to Chap. 1 “Geometrical 
Optics,” in this volume for further discussion of geometrical optics and aberrations.

17.3 BASICS

Figure 1 illustrates an image being formed by a simple lens. The object height is ho and the image 
height is hi with uo and ui being the corresponding slope angles. It follows from the Lagrange invari-
ant that the lateral magnification is defined to be

m
h

h

nu

nu

i

o

i

( )

( )
0

(1)

where no and ni are the refractive indices of the medium in which the object and image lie, respec-
tively. By convention, a height is positive if above the optical axis and a ray angle is positive if its 
slope angle is positive. Distances are positive if the ray propagates left to right. Since the Lagrange 
invariant is applicable for paraxial rays, the angle nu should be understood to mean n tan u. This 
interpretation applies to all paraxial computations. For an aplanatic lens, which is free of spherical 
aberration and linear coma, the magnification can by the optical sine theorem be given by

m
h

h

n u

n u

i

o

o o

i i

sin

sin

(2)

If the object is moved a small distance so longitudinally, the corresponding displacement of the 
image si can be found by the differential form of the basic imaging equation and leads to an equa-
tion analogous to the Lagrange invariant. The longitudinal magnification is then defined as

m
s

s

nu

nu

m
n

n

i

o

i

i

o

( )

( )

2
0

2

2

(3)

The following example will illustrate one application of m and m . Consider that a spherical object 
of radius ro is to be imaged as shown in Fig. 2. The equation of the object is r y zo o

2 2 2, where z is 
measured along the optical axis and is zero at the object’s center of curvature. Letting the surface sag 

FIGURE 1 Imaging by a simple lens.
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17.6  COMPONENTS

as measured from the vertex plane of the object be denoted as o the equation of the object becomes 
r r yo o o o

2 2 2( )  since z ro o. In the region near the optical axis, o or
2 2 , which implies that 

r yo o o
2 2/ . The image of the object is expressed in the transverse or lateral direction by yi myo and 

in the longitudinal or axial direction by i o o i om m n n2( )/ . In a like manner, the image of the 
spherical object is expressed as ri  (yi)

2/2 i. By substitution, the sag of the image is expressed by

r
n y

n

r
n

n

i
o o

i o

o
o

i

2

2
(4)

Hence, in the paraxial region about the optical axis, the radius of the image of a spherical object 
is independent of the magnification and depends only on the ratio of the refractive indices of the 
object and image spaces.

When an optical system as shown in Fig. 3 images a tilted object, the image will also be tilted. 
By employing the concept of lateral and longitudinal magnification, it can be easily shown that the 

FIGURE 2 Imaging of a spherical object by a lens.

FIGURE 3 Imaging of a tilted object illustrating the Scheimpflug condition.
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LENSES 17.7

intersection height of the object plane with the first principal plane P1 of the lens must be the same 
as the intersection height of the image plane with the second principal plane P2 of the lens. This 
principle is known as the Scheimpflug condition.

The object-image relationship of a lens system is often described with respect to its cardinal 
points, which are the principal and focal points (conceived by Carl Gauss in 1841) and nodal points
(conceived by Johann Listing in 1845). Gauss demonstrated that, so far as paraxial rays are con-
cerned, a lens of any degree of complexity can be replaced by its cardinal points, viz., two principal 
points and two focal points, where the distances from the principal points to their respective focal 
points being the focal lengths of the lens. This was the first formal definition of the focal length of a 
lens system. The properties of the cardinal points and related points are as follows:

Principal points: the axial intersection points of conjugate planes P1 and P2 where these principal
planes are related by unit lateral magnification. A ray incident at height h on P1 will exit P2 at the 
same height. When n ni o, a ray incident at the first principal point with angle u will exit the sec-
ond principal point with angle u n ni o( )/ .

Nodal points: conjugate points related by unit angular magnification (m ui /uo). Nodal points 
are the axial intersection points of conjugate planes N1 and N2 where these nodal planes are 
related, by application of the Lagrange invariant, lateral magnification (m n ni o/ ). A ray incident 
at height h on N1 will exit N2 at h n ni o( )/ .

Focal points: anterior or front (f1) and posterior or rear (f2) focal points are the axial intersections 
of the respective focal planes, which are not conjugate. Any ray parallel to the optical axis, and 
entering the lens from the left, will intersect the axis at f2. Any ray parallel to the optical axis, and 
entering the lens from the right, will intersect the axis at f1. When n ni o, the distance f1 N1 equals 
the posterior focal length P2 f2 and the distance N2 f2 equals the anterior focal length P1 f1.

Antiprincipal points: the axial intersection points of conjugate planes where these antiprincipal
planes are related by negative unit lateral magnification. An example is a lens used at m 1
where the object and image planes are located at twice the focal length from the principal points.

Antinodal points: conjugate points related by negative unit angular magnification (m ui/uo).

Although imaging can be done solely using n ni o/  and either the principal point and planes, or 
the nodal point and planes, it is customary and easier to use a mixed set, that is, principal planes 
and nodal points. In this manner, the lateral and angular magnifications are both unity. This is par-
ticularly useful when performing graphical ray tracing. In addition, the image location and magnifi-
cation can be determined in the following manner:

Trace a horizontal ray from the object tip to the first principal plane.

Transfer to the second principal plane.

Trace the ray through the second focal point.

Trace a second ray from the object tip through the first focal point and to the intersection with 
the first principal plane.

Transfer to the second principal plane.

Project this ray horizontally until it intersects the first ray.

The intersection is the image height and locates the image plane. Magnification is the ratio of 
image height to object height. There are several alternative graphical ray-tracing method that can 
determine image height and location. One alternative is to trace a ray from the object tip to the first 
nodal point, and then project the ray exiting the second nodal point to intersect with the second ray 
mentioned above.

The focal length of a lens is related to the power of the lens by

n

f

n

f
o

o

i

i
(5)

DO
 N

OT
 D

UP
LI

CA
TE
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This relationship is important in such optical systems as underwater cameras, cameras in space, and 
the like. For example, it is evident that the field of view is decreased for a camera in water.

The lens law can be expressed in several forms. If so and si are the distance from the object to the 
first principal point and the distance from the second principal point to the image, then the rela-
tionship between the object and the image is given by

n

s

n

s
i

i

o

o

(6)

Should the distance be measured with respect to the nodal points, the imaging equation becomes

n

s

n

s
o

i

i

o

(7)

When the distances are measured from the focal points, the image relationship, known as the Newtonian 
imaging equation, is given by

f f s so i1 2
(8)

The power of a spherical refracting surface, with curvature c and n being the refractive index fol-
lowing the surface, is given by

c n n( )0
(9)

It can be shown that the power of a single thick lens in air is

thick 1 2 1 2

t
n

(10)

where t is the thickness of the lens. The distance from the first principal plane to the first surface 
is (t/n) 2 f1 and the distance from the second principal point to the rear surface is (t/n) 1f2. The 
power of a thin lens (t  0) in air is given by

thin ( )( )n c c1 1 2
(11)

17.4 STOPS AND PUPILS

The aperture stop or stop of a lens is the limiting aperture associated with the lens that deter-
mines how large an axial beam may pass through the lens. The stop is also called an iris. The 
marginal ray is the extreme ray from the axial point of the object through the edge of the stop. 
The entrance pupil is the image of the stop formed by all lenses preceding it when viewed from 
object space. The exit pupil is the image of the stop formed by all lenses following it when viewed 
from image space. These pupils and the stop are all images of one another. The principal ray is 
defined as the ray emanating from an off-axis object point that passes through the center of the 
stop. In the absence of pupil aberrations, the principal ray also passes through the center of the 
entrance and exit pupils.

As the obliquity angle of the principal ray increases, the defining apertures of the components 
comprising the lens may limit the passage of some of the rays in the entering beam thereby causing 
the stop not to be filled with rays. The failure of an off-axis beam to fill the aperture stop is called 
vignetting. The ray centered between the upper and lower rays defining the oblique beam is called 
the chief ray. When the object moves to large off-axis locations, the entrance pupil often has a highly 
distorted shape, may be tilted, and/or displaced longitudinally and transversely. Due to the vignett-
ing and pupil aberrations, the chief and principal rays may become displaced from one another. In 
some cases, the principal ray is vignetted.
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LENSES 17.9

The field stop is an aperture that limits the passage of principal rays beyond a certain field 
angle. The image of the field stop when viewed from object space is called the entrance window
and is called the exit window when viewed from image space. The field stop effectively controls 
the field of view of the lens system. Should the field stop be coincident with an image formed 
within or by the lens system, the entrance and exit windows will be located at the object and/or 
image(s).

A telecentric stop is an aperture located such that the entrance and/or exit pupils are located at 
infinity. This is accomplished by placing the aperture in the focal plane. Consider a stop placed at 
the front focal plane of a lens. The stop image or exit pupil is located at infinity and the principal ray 
exits the lens parallel to the optical axis. This feature is often used in metrology since the measure-
ment error is reduced when compared to conventional lens systems because the centroid of the blur 
remains at the same height from the optical axis even as the focus is varied.

17.5 F-NUMBER AND NUMERICAL APERTURE

The focal ratio or F-number (FN) of a lens is defined as the effective focal length divided by 
the entrance pupil diameter Dep. When the object is not located at infinity, the effective FN is 
given by

FN FNeff ( )1 m (12)

where m is the magnification. For example, for a simple positive lens being used at unity magnifica-
tion (m 1), the FNeff  2FN . The numerical aperture of a lens is defined as

NA sinn Ui i (13)

where ni is the refractive index in which the image lies and Ui is the slope angle of the marginal ray 
exiting the lens. If the lens is aplanatic, then

FN
NAeff

1
2

(14)

The T-number of a lens is the effective FN divided by the square root of the transmittance of the 
lens and is used for radiometric computations; however, the FN should be used when computing 
depth of focus and depth of field discussed in Sec. 17.21.

17.6 MAGNIFIER OR EYE LOUPE

The typical magnifying glass, or loupe, comprises a singlet lens and is used to produce an erect but 
virtual magnified image of an object. The magnifying power of the loupe is stated to be the ratio 
of the angular size of the image when viewed through the magnifier to the angular size without 
the magnifier. By using the thin-lens model of the human eye, the magnifying power (MP) can be 
shown to be given by

MP
cm25

d d d de o e o

(15)

where do is the distance from the object to the loupe, de is the separation of the loupe from the eye, 
and  1/f is the power of the magnifier. When do is set to the focal length of the lens, the virtual 
image is placed at infinity and the magnifying power reduces to

MP
cm25
f

(16)
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Should the virtual image be located at the near viewing distance of the eye (about 25 cm), then

MP
cm25

1
f

(17)

Typically simple magnifiers are difficult to make with magnifying powers greater than about 10 .

17.7 COMPOUND MICROSCOPES

For magnifying power greater than that of a simple magnifier, a compound microscope, which 
comprises an objective lens and an eyepiece, may be used. The objective forms an aerial image of the 
object at a distance sot from the rear focal point of the objective. The distance sot is called the optical 
tube length and is typically 160 mm. The objective magnification is

MPobj
ot

obj

s

f
(18)

The image formed is further magnified by the eyepiece which has a MPep  250 mm/fep. The total 
magnifying power of the compound microscope is given by

MP MP MPobj ep

obj ep

160 250
f f

(19)

Typically, fep  25 mm, so its MP 10. Should the objective have a focal length of 10 mm, the total 
magnifying power of the microscope is 16  times 10 , or 160 .

17.8 FIELD AND RELAY LENSES

Field lenses are placed at (or near) an image location for the purpose of optically relocating the pupil 
or to increase the field-of-view of the optical system. For example, a field lens may be used at the image 
plane of an astronomical telescope such that the field lens images the objective lens onto the eyepiece. 
In general, the field lens does not contribute to the aberrations of the system except for distortion and 
field curvature. Since the field lens must be positive, it adds inward curving Petzval. For systems having 
a small detector requiring an apparent increase in size, the field lens is a possible solution. The detec-
tor is located beyond the image plane such that it subtends the same angle as the objective lens when 
viewed from the image point. The field lens images the objective lens onto the detector.

Relay lenses are used to transfer an image from one location to another such as in a submarine 
periscope or borescope. It is also used as a means to erect an image in many types of telescopes and 
other such instruments. Often relay lenses are made using two lens groups spaced about a stop, or 
an image of the system stop, in order to take advantage of the principle of symmetry, thereby mini-
mizing the comatic aberrations and lateral color. The relayed image is frequently magnified.

17.9 APLANATIC SURFACES AND IMMERSION LENSES

Abbe called a lens an aplanat that has an equivalent refractive surface which is a portion of a sphere 
with a radius r centered about the focal point. Such a lens satisfies the Abbe sine condition and 
implies that the lens is free of spherical and coma near the optical axis. Consequently, the maximum 
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possible numerical aperture (NA) of an aplanat is unity, or an FN  0.5. In practice, an FN less than 
0.6 is difficult to achieve. For an aplanat,

FN
NA
1

2
(20)

It can be shown that three cases exist where the spherical aberration is zero for a spherical sur-
face. These are: (1) the trivial case where the object and image are located at the surface, (2) the 
object and image are located at the center of curvature of the surface, and (3) the object is located 
at the aplanatic point. The third case is of primary interest. If the refractive index preceding the 
surface is no and following the surface is ni then the object is located a distance so from the surface 
as expressed by

s
r n n

no
o i

o

( )
(21)

and the image is located at

s
r n n

ni
o i

i

( )
(22)

An immersion lens or contact lens can be formed from an aplanatic surface and a plano sur-
face. Figure 4 illustrates a hemispherical magnifier that employs the second aplanatic case. The 
resultant magnification is ni if in air or ni/no otherwise. A similar magnifier can be constructed 
by using a hyperhemispherical surface and a plano surface as depicted in Fig. 5. The lateral 
magnification is ni

2. This lens, called an Amici lens, is based upon the third aplanatic case. The 
image is free of all orders of spherical aberration, third-order coma, and third-order astigma-
tism. Axial color is also absent from the hemispherical magnifier. These magnifiers are often 
used as a means to make a detector appear larger and as the first component in microscope 
objectives.

FIGURE 4 Aplanatic hemispherical mag-
nifier with the object and image located at the 
center of curvature of the spherical surface. 
This type of magnifier has a magnification of 
ni/no which can be used as a contact magnifier 
or as an immersion lens.

r

n

r/n

n r

FIGURE 5 Aplanatic hyperhemi-
spherical magnifier or Amici lens has the 
object located at the aplanatic point. The 
lateral magnification is (ni/n0)

2.
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17.10 SINGLE ELEMENT LENS

It is well known that the spherical aberration of a lens is a function of its shape factor or bending. 
Although several definitions for the shape factor have been suggested, a useful formulation is

c

c c
1

1 2

(23)

where c1 and c2 are the curvatures of the lens with the first surface facing the object. By adjusting the 
lens bending, the spherical aberration can be seen to have a minimum value.

The power of a thin lens or the reciprocal of its focal length is given by

( )n c1 1 (24)

When the object is located at infinity, the shape factor for minimum spherical aberration can be 
represented by

n n
n

( )
( )
2 1

2 2
(25)

The resultant third-order spherical aberration of the marginal ray in angular units is

SA
/

FN
3

2 1 1 2

16 1

2 2

2 3

n n n

n

( ) ( )

( ) ( )
(26)

or after some algebraic manipulations,

SA
FN

3
4 1

64 2 1 2 3

n n

n n

( )

( )( ) ( )
(27)

where, for a thin lens, the FN is the focal length f divided by the lens diameter, which in this case is 
the same as entrance pupil diameter Dep. Inspection of this equation illustrates that smaller values of 
spherical aberration are obtained as the refractive index increases.

When the object is located at a finite distance so, the equations for the shape factor and residual 
spherical aberration are more complex. Recalling that the magnification m is the ratio of the object 
distance to the image distance and that the object distance is negative if the object lies to the left of 
the lens, the relationship between the object distance and the magnification is

1
1s

m
mo

(28)

where m is negative if the object distance and the lens power have opposite signs. The term 1/so
represents the reduced or -normalized reciprocal object distance , that is, so is measured in units 
of focal length 1. The shape factor for minimum spherical aberration is given by

n n
n

n
n

m
m

( )
( )

( )2 1
2 2

2 1
2 1

2

(29)

and the resultant third-order spherical aberration of the marginal ray in angular units is

SA
FN

3
1

16 1
2 1

2
3 1

2 3
2 2
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( ) ( )(
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where FN is the effective focal length of the lens f divided by its entrance pupil diameter. When the 
object is located at infinity, the magnification becomes zero and the above two equations reduce to 
those previously given.

Figure 6 illustrates the variation in shape factor as a function of  for refractive indices of 1.5 to 4 
for an FN  1. As can be seen from the figure, lenses have a shape factor of 0.5 regardless of the 
refractive index when the magnification is 1 or 0.5. For this shape factor, all lenses have 
biconvex surfaces with equal radii. When the object is at infinity and the refractive index is 4, 
lenses have a meniscus shape toward the image. For a lens with a refractive index of 1.5, the shape 
is somewhat biconvex, with the second surface having a radius about 6 times greater than the first 
surface radius.

Since the minimum-spherical lens shape is selected for a specific magnification, the spheri-
cal aberration will vary as the object-image conjugates are adjusted. For example, a lens having a 
refractive index of 1.5 and configured for m  0 exhibits a substantial increase in spherical aberra-
tion when the lens is used at a magnification of 1. Figure 7 illustrates the variation in the angular 
spherical aberration as both a function of refractive index and reciprocal object distance when the 
lens bending is for minimum spherical aberration with the object located at infinity. As can be 
observed from Fig. 7, the ratio of the spherical aberration, when m 0.5 and m  0, increases as n
increases. Figure 8 shows the variation in angular spherical aberration when the lens bending is for 
minimum spherical aberration at a magnification of 1. In a like manner, Fig. 9 presents the varia-
tion in angular spherical aberration for a convex-plano lens with the plano side facing the image. 
The figure can also be used when the lens is reversed by simply replacing the object distance with 
the image distance.

Figures 7 to 9 may provide useful guidance in setting up experiments when the three forms of 
lenses are available. The so-called “off-the-shelf ” lenses that are readily available from a number of 
vendors often have the convex-plano, equal-radii biconvex, and minimum spherical shapes.

Figure 10 shows the relationship between the third-order spherical aberration and coma, and the 
shape factor for a thin lens with a refractive index of 1.5, stop in contact, and the object at infinity. 
The coma is near zero at the minimum spherical aberration shape. The shape of the lens as a func-
tion of shape factor is shown at the top of the figure.
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FIGURE 6 The shape factor for a single lens is shown for several 
refractive indexes as a function of reciprocal object distance  where 
the distance is measured in units of focal length.
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FIGURE 7 Variation of angular spherical aberration as a func-
tion of reciprocal object distance  for various refractive indices when 
the lens is shaped for minimum spherical aberration with the object at 
infinity. Spherical aberration for a specific FN is determined by dividing 
the aberration value shown by (FN)3.
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of reciprocal object distance  for various refractive indices when the 
lens is shaped for minimum spherical aberration for a magnification of 

1. Spherical aberration for a specific FN is determined by dividing the 
aberration value shown by (FN)3.
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FIGURE 9 Variation of angular spherical aberration as a function 
of reciprocal object distance  for various refractive indices when the 
lens has a convex-plano shape with the plano side facing the object. 
Spherical aberration for a specific FN is determined by dividing the 
aberration value shown by (FN)3.
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FIGURE 10 Variation of spherical aberration (solid curve) 
and coma (dashed line) as a function of shape factor for a thin 
lens with a refractive index of 1.5, stop in contact with the lens, 
and the object at infinity. The shape of the lens as the shape fac-
tor changes is shown at the top of the figure.
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For certain cases, it is desirable to have a single lens with no spherical aberration. A useful form 
is the plano-convex, with the plano side facing the object, if the convex side is figured as a conic 
surface with a conic constant of n2. Caution should be exercised when using this lens form at other 
than infinite object distances; however, imaging at finite conjugates can be accomplished by using 
two lenses with their plano surfaces facing one another and the magnification being determined by 
the ratio of the focal lengths. It should be noted that for this lens form, the actual thickness of the 
lenses is not important and that the inclusion of the conic surface does not alter the focal length.

The off-axis performance of a lens shaped for minimum spherical aberration with the object at 
infinity can be estimated by using the following equations. Assuming that the stop is in contact with 
the lens, the third-order angular sagittal coma is given by

CMA
FNs n16 2 2( )( )

(31)

where the field angle  is expressed in radians. The tangential coma is three times the sagittal coma or 
CMAt  3 · CMAs. The diameter of the angular astigmatic blur formed at best focus is expressed by

AST
FN

2
(32)

The best focus location lies midway between the sagittal and tangential foci. An estimate of the axial 
angular chromatic aberration is given by

AChr
FN
1

2V( )
(33)

where V is the Abbe number of the glass and V  (n2 1)/(n3 n1) with n1 n2 n3.
If a singlet is made with a conic or fourth-order surface, the spherical aberration is corrected by 

the aspheric surface, and the bending can be used to remove the coma. With the stop in contact with 
the lens, the residual astigmatism and chromatic errors remain as expressed by the preceding equa-
tions. Figure 11 depicts the shapes of such singlets for refractive indices of 1.5, 2, 3, and 4. Each lens 
has a unity focal length and an FN of 10. Table 1 presents the prescription of each lens where CC2 is 
the conic constant of the second surface.

The optical center of a thick lens is located where a nodal ray crosses the optical axis of the lens. A 
nodal ray is aimed at the first nodal point, passes through the lens undeviated (although translated), 
and appears to emerge from the lens from the second nodal point. It can be shown that the distance 
from the first surface vertex to the optical center is t c c/ /[ ( )]1 1 2  where t is the thickness of the lens. 

FIGURE 11 Variation of shape of singlets when the 
spherical aberration is corrected by the conic constant and 
the coma by the bending .
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LENSES 17.17

A remarkable property of the optical center is its wavelength independence (n does not appear in 
the preceding equation). This means that the spatial position of the optical center is fixed, where in 
contrast, the spatial positions of the six cardinal points are a function of wavelength because of their 
dependence upon n.

The optical center point (plane) is conjugate with the nodal points (planes); however, while the 
nodal points are related by unit angular magnification, the nodal-point to optical-center magnifica-
tion (mOC) is not necessarily unity. In general, mOC is the ratio of the nodal ray slope angles at the 
first nodal point and the optical center. For a single thick lens, the magnification mOC can be readily 
shown to be given by

m r r N r r t NOC /( ) [ ( ) ( )]1 2 1 2 1

All rotationally symmetric lenses have an optical center just as they possess the six cardinal points. 
Since the optical center is conjugate with N1 and N2, the optical center can justifiably be considered 
also as a cardinal point. Should the aperture stop be located at the optical center, then the entrance 
pupil will be located at the first nodal point and the exit pupil will be located at the second nodal 
point with a unity pupil magnification. This statement is true whether the lens is of symmetrical or 
unsymmetrical design. When n no i , the exit pupil magnification will be n no i/  rather than unity. 

17.11  LANDSCAPE LENSES AND THE INFLUENCE 
OF STOP POSITION

The first lens used for photography was designed in 1812 by the English scientist W. H. 
Wollaston about a quarter of a century before the invention of photography. He discovered 
that a meniscus lens with its concave surface toward the object could produce a much flatter 
image field than the simple biconvex lens commonly used at that time in the camera obscu-
ras. This lens became known as the landscape lens and is illustrated in Fig. 12. Wollaston 

TABLE 1 Prescription of Singlets Corrected for Both Spherical Aberration 
and Coma

Lens R1 Thickness R2 Index CC2

 a 0.55143 0.025 5.27966 1.5 673.543
 b 0.74715 0.025 2.90553 2.0 23.2435
 c 0.88729 0.025 1.56487 3.0 0.86904
 d 0.93648 0.025 1.33421 4.0 0.24340

FIGURE 12 Landscape lens with the 
aperture stop located to the left of the lens.
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17.18  COMPONENTS

realized that if the stop was placed an appropriate amount in front of the lens and the 
F-number was made to be modest, the image quality would be improved significantly over the 
biconvex lens.

The rationale for this can be readily seen by considering the influence on the residual aber-
rations of the lens by movement of the stop. Functionally, the stop allows certain rays in the 
oblique beam to pass through it while rejecting the rest. By simple inspection, it is clear that the 
movement of the stop (assuming a constant FN is maintained) will not affect the axial aberra-
tions, while the oblique aberrations will be changed. In order to understand the influence of 
stop movement on the image quality, a graphical method was devised by R. Kingslake in which 
he traced a number of rays in the meridional plane at a given obliquity angle as illustrated in 
Fig. 13. A plot is generated that relates the intercept height of each real ray at the image plane 
Hi to the distance sp from the intersection of the ray with optical axis P to the front surface of 
the lens. Each ray can be viewed as the principal ray when the stop is located at the intersection 
point P. This Hi sp plot provides significant insight into the effect upon image quality incurred 
by placement of the stop. The shape of the curve provides information about the spherical aber-
ration, coma, tangential field curvature, and distortion. Spherical aberration is indicated by an 
S-shaped curve, while the curvature at the principal ray point is a gauge of the coma. The coma 
is zero at inflection points. When the curve is a straight line, both coma and spherical aberra-
tion are essentially absent. The slope of the curve at the principal ray point is a measure of the 
tangential field curvature or the sag of the tangential field, that is, astigmatism. The difference 
in height of the real and gaussian principal rays in the image plane is distortion. For situations 
where the curve does not exhibit spherical aberration, it is impossible to correct the coma by 
shifting the stop.

Since a simple meniscus lens has stop position and lens bending as degrees of freedom, only 
two aberrations can be corrected. Typically, coma and tangential field curvature are chosen to be 
corrected, while axial aberrations are controlled by adjusting the FN of the lens. The Hi sp plot 
for the lens shown in Fig. 13 is presented in Fig. 14, where the field angle is 10° and the image 
height is expressed as a percent of the gaussian image height. The lens has a unity focal length, 

P

sp

FIGURE 13 Rays traced at a given obliquity where the intersection of a given ray 
with the optical axis is P, located a distance sp from the front surface of the lens.
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LENSES 17.19

and the lens diameter is 0.275. Table 2 contains the prescription of the lens. Examination of this 
graph indicates that the best selection for stop location is when the stop is located at sp 0.1505 
(left of the lens). For this selection, the coma and tangential astigmatism will be zero since the 
slope of the curve is zero and an inflection point is located at this stop position. Figure 15 shows 
the astigmatic field curves which clearly demonstrate the flat tangential image field for all field 
angles. Other aberrations cannot be controlled and must consequently be tolerated. When this 
lens is used at F/11, the angular blur diameter is less than 300 rad. It should be noted that this 
condition is generally valid for only the evaluated field-angle obliquity and will likely be differ-
ent at other field angles. Nevertheless, the performance of this lens is often acceptable for many 
applications.

An alternate configuration can be used where the lens is in front of the stop. Such configuration 
is used to conserve space since the stop would be located between the lens and the image. The opti-
cal performance is typically poorer due to greater residual spherical aberration.

The principle demonstrated by the Hi sp plot can be applied to lenses of any complexity as a 
means to locate the proper stop position. It should be noted that movement of the stop will not 
affect the coma if spherical aberration is absent nor will astigmatism be affected if both spherical 
aberration and coma have been eliminated.

FIGURE 14 The image height Hi of each ray traced in 
Fig. 13 is plotted against the intersection length sp to form the 
Hi sp plot. Hi is expressed as a percent of the gaussian image 
height as a direct measure of distortion.

TABLE 2 Prescription of Landscape Lens Shown in Fig. 13

Surface no. Radius Thickness Index Comment

     1 Infinite 0.15050 1.0 Stop
     2 0.45759 0.03419 1.51680 BK7
     3 0.24887 0.99843 1.0
     4 Infinite   Image
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17.12  TWO-LENS SYSTEMS

Figure 16 illustrates the general imaging problem where an image is formed of an object by two 
lenses at a specified magnification and object-to-image distance. Most imaging problems can be 
solved by using two equivalent lens elements. An equivalent lens can comprise one lens or multiple 
lenses and may be represented by the principal planes and power of a single thick lens. All distances 
are measured from the principal points of each equivalent lens element. For simplicity, the lenses 
shown in Fig. 16 are thin lenses. If the magnification m, object-image distance s, and lens powers a
and b are known, then the equations for s1, s2, and s3 are given by

s
s s m

m

s
s sm m

b

a b

a b

1
2

2

1

2
1 1

4

( )

( ) ( 1 2

2

3 1 2

)

s m

s s s s

a b

(34)

The equation for s2 indicates that zero, one, or two solutions may exist.

FIGURE 15 Astigmatic field curves for the landscape lens 
having the stop located at the zero slope location on the Hi sp
plot in Fig. 14, which is the flat tangential field position. S repre-
sents the sagittal astigmatic focus while T indicates the tangential 
astigmatic focus.
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If the magnification and the distances are known, then the lens powers can be determined by

a

s s s m

ms s

( )( )1 2

1 2

1

and

b

s s m

s s s s
1

2 1 2

1( )

( )
(35)

It can be shown that only certain pairs of lens powers can satisfy the magnification and separation 
requirements. Commonly, only the magnification and object-image distance are specified with the 
selection of the lens powers and locations to be determined. By utilizing the preceding equations, a 
plot of regions of all possible lens power pairs can be generated. Such a plot is shown as the shaded 
region in Fig. 17 where s  1 and m 0.2.

FIGURE 16 General imaging problem where the image is formed by two separated 
lenses.

FIGURE 17 Shaded regions indicate all possible power 
pairs for the two lenses used for imaging. The solution space 
may be limited by physical considerations such as maximum 
aperture.
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Examination of this plot can assist in the selection of lenses that may likely produce better per-
formance by, for example, selecting the minimum power lenses. The potential solution space may be 
limited by placing various physical constraints on the lens system. For example, the allowable lens 
diameters can dictate the maximum powers that are reasonable. Lines of maximum power can then 
be plotted to show the solution space.

When s1 becomes very large compared to the effective focal length ef l of the lens combination, 
the optical power of the combination of these lenses is expressed by

ab a b a bs2 (36)

The effective focal length is ab
1 or

f
f f

f f sab
a b

a b 2

(37)

and the back focal length is given by

bf l f
f s

fab
a

a

2 (38)

The separation between lenses is expressed by

s f f
f f

fa b
a b

ab
2 (39)

Figure 18 illustrates the two-lens configuration when thick lenses are used. The principal points for 
the lens combination are denoted by P1 and P2, Pa1 and Pa2 for lens a, and Pb1 and Pb2 for lens b. The 
distance between the principal points of a lens is called a hiatus. With the exception of the back focal 
length, all distances are measured from the principal points of each lens element or the combined lens 
system, as shown in the figure. For example, s2 is the distance from Pa2 to Pb1. The bf l is measured from 
the final surface vertex of the lens system to the focal point.

17.13 ACHROMATIC DOUBLETS

The singlet lens suffers from axial chromatic aberration, which is determined by the Abbe number 
V of the lens material and its FN. A widely used lens form that corrects this aberration is the ach-
romatic doublet as illustrated in Fig. 19. An achromatic lens has equal focal lengths in c and f light. 

First principal
plane of system

Second principal
plane of system

Focal
point

bf ls2

P1 P2 Pb1Pb2Pa1

a b

Pa2

fab or e f l

FIGURE 18 Combination of two thick lenses illustrating the principal 
points of each lens and the system, the fab or efl, and the bfl. Distances are mea-
sured from the principal points with the exception of the bfl.
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This lens comprises two lens elements where one element with a high V-number (crown glass) has 
the same power sign as the doublet and the other element has a low V-number (flint glass) with 
opposite power sign. Three basic configurations are used. These are the cemented doublet, broken 
contact doublet, and the widely airspaced doublet (dialyte). The degrees of freedom are two lens 
powers, glasses, and shape of each lens.

The resultant power of two thin lenses in close proximity, s2  0, is ab a b and the trans-
verse primary chromatic aberration TPAC is

TPAC yf
V Vab

a

a

b

b

(40)

where y is the marginal ray height. Setting TPAC  0 and solving for the powers of the lenses yields

a
a

ab a b

V

f V V( )
(41)

and

b
b a

a

V

V
(42)

The bending or shape of a lens is expressed by c c1 c2 and affects the aberrations of the lens. The bend-
ing of each lens is related to its power by ca a/(na  1) and cb b(nb  1). Since the two bendings can 
be used to correct the third-order spherical and coma, the equations for these aberrations can be com-
bined to form a quadratic equation in terms of the curvature of the first surface c1. Solving for c1 will yield 
zero, one, or two solutions for the first lens. A linear equation relates c1 to c2 of the second lens.

While maintaining the achromatic correction of a doublet, the spherical aberration as a function 
of its shape (c1) is described by a parabolic curve. Depending upon the choices of glasses, the peak of 
the curve may be above, below, or at the zero spherical aberration value. When the peak lies in the 
positive spherical aberration region, two solutions with zero spherical aberration exist in which the 
solution with the smaller value of c1 is called the left-hand solution (Fraunhofer or Steinheil forms) 
and the other is called the right-hand solution (Gaussian form). Two additional solutions are pos-
sible by reversal of the glasses. These two classes of designs are denoted as crown-in-front and 
flint-in-front designs. Depending upon the particular design requirements, one should examine all 
four configurations to select the most appropriate. The spherical aberration curve can be raised or 
lowered by the selection of the V difference or the n difference. Specifically, the curve will be lowered 
as the V difference is increased or if the n difference is reduced. As for the thin singlet lens, the coma 
will be zero for the configuration corresponding to the peak of the spherical aberration curve.

Although the primary chromatic aberration may be corrected, a residual chromatic error often 
remains and is called the secondary spectrum, which is the difference between the ray intercepts in 
d and c spectral lines. Figure 20a illustrates an F/5 airspaced doublet that exhibits well-corrected 
spherical light and primary chromatic aberrations and has notable secondary color. The angular 
secondary spectrum for an achromatic thin-lens doublet is given by

SAC
FN

( )

( )( )

P P

V V
a b

a b2
(43)

FIGURE 19 Typical achromatic doublet lens.
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where P  (n nc)(nf nc) is the partial dispersion of a lens material. In general, the ratio (Pa
Pb)/(Va Vb) is nearly a constant which means little can be done to correct the SAC. A few 

glasses exist that allow Pa Pb  0, but the Va Vb is often small, which results in lens element 
powers of rather excessive strength in order to achieve achromatism. Figure 20b shows an F/5 
airspaced doublet using a relatively new pair of glasses that have a small Pa Pb and a more 
typical Va Vb. Both the primary and secondary chromatic aberration are well corrected. 
Due to the relatively low refractive index of the crown glass, the higher power of the ele-
ments results in spherical aberration through the seventh order. Almost no spherochromatism 
(variation of spherical aberration with wavelength) is observed. The 80 percent blur diameter 
is almost the same for both lenses and is 0.007. Table 3 contains the prescriptions for these 
lenses.

FIGURE 20 An F/5 airspaced doublet using conventional glasses 
is shown in (a) and exhibits residual secondary chromatic aberration. A 
similar lens is shown in (b) that uses a new glass to effectively eliminate the 
secondary color.

TABLE 3 Prescriptions for Achromatic Doublets Shown 
in Fig. 20

Achromatic Doublet—1

Surface No. Radius Thickness Glass

    1 49.331 6.000 BK7 517:642
    2 52.351 4.044 Air
    3 43.888 2.000 SF1 717:295
    4 141.706  Air

Achromatic Doublet—2

Surface No. Radius Thickness Glass

    1 23.457 6.000 FK03 439:950
    2 24.822 1.059 Air
    3 22.516 3.000 BK7 517:642
    4 94.310  Air
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When the separation between the lens elements is made a finite value, the resultant lens is 
known as a dialyte and is illustrated in Fig. 21. As the lenses are separated by a distance sd , the 
power of the flint or negative lens increases rapidly. The distance sd may be expressed as a frac-
tion of the crown-lens focal length by p sd /fa. Requiring the chromatic aberration to be zero 
implies that

y

f V

y

f V
a

a a

b

b b

2 2

0 (44)

By inspection of the figure and the definition of p, it is evident that yb ya(1 p) from which it fol-
lows that

f V f V pb b a a( )1 2 (45)

The total power of the dialyte is

a b p( )1 (46)

Solving for the focal lengths of the lenses yields

f f
V

V pa ab
b

a

1
1( )

(47)

f f p
V p

Vb ab
b

b

( )
( )

1 1
1

(48)

The power of both lenses increases as p increases.
The typical dialyte lens suffers from residual secondary spectrum; however, it is possible to 

design an airspaced achromatic doublet with only one glass type that has significantly reduced sec-
ondary spectrum. Letting Va Vb results in the former equations becoming

f
pf

p
f pf p s pf f pa

ab
b ab d a ab1

1 1( ) ( )bf l (49)

When fab  0, then p must be greater than unity, which means that the lens is quite long. The 
focal point lies between the two lenses, which reduces its general usefulness. This type of 
lens is known as the Schupmann lens, based upon his research in the late 1890s. Several sig-
nificant telescopes, as well as eyepieces, have employed this configuraton. For fab  0, the lens 
can be made rather compact and is sometimes used as the rear component of some telephoto 
lenses.

sd

a

b

yb

bf l

ya

FIGURE 21 Widely separated achromatic doublet known as the dialyte lens.
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17.14 TRIPLET LENSES

In 1893, a new type of triplet lens for photographic applications was invented by the English 
designer H. Dennis Taylor. He realized that the power of two lenses in contact of equal, but oppo-
site, power is zero, as is its Petzval sum. As the lenses are separated, the system power becomes posi-
tive since the negative lens contributes less power. The Petzval sum remains zero, since it does not 
depend upon the marginal ray height. In order to overcome the large aberrations of such a configu-
ration, Taylor split the positive lens into two positive lenses and placed one on each side of the nega-
tive lens. A stop is often located between the negative and rear-positive lenses. Figure 22 illustrates a 
typical triplet lens. The triplet can be used at reasonably large apertures ( F/4) and moderately large 
fields of view ( 25°).

The triplet has eight degrees of freedom which are the three powers, two airspaces, and three lens 
bendings. The lens powers and airspaces are used to control the axial and lateral chromatic aberra-
tions, the Petzval sum, the focal length, and the ratio of the airspaces. Spherical aberration, coma, 
and astigmatism are corrected by the lens bendings. Distortion is usually controlled by the airspace 
ratio or the choice of glasses. Consequently, the triplet has exactly the number of degrees of freedom 
to allow correction of the basic aberrations and maintain the focal length.

The design of a triplet is somewhat difficult since a change of any surface affects every aber-
ration. The choice of glass is important and impacts the relative aperture, field of view, and 
overall length. For example, a large V produces a long system. It should be noted that a triplet 
corrected for third-order aberrations by using the degrees of freedom almost always leads to 
a lens with poor performance. A designer normally leaves a certain amount of residual third-
order aberrations to balance the higher-order terms. The process for thin-lens predesign is 
beyond the scope of this Handbook; however, it may be found in various references comprising 
the bibliography.

A few years later, Paul Rudolph of Zeiss developed the Tessar, which resembles the triplet, 
with the rear lens replaced by an achromatic doublet. The Tessar shown in Fig. 23 was an evolu-
tion of Rudolph’s anastigmats which were achromatic lenses located about a central stop. The 
advantage of the achromatic rear component is that it allows reduction of the zonal spherical 
aberration and the oblique spherical aberration, and reduces the separation of the astigmatic foci 
at other than the design maximum field angle. Performance of the Tessar is quite good and has 
generally larger relative apertures at equivalent field angles than the triplet. A variety of lenses 
were derived from the triplet and the Tessar in which the component lenses were made into dou-
blets or cemented triplets.

17.15 SYMMETRICAL LENSES

In the early 1840s, it was recognized that lenses that exhibit symmetry afford various benefits to 
the lens designer. The first aberration acknowledged to be corrected by the symmetry principle 
was distortion. It can also be shown that coma and lateral color are necessarily corrected by 
a symmetrical lens construction. Although the principle of symmetry implies that the lens be 

FIGURE 22 Typical triplet lens.
FIGURE 23 Typical Tessar lens.
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operated at a magnification of 1, the degree to which the aberrations are upset by utilizing the 
lens at other conjugates is remarkably small. This principle forms the basis of most wide-field-
of-view lenses.

One of the earliest symmetrical lenses was the Periscopic (Periskop) lens invented by C. A. 
Steinheil in 1865. Figure 24 shows an F/11 Periscopic lens constructed from the landscape lens 
discussed previously. Symmetry corrects for coma and distortion, while the spacing of the lenses 
and their shapes are selected to produce a flat tangential astigmatic field. Since the stop position for 
the landscape lens was chosen to yield a flat tangential astigmatic field, essentially no change in the 
lens separation is necessary even though the Periscopic lens is being used at infinite conjugates. No 
correction for spherical aberration can be made. When used at other than unit magnification, some 
optical improvement can be achieved by making the stop slightly asymmetrical and/or having a dif-
ferent shape for the front or rear lens. This lens has continued to find application throughout this 
century.

By 1866, Dallmeyer in England and Steinheil and von Seidel in Germany both invented the 
Rapid Rectilinear lens that could be used at apertures of up to F/6. The lens has two cemented ach-
romats about a central stop. Use of the doublet allows correction of the axial chromatic and spheri-
cal aberrations. Glass selection is of importance in the design. Typically, the n between the glasses 
should be large while the V should be relatively small. The positive lens is located nearest the stop 
and has the lower refractive index. A notable characteristic of the lens is that the aberrations are rea-
sonably stable over a broad range of object distances.

It should be noted that vignetting is often used in these and other lens types to control the higher-
order aberrations that are often observed at large field angles. Although a loss in illumination occurs, 
the gain in resolution is often worthwhile.

The airspaced dialyte lens comprises four lenses symmetrically arranged about a central stop. 
The rear portion of the lens is an achromatic doublet that has five degrees of freedom (an air 
space, two powers, and two bendings) which may be used to control the focal length, spheri-
cal aberration, axial chromatic aberration, astigmatism, and the Petzval sum. With a like pair 
of lenses mounted in front of the stop, the symmetry corrects the coma, distortion, and lateral 
color. When used at infinite conjugates, the resultant residuals of the aberrations can be con-
trolled by deviating somewhat from perfect symmetry of the air spaces about the stop. Lenses of 
this type can provide useful performance with apertures approaching F/4 and fields of view of 
about 20  or so.

17.16 DOUBLE-GAUSS LENSES

In the early 1800s, Gauss described a telescope objective comprising a pair of meniscus lenses with one 
having positive power and the other negative power. An interesting aspect of his lens is that the sphero-
chromatism is essentially constant. Although this lens found little acceptance, in 1888, Alvan Clark of 
Massachusetts placed a pair of the Gauss lenses around a central stop to create a high-aperture, wide-
field-of-view lens. This lens form is known as the Double-Gauss lens and is the basis of almost every 

FIGURE 24 The periscopic lens illustrates the 
earliest form of symmetrical lenses. It is formed by plac-
ing two landscape lenses about a central stop. Symmetry 
removes the aberrations of coma, distortion, and lateral 
color.

DO
 N

OT
 D

UP
LI

CA
TE



17.28  COMPONENTS

high-aperture lens developed to date. An example of this lens was patented by Richter in 1933 and 
can cover a field of view of 45  at F/6.

In 1896, Paul Rudolph of Zeiss developed the Planar which reduces the often serious oblique 
spherical aberration and the separation of the astigmatic foci at intermediate field angles. 
Rudolph placed a buried surface into the thick negative elements to control the chromatic aber-
ration. A buried surface is defined as the interface between two glasses that have the same refrac-
tive index nd at the central wavelength, but have significantly different Abbe numbers. Such a 
surface has no effect upon the monochromatic aberrations or the lens system power, but does 
allow the inclusion of a wide range of chromatic aberration to compensate for that caused by the 
rest of the lens.

Many Double-Gauss lenses are symmetrical; however, it was discovered that if the lens was made 
unsymmetrical, then an improvement in performance could be realized. This lens form is often 
called the Biotar. A large portion of 35-mm camera lenses are based upon this design form or some 
modification thereof. Figure 25 shows the configuration of the Leica Summitar introduced in 1939.

It is the general nature of meniscus lens systems of this type to exhibit little coma, distortion, or 
lateral color; however, oblique spherical aberration is often observed to increase to significant levels 
as the field angle increases. Oblique spherical aberration can be recognized in transverse ray plots as 
the S shape of spherical aberration, but with the S becoming increasingly stronger as the field angle 
increases. As the aperture is increased beyond about F/8, the outer negative elements must be thick-
ened dramatically and achromatic surfaces must necessarily be included.

17.17 PETZVAL LENSES

In 1839, Petzval designed a new type of lens that comprises a front objective with an achromatic, 
airspaced doublet as the rear elements. The Petzval lens has found great application in projectors 
and as a portrait lens. Both spherical aberration and coma can be well-corrected, but the lens con-
figuration causes the Petzval sum to be undercorrected, which results in the field of view being 
limited by the astigmatism. The Petzval-field curves inward and may be corrected by including 
a field flattener lens in close proximity to the image plane. A typical example of a Petzval lens is 
shown in Fig. 26.

FIGURE 25 Unsymmetrical Double-Gauss or 
Biotar lens introduced as the Leica Summitar in 1939.

FIGURE 26 Typical Petzval lens.
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17.18 TELEPHOTO LENSES

A telephoto lens provides an effective focal length efl that is longer than its overall length sol as mea-
sured from the front of the lens to the image plane. The telephoto ratio is defined as sol/efl, thus a 
lens with a ratio less than one is a telephoto lens. The basic concept of a telephoto lens is illustrated 
by the dialyte lens configuration in which a negative lens is inserted between the objective lens and 
the image plane. This concept goes back to Kepler, but Peter Barlow developed the idea in the early 
1800s by including a negative achromat in telescopes to increase their magnification. Barlow type 
lenses are widely used today. As the telephoto ratio is made smaller, the design of the lens becomes 
more difficult, primarily due to the Petzval sum increasing.

When most telephoto lenses are used to view objects that are relatively close, the image qual-
ity degrades rapidly due to the typical unsymmetrical lens configuration. Some modern telephoto 
lenses include one or more elements that move as the lens is focused for the purpose of aberration 
correction.

17.19 INVERTED OR REVERSE TELEPHOTO LENSES

A reverse telephoto lens has a telephoto ratio greater than unity and exhibits a shorter focal length 
than its overall length, a larger bf l than is provided by normal lenses of the same ef l, lenses with 
generally large apertures and wide fields of view, and lens elements of physically larger size that allow 
easier manufacture and handling. The basic configuration has a large negative lens located in front of 
a positive objective lens. Since the negative lens makes the object appear closer to the objective lens, 
the resultant image moves beyond the focal point, thereby making the bfl greater than the efl.

An extreme form of the reverse telephoto lens is the fish-eye or sky lens. Such lenses have a total 
field of view of 180° or more. The image formed by these lenses has very large barrel distortion. 
Recalling that the image height for a distortionless lens on a flat image surface is f tan , the reverse 
telephoto lens has mapping relationships such as f  and f sin . When the barrel distortion is given 
by f sin , the illumination across the image will be constant if such effects as vignetting and stop/
pupil distortion are absent. Barrel distortion has the effect of compressing the outer portions of the 
image toward the central portion, thereby increasing the flux density appropriately.

After World War II, the Russian designer M. M. Roosinov patented a double-ended reverse-
telephoto lens that was nearly symmetrical with large negative lenses surrounding a pair of positive 
lenses with a central stop. Although the back focal length is quite short, it provides relatively large 
aperture with a wide field of view and essentially no distortion. Lenses of this type have found sig-
nificant use in aerial photography and photogrammetry.

17.20 PERFORMANCE OF REPRESENTATIVE LENSES

Figures 27 to 38 present the performance of lenses, selected generally from the patent literature, 
representing a variety of lens types. The measures of performance provided in each figure have been 
selected for utilization purposes. Diffraction effects have not been included.

Each figure is divided into four sections a to d. Section a is a drawing of the lens showing the aper-
ture stop. Section b contains two set of plots. The solid line is for the distortion versus field of view 
( ) in degrees while the dashed lines show the transmission of the lens versus field of view for three 
F-numbers. Transmission in this case is one minus the fractional vignetting. No loss for coatings, 
surface reflection, absorption, and the like is included. The rms diameter of the geometric point 
source image versus field-of-view for three F-numbers is presented in section c. The spot sizes are 
in angular units and were calculated for the central wavelength only, that is, monochromatic values. 
Note that the ordinate is logarithmic. The final section, d, contains angular transverse ray plots in 
all three colors for both the on-axis and near-extreme field angles with yep being measured in the 
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FIGURE 27 Rapid Rectlinear: This lens is an aplanat which is symmetrical with the rear half corrected 
for spherical aberration and flat tangential field. A compact configuration is realized by having a large amount 
of coma in each half. Symmetry removes the lens system coma, distortion, and lateral color. This type of lens is 
one of the most popular camera lenses ever made.
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FIGURE 28 Celor : F/5.6 with 50  total field of view. Also known as an airspaced dialyte lens. (After 
R . Kingslake, Lens Design Fundamentals, Academic Press, New York, 1978, p. 243.)
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FIGURE 29 Symmetrical double anastigmat or gauss homocentric objective: basic form of Double-
Gauss lens using a pair of gauss telescope objectives. First patented by Alvan Clark in 1888, USP 399,499. 
(After R. Kingslake, Lens Design Fundamentals, Academic Press New York, 1978, pp. 224–250.)
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FIGURE 30 Triplet: F/2.8 with 50° total field of view. (Tronnier, USP 3,176,582.)
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FIGURE 31 Tessar: F/4 with 50° total field of view. (Tronnier, USP 2,084,714, 1937.)
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FIGURE 32 Unsymmetrical Double-Gauss: This lens was designed in 1933 for Leitz and was called 
the Summar. F/2 with 60° total field of view. This lens was replaced by the Leitz Summitar in 1939, due 
to rapidly degrading off-axis resolution and vignetting. Compare this lens with the lens shown in Fig. 33. 
(Tronnier, USP 2,673,491.)
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FIGURE 33 Unsymmetrical Double-Gauss: This lens type was designed in 1939 for Leitz and was 
called the F/2 Summitar. Kodak had a similar lens called the F/1.9 Ektar. A later example of this design 
form is shown and operates at F/1.4 with 30° total field of view. (Klemp, USP 3,005,379.)
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FIGURE 34 Unsymmetrical Double-Gauss: F/1.75 with 50° total field of view. Similar to the 1949 
Leitz F/1.5 Summarit. This lens has a split rear element which produces improved resolution of the 
field of view and less vignetting than the earlier Summar type lens. (Cook, USP 2,959,102.)
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FIGURE 35 Unsymmetrical Double-Gauss: F/5.6 with 70  field of view. This lens is a variant of 
the 1933 Zeiss F/6.3 Topogon (USP 2,031,792)  and is the Bausch & Lomb Metrogon. The principal dif-
ference is the splitting of the front element. (Rayton, USP 2,325,275.)
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FIGURE 36 Reverse Telephoto: This lens was developed by Zeiss in 1951 and is known as the 
Biogon. It operates at F/2.8 with 70  field of view. This lens comprises two reverse-telephoto objectives 
about a central stop. (Bertele, USP 2,721,499.)
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FIGURE 37 Petzval: Example of Kodak projector lens operating at F/1.4 with 24  total 
field of view. The front lens group has its power shared between a cemented doublet and a sin-
glet for aberration correction. Note that the aperture stop is located between the front and rear 
groups rather than the more common location at the front group. Resolution in the region near 
the optical axis is very good although it falls off roughly exponentially. The limiting aberrations 
are oblique spherical and cubic coma. (Schade, USP 2,541,484.)
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FIGURE 38 Fish-eye: The Hill Sky lens was manufactured by Beck of London in 1924. 
The lens has moderate resolution and enormous distortion characteristic of this type of lens. 
(Merte, USP 2,126,126.)
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entrance pupil. The lower right plot shows the axial aberrations while the upper left plot represents 
the tangential/meridional aberrations and the upper right plot presents the sagittal aberrations. 
The X included on some of the tangential plots represents the location of the paraxial principal ray 
which also provides a measure of the distortion. The legend indicating the relationship between line 
type and wavelength is included.

The linear spot size is computed by multiplying the ef l by the angular spot size. This value can 
be compared against the diffraction-limited spot size given by 2.44( /Dep). If the geometric spot 
is several times smaller than the diffraction-limited spot, then the lens may be considered to be 
diffraction-limited for most purposes. If the geometric spot is several times larger, then the lens per-
formance is controlled by the geometric spot size for most applications.

17.21 RAPID ESTIMATION OF LENS PERFORMANCE

Singlet

Figure 39 is a nomogram that allows quick estimation of the performance of a single refracting 
lens, with the stop at the lens, as a function of refractive index N, dispersion V, F-number, and field 
of view . Chart A estimates the angular blur diameter  resulting from a singlet with bending for 
minimum spherical aberration. The angular chromatic blur diameter is given by Chart B. The three 
rows of FN values below the chart represent the angular blur diameter that contains the indicated 
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FIGURE 39 Estimation of single lens spot size as a function of refractive 
index, dispersion, F-number, and field of view. (Smith, Modern Optical Engineering, 
McGraw-Hill, New York, 1990, p. 458.)
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percentage of the total energy. Chart C shows the blur diameter due to astigmatism. Coma for a sin-
glet bent for minimum spherical aberration with the stop at the lens is approximately

16 2( 2) (FN)N
(50)

Depth of Focus

The depth of focus of an optical system is expressed as the axial displacement that the image may 
experience before the resultant image blur becomes excessive. Figure 40 shows the geometric rela-
tionship of the angular blur tolerance  to the depth of focus . If the entrance pupil diameter is 
Dep and the image distance is si then the depth of focus is

s

D s
i

i

2

ep

(51)

or when si, the depth of focus becomes

s

D
i
2

ep

(52)

When si f, then

f FN (53)

The depth of field is distance that the object may be moved without causing excessive image blur 
with a fixed image location. The distance at which a lens may be focused such that the depth of field 
extends to infinity is so Dep/  and is called the hyperfocal distance.

If the lens system is diffraction-limited, then the depth of focus according to the Rayleigh crite-
rion is given by

2 2n ui isin
(54)

Diffraction-Limited Lenses

It is well known that the shape of the image irradiance of an incoherent, monochromatic point source 
formed by an aberration-free, circularly-symmetric lens system is described by the Airy pattern

E r C
J kD r

kD r
( )

( )
0

1

2
2 2ep

ep

/
(55)

FIGURE 40 Geometric relationships for determining the geometric 
depth of focus of a lens .
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where J1 is the first-order Bessel function of the first kind, Dep is the diameter of the entrance pupil, 
k is 2 / , r is the radial distance from the center of the image to the observation point, and C0 is a 
scaling factor. The angular radius DL of the first dark ring of the image is 1.22( /Dep). A common 
measure for the resolution is Lord Rayleigh’s criterion that asserts that two point sources are just 
resolvable when the maximum of one Airy pattern coincides with the first dark ring of the second 
Airy pattern, that is, an angular separation of DL. Figure 41 presents a nomogram that can be used 
to make a rapid estimate of the diameter of angular or linear blur for a diffraction-limited system.

The modulation transfer function (MTF) at a specific wavelength for a circular entrance pupil 
can be computed by

MTF arccos for
2

1 0 12 (56)

where  is the normalized spatial frequency (v/vco) with the maximum or cut-off frequency vco
being be by 1/ o FN.
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FIGURE 41 Estimation of the spot diameter for a diffraction-limited lens system. The diameter is that of 
the first dark ring of the Airy disk. (Smith, Modern Optical Engineering, McGraw-Hill, New York, 1990, p. 458.)
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Should the source be polychromatic and the lens system be aberration-free, then the perfect-
image irradiance distribution of a point source can be written as

E r C
J kD r

kD r
d( ) ( )

( )
1 0

1

2
2 2ep

ep

/
(57)

where ( ) is the peak normalized spectral weighting factor and C1 is a scaling factor.
A quick estimation of this ideal irradiance distribution can be made by invoking the central limit 

theorem to approximate this distribution by a Gaussian function, that is,

E r C e r( ) ( )
2

2 22/ (58)

where C2 is a scaling constant and 2 is the estimated variance of the irradiance distribution. 
When ( )  1 in the spectral interval S to L and zero otherwise with s < L, an estimate of can 
be written as

L

Dep

(59)

where  1.335  0.625b 0.025b2  0.0465b3 with b  ( L/ s)  1. Should ( ) / L in the 
spectral interval S to L and zero otherwise, which approximates the behavior of a quantum detec-
tor,  1. 335  0.65b  0.385b2  0.099b3. The Gaussian estimate residual error is less than a few 
percent for b  0.5 and remains useful even as b  0. Figure 42 contains plots of  for both cases 
of ( ), where the abscissa is L/ S. A useful estimation of the modulation transfer function for this 
polychromatic lens system is given by

MTF( )v e v2 2( ) (60)

where v is the spatial frequency. This approximation overestimates the MTF somewhat at lower spa-
tial frequencies, while being rather a close fit at medium and higher spatial frequencies. The reason 
for this is that the central portion of the irradiance distribution is closely matched by the gaussian 
approximation, while the irradiance estimation beyond several Airy radii begins to degrade, there-
fore impacting the lower spatial frequencies. Nevertheless, this approximation can provide useful 
insight into expected performance limits.

FIGURE 42 Variation of  with L/ S or b  1 
for ( )  1 as the solid curve and ( ) / S as the 
dashed curve.
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18.1 GLOSSARY

BFL back focal length

D pupil diameter

ERcp eye relief common pupil position

ERk eye relief keplerian

e exit pupil; eye space

F, F focal points

FFL front focal length

h, h object and image heights

l, l object and image distances

M angular magnification

m linear, lateral magnification

n refractive index

OR object relief

o entrance pupil; object space

P, P principal points

R radius

TTL total length

tan slope

x, y, z cartesian coordinates

z axial separation

18.1

Retired.
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18.2 INTRODUCTION

If collimated (parallel) light rays from an infinitely distant point source fall incident on the input end 
of a lens system, rays exiting from the output end will show one of three characteristics: (1) they will 
converge to a real point focus outside the lens system, (2) they will appear to diverge from a virtual 
point focus within the lens system, or (3) they will emerge as collimated rays that may differ in 
some characteristics from the incident collimated rays. In cases 1 and 2, the paraxial imaging prop-
erties of the lens system can be modeled accurately by a characteristic focal length and a set of fixed 
principal surfaces. Such lens systems might be called focusing or focal lenses, but are usually referred 
to simply as lenses. In case 3, a single finite focal length cannot model the paraxial characteristics 
of the lens system; in effect, the focal length is infinite, with the output focal point an infinite distance 
behind the lens, and the associated principal surface an infinite distance in front of the lens. Such lens 
systems are referred to as afocal, or without focal length. They will be called afocal lenses here, fol-
lowing the common practice of using “lens” to refer to both single element and multielement lens 
systems. They are the topic of this chapter.

The first afocal lens was the galilean telescope (to be described later), a visual telescope made 
famous by Galileo’s astronomical observations. It is now believed to have been invented by Hans 
Lipperhey in 1608.1 Afocal lenses are usually thought of in the context of viewing instruments or 
attachments to change the effective focal length of focusing lenses, whose outputs are always colli-
mated. In fact, afocal lenses can form real images of real objects. A more useful distinction between 
focusing and afocal lenses concerns which optical parameters are fixed, and which can vary in use. 
Focusing lenses have a fixed, finite focal length, can produce real images for a wide range of object 
distances, and have a linear magnification which varies with object distance. Afocal lenses have a 
fixed magnification which is independent of object distance, and the range of object distances yield-
ing real images is severely restricted.

This chapter is divided into six sections, including this introduction. Section 18.3 reviews the 
gaussian (paraxial) image-forming characteristics of afocal lenses and compares them to the 
properties of focusing lenses. The importance of the optical invariant in designing afocal lenses is 
discussed. Section 18.4 reviews the keplerian telescope and its descendants, including both infinite 
conjugate and finite conjugate variants. Section 18.5 discusses the galilean telescope and its descen-
dants. Thin-lens models are used in the Secs. 18.4 and 18.5 to define imaging characteristics and 
design principles for afocal lenses. Section 18.6 reviews relay trains and periscopes. The final section 
reviews reflecting and catadioptric afocal lenses.

This chapter is based on an earlier article by Wetherell.2 That article contains derivations of 
many of the equations appearing here, as well as a more extensive list of patents illustrating different 
types of afocal lens systems.

18.3 GAUSSIAN ANALYSIS OF AFOCAL LENSES

Afocal lenses differ from focusing lenses in ways that are not always obvious. It is useful to review the 
basic image-forming characteristics of focusing lenses before defining the characteristics unique to 
afocal lenses.

Focusing Lenses

In this chapter, all lens elements are assumed to be immersed in air, so that object space and image 
space have the same index of refraction. Points in object space and image space are represented by two 
rectangular coordinate systems (x, y, z) and (x , y , z ), with the prime indicating image space. The 
z- and z  axes form a common line in space, the optical axis of the system. It is assumed, unless noted 
otherwise, that all lens elements are rotationally symmetric with respect to the optical axis. Under 
these conditions, the imaging geometry of a focusing lens can be defined in terms of two principal 
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AFOCAL SYSTEMS 18.3

points P and P , two focal points F and F , and a single characteristic focal length f, as shown in Fig. 1. 
P, P , F, and F  all lie on the optical axis.

The focal points F and F , will be the origins for the coordinate systems (x, y, z) and (x , y , z ). 
If the origins are at P and P , the coordinates will be given as (x, y, s) and (x , y , s ), where s z f
and s z f. Normal right-hand sign conventions are used for each set of coordinates, and light 
travels along the z axis from negative z toward positive z , unless the optical system has internal mir-
rors. Figure la illustrates the terminology for finite conjugate objects.

Object points and image points are assumed to lie in planes normal to the optical axis, for paraxial 
computations. Object distance is specified by the axial distance to the object surface, z or s, and image 
distance by z  or s . The two most commonly used equations relating image distance to object dis-
tance are

1 1 1
s s f

(1)

and

zz f 2 (2)

For infinitely distant object points, z 0 and s f, and the corresponding image points will lie in 
the focal plane at F .

To determine the actual distance from object plane to image plane, it is necessary to know the 
distance sp between P and P . The value of sp is a constant specific to each real lens system, and may 
be either positive [moving object and image further apart than predicted by Eq. (1) or (2)] or nega-
tive (moving them closer together).

FIGURE 1 Imaging geometry of focusing lenses.
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18.4  COMPONENTS

For rotationally symmetric systems, off-axis object and image coordinates can be expressed 
by the object height h and image height h , where h2 x2 y2 and h 2 x 2 y 2. Object height and 
image height are related by the linear magnification m, where

m
h
h

s
s

z f
z f

(3)

Since the product zz  is a constant, Eq. (3) implies that magnification varies with object distance.
The principal surfaces of a focusing lens intersect the optical axis at the principal points P and P .

In paraxial analysis, the principal surfaces are planes normal to the optical axis; for real lenses, they 
may be curved. The principal surfaces are conjugate image surfaces for which m 1.0. This property 
makes the raytrace construction shown in Fig. la possible, since a ray traveling parallel to the optical 
axis in either object or image space must intersect the focal point in the conjugate space, and must 
also intersect both principal surfaces at the same height.

In real lenses, the object and image surfaces may be tilted or curved. Planes normal to the optical axis 
are still used to define object and image positions for off-axis object points, and to compute magnifi-
cation. For tilted object surfaces, the properties of the principal surfaces can be used to relate object 
surface and image surface tilt angles, as shown in Fig. 1b. Tilted object and image planes intersect the 
optical axis and the two principal planes. The tilt angles with respect to the optical axis, u and u , are 
defined by meridional rays lying in the two surfaces. The points at which conjugate tilted planes inter-
cept the optical axis are defined by sa and s a, given by Eq. (1). Both object and image planes must 
intersect their respective principal surfaces at the same height y, where y sa tan u s a tan u . It 
follows that

tan
tan

u
u

s

s m
a

a a

1
(4)

The geometry of Fig. 1b is known as the Scheimpflug condition, and Eq. (4) is the Scheimpflug rule,
relating image to object tilt. The magnification ma applies only to the axial image.

The height off axis of an infinitely distant object is defined by the principal ray angle up measured 
from F or P, as shown in Fig. lc. In this case, the image height is

h f uptan (5)

A focusing lens which obeys Eq. (5) for all values of up within a specified range is said to be distortion-
free: if the object is a set of equally spaced parallel lines lying in an object plane perpendicular to the 
optical axis, it will be imaged as a set of equally spaced parallel lines in an image plane perpendicular 
to the optical axis, with line spacing proportional to m.

Equations (1) through (5) are the basic gaussian imaging equations defining a perfect focusing 
lens. Equation (2) is sometimes called the newtonian form of Eq. (1), and is the more useful form 
for application to afocal lens systems.

Afocal Lenses

With afocal lenses, somewhat different coordinate system origins and nomenclature are used, as 
shown in Fig. 2. The object and image space reference points RO and RE are at conjugate image 
points. Since the earliest and most common use for afocal lenses is as an aid to the eye for viewing 
distant objects, image space is referred to as eye space. Object position is defined by a right-hand 
coordinate system (xo, yo, zo) centered on reference point RO. Image position in eye space is defined 
by coordinates (xe, ye, ze) centered on RE.

Because afocal lenses are most commonly used for viewing distant objects, their imaging char-
acteristics are usually specified in terms of angular magnification M, entrance pupil diameter Do, and 
total field of view. Figure 2a models an afocal lens used at infinite conjugates. Object height off axis is 
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AFOCAL SYSTEMS 18.5

defined by the principal ray angle upo, and the corresponding image height is defined by upe. Objects 
viewed through the afocal lens will appear to be magnified by a factor M, where

tan tanu M upe po (6)

If M is negative, as in Fig. 2a, the image will appear to be inverted. [Strictly speaking, since RO and 
RE are separated by a distance S, the apparent magnification seen by an eye at RE with and without 
the afocal lens will differ slightly from that indicated by Eq. (6) for nearby objects.]2

The imaging geometry of an afocal lens for finite conjugates is illustrated in Fig. 2b. Since a ray 
entering the afocal lens parallel to the optical axis will exit the afocal lens parallel to the optical axis, 
it follows that the linear magnification m relating object height ho and image height he must be invari-
ant with object distance. The linear magnification m is the inverse of the angular magnification M:

m
h

h M
e

o

1
(7)

The axial separation ze of any two images he1 and he2 is related to the separation zo of the corre-
sponding objects ho1 and ho2 by

z m z
z

Me o
o2
2

(8)

It follows that any convenient pair of conjugate image points can be chosen as reference points RO 
and RE. Given the location of RO, the reference point separation S, and the magnifications m 1/M,
the imaging geometry of a rotationally symmetric distortion-free afocal lens can be given as

x mx
x

M
y my

y

M
z m z

z

Me o
o

e o
o

e o
o2
2

(9)

Equation (9) is a statement that coordinate transformation between object space and eye space is 
rectilinear for afocal lenses, and is solely dependent on the afocal magnification M and the location 

Do

De

upeupo

RE
RO

(a) Infinite conjugate model of afocal lens

(b) Finite conjugate model of afocal lens

s

he1 he2

ze
zo

ho1 ho2

RE

RO

FIGURE 2 Imaging geometry of focusing lenses.
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18.6  COMPONENTS

of two conjugate reference points RO and RE. The equations apply (paraxially) to all object and 
image points independent of their distances from the afocal lens. Any straight line of equally spaced 
object points will be imaged as a straight line of equally spaced image points, even if the line does 
not lie in a plane normal to the optical axis. Either RO or RE may be chosen arbitrarily, and need 
not lie on the axis of symmetry of the lens system, so long as the zo- and ze axes are set parallel to the 
axis of symmetry.

A corollary of invariance in lateral and axial linear magnification is invariance in angular mag-
nification. Equation (6) thus applies to any ray traced through the afocal system, and to tilted 
object and image surfaces. In the latter context, Eq. (6) can be seen as an extension of Eq. (4) to 
afocal lenses.

The eye space pupil diameter De is of special importance to the design of visual instruments and 
afocal attachments: De must usually be large enough to fill the pupil of the associated instrument or 
eye. The object space pupil diameter Do is related to De by

D
D

M
mDe

o
o (10)

(The more common terminology exit pupil and entrance pupil will be used later in this chapter.)

Subjective Aspects of Afocal Imagery

The angular magnification M is usually thought of in terms of Eq. (6), which is often taken to indi-
cate that an afocal lens projects an image which is M-times as large as the object. (See, for example, 
Fig. 5.88 in Hecht and Zajac.)3 Equation (9) shows that the image height is actually 1/M-times the 
object height (i.e., smaller than the object when |M| 1). Equation (9) also shows, however, that 
the image distance is reduced to l/M 2-times the object distance, and it is this combination of linear 
height reduction and quadratic distance reduction which produces the subjective appearance of 
magnification. Equation (6) can be derived directly from Eq. (9).

tan
/

/
tanu

y

z

y M

z M
M ue

e

o

o
pe po2

Equation (9) is therefore a more complete model than Eq. (6) for rotationally symmetric, distortion-
free afocal lenses.

Figure 3 illustrates two subjective effects which arise when viewing objects through afocal 
lenses. In Fig. 3a for which M 3 , Eq. (9) predicts that image dimensions normal to the 
optical axis will be reduced by 1/3, while image dimensions along the optical axis will be reduced 
by 1/9. The image of the cube in Fig. 3a looks three times as tall and wide because it is nine 
times closer, but it appears compressed by a factor of 3 in the axial direction, making it look 
like a cardboard cutout. This subjective compression, most apparent when using binoculars, is 
intrinsic to the principle producing angular magnification, and is independent of pupil spacing 
in the binoculars.

Figure 3a assumes the optical axis is horizontal within the observer’s reference framework. If the 
axis of the afocal lens is not horizontal, the afocal lens may create the illusion that horizontal sur-
faces are tilted. Figure 3b represents an M 7  afocal lens whose axis is tilted 10° to a horizontal 
surface. Equation (6) can be used to show that the image of this surface is tilted approximately 51° 
to the axis of the afocal lens, creating the illusion that the surface is tilted 41° to the observer’s hori-
zon. This illusion is most noticeable when looking downward at a surface known to be horizontal, 
such as a body of water, through a pair of binoculars.
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AFOCAL SYSTEMS 18.7

Afocal Lenses and the Optical Invariant

Equations (6) and (7) can be combined to yield

h u h ue otan tanpe po (11)

which is a statement of the optical invariant as applied to distortion-free afocal lenses. Neither upo
nor upe is typically larger than 35°–40° in distortion-free afocal lenses, although there are examples with 
distortion where upo 90°. Given a limit on one angle, Eq. (11) implies a limit on the other angle 
related to the ratio ho/he Do/De. Put in words, the ratio Do/De cannot be made arbitrarily large with-
out a corresponding reduction in the maximum allowable field of view. All designers of afocal lens systems 
must take this fundamental principle into consideration.

18.4 KEPLERIAN AFOCAL LENSES

A simple afocal lens can be made up of two focusing lenses, an objective and an eyepiece, set up so 
that the rear focal point of the objective coincides with the front focal point of the eyepiece. There 
are two general classes of simple afocal lenses, one in which both focusing lenses are positive, and 
the other in which one of the two is negative. Afocal lenses containing two positive lenses were first 
described by Johannes Kepler in Dioptrice, in 1611,4 and are called keplerian. Lenses containing a 
negative eyepiece are called galilean, and will be discussed separately. Generally, afocal lenses contain 
at least two powered surfaces. The simplest model for an afocal lens consists of two thin lenses.

Thin-Lens Model of a Keplerian Afocal Lens

Figure 4 shows a thin-lens model of a keplerian telescope. The focal length of its objective is fo
and the focal length of its eyepiece is fe. Its properties can be understood by tracing two rays, ray 1 
entering the objective parallel to the optical axis, and ray 2 passing through Fo, the front focal 

×

× °

′

′

FIGURE 3 Subjective aspects of afocal imagery.
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18.8  COMPONENTS

point of the objective. Ray 1 leads directly to the linear magnification m, and ray 2 to the angular 
magnification M:

m
f

f
M

f

f

u

u
e o

e0

tan

tan
pe

po

(12)

Equation (12) makes the relationship of afocal magnification to the Scheimpflug rule of Eq. (4) 
more explicit, with focal lengths fo and fe substituting for sa and sa.

The second ray shows that placing the reference point RO at Fo will result in the reference point 
RE falling on Fe , the rear focal point of the eyepiece. The reference point separation for RO in this 
location is

SF 2 2 2 1 2 1f f M f m fe o e o( ) ( ) (13)

Equation (13) can be used as a starting point for calculating any other locations for RO and RE, in 
combination with Eq. (9).

One additional generalization can be drawn from Fig. 4: the ray passing through Fo will 
emerge from the objective parallel to the optical axis. It will therefore also pass through Fe  even 
if the spacing between objective and eyepiece is increased to focus on nearby objects. Thus the 
angular magnification remains invariant, if upo is measured from Fo and upe is measured from Fe ,
even when adjusting the eyepiece to focus on nearby objects makes the lens system depart from 
being strictly afocal.

The simple thin-lens model of the keplerian telescope can be extended to systems composed of 
two real focusing lenses if we know their focal lengths and the location of each lens’ front and rear 
focal points. Equation (12) can be used to derive M, and SF can be measured. Equation (9) can then 
be used to compute both finite and infinite conjugate image geometry.

Eye Relief Manipulation

The earliest application of keplerian afocal lenses was to obtain magnified views of distant objects. 
To view distant objects, the eye is placed at RE. An important design consideration in such instru-
ments is to move RE far enough away from the last surface of the eyepiece for comfortable viewing. 
The distance from the last optical surface to the exit pupil at RE is called the eye relief ER. One way 
to increase eye relief ER is to move the entrance pupil at RO toward the objective. Most telescopes 
and binoculars have the system stop at the first surface of the objective, coincident with the entrance 
pupil, as shown in Fig. 5a.

SF

po

pe

RE

Eyelens

Objective

RO
2

1

FIGURE 4 Thin-lens model of keplerian afocal lens.
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AFOCAL SYSTEMS 18.9

In the thin-lens model of Fig. 5a, RO is moved a distance zo fo to place it at the objective. Thus 
RE must move a distance ze fo/M

2 fe/M, keeping in mind that M is negative in this example. 
Thus for a thin-lens keplerian telescope with its stop at the objective, the eye relief ERk is

ERk e

M
M

f
( )1

(14)

It is possible to increase the eye relief further by placing the stop inside the telescope, moving 
the location of RO into virtual object space. Figure 5b shows an extreme example of this, where the 
virtual location of RO has been matched to the real location of RE. For this common-pupil-position 
case, the eye relief ERcp is

ERcp

( )
( )
M
M

fe

1
1

(15)

A price must be paid for locating the stop inside the afocal lens, in that the elements ahead of the 
stop must be increased in diameter if the same field of view is to be covered without vignetting.

The larger the magnitude of M, the smaller the gain in ER yielded by using an internal stop. 
To increase the eye relief further, it is necessary to make the objective and/or the eyepiece more 
complex, increasing the distance between Fo and the first surface of the objective, and between the 
last surface of the eyepiece and Fe . If this is done, placing RO at the first surface of the objective will 
further increase ER.

Figure 6 shows a thin-lens model of a telephoto focusing lens of focal length ft. For convenience, a 
zero Petzval sum design is used, for which f1 f and f2 f. Given the telephoto’s focal length ft and 
the lens separation d, the rest of the parameters shown in Fig. 6 can be defined in terms of the constant 
C d/ft. The component focal length f, back focal length bf l, and front focal length ff l, are given by

f f C f C f Ct t t
1 2 1 2 1 21 1/ / /( ) ( )bf l ff l (16)

and the total physical length ttl and focal point separation sf are given by

ttl sff C C f Ct t( ) ( )/1 21 2 (17)

FIGURE 5 Increasing eye relief ER by moving stop.
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The maximum gain in eye relief will be obtained by using telephoto designs for both objective 
and eyepiece, with the negative elements of each facing each other. Two cases are of special interest. 
First, ttl can be minimized by setting C 0.25 for both objective and eyepiece. In this case, the eye 
relief ERttl is

ER ERttl 1 5
1

1 5.
( )

.
M

M
fe k (18)

Second, sf can be maximized by setting C 1.0 for both objective and eyepiece. This places the neg-
ative element at the focal plane, merging the objective and eyepiece negative elements into a single 
negative field lens. The eye relief in this case, ERsf, is

ER ERsf 2 0
1

2 0.
( )

.
M

M k (19)

Placing a field lens at the focus between objective and eyepiece can be problematical, when view-
ing distant objects, since dust or scratches on the field lens will be visible. If a reticle is required, 
however, it can be incorporated into the field lens. Equations (14), (18), and (19) show that signifi-
cant gains in eye relief can be made by power redistribution. In the example of Eq. (18), the gain in 
ER is accompanied by a reduction in the physical length of the optics, which is frequently beneficial.

Terrestrial Telescopes

Keplerian telescopes form an inverted image, which is considered undesirable when viewing earth-
bound objects. One way to make the image erect, commonly used in binoculars, is to incorporate 
erecting prisms. A second is to insert a relay stage between objective and eyepiece, as shown in Fig. 7. 
The added relay is called an image erector, and telescopes of this form are called terrestrial telescopes.
(The keplerian telescope is often referred to as an astronomical telescope, to distinguish it from terres-
trial telescopes, since astronomers do not usually object to inverted images. Astronomical has become 
ambiguous in this context, since it now more commonly refers to the very large aperture reflecting 
objectives found in astronomical observatories. Keplerian is the preferred terminology.) The terrestrial 
telescope can be thought of as containing an objective, eyepiece, and image erector, or as containing 
two afocal relay stages.

There are many variants of terrestrial telescopes made today, in the form of binoculars, theodolites, 
range finders, spotting scopes, rifle scopes, and other military optical instrumentation. All are offshoots 
of the keplerian telescope, containing a positive objective and a positive eyepiece, with intermediate 

FIGURE 6 Zero Petzval sum telephoto lens.
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AFOCAL SYSTEMS 18.11

relay stages to perform special functions. Patrick5 and Jacobs6 are good starting points for obtaining 
more information.

Field-of-View Limitations in Keplerian 
and Terrestrial Telescopes

The maximum allowable eye space angle upe and magnification M set an upper limit on achievable 
fields of view, in accordance with Eq. (11). MIL-HDBK-1417 lists one eyepiece design for which the 
maximum upe 36°. If M 7 , using that eyepiece allows a 5.9° maximum value for upo. It is a common 
commercial practice to specify the total field of view FOV as the width in feet which subtends an angle 
2upo from 1000 yd away, even when the pupil diameter is given in millimeters. FOV is thus given by

FOV 6000
6000

tan tanu
M

upo pe (20)

For our 7  example, with upe 36°, FOV 620 ft at 1000 yd. For commercial 7 50 binoculars 
(M 7  and Do 50 mm), FOV 376 ft at 1000 yd is more typical.

Finite Conjugate Afocal Relays

If an object is placed in contact with the front surface of the keplerian telescope of Fig. 5, its image 
will appear a distance ERk behind the last surface of the eyepiece, in accordance with Eq. (14). There 
is a corresponding object relief distance ORk M2ERk defining the position of an object that will be 
imaged at the output surface of the eyepiece, as shown in Fig. 8. ORk and ERk define the portions 
of object space and eye space within which real images can be formed of real objects with a simple 
keplerian afocal lens.

ORk eM M f( )1 (21)

Object relief is enlarged by the power redistribution technique used to extend eye relief. Thus there 
is a minimum total length design corresponding to Eq. (18), for which the object relief ORttl is

OR ttl 1 5 1. ( )M M fe (22)

and a maximum eye relief design corresponding to Eq. (19), for which ORsf

ORsf 2 0 1. ( )M M fe (23)

is also maximized.

FIGURE 7 Terrestrial telescope.
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Figure 9 shows an example of a zero Petzval sum finite conjugate afocal relay designed to maxi-
mize OR and ER by placing a negative field lens at the central infinite conjugate image. Placing the 
stop at the field lens means that the lens is telecentric (principal rays parallel to the optical axis) in 
both object and eye space. As a result, magnification, principal ray angle of incidence on object and 
image surface, and cone angle are all invariant over the entire range of OR and ER for which there is 
no vignetting. Magnification and cone angle invariance means that object and image surfaces can be 
tilted with respect to the optical axis without introducing keystoning or variation in image irradiance 
over the field of view. Having the principal rays telecentric means that object and image position can 
be adjusted for focus without altering magnification. It also means that the lens can be defocused 
without altering magnification, a property very useful for unsharp masking techniques used in the 
movie industry.

One potential disadvantage of telecentric finite conjugate afocal relays is evident from Fig. 9: to 
avoid vignetting, the apertures of both objective and eyepiece must be larger than the size of the 
associated object and image. While it is possible to reduce the diameter of either the objective or the 
eyepiece by shifting the stop to make the design nontelecentric, the diameter of the other lens group 
becomes larger. Afocal relays are thus likely to be more expensive to manufacture than focusing lens 
relays, unless object and image are small.

Finite conjugate afocal lenses have been used for alignment telescopes,8 for laser velocimeters,9

and for automatic inspection systems for printed circuit boards.10 In the last case, invariance of mag-
nification, cone angle, and angle of incidence on a tilted object surface make it possible to measure 
the volume of solder beads automatically with a computerized video system. Finite conjugate afocal 
lenses are also used as Fourier transform lenses.11 Brief descriptions of these applications are given 
in Wetherell.2

FIGURE 8 Finite conjugate keplerian afocal lens showing 
limits on usable object space and image space.

FIGURE 9 Finite conjugate afocal relay configured to maxi-
mize eye relief ER and object relief OR. Stop at common focus 
collimates principal rays in both object space and eye space.
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Afocal Lenses for Scanners

Many optical systems require scanners, and if the apertures of the systems are large enough, it is 
preferable to place the scanner inside the system. Although scanners have been designed for use in 
convergent light, they are more commonly placed in collimated light (see Chap. 30, “Scanners,” in 
this volume, Marshall,12 and Chap. 7 in Lloyd,13 for descriptions of scanning techniques). A large 
aperture objective can be converted into a high magnification keplerian afocal lens with the aid of 
a short focal length eyepiece collimator, as shown in Fig. 10, providing a pupil in a collimated beam 
in which to insert a scanner. For the polygonal scanner shown, given the desired scan angle and 
telescope aperture diameter, Eq. (11) will define the combination of scanner facet size and number 
of facets needed to achieve the desired scanning efficiency. Scanning efficiency is the time it takes 
to complete one scan divided by the time between the start of two sequential scans. It is tied to the 
ratio of facet length to beam diameter, the amount of vignetting allowed within a scan, the number 
of facets, and the angle to be scanned.

Two limitations need to be kept in mind. First, the optical invariant will place an upper limit on M
for the given combination of Do and upo, since there will be a practical upper limit on the achievable 
value of upe. Second, it may be desirable in some cases for the keplerian afocal relay to have enough 
barrel distortion so that Eq. (6) becomes

u Mupe po (24)

An afocal lens obeying Eq. (24) will convert a constant rotation rate of the scan mirror into a con-
stant angular scan rate for the external beam. The same property in “f-theta” focusing lenses is used 
to convert a constant angular velocity scanner rotation rate into a constant linear velocity rate for 
the recording spot of light.

The above discussion applies to scanning with a point detector. When the detector is a linear 
diode array, or when a rectangular image is being projected onto moving film, the required distor-
tion characteristics for the optical system may be more complex.

Imaging in Binoculars

Most commercial binoculars consist of two keplerian afocal lenses with internal prismatic image 
erectors. Object and image space coordinates for binoculars of this type are shown schematically in 
Fig. 11. Equation (9) can be applied to Fig. 11 to analyze their imaging properties. In most binocu-
lars, the spacing So between objectives differs from the spacing Se between eyepieces, and So may be 
either larger or smaller than Se. Each telescope has its own set of reference points, ROL and REL for 
the left telescope, and ROR and RER for the right. Object space is a single domain with a single 
origin O. The object point at zo, midway between the objective axes, will be xoL units to the right 

FIGURE 10 Afocal lens scanner geometry.
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of the left objective axis, and xoR units to the left of the right objective axis. In an ideal binocular 
system, the images of the object formed by the two telescopes would merge at one point, ze units in 
front of eye space origin E. This will happen if So MSe, so that xeL xoL/M and xeR xoR/M. In most 
modern binoculars, however, S MSo e, and separate eye space reference points EL and ER will be 
formed for the left and right eye. As a result, each eye sees its own eye space, and while they overlap, 
they are not coincident. This property of binoculars can affect stereo acuity2 and eye accommoda-
tion for the user.

It is normal for the angle at which a person’s left-eye and right-eye lines of sight converge to 
be linked to the distance at which the eyes focus. (In my case, this linkage was quite strong before 
I began wearing glasses.) Eyes focused for a distance ze normally would converge with an angle , as 
shown in Fig. 11. When S MSo e, as is commonly the case, the actual convergence angle  is much 
smaller. A viewer for whom focus distance is strongly linked to convergence angle may find such 
binoculars uncomfortable to use for extended periods, and may be in need of frequent focus adjust-
ment for different object distances.

A related but more critical problem arises if the axes of the left and right telescopes are not accu-
rately parallel to each other. Misalignment of the axes requires the eyes to twist in unaccustomed 
directions to fuse the two images, and refocusing the eyepiece is seldom able to ease the burden. 
Jacobs6 is one of the few authors to discuss this problem. Jacobs divides the axes misalignment into 
three categories: (1) misalignments requiring a divergence D of the eye axes to fuse the images, 
(2) misalignments requiring a convergence C, and (3) misalignments requiring a vertical displace-
ment V. The tolerance on allowable misalignment in minutes of arc is given by Jacobs as

D M C M V M7 5 1 22 5 1 8 0 1. ( ) . /( ) . /( )/ (25)

Note that the tolerance on C, which corresponds to convergence to focus on nearby objects, is sub-
stantially larger than the tolerances on D and V.

FIGURE 11 Imaging geometry of binoculars.
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18.5  GALILEAN AND INVERSE GALILEAN 
AFOCAL LENSES

The combination of a positive objective and a negative eyepiece forms a galilean telescope. If the objec-
tive is negative and the eyepiece positive, it is referred to as an inverse galilean telescope. The galilean 
telescope has the advantage that it forms an erect image. It is the oldest form of visual telescope, but 
it has been largely replaced by terrestrial telescopes for magnified viewing of distant objects, because 
of field-of-view limitations. In terms of number of viewing devices manufactured, there are far more 
inverse galilean than galilean telescopes. Both are used frequently as power-changing attachments 
to change the effective focal length of focusing lenses.

Thin-Lens Model of a Galilean Afocal Lens

Figure 12 shows a thin-lens model of a galilean afocal lens. The properties of galilean lenses can be 
derived from Eqs. (9), (12), and (13). Given that fe is negative and fo is positive, M is positive, indi-
cating an erect image. If RO is placed at the front focal point of the objective, RE is a virtual pupil 
buried inside the lens system. In fact, galilean lenses cannot form real images of real objects under 
any conditions, and at least one pupil will always be virtual.

Field of View in Galilean Telescopes

The fact that only one pupil can be real places strong limitations on the use of galilean telescopes 
as visual instruments when M x1 . Given the relationship zo M 2 ze, moving RE far enough 
outside the negative eyepiece to provide adequate eye relief moves RO far enough into virtual object 
space to cause drastic vignetting at even small field angles. Placing RE a distance ER behind the 
negative lens moves RO to the position shown in Fig. 13, SF  units behind RE, where

SF ER( ) ( )M M fe
2 21 1 (26)

In effect, the objective is both field stop and limiting aperture, and vignetting defines the maximum 
usable field of view. The maximum acceptable object space angle upo is taken to be that for the princi-
pal ray which passes just inside Do, the entrance pupil at the objective. If the F-number of the objective 
is FNob fo/Do, then

tan
( )

u
f

f Mf
e

e e
po

ob MER2FN
(27)

FIGURE 12 Thin-lens model of galilean afocal lens. FIGURE 13 Galilean field-of-view limitations.
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For convenience, assume ER fe. In this case, Eq. (27) reduces to

tan
( )

u
Mpo

obFN
1

2 2 1
(28)

For normal achromatic doublets, FNob 4.0. For M 3x, in this case, Eq. (28) indicates that 
upo 1.43° (FOV 150 ft at 1000 yd). For M 7x, upo 0.55° (FOV 57.7 ft at 1000 yd). The effec-
tive field of view can be increased by making the objective faster and more complex, as can be seen 
in early patents by von Rohr14 and Erfle.15 In current practice, galilean telescopes for direct viewing 
are seldom made with M larger than 1.5x 3.0x. They are more typically used as power changers in 
viewing instruments, or to increase the effective focal length of camera lenses.16

Field of View in Inverse Galilean Telescopes

For inverse galilean telescopes, where M x1 , adequate eye relief can be achieved without moving 
RO far inside the first surface of the objective. Inverse galilean telescopes for which upo 90  are very 
common in the form of security viewers17 of the sort shown in Fig. 14, which are built into doors in 
hotel rooms, apartments, and many houses. These may be the most common of all optical systems 
more complex than eyeglasses. The negative objective lens is designed with enough distortion to 
allow viewing of all or most of the forward hemisphere, as shown by the principal ray in Fig. 14.

Inverse galilean telescopes are often used in camera view finders.18 These present reduced scale 
images of the scene to be photographed, and often have built in arrangements to project a frame of 
lines representing the field of view into the image. Inverse galilean power changers are also used 
to increase the field of view of submarine periscopes and other complex viewing instruments, and to 
reduce the effective focal length of camera lenses.19

Anamorphic Afocal Attachments

Afocal attachments can compress or expand the scale of an image in one axis. Such devices are called 
anamorphosers, or anamorphic afocal attachments. One class of anamorphoser is the cylindrical 
galilean telescope, shown schematically in Fig. 15a. Cox20 and Harris21 have patented representative 
examples. The keplerian form is seldom if ever used, since a cylindrical keplerian telescope would 
introduce image inversion in one direction. Anamorphic compression can also be obtained using two 
prisms, as shown in Fig. 15b. The adjustable magnification anamorphoser patented by Luboshez22 is 
a good example of prismatic anamorphosers. Many anamorphic attachments were developed in the 
1950s for the movie industry for use in wide-field cameras and projectors. An extensive list of both 
types will be found in Wetherell.2

FIGURE 14 Inverse galilean security viewer with 
hemispheric field of view.

FIGURE 15 Anamorphic afocal attachments.
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AFOCAL SYSTEMS 18.17

Equation (9) can be modified to describe anamorphic afocal lenses by specifying separate afocal 
magnifications Mx and My for the two axes. One important qualification is that separate equations 
are needed for object and image distances for the x and y planes. In general, anamorphic galilean attach-
ments work best when used for distant objects, where any difference in x-axis and y-axis focus falls 
within the depth of focus of the associated camera lens. If it is necessary to use a galilean anamorphoser 
over a wide range of object distances, it may be necessary to add focus adjustment capabilities 
within the anamorphoser.

18.6 RELAY TRAINS AND PERISCOPES

There are many applications where it is necessary to perform remote viewing because the object to be 
viewed is in an environment hostile to the viewer, or because the object is inaccessible to the viewer 
without unacceptable damage to its environment. Military applications5 fall into the former category, 
and medical applications23 fall into the latter. For these applications, instrumentation is needed to 
collect light from the object, transport the light to a location more favorable for viewing, and dispense
the light to the viewing instruments or personnel. Collecting and dispensing optical images is done 
with focusing lenses, typically. There are three image transportation techniques in common use 
today: (1) sense the image with a camera and transport the data electronically, (2) transport the light 
pattern with a coherent fiber optics bundle, and (3) transport the light pattern with a relay lens or 
train of relay lenses. The first two techniques are outside the scope of this chapter. Relay trains, how-
ever, are commonly made up of a series of unit power afocal lenses, and are one of the most impor-
tant applications of finite conjugate afocal lenses.

Unit Power Afocal Relay Trains

Several factors are important in designing relay trains. First, it is desirable to minimize the number 
of relay stages in the relay train, both to maximize transmittance and to minimize the field curvature 
caused by the large number of positive lenses. Second, the outside diameter of the relay train is typically 
restricted (or a single relay lens could be used), so the choice of image and pupil diameter within the 
relay is important. Third, economic considerations make it desirable to use as many common elements 
as possible, while minimizing the total number of elements. Fourth, it is desirable to keep internal 
images well clear of optical surfaces where dust and scratches can obscure portions of the image. Fifth, 
the number of relay stages must be either odd or even to ensure the desired output image orientation.

Figure 16 shows thin-lens models of the two basic afocal lens designs which can be applied to relay 
train designs. Central to both designs is the use of symmetry fore and aft of the central stop to con-
trol coma, distortion, and lateral color, and matching the image diameter Di and stop diameter Ds to 

Ds

D1

Dt

up

u

(a) Minimum number of lenses

FL FLOB OB

(b) Minimum tube diameter

2a 2b1

FIGURE 16 Basic unit power afocal relay designs.
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maximize the stage length to diameter ratio. In paraxial terms, if Di Ds, then the marginal ray angle 
u matches the principal ray angle up, in accordance with the optical invariant. If the relay lens is both 
aplanatic and distortion free, a better model of the optical invariant is

D u D ui s psin tan (29)

and either the field of view 2up or the numerical aperture NA n sin u must be adjusted to match 
pupil and image diameters. For some applications, maximizing the optical invariant which can pass 
through a given tube diameter Dt in a minimum number of stages is also critical.

If maximizing the ratio Di sin u/Dt is not critical, Fig. 16a shows how the number of elements can 
be minimized by using a keplerian afocal lens with the stop at the common focus, eliminating the 
need for field lenses between stages. The required tube diameter in this example is at least twice the 
image diameter. If maximizing Di sin u/Dt is critical, field lenses FL must be added to the objectives 
OB as shown in Fig. 16b, and the field lenses should be located as close to the image as possible within 
limits set by obstructions due to dirt and scratches on the field lens surfaces. Symmetry fore and aft 
of the central stop at 1 is still necessary for aberration balancing. If possible within performance con-
straints, symmetry of OB and FL with respect to the planes 2a and 2b is economically desirable, mak-
ing OB and FL identical.

For medical instruments, where minimizing tube diameter is critical, variants of the second 
approach are common. The rod lens design24 developed by H. H. Hopkins25 can be considered an 
extreme example of either approach, making a single lens so thick that it combines the functions of 
OB and FL. Figure 17a shows an example from the first of two patents by McKinley.26,27 The cen-
tral element in each symmetrical cemented triplet is a sphere. Using rod lenses does maximize the 
optical invariant which can be passed through a given tube diameter, but it does not eliminate field 
curvature. It also maximizes weight, since the relay train is almost solid glass, so it is most applicable 
to small medical instruments.

If larger diameter relays are permissible, it is possible to correct field curvature in each relay 
stage, making it possible to increase the number of stages without adding field curvature. Baker28

has patented the lens design shown in Fig. 17b for such an application. In this case, field lens and 
objective are identical, so that an entire relay train can be built using only three different element 
forms. Pupil and image diameters are the same, and pupil and image are interchangeable.

For purposes of comparison, the two designs shown in Fig. 17 have been scaled to have the same 
image diameter (2.8 mm) and numerical aperture (0.10), with component focal lengths chosen so 
that Ds Di. Minimum tube diameter is 4.0 mm for the rod lens and 5.6 mm for the Baker relay. 
The image radius of curvature is about 20 mm for the rod relay and about 368 mm for the Baker 
relay (i.e., field curvature is overcorrected). Image quality for the rod relay is 0.011 waves rms on 
axis and 0.116 waves rms at full field, both values for best focus, referenced to 587-nm wavelength. 
For the Baker relay, the corresponding values are 0.025 and 0.056 waves rms, respectively. The Baker 
design used for this comparison was adapted from the cited patent, with modern glasses substituted 
for types no longer available. No changes were made to the design other than refocusing it and scaling 
it to match the first-order parameters of the McKinley design. Neither design necessarily represents 
the best performance which can be obtained from its design type, and both should be evaluated 

FIGURE 17 Improved unit power afocal relays.
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in the context of a complete system design where, for example, the field curvature of the McKinley 
design may be compensated for by that of the collecting and dispensing objectives. Comparing the 
individual relay designs does, however, show the price which must be paid for either maximizing 
the optical invariant within a given tube diameter or minimizing field curvature.

Periscopes

Periscopes are relay trains designed to displace the object space reference point RO a substantial dis-
tance away from the eye space reference point RE. This allows the observer to look over an intervening 
obstacle, or to view objects in a dangerous environment while the observer is in a safer environment. 
The submarine periscope is the archetypical example. Many other examples can be found in the 
military5 and patent2 literature.

The simplest form of periscope is the pair of fold mirrors shown in Fig. 18a, used to allow the 
viewer to see over nearby obstacles. Figure 18b shows the next higher level of complexity, in the form of 
a rear-view vehicle periscope patented29 by Rudd.30 This consists of a pair of cylindrical mirrors in a 
roof arrangement. The cylinders image one axis of object space with the principal purpose of compen-
sating for the image inversion caused by the roof mirror arrangement. This could be considered to be 
a keplerian anamorphoser, except that it is usually a unit power magnifier, producing no anamorphic 
compression. Beyond these examples, the complexity of periscopes varies widely.

The optics of complex periscopes such as the submarine periscope can be broken down into a 
series of component relays. The core of a submarine periscope is a pair of fold prisms arranged like the 
mirrors in Fig. 18a. The upper prism can be rotated to scan in elevation, while the entire periscope is 
rotated to scan in azimuth, typically. The main optics is composed of keplerian afocal relays of differ-
ent magnification, designed to transfer an erect image to the observer inside the submarine, usually 
at unit net magnification. Galilean and inverse galilean power changers can be inserted between the 
upper prism and main relay optics to change the field of view. Variants of this arrangement will be 
found in other military periscopes, along with accessories such as reticles or image intensifiers located 
at internal foci. Optical design procedures follow those for other keplerian afocal lenses.

18.7  REFLECTING AND CATADIOPTRIC 
AFOCAL LENSES

Afocal lenses can be designed with powered mirrors or combinations of mirrors and refractors. 
Several such designs have been developed in recent years for use in the photolithography of micro-
circuits. All-reflecting afocal lenses are classified here according to the number of powered mirrors 
they contain. They will be reviewed in order of increasing complexity, followed by a discussion of 
catadioptric afocal systems.

FIGURE 18 Basic reflecting periscopes.
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Two-Powered-Mirror Afocal Lenses

The simplest reflecting afocal lenses are the variants of the galilean and keplerian telescopes shown 
in Fig. 19a and 19b. They may also be thought of as afocal cassegrainian and gregorian telescopes. 
The galilean/cassegrainian version is often called a Mersenne telescope. In fact, both galilean and 
keplerian versions were proposed by Mersenne in 1636,31 so his name should not be associated 
solely with the galilean variant.

Making both mirrors parabolic corrects all third-order aberrations except field curvature. This 
property of confocal parabolas has led to their periodic rediscovery,32,33 and to subsequent discus-
sions of their merits and shortcomings.34–36 The problem with both designs, in the forms shown in 
Fig. 19a and 19b, is that their eyepieces are buried so deeply inside the design that their usable field 
of view is negligible. The galilean form is used as a laser beam expander,37 where field of view and 
pupil location is not a factor, and where elimination of internal foci may be vital.

Eccentric pupil versions of the keplerian form of confocal parabolas, as shown in Fig. 19c, have 
proven useful as lens attachments.38 RO, RE, and the internal image are all accessible when RO is set 
one focal length ahead of the primary, as shown. It is then possible to place a field stop at the image 
and pupil stops at RO and RE, which very effectively blocks stray light from entering the following 
optics. Being all-reflecting, confocal parabolas can be used at any wavelength, and such attachments 
have seen use in infrared designs.

Three-Powered-Mirror Afocal Lenses

The principle which results in third-order aberration correction for confocal parabolas also applies 
when one of the parabolas is replaced by a classical cassegrainian telescope (parabolic primary and 
hyperbolic secondary), as shown in Fig. 20, with two important added advantages. First, with one 
negative and two positive mirrors, it is possible to reduce the Petzval sum to zero, or to leave a small 

FIGURE 19 Reflecting Galilean.

FIGURE 20 Three-powered-mirror afocal lenses.
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residual of field curvature to balance higher-order astigmatism. Second, because the cassegrainian 
is a telephoto lens with a remote front focal point, placing the stop at the cassegrainian primary puts 
the exit pupil in a more accessible location. This design configuration has been patented by Offner,39 and 
is more usefully set up as an eccentric pupil design, eliminating the central obstruction and increasing 
exit pupil accessibility.

Four-Powered-Mirror Afocal Lenses

The confocal parabola principle can be extrapolated one step further by replacing both parabolas with 
classical cassegrainian telescopes, as shown in Fig. 21a. Each cassegrainian is corrected for field curva-
ture independently, and the image quality of such confocal cassegrainians can be quite good. The most 
useful versions are eccentric pupil. Figure 21b shows an example from Wetherell.40 Since both objec-
tive and eyepiece are telephoto designs, the separation between entrance pupil RO and exit pupil 
RE can be quite large. An afocal relay train made up of eccentric pupil confocal cassegrainians 
will have very long collimated paths. If the vertex curvatures of the primary and secondary mirrors 
within each cassegrainian are matched, the relay will have zero field curvature, as well. In general, 
such designs work best at or near unit magnification.

Unit Power Finite Conjugate Afocal Lenses

The simplest catadioptric afocal lens is the cat’s-eye retroref lector shown in Fig. 22a, made up of a 
lens with a mirror in its focal plane. Any ray entering the lens will exit parallel to the incoming ray 
but traveling in the opposite direction. If made with glass of index of refraction n 2.00, a sphere 
with one hemisphere reflectorized (Fig. 22b) will act as a perfect retroref lector for collimated light 
entering the transparent hemisphere. Both designs are, in effect, unit power (M 1.00) afocal 
lenses. Variations on this technique are used for many retroref lective devices.

Unit power relays are of much interest in photolithography, particularly for microcircuit manu-
facturing, which requires very high resolution, low focal ratio unit power lenses. In the Dyson lens,41

shown in Fig. 23a, the powered surfaces of the refractor and the reflector are concentric, with radii 
R and r given by

R
r

n
n( )1

(30)

FIGURE 21 Four-powered-mirror afocal lenses.
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where n is the index of refraction of the glass. At the center point, spherical aberration and coma are 
completely corrected. In the nominal design, object and image are on the surface intersecting the 
center of curvature, displaced laterally to separate object from image sensor (this arrangement is 
termed eccentric field, and is common to many multimirror lens systems). In practice, performance 
of the system is limited by off-axis aberrations, and it is desirable to depart from the nominal design 
to balance aberrations across the field of view.42

The unit power all-reflecting concentric design shown in Fig. 23b is patented43 by Offner.44 It was 
developed for use in manufacturing microcircuits, and is one of the most successful finite conjugate 
afocal lens designs in recent years. The spheres are concentric and the plane containing object and 
image surfaces passes through the common center of curvature. It is an all-reflecting, unit power 
equivalent of the refracting design shown in Fig. 9. Object and image points are eccentric field, and 
this is an example of the ring field design concept, where axial symmetry ensures good correction 
throughout a narrow annular region centered on the optical axis. As with the Dyson lens, having an 
eccentric field means performance is limited by off-axis aberrations. Correction of the design can 
be improved at the off-axis point by departing from the ideal design to balance on-axis and off-axis 
aberrations.45

FIGURE 22 Afocal retroreflector designs.

FIGURE 23 Concentric spheres unit power afocal lenses.
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NONDISPERSIVE PRISMS1,2

William L. Wolfe
College of Optical Sciences
University of Arizona
Tucson, Arizona

19.1 GLOSSARY

angular deviation

phase

radian frequency of rotation

A, B, C, D, d prism dimensions

t time

x, y rectangular components

angle

1, 2 prism number

19.2 INTRODUCTION

Prisms of various shapes and sizes are used for folding, inverting, reverting, displacing, and deviating 
a beam of light, whether it be collimated, converging, or diverging.

Prisms, rather than mirrors, are often used for the applications discussed here, since they make 
use of reflecting coatings at what amounts to an interior surface. The coatings can be protected on 
their backs by other means, and do not tarnish with age and exposure. Even better, some prisms do 
not need such coatings if the (internal) angle of incidence exceeds the critical angle.

In these applications, chromatism is to be avoided. Thus, the arrangements either make use of 
perpendicular incidence or compensating angles of incidence.

Almost all of these prisms are meant to be used with collimated beams. Most of the operations 
are somewhat equivalent to the use of plane parallel plates, which displace but do not deviate a 
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collimated beam. However, such plates have both chromatism and spherical aberration in a con-
vergent beam.

Dispersing prisms are discussed in Chap. 20 by George J. Zissis and polarizing prisms in Chap. 13 
by Jean M. Bennett, both in this volume of the Handbook.

19.3 INVERSION, REVERSION

A reverted image shifts the image left for right. An inverted image is upside down. A reinverted 
image or inverted-reverted image does both.

The best two references on this subject are the Frankford Arsenal book called Design of Fire 
Control Optics,1 and Jacobs’ book called Optical Engineering.2 Many of the diagrams shown here 
have been taken from the former since they provide direct design information as well as descrip-
tions of the performance of the prism.

19.4 DEVIATION, DISPLACEMENT

The beam, in addition to being inverted and/or reverted, can also be displaced and/or devi-
ated. Displacement means that the beam has been translated in x or y, but it has not changed 
the direction in which it was traveling. Deviation indicates that the beam has been caused to 
change its direction. Deviation is measured in angular measure; displacement in linear measure. 
If a beam has been deviated, displacement is not important. If a beam has been displaced, it usu-
ally has not been deviated. Although the two can occur simultaneously, it seldom happens in 
optical prisms.

19.5 SUMMARY OF PRISM PROPERTIES

Table 1 is a listing of the prisms that are described in this section. The first column provides the 
name of the prism. The second column indicates whether the image is reverted. The third column 
indicates whether the image has been inverted. The fourth column indicates how much the image 
has been displaced as a ratio of the critical prism dimension A. The next column gives the amount 
of deviation, and the last column provides comments.

19.6 PRISM DESCRIPTIONS

Each diagram shows at least one view of the prism and a set of dimensions. The A dimension 
is a reference dimension. It is always 1.00, and the rest of the dimensions are related to it. The 
refractive index is almost always taken as 1.5170, a representative value for glass in the vis-
ible. Prism dimensions can change somewhat if the refractive index is modestly different from 
the chosen value. However, if a material like germanium is used, the prism might be drastically 
different.
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NONDISPERSIVE PRISMS  19.3

TABLE 1 Summary of Prism Properties

Prism Reverts Inverts Displaces Deviates Comments

Right angle Yes No — 90 Simplest
No Yes  

Porro A Yes Yes 1.1A 0 Binocs
Porro B Yes Yes 1.1A 0 Binocs
Abbe A Yes Yes 0 0
Abbe B Yes Yes 0 0
Dove, Yes No 0 0 Parallel light

double dove
Pechan Yes No 0 0 Nonparallel
Amici Yes No — 90 Roof
Schmidt Yes Yes — 45
Leman Yes Yes 3A 0
Penta No No — 90 exactly
Reversion Yes Yes 0 0 Nonparallel
Wollaston No No — 90 tracing
Zeiss Yes Yes Design  
Goerz Yes Yes Design  
Frank 1 Yes Yes — 115
Frank 2 Yes Yes — 60
Frank 3 Yes Yes — 45v 90h
Frank 4 Yes No — 45v 90h
Frank 5 No Yes — 60v 90h
Frank 6 Yes Yes — 60v 90h
Frank 7 No No — 45v 90h
Hastings Yes Yes 0 0
Rhomboid No No A 0
Risleys No No No 0–180
Retro Yes Yes No 180
D40 No No — 40–50
D60 No No — 50–60
D90 No No — 80–100
D120 No No — 110–130

Right-Angle Prism

Perhaps the simplest of the deviating prisms is the right-angle prism. Light enters one of the two 
perpendicular faces, as shown in Fig. 1a, reflects off the diagonal face, and emerges at 90° from the 
other perpendicular face. The beam has been rotated by 90°, and the image has been inverted. If the 
prism is used in the other orientation, shown in Fig. 1b, then the image is reverted. The internal 
angle of incidence is 45°, which is sufficient for total internal reflection (as long as the refractive 
index is greater than 1.42).

Porro Prism

A Porro prism, shown in Fig. 2, has a double reflection and may be considered to be two right-
angle prisms together. They are often identical. Often, two Porro prisms are used together to invert 
and revert the image. The incidence angles are the same as with the right-angle prism, so that total 
internal reflection takes place with refractive indices larger than 1.42. It is a direct-vision prism.
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(a) (b)

AA

A
B

A = 1.00

n = 1.5170

B = 1.4142A = 1.4142

d = A = 1.00

d/n = 0.6592

 = 45

FIGURE 1 Right-angle prism.
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FIGURE 2 Porro prism.
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19.6  COMPONENTS

FIGURE 3 Abbe modification of Porro prisms for binoculars.

Abbe’s version of the Porro prism is shown in Fig. 3. The resultant beam is inverted and reverted 
and is directed parallel and in the same direction as incident beam.
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NONDISPERSIVE PRISMS  19.7

Abbe’s Prisms

Two versions of prisms invented by Abbe are shown. They both are direct-vision prisms that revert 
and invert the image. One version is symmetrical; the other uses three different prism segments. 
They are shown in Figs. 4 and 5.
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d
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A 3A
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A
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2A

A = 1.00

n = 1.5170

B = 1.4142A = 1.4142
a = 0.7071A = 0.7071

C = 1.3094A = 1.3094

b = 0.5774A = 0.5774

L = 3.4644A = 3.4644

d = 5.1962A = 5.1962

d/n = 3.4253

a = 30
b = 60

g  = 90

d = 45

FIGURE 4 Abbe direct-vision prism—A.
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n = 1.5170

B = 1.1547A = 1.1547

a = 0.7071A = 0.7071

b = 0.5773A = 0.5773

L = 3.4641A = 3.4641 d = 5.1962A = 5.1962

d/n = 3.4253

a = 135
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w = 30
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FIGURE 5 Abbe direct-vision prism—B.

DO
 N

OT
 D

UP
LI

CA
TE



NONDISPERSIVE PRISMS  19.9

Dove Prism

A Dove prism (also known as a Harting-Dove prism) does not deviate or displace an image but it 
can be used to either invert or revert an image. It must be placed in parallel light. Such a prism is 
shown in Fig. 6.

Da

aa

E

B

A = 1.00

C = B – 2a = 4.5498

D = B – 2(A + 2a) = 2.4498

d/n = 2.4499

= 1.4142 (A + a) = 1.4849
a + A

cos a
E =

a = 0.05

n = 1.5170

a = 45

b = 90

C

b

a

A

A

B = (A + 2a)

= 4.2271 (A + 2a) = 4.6498

+ 1
n2 – sin2a + sin a

n2 – sin2a – sin a
= 3.3787 (A + 2a) = 3.7165

n (A + 2a)
d =

n2 – sin2a – sin asin a

FIGURE 6 Harting-Dove prism.

DO
 N

OT
 D

UP
LI

CA
TE
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Double Dove

Two Dove prisms are glued together. The length is halved, but the height is doubled. It performs the 
same functions as a single Dove in almost the same way. It is shown in Fig. 7.

D D

D

a
aa

a
A/2

A/2

A = 1.00

C = B – A = 1.1136

d/n = 1.1135

n = 1.5170

a = 45

D

C A
B

= nAC = 1.6893

nAd =
n2 – sin2a – sin a2 sin a

B =

= 2.1136A = 2.1136

+ 1
n2 – sin2a + sin a

n2 – sin2a – sin a
A
2

= 0.7071A = 0.7071
A

2 cos aD =

FIGURE 7 Double Dove prism.
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Pechan Prism

The Pechan prism (shown in Fig. 8) performs the same function as the Dove, but it can do it in con-
verging or diverging beams. The surfaces marked B are silvered and protected. The surfaces border-
ing the air space are unsilvered.
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FIGURE 8 Pechan prism.

Amici (Roof) Prism

This more complex arrangement of surfaces inverts the image, reverts it, and deviates it 90°. It is 
shown in Fig. 9. Since this prism makes use of the roof effect, it has the same angles as both the 
right-angle and Porro prisms, and exhibits total internal reflection for refractive indices larger 
than 1.42.
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FIGURE 9 Amici (roof) prism.
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a = 0.10 (chosen at will)
b = 1.8478a = 0.1848 
c = 0.7071A = 0.7071 
d = 3.4142A = 3.4142 
d/n = 2.2506 
n = 1.5170

a = 45
b = 67 30
g = 90

A = 1.00 
B = 1.4142A + 0.5412a = 1.4683 
C = 1.0824A = 1.082 
D = 1.4142A + 2.3890a = 1.6531

FIGURE 10 Schmidt prism.

Schmidt Prism

The prism will invert and revert the image, and it will deviate it through 45°. It is shown in Fig. 10.
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NONDISPERSIVE PRISMS  19.13

Leman Prism

This rather strange looking device, shown in Fig. 11, reverts, inverts, and displaces by 3A, an image.

FIGURE 11 Leman prism.

Penta Prism

A penta prism has the remarkable property that it always deviates a beam by exactly 90° in the prin-
cipal plane. This is akin to the operation of a cube corner. The two reflecting surfaces of the penta 
prism, shown in Fig. 12, must be reflectorized, as the angles are 22.5° and therefore require a refrac-
tive index of 2.62 or greater for total internal reflection. Some penta-prisms are equipped with a 
roof to revert the image.
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Reversion Prism

This prism operates like an Abbe prism, type A, but does not require parallel light. It is shown 
in Fig. 13.
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A A

B
C
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FIGURE 12 Penta prism.

FIGURE 13 Reversion prism.
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NONDISPERSIVE PRISMS  19.15

Wollaston Prism

This prism does not invert, revert, or displace. It does deviate a beam by 90°, allowing a tracing to be 
made. It is shown in Fig. 14.
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FIGURE 14 Wollaston prism.
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Carl Zeiss Prism System

This arrangement of three prisms allows the image to be reverted, inverted, and displaced, but not 
deviated. The amount of displacement is adjustable. The system is shown in Fig. 15.

FIGURE 15 Carl Zeiss prism system.
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Goerz Prism System

This is an alternate to the Zeiss system. It does the same things. It is shown in Fig. 16.

FIGURE 16 C. P. Goerz prism system.DO
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Frankford Arsenal 1

This prism, shown in Fig. 17, reverts, inverts, and deviates through 115°.
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FIGURE 17 Frankford Arsenal prism 1.
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Frankford Arsenal 2

This prism reverts, inverts, and deviates through 60°. It is shown in Fig. 18.
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FIGURE 18 Frankford Arsenal prism 2.

DO
 N

OT
 D

UP
LI

CA
TE



19.20  COMPONENTS

Frankford Arsenal 3

This prism reverts, inverts, and deviates through an angle of 45° upward and 90º horizontally. It is 
shown in Fig. 19.
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FIGURE 19 Frankford Arsenal prism 3.
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Frankford Arsenal 4

This prism reverts the image and deviates it 45° upward and 90° sidewards, like Frankford Arsenal 3. 
It is shown in Fig. 20.
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FIGURE 20 Frankford Arsenal prism 4.
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Frankford Arsenal 5

This prism inverts the image while deviating it 90° sideways and 60° upward. It is shown in Fig. 21.
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FIGURE 21 Frankford Arsenal prism 5.
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Frankford Arsenal 6

This prism inverts, reverts, and deviates 90° horizontally and 60° vertically. It is shown in Fig. 22.
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FIGURE 22 Frankford Arsenal prism 6.
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Frankford Arsenal 7

This prism neither reverts nor inverts, but deviates 90° horizontally and 45° vertically. It is shown 
in Fig. 23.
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FIGURE 23 Frankford Arsenal prism 7.
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Brashear-Hastings Prism

This device, shown in Fig. 24, inverts an image without changing the direction of the beam. Since 
this is a relatively complicated optical element, it does not see much use.

FIGURE 24 Brashear-Hastings prism.

Rhomboidal Prism 

A rhomboidal prism, as shown in Fig. 25, displaces the beam without inverting, reverting, deviating, 
or otherwise changing things. The reflecting analog is a pair of mirrors at 45°.

FIGURE 25 Rhomboidal prism.

Risley Prisms

Risley prisms are used in two ways. If they are slightly absorbing, they can be used as variable attenuators 
by translating one with respect to the other perpendicular to their apexes.3 They can also be rotated to 
generate a variety of angular deviations.4 A single prism deviates the beam according to its wedge angle 
and refractive index. If rotated in a circle about an axis perpendicular to its face, it will rotate the beam in 
a similar circle. A second, identical prism in series with it, as shown in Fig. 26, can double the angle of the 
beam rotation and generate a circle of twice the radius. If they rotate in opposite directions, one motion 
is canceled and a line is generated. In fact, all sorts of Lissajous-type figures can be obtained; some are 
shown in Fig. 27. The equations that govern the patterns are
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FIGURE 26 Risley prisms.

FIGURE 27 Risley prism patterns.
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x t t1 1 2 2cos cos( ) (1)

y t t1 1 2 2sin sin( ) (2)

where x and y are the beam deviations, 1 and 2 are the individual prism deviations,  is the 
rotation rate, t is time, and  is the phase of the prism position. For relatively monochromatic 
applications, the prisms can be “fresnelled,” as shown in Fig. 28, and the mirror analogs, shown in 
Fig. 29, can also be used.

FIGURE 29 Risely mirrors.

FIGURE 28 Fresnel Risleys.
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Retroreflectors

The familiar reflective cube corner (not corner cube), that sends a ray back in the direction from 
which it came, has its refractive analog, as shown in Fig. 30. The angles are adjusted so that total 
internal reflection occurs. The angular acceptance range can be large.

General Deviation Prisms

Figure 31 shows a 40°-deviation prism. Other angles are obtainable with appropriate changes in the 
prism manufacture, as shown, for example, in Figs. 32 and 33.

FIGURE 30 Retroreflectors.

FIGURE 31 40°-deviation prism—D40.
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FIGURE 32 60°-deviation prism—D60.

FIGURE 33 120°-deviation prism—D120.
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20
DISPERSIVE PRISMS 
AND GRATINGS

George J. Zissis
Environmental Research Institute of Michigan
Ann Arbor, Michigan

20.1 GLOSSARY

Ap prism angle

B prism base

Dp angle of minimum deviation

d grating constant

E irradiance

N number of slits

n refractive index

p order number

RP resolving power

r angles

W prism width

angle

angle

20.2 INTRODUCTION

Spectroradiometers (Fig. 1) are radiometers designed specifically to allow determination of the wave-
length distribution of radiation. This category of measurement systems usually consists of those in 
which separation of the radiation into its spectral components, or dispersion, is accomplished by the 
use of an optical element possessing a known functional dependence on wavelength—specifically, 
prisms and diffraction gratings. (Interferometers can also provide spectral dispersion as is discussed 
in Chap. 32, “Interferometers,” by Parameswaran Hariharan.)

20.1

DO
 N

OT
 D

UP
LI

CA
TE



20.2  COMPONENTS

20.3 PRISMS1,2,3

The wavelength dependence of the index of refraction is used in prism spectrometers. Such an 
optical element disperses parallel rays or collimated radiation into different angles from the prism 
according to wavelength. Distortion of the image of the entrance slit is minimized by the use of 
plane wave illumination. Even with plane wave illumination, the image of the slit is curved because 
not all of the rays from the entrance slit can traverse the prism in its principal plane. A prism is 
shown in the position of minimum angular deviation of the incoming rays in Fig. 2. At minimum 
angular deviation, maximum power can pass through the prism. For a prism adjusted to the posi-
tion of minimum deviation,

r r Ap1 2 2/ (1)

and

i i D Ap p1 2 2( )/ (2)

where    Dp = angle of minimum deviation for the prism
Ap = angle of the prism

r1 and r2 = internal angles of refraction
i1 and i2 = angles of entry and exit

The angle of minimum deviation Dp varies with wavelength. The angular dispersion is defined as 
dDp/d , while the linear dispersion is

dx d FdD dp/ / (3)

where F is the focal length of the camera or imaging lens and x is the distance across the image plane. 
It can be shown1 that

dD d B W dn dp / / /( )( ) (4)

FIGURE 1 Basic spectroradiometer.

1

Monochromator

Amplifier

Display
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recorder

1 = collecting optics

= refocusing optics

21

2

 = detector element
2 = exit slit of monochromator

= dispersing element (prism or grating)
2 = collimating optics

1 = entrance slit of monochromator acting also 
as the field stop
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DISPERSIVE PRISMS AND GRATINGS  20.3

where B = base length of the prism
W = width of the illumination beam
n = index of refraction

dx/d = F(B/W)(dn/d )

The resolving power RP of an instrument may be defined as the smallest resolvable wavelength dif-
ference, according to the Rayleigh criterion, divided by the average wavelength in that spectral region. 
The limiting resolution is set by diffraction due to the finite beam width, or effective aperture of the 
prism, which is rectangular. Thus,

RP /p B dn d( ) (5)

If the entire prism face is not illuminated, then only the illuminated base length must be used for B.

20.4 GRATINGS

A grating is an n-slit system used in Fraunhofer diffraction with interference arising from division of 
the incident plane wave front. Thus it is a multiple beam interferometer described by

p d( )sin sin (6)

Top view

Side
view

Side view

Top
view

Image

Ap
Dp

i2

r2

Sp

r1

i1

B

W

Slit or
line source

FIGURE 2 Elementary prism spectrometer schematic. W is the width of the entrance beam; Sp is 
the length of the prism face; and B is the prism base length.
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where p = order number (= 0, 1, 2, . . .) of the principal maxima
d = the grating constant or spacing (the distance between adjacent slits)

= angle of incidence
= angle of diffraction

The most common case is that of normal incidence, that is, 0, so that

p d sin (7)

and the irradiance distribution is

E E w w

N

o{sin[( sin ) ] [( sin ) ]}

{sin[(

/ / / 2

d dsin ) ] sin[( sin ) ]}/ / / 2

(8)

where w is the slit width and N is the number of slits or grooves. This equation is often written as

E E N0
2 2[(sin ) ] [(sin ) sin/ / (9)

which can be considered to be

E constant single-slit diffraction function

N-slit interference function
(10)

These considerations are for unblazed gratings. For a diffraction grating, the angular dispersion is 
given (for constant angle ) by

dD d d d p dg/ or / /( cos ) (11)

The resolving power is given by

RPg pN (12)

20.5  PRISM AND GRATING CONFIGURATIONS 
AND INSTRUMENTS

Classical

There are several basic prism and grating configurations and spectrometer designs which continue 
to be useful. One of the oldest spectrometer configurations is shown in Fig. 3.1 Reflective interac-
tions and prism combinations are used in Figs. 4, 5, and 6. Dispersion without deviation is realized 
in Figs. 7 and 8, while half-prisms are used in Fig. 9 in an arrangement which uses smaller prisms 
but still attains the same beam width. A few classical prism instrumental configurations are shown 
in Figs. 10, 11, and 12. Multiple-pass prism configurations are illustrated in Figs. 13 and 14.4,5

A well-known example of a single beam double-pass prism infrared spectrometer was the 
Perkin-Elmer Model 112 instrument shown in Fig. 15. Infrared radiation from a source is focused 
by mirrors M1 and M2 on the entrance slit S1 of the monochromator. The radiation beam from 
S1, path 1, is collimated by the off-axis paraboloid M3 and a parallel beam traverses the prism for 
a first refraction. The beam is reflected by the Littrow mirror M4, through the prism for a second 
refraction, and focused by the paraboloid, path 2, at the corner mirror M6. The radiation returns 
along path 3, traverses the prism again, and is returned along path 4 for reflection by mirror 
M7 to the exit slit S2. By this double dispersion, the radiation is spread out along the plane of S2.
The radiation of the frequency interval which passes through S2 is focused by mirrors M8 and 
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DISPERSIVE PRISMS AND GRATINGS  20.5

M9 on the thermocouple TC. The beam is chopped by CH, near M6, to produce a voltage (at the 
thermocouple) which is proportional to the radiant power or intensity of the beam. This voltage 
is amplified and recorded by an electronic potentiometer. Motor-driven rotation of Littrow mirror 
M4 causes the infrared spectrum to pass across exit slit S2 permitting measurement of the radiant 
intensity of successive frequencies.

Gratings can be used either in transmission or reflection.6 Another interesting variation comes from 
their use in plane or concave reflection form. The last was treated most completely by Rowland, who 
achieved a useful combination of focusing and grating action. He showed that the radius of curvature 
of the grating surface is the diameter of a circle (called the Rowland circle). Any source placed on the 

Illuminated scale

Collimator
lens

Telescope

E

P

Slit

0 5 10 20

FIGURE 3 Bunsen-Kirchhoff spectrometer. An illuminated scale is reflected from the prism face into 
the telescope.

FIGURE 4 Wadsworth constant-deviation, prism-mirror arrangement. The beam enters the 
prism at minimum deviation and emerges displaced but not deviated from its original direction.
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FIGURE 5 Amici prism. The central ray D enters and leaves parallel to 
the base. The C and F rays are deviated and dispersed.

B

D

O

C

A

E

FIGURE 6 Pellin–Broca prism. The prism is equivalent 
to two 30° prisms, ABC and BED, and one 45° prism, DEC, but 
is made in one place. The beam shown, entering at minimum 
deviation, emerges at 90° deviation to its entrance direction.

C

F

D

FIGURE 7 Zenger prism. The central ray D is undeviated. 
The C and F rays are deviated and dispersed.

A AB

C

D

F

FIGURE 8 Wernicke prism. This arrangement is essentially 
two Zenger prisms, back-to-back.
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FIGURE 9 Young–Thollon half prisms. The passage of a beam at 
minimum deviation is shown.

Entrance
slit

Exit slit Vacuum
thermocouple

Littrow
mirror

Mirror

Prism

FIGURE 10 Infrared spectrograph of the Littrow-type mount with a rock salt prism.

circle will be imaged on the circle, with dispersion, if the rulings are made so that d is constant on 
the secant to the grating-blank (spherical) surface. The astigmatism acts so that a point source on a 
Rowland circle is imaged as a vertical line perpendicular to the plane of the circle. Rowland invented 
and constructed the first concave grating mounting, illustrated in Fig. 16.1

If dispersion is sufficiently large, one may find overlapping of the lines from one order with 
members of the spectra belonging to a neighboring order. Errors and imperfections in the ruling of 
gratings can produce spurious images which are called “ghosts.” Also, the grooves in a grating can 
be shaped so as to send more radiation along a preferred direction corresponding to an order other 
than the zero order. Such gratings are said to be blazed in that order. These issues and many more 
involved in the production of gratings by ruling engines were thoroughly discussed by Harrison in 
his 1973 paper “The Diffraction Grating—An Opinionated Appraisal.”7

Six more grating configurations1 which are considered to be “classics” are

1. Paschen-Runge, illustrated in Fig. 17. In this arrangement, one or more fixed slits are placed to 
give an angle of incidence suitable for the uses of the instrument. The spectra are focused along the 
Rowland circle P P , and photographic plates, or other detectors, are placed along a large portion of 
this circle.

2. Eagle, shown in Fig. 18. This is similar to the Littrow prism spectrograph. The slit and plate 
holder are mounted close together on one end of a rigid bar with the concave grating mounted on 
the other end.
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3. Wadsworth, shown in Fig. 19. The Rowland circle is not used in this mounting in which the 
grating receives parallel light.

4. Ebert-Fastie, shown in Fig. 20. The Ebert-Fastie features a single, spherical, collimating mirror 
and a grating placed symmetrically between the two slits. The major advantage of the Ebert system is 
the fact that it is self-correcting for spherical aberration. With the use of curved slits, astigmatism is 
almost completely overcome.

FIGURE 11 Mirror spectrometer with two choices of the loca-
tion of the image. Arrangement (b) leads to smaller aberrations than 
arrangement (a) and is used in the Czerny-Turner mount.

FIGURE 12 Pfund mirror. The use of a plane mirror 
to avoid astigmatism in the use of a paraboloidal mirror.
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FIGURE 13 Double-pass monochromator.

FIGURE 14 Perkin-Elmer Model 99 double-pass monochromator.
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FIGURE 15 Perkin-Elmer Model 112 single-beam double-pass infrared spectrometer.
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5. Littrow, shown in Fig. 10. The Littrow system has slits on the same side of the grating to mini-
mize astigmatism. An advantage of the Littrow mount, therefore, is that straight slits can be used. In 
fact, such slits may be used even for a spherical collimating mirror if the aperture is not too large. 
Its greatest disadvantage is that it does not correct for spherical aberration—not too serious a 
defect for long focal-length/small-aperture instruments. If an off-axis parabola is used to collimate 
the light, aberrations are greatly reduced.

6. Pfund, shown in Figs. 12 and 21. This is an on-axis, Pfund-type grating instrument.5 Incident 
infrared radiation, focused by a collimating lens on the entrance slit and modulated by a chopper, 
passes through the central aperture of plane mirror M1. Reflected by the paraboloidal mirror Pl, it 
emerges as a parallel beam of radiation, which is reflected by mirror M1 to the grating. The grating is 
accurately located on a turntable, which may be rotated to scan the spectrum. From the grating, the 
diffracted beam, reflected by mirror M2, is focused by a second paraboloid P2 through the central 
aperture of mirror M2 to the exit slit. The emerging beam is then focused by the ellipsoidal mirror M3
on the detector.

An off-axis, double-pass grating instrument is illustrated in Fig. 22.6

Combinations of prisms and gratings are not uncommon. An illustrative and complex prism-
grating, double-monochromator spectrometer designed by Unicam Instruments, Ltd. is shown in 
Fig. 23.5 The prism monochromator has four interchangeable prisms, and the grating monochro-
mator has two interchangeable gratings. The two monochromators, ganged by cams which are 
linear in wave number, are driven by a common shaft. The instrument can be used either as a prism-
grating double monochromator, or as a prism spectrometer by blanking the grating monochro-
mator. Gratings, prisms, and cams can be automatically interchanged by means of push buttons. 

FIGURE 16 Rowland mounting of the concave grating. The 
grating plate-holder bar, which slides on the two perpendicular ways, 
is shown in two positions, GP and G'P'. The slit SI and source S
remain fixed.
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FIGURE 17 Paschen-Runge mounting of the concave 
grating. Sl is the slit, G is the grating, and S is the light source.

FIGURE 18 Eagle mounting on the concave grating. Sl is the 
slit, G is the grating, S is the light source, and P is the plate holder.
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FIGURE 19 Wadsworth mounting of the concave grating. Sl is 
the entrance slit, G is the concave grating, M is the concave mirror, P
is the plate holder, and AB is the rail for the plate holder. To minimize 
aberrations, one must locate the slit close to the grating.

FIGURE 20 Ebert mounting of the plane grating designed by 
Fastie. Sl is the entrance slit, G is the grating, M is the concave mirror, 
and P is the photographic plate. The horizontal section is at the top 
and the vertical section is at the bottom.
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Magnetically operated slits, programmed by a taped potentiometer, provide a constant energy back-
ground. A star-wheel, time-sharing, beam attenuator is used in the double-beam photometer.

Contemporary

In recent years there has been more attention paid to total system design and integration for spe-
cific purposes and applications, as for analytical atomic and molecular spectroscopy in analytical 
chemistry. Thus the conventional dispersive elements are often used in the classical configura-
tions with variations. Innovations have come especially in designs tailored for complete computer 
control; introduction of one- and two-dimensional detector arrays as well as new detector types 
(especially for signal matching); the use of holographic optical elements either alone or com-
bined with holographic gratings; and special data-processing software packages, displays, and 
data storage systems. This is the case also for interferometric systems as discussed in Chap. 32, 
“Interferometers,” by Parameswaran Hariharan.

FIGURE 21 On-axis Pfund grating spectrograph.

Grating

Exit slit

Detector

Entrance
slit

FIGURE 22 Off-axis, double-pass grating spec-
trograph.
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TABLE 1 Examples of Prism/Grating Spectroradiometers

Manufacturer Comments

ARC (Acton Research Corp.), Acton, Mass. Czerny-Turner or Rowland systems with triple 
indexable Vac UV/IR gratings

ARIES (Acton Research Instrument & Equipment 
Services Inc.), QEI (Quantum Electronics 
Instruments Inc.), Concord, Mass.

Czerny-Turner variation with double or triple selectable 
gratings for 165-nm to 40-μm regions

Beckman Instruments Inc., Fullerton, Calif. DU Series 60 and 70 modular construction, computer-
controlled spectrophotometers for analytical 
applications

CVI Laser Corp., Albuquerque, N. Mex. Digikrom Monochrometers, 1/8-, 1/4-, and 1/2-m 
Czerny-Turner grating systems, 186 nm–20 μm

Cary/Varian Instrument Group, San Fernando, Calif. Cary 1, 3, 4, and 5 spectrophotometers for UV-Vis-IR; 
double beam, dual chopper/grating Littrow systems; 
attachments (e.g., reflectance) and applications software

CI Systems Ltd., New York City, N.Y. and Israel CVF spectroradiometers for 0.4 to 20-μm scan
Infrared Systems, Inc., Orlando, Fla. CVF spectroradiometer
Instruments SA, Inc., J-Y Optical Systems, Edison, N.J. Monochrometers, spectrometers for UV-Vis-IR, 

holographic gratings in Czerny-Turner or concave 
aberration-corrected holographic gratings and 
Rowland mounts; single and double pass; imaging 
spectrographs

LECO Corp., St. Joseph, Mich. ICP (Inductively Coupled Plasma) spectrometer 
system with Pachen-Runge mount concave grating 
followed by an echelle and a linear detector array

Leeman Labs, Inc., Lowell, Mass. ICP system with a fixed echelle grating followed by a 
prism with crossed order dispersion and scanned 
photomultipliers or detector arrays

McPherson, Division of SI Corp., Acton, Mass. Double/triple monochrometers, spectroradiometers 
using gratings and/or prisms in Seya-Namioka, 
Czerny-Turner (C-T), crossed C-T, or Rowland 
configurations

Minirad Systems, Inc., Fairfield, Conn. CVF and discrete filters in spectroradiometers for field 
measurements, 0.2 to 30 μm

Optometrics Corp., Ayer, Mass. Monochrometers, prism or grating, Ebert-Fastie 
systems for UV-Vis-NIR

Optronic Laboratories, Inc., A Subsidiary of 
Kollmorgen Corp., Orlando, Fla.

Spectroradiometers, UV-Vis-IR for precision 
measurements; filter wheels, gratings, and prisms 
in single/double monochrometer configurations

Oriel Corporation, Stratford, Conn. Scanning monochrometers, rotation filter wheels, 
and detector array instruments

Perkin-Elmer Corporation, Norwalk, Conn. Complete sets of UV-Vis-IR spectroscopic systems using 
gratings and prisms, or FT-IR, with software and 
hardware for computer control, and accessories for 
microscopy, reflectance measurement, etc.

Shimadzu Scientific Instruments, Inc., Columbia, Md. UV-Vis-NIR spectroscopic systems using holographic 
gratings in Czerny-Turner mounts in single- and 
double-beam configurations, computer-controlled, 
with accessories for analyses

SPEX Industries, Inc., Edison, N.J. UV through IR grating spectrometers, 1/2 and 
1/4 m, with CCD or PDA multichannel detectors

Thermo Jarrell Ash Corp., A Subsidiary of Thermo 
Instrument Systems, Inc., Franklin, Mass.

Monochromators and spectroscopic systems for analyses, 
UV-Vis-IR with gratings (in 1942 in Wadsworth, 
then in 1953, Ebert, and now Paschen-Runge and 
crossed Czerny-Turner mounts); complete systems
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Some examples found by a brief look through manufacturers’ literature and journals such as 
Spectroscopy, Physics Today, Laser Focus, Photonics Spectra, and Lasers & Optronics,8 are presented in 
Table 1. Most of these systems are designed for analytical spectroscopy with techniques described in 
many texts such as Robinson’s Atomic Spectroscopy.9
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FIGURE 23 Unicam prism-grating double monochromator spectrometer.
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21.1 GLOSSARY

APE annealed proton exchange

CATV cable television

CVD chemical vapor deposition

CMOS complementary metal oxide semiconductor

DBR distributed Bragg reflector

DFB distributed feedback
E electric field of propagating light

FOG fiber optic gyroscope

Gb/s gigabits per second

H magnetic field of propagating light

IO integrated optics

IOC integrated optic circuit

Lc coupling length of directional coupler

LED light-emitting diode

Mb/s megabits per second

MMIC monolithic millimeter-wave integrated circuit

MZ Mach-Zehnder

n index of refraction

OEIC optoelectronic integrated circuit

rij electro-optic tensor element

PIC photonic integrated circuit

RF radio frequency

SOI silicon-on-insulator
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tcutoff waveguide thickness for cutoff of first odd mode

TE transverse electric mode

TM transverse magnetic mode

V voltage for  radian phase shift in electro-optic modulator

VLSI very large scale integration

WDM wavelength division multiplexing

propagation constant of waveguide mode

m field amplitude of mode m

coupling efficiency between modes

crit critical angle for total internal reflection

spatial period of periodic feature along waveguide

vacuum wavelength of propagating light

PL photoluminescence peak wavelength of semiconductor

21.2 INTRODUCTION

The field of integrated optics is concerned with the theory, fabrication, and applications of guided 
wave optical devices and circuits. These structures guide light along the surface of a wafer typi-
cally using dielectric waveguides that confine light to lateral dimensions on the scale of the optical 
wavelength. Guided wave devices that perform passive operations analogous to classic optics, such as 
reflecting, beam splitting, attenuating and spectral filtering, can be formed using microelectronic-
based fabrication techniques. By fabricating devices in active materials such as ferroelectrics, 
modulators, and switches based on the classic electro-optic effect can be formed. Compound semi-
conductors such as GaAs or InP additionally allow for the detection of light, and generation and 
amplification of light with light-emitting diodes (LEDs), lasers, and optical amplifiers. Extremely 
compact passive and active optical devices have also recently been demonstrated in silicon, taking 
explicit advantage of the highly advanced very large scale integration (VLSI) process technology 
developed for electronics. The monolithic integrate of optically interconnected passive and active 
devices in a multicomponent circuit is referred to as an integrated optic circuit (IOC) or a photonic 
integrated circuit (PIC), with the latter term usually applied to active semiconductor-based circuits. 
In semiconductor materials, purely electronic devices such as transistors can be integrated as well to 
form what is often referred to as an optoelectronic integrated circuit (OEIC).

Progress in the field of integrated optics has been rapid since its inception1 in 1969. Much of this 
progress is due the availability of increasingly high-quality materials, microelectronic-processing 
equipment and techniques, and the overall rapid advancement and deployment of fiber optic sys-
tems. Interest in integrated optics stems from its numerous advantages over other optical technolo-
gies. Integrated optics devices interface efficiently with optical fibers, and can reduce cost in complex 
circuits by eliminating the need for separate, individual packaging of each circuit element. They also 
offer smaller size and weight, lower power consumption, improved reliability, and often larger elec-
trical modulation bandwidths compared to their bulk-optic counterparts.

The applications for integrated optics are widespread. Generally these applications involve 
interfacing with single-mode fiber optic systems such as digital and analog communications, but 
also include RF signal processing using optical techniques, laser beam control, and navigational and 
biomedical sensors. Integrated optics is viewed in the marketplace as a key enabling technology for 
high-speed digital optical fiber telecommunications, cable television (CATV) signal distribution, 
and fiber optic gyroscopes (FOG), and it will certainly continue to have a major impact on progress 
in broadband information distribution and connectivity.

This chapter reviews the integrated optics (IO) field, beginning with a brief review of IO device 
physics and fabrication techniques. A phenomenological description of IO circuit elements, both 
passive and active, is given, followed by a discussion of IO applications and system demonstrations. 
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The chapter concludes with a short look at future trends. Due to the brevity of this chapter relative to 
the work in the field, much of the coverage is necessarily limited. The reader is referred to Refs. 2–17 
for more detailed information at a variety of levels.

21.3 DEVICE PHYSICS

Optical Waveguides

Central to integrated optics is the concept of guiding light in dielectric waveguide structures with 
dimensions comparable to the wavelength of the guided light. In this section we present only a brief 
survey of the relevant physics and analysis techniques used to study their properties. The reader is 
referred to a number of excellent texts dealing with this topic for a more comprehensive treatment.2–6

A dielectric waveguide confines light to the core of the waveguide by somehow reflecting power 
back toward the waveguide core that would otherwise diffract or propagate away. While any means 
of reflection can accomplish this end (e.g., glancing-incidence partial reflections from interfaces 
between different media can serve as the basis for leaky waveguides), the most common technique 
employs a 100 percent total internal reflection from the boundary of a high-index core and a lower-
index cladding material. As light propagates down the axis of such a structure, the waveguide cross 
section can also be viewed as a lens-like phase plate that provides a larger retardation in the core 
region. Propagation down the guide then resembles a continuous refocusing of light that would oth-
erwise diffract away.

The pedagogical structure used to illustrate this phenomenon is the symmetric slab waveguide, 
composed of three layers of homogeneous dielectrics as shown in Fig. 1. It is well known that propa-
gation in slab structures can be analyzed using either a ray-optics approach, or through the use of 
interface boundary conditions applied to the simple solutions of Maxwell’s equations in each homo-
geneous layer of the structure.2–6 In the ray-optics description, the rays represent the phase fronts of 
two intersecting plane waves propagating in the waveguide core region. Since the steady-state field 
has a well-defined phase at each point, a finite set of discrete modes arises from the self-consistency 
condition that, after propagation and two reflections from the core-cladding boundaries, any phase 
front must rejoin itself with an integral multiple of a 2  phase shift. For a given core thickness, there 
will be a limited discrete number of propagation angles in the core that satisfy this criterion, with the 
lower bound on the angle given by the critical angle for total internal reflection, crit /sin ( )1

0 1n n .
In general, a thicker and higher-index waveguide core will admit a larger number of confined solu-
tions or bound modes. Figure 1 shows both the fundamental even mode and the first higher order, 

FIGURE 1 A symmetric three-layer slab waveguide. The fundamental even and first 
odd mode are shown.
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odd mode. If the dimensions are small enough, only one bound mode for each polarization state 
will exist and the guide is termed a single-mode waveguide. Care must be exercised to include the 
angle-dependent phase shift upon total internal reflection, referred to as the Goos-Hanchen shift, 
that can be viewed as a displaced effective reflection plane.2 The quantity ( ) sin2 1n / , referred 
to as the propagation constant, is the z projection of the wave vector and thus governs the phase 
evolution of the field along the length of the guide. In addition to the discrete set of bound modes, 
plane waves can also enter from one side and pass at an angle through such a structure, and form a 
continuous set of radiation modes. In an asymmetrical structure, some of the radiation modes may 
be propagating on one side of the guide, but evanescent on the other. From a mathematical point 
of view, the set of all bound and radiation modes in a nondissipative structure form a complete set 
for expansion of any electromagnetic field in the structure. Analysis techniques will be discussed in 
more detail below.

The slab waveguide in Fig. 1 employed total internal reflection from an abrupt index discon-
tinuity for confinement. Some fabrication techniques for waveguides, particularly in glasses or 
electro-optic materials such as LiNbO3, achieve the high-index core by impurity diffusion or 
implantation, leading to a graded index profile. Here a field solution will usually be required to 
properly describe the modes and the ray paths become curved, but total internal reflection is still 
responsible for confinement.

Most useful integrated optics devices require waveguide confinement not just in a two-dimen-
sional slab, but in a stripe or channel geometry. While recognizing that the vector nature of the 
electromagnetic field makes the rigorous analysis of a particular structure quite cumbersome, the 
reader can appreciate that the same phenomenon of confinement by reflection will be operative in 
two dimensions as well. Figure 2 shows the cross sections of the most common stripe or channel 
waveguide types used in integrated optics. Common to the cross section for all these structures is
a region on the waveguide axis containing higher index material than the surrounding cladding 
areas. The diffused waveguide may require a full two-dimensional analysis, but a common technique 
for the approximate analysis of high-aspect-ratio channel guides such as in Fig. 2a, b, c, and d, is 
the effective index method.2,3,18 In this technique a slab waveguide analysis is applied sequentially 
to the two dimensions. First three separate vertical problems are solved to obtain the modal phase 
index n emod /2  for a given polarization mode in each lateral region as if it were an infinite 

(a) (b)

(c)
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FIGURE 2 Various types of channel or stripe waveguides .
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slab. These indices are then used as input to a final “effective” slab waveguide problem in the lateral 
dimension using the opposite polarization boundary conditions. Since the properties of multilayer 
slab waveguides play an important role in waveguide analysis, a more comprehensive general formu-
lation is outlined below. This task is more tractable using the field solutions of Maxwell’s equations 
than the ray-optics approach.

A general multilayer slab is shown in Fig. 3. Since the wave equation in this case is separable, 
we need only consider a two-dimensional problem in the y direction perpendicular to the layers, 
and a propagation direction z. Here we will consider the concept of a mode in such a structure to 
be quantified in physical terms as a solution to Maxwell’s equations whose sole dependence on the 
coordinate in the propagation direction z is given by ei z. This translates to a requirement that the 
shape of the field distribution in the y direction, perpendicular to layers, remain unchanged with 
propagation. In this manner we can easily generalize to leaky structures or materials exhibiting loss 
or gain, where  may be complex to allow for the scaling of the mode amplitude with propagation, 
but the relative mode profile in the perpendicular y direction still remains constant. These latter 
solutions are not normalizable or “proper” in the sense of mathematical completeness, but are very 
useful in understanding propagation behavior in such structures.

Since the field in each homogeneous layer m is well known to be e ik rm , with | |k nm m2 /  for 
the (generally complex) index of refraction nm, the general solution to the field amplitude in each 
layer m is

m
m ma e e em

iq y
m

iq y i zb (1)

where qm 2 nm/ )2 2 . Inspection of the vector Maxwell’s equations reveals that the gen-
eral vector solution in the multilayer slab can be broken down into the superposition of a TE 

FIGURE 3 A general multilayer slab waveguide structure.
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(transverse electric) and a TM (transverse magnetic) solution.2,3 The TE (TM) solution is character-
ized by having only one component of the electric (magnetic) field that points in the x direction, 
parallel to the layers and perpendicular to the propagation direction z. The mode field amplitude 

m in Eq. (1) refers to the Ex or the Hx field for the TE and TM case, respectively.
In a very simple exercise, for each of these cases one can successively match boundary conditions 

for continuous tangential E  and H  across the interfaces to provide the coefficients am 1 and bm 1 in 
each layer m 1 based upon the value of the coefficients in the preceding layer m,
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where ym are the coordinates of the interfaces between layers m and m 1, and m 1 for TE modes 
and m mn 2 for TM modes. The wave is assumed evanescently decaying or outward leaking on 
one initial side of the arbitrary stack of complex-index layers, that is b0  0 on the uppermost layer. 
When the lowermost “cladding” layer m  p is reached, one again demands that only the coefficient 
bp of the evanescently decaying, or possibly the outward leaking, component be nonzero, which 
recursively provides the eigenvalue equation ap( )  0 for the eigenvalues j . Arbitrarily letting 
a0 1, this can be written explicitly as

ap m
m p

m

( ) [ ] ( )1 0
1
0

1

0

M 00 (3)

where Mm( ) is the matrix appearing in Eq. (2). This method is essentially the one described for real 
propagation constants by Kogelnik,2 who further provides important variational and perturbative 
expressions for determining the changes in propagation constants due to local changes in materials 
properties as might be used for modulation. In practice Eq. (3) is solved numerically in the form 
of two equations (for the real and imaginary parts of ap) in two unknowns (the real and imaginary 
parts of ). Once the complex solutions j are obtained using standard root-finding routines, the 
spatial profiles are easily calculated for each mode j by actually evaluating the coefficients for the 
solutions using the relations above with a0  1, for example.

Application of Eq. (3) to the simple symmetric slab of Fig. 1 with thickness t, and real core index 
n1 and cladding index n0 can be reduced with some trigonometric half-angle identities to a simple 
set of equations with intuitive solutions by graphical construction.19 Defining new independent 
variables r t n/ / /2 2 1

2 2 1 2[( ) ]  and s t n/ / /2 22
0

2 1 2[ ( ) ] , one must simultaneously solve 
for positive r and s the equation

r s t n n2 2 2
1
2

0
2( ) ( )/ (4)

and either one of the following equations:

s r
r
r

1

0

tan( ) ( )
cot( ) ( )

even modes
odd modes

(5)

where again m 1 for TE modes and m mn 2 for TM modes.
By plotting the circles described by Eq. (4) and the functions in Eq. (5) in the (r,s) plane, 

intersections provide the solutions (rj, sj) for mode j, yielding j from the definition of either r or s.
This construction is shown in Fig. 4 for TE modes, where Eq. (4) has been parametrized with 
u t n n( ) ( )/ /

1
2

0
2 1 2. Due to the presence of m in Eq. (5), the TE and TM modes will have different 

propagation constants, leading to waveguide birefringence.
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It is easy to see from the zero-crossing of Eq. (5) at r /2 that the cutoff of the first odd mode 
occurs when the thickness reaches a value 

t n ncutoff /( ) ( ) /2 1
2

0
2 1 2 (6)

Another important feature of the symmetric slab is the fact that neither the TE nor TM fundamen-
tal (even) mode is ever cut off. This is not true for asymmetric guides. More complicated structures 
are easily handled using Eq. (2), and one can also approximate graded-index profiles using the multi 
layer slab. However, analytical solutions also exist1 for a number of interesting graded-index profiles, 
including parabolic, exponential, and “cosh 2” index profiles.

Once the modes of a waveguide are known, there are many physical phenomena of interest that 
can be easily calculated. Quite often the propagation constant is required to evaluate the phase evo-
lution of guided-wave components. In other cases the frequency dependence of the propagation 
constant is required to get the group velocity, vg [ ]/ 1, which determines quantities such as 
the flow of energy or the mode spacing in resonators. In other cases, the designer may need to know 
the electric field amplitude, or perhaps the fraction of the propagating energy, that lies within a cer-
tain layer of the waveguide system.

One critical application lies in evaluating how light couples between guided-wave components 
with different modal structure, or from free space into a guided-wave component. For example, it 
is easy to show from the mathematical completeness of the waveguide modes2–4 that the energy 

FIGURE 4 A graphical solution for the symmetric three-layer slab 
waveguide. For an arbitrary value of the parameter u, solutions are found 
at the intersections of the circular arcs and the transcendental functions 
as shown.
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efficiency  of the coupling from a field inj injected at the input facet of the waveguide into a par-
ticular TE mode m of a waveguide is given by

| ( ) ( ) |

| ( )| | ( )|

m

m

y y dy

y dy y

inj

inj

2

2 2 ddy
(7)

Another mathematical formalism, called coupled-mode theory,2,3,9 is one of the most important 
design tools for the guided-wave device designer and allows for the calculation of the coupling between 
parallel waveguides as in a directional coupler. It also allows for the evaluation of coupling between dis-
tinct modes of a waveguide when a longitudinal perturbation along the propagation direction destroys 
the exact mode orthogonality. An important example of the latter is when the perturbation is periodic 
as in a corrugated-waveguide grating where the grating allows for phase matching between modes with 
different propagation constants. Waveguide gratings are used to form wavelength selective coupling as 
in Bragg reflectors, distributed feedback lasers, and other grating-coupled devices. The comprehensive 
treatment of these phenomena is beyond the scope of this chapter, and the reader is referred to the 
references cited above. In some instances, evaluating the performance of devices where radiation plays 
a significant role may be tedious using a modal analysis, and numerical techniques such as the beam 
propagation method (BPM) are used to actually launch waves through the structure to evaluate radiation 
losses in waveguide bends, branches, or complicated splitters.20

Index of Refraction and Active Index-Changing Mechanisms

Index of Refraction Waveguide analysis and design requires precise knowledge of the material 
index of refraction. One of the most common electro-optic materials is LiNbO3, a uniaxial birefrin-
gent crystal whose index can be characterized by providing the wavelength-dependent ordinary and 
extraordinary indices no and ne. They are given by21

n A
B

D
Co e o e

o e

o e
o e, ,

,

,
,

2
2

2 (8)

where Ao  4.9048

Bo 0.11768

Co 0.027169

Do  0.04750

Ae  4.5820

Be 0.099169

Ce 0.021950

De  0.044432

Glasses are also common substrate materials, but compositions and indices are too varied to list 
here; indices usually lie in the range of 1.44 to 1.65, and are mildly dispersive. Commonly deposited 
dielectrics are SiO2 and Si3N4, with indices of ~1.44 and ~2.0 at 1.55 μm. The reader is referred to 
various tables in the literature for more detail.21

InP and GaAs are by far the most common substrates for IO devices in semiconductors. The 
usual epitaxial material on GaAs substrates is AlxGa1–xAs, which is nearly lattice-matched for all 
values of x, with GaAs at x  0 providing the narrowest bandgap. For photon energies below the 
absorption edge, the index of refraction of this material system is given by22

n E x E E E E Ef fAlGaAs( , ) ( ) ( )1 2 24 4 2 2 2 EE
E E

E E
f4

2 2

2 2

1 2

ln

/

(9)
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where E 1.2398/  is the incident photon energy,

E

E E E
d

4 0
3

0
2 2( )

and E E Ef ( ) /2 0
2 2 1 2 (10)

where E x x x0
23 65 0 871 0 179( ) . . .

E x xd( ) . .36 1 2 45

E x x x( ) . . .1 424 1 266 0 26 2

For devices fabricated on InP substrates, common in telecommunications applications for 
devices in the 1.3-μm and 1.55-μm bands, the most common epitaxial material is a quaternary 
alloy composition In Ga As Px x y y1 1 . In this case the material is only lattice matched for the specific 
combination y 2.917x, and this lattice-matched alloy can be characterized by its photolumines-
cence wavelength PL under low intensity optical excitation. The index of this quaternary allow is 
given by23

n E E
A

E
E E

A

E
E E

Q( , )PL

PL PL

1

1 1

1

1

2
2

2

2

1 2/

(11)

where E 1 2398. / and EPL PL/1 2398.  are, respectively, the incident photon energy and photolumi-
nescence peak photon energy for  in micrometer and A E A E E E1 2 1 2( ), ( ), ,PL PL

 are fitted parameters 
given by

A E E1
213 3510 5 4554 1 2332. . .PL PL

A E2 0 7140 0 3606. . PL

E1 2 5048. eV and E2 0 1638. eV

For application to the binary InP, the value of the photoluminescence peak should be taken as 

PL  0.939 μm.
Many integrated optics devices rely on active phenomena such as the electro-optic effect to alter 

the real or imaginary index of refraction. This index change is used to achieve a different device 
state, such as the tuning of a filter, the switching action of a waveguide switch, or the induced 
absorption of an electroabsorption modulator. Below, a brief survey is provided of the most com-
monly exploited index-changing phenomena.

Linear Electro-Optic Effect The linear electro-optic or Pockels effect refers to the change in the 
optical dielectric permittivity experienced in noncentrosymmetric ordered materials that is linear
with applied quasi-static electric field. This relation is commonly expressed using the dielectric 
impermeability ( )1 2

0/ /n E Dij i j  appearing in the index ellipsoid equation for propagation in 
anisotropic crystals.24 Convention employs symmetry arguments to contract all the ( / )1 2n ij to only 
six independent values which are then denoted by a single subscript ( )1 2/n i  for i 1, . . . ,6. In the 
principal axes coordinate system, the impermeability is diagonalized and ( )1 02/n i

 for i 4, 5, 6 
in the absence of an applied electric field, with the value of (1/n2)ij providing the inverse square of 
the index for optical fields polarized along each axis i  1, 2, 3. For an electric field expressed in the 
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principal axes coordinate system, the changes in the coefficients are then evaluated using the 6 3
electro-optic tensor r

1
1 6

2
1

3

n
r E i

i
ij j

j

, , (12)

With an applied field, the equation for the index ellipsoid in general must be rediagonalized to again 
yield ( )1 02/n i  for i  4, 5, 6. This provides a new set of principal axes and the coefficients in the new 
index ellipsoid equation provide the altered value of the refractive index along each new principal axis.

For a particular crystal, symmetry also limits the number of nonzero rij that are possible. In the 
cubic zinc-blend III-V compounds there are only three equal nonzero components r r r63 52 41 and 
the analysis is relatively easy. As a specific example, consider a static field E applied along the (001) 
direction, surface normal to the wafers commonly used for epitaxial growth. The re-diagonalized 
principal axes in the presence of the field become the (001) direction (z axis), the (011) direction 
(x axis), and the (011) direction (y axis); the latter two directions are the cleavage planes and are thus 
common directions for propagation. The respective index values become

n n n r

n n n r

n n

x

y

z

0 0
3

41

0 0
3

41

0

1
2

1
2

E

E (13)

If we thus consider a slab guide on a (001) substrate and propagation in the (011) direction, the 
applied field would produce a phase retardation for TE-polarized light of / n r L0

3
41E  after 

a propagation length L. With values of r41
101 4 10~ .  cm/V, micron-scale waveguide structures in 

GaAs or InP lead to retardations in the range of 10°/V·mm. This TE retardation could be used as 
a phase modulator, or in a Mach-Zehnder (MZ) interferometer to provide intensity modulation. 
For fields applied in other directions such as the (011), the principal axes are rotated away from the 
(011) and (011) directions. Propagation along a cleavage direction can then alter the polarization 
state, a phenomenon that also has device implications as will be discussed in more detail later.

In the case of LiNbO3 and LiTaO3, two of the most common integrated optic materials for 
electro-optic devices, the dielectric tensor is more complex and the materials are also birefringent 
in the absence of an applied field. There are eight nonzero components to the electro-optic tensor, 
r22 r12 r61, r51 r42, r13 r23, and r33. For LiNbO3, the largest coefficient is r33

1030 8 10~ .  cm/V. 
Both retardation and polarization changes are readily achieved, and the reader is referred to Chap. 7, 
“Electro-Optic Modulators,” Vol. V of this Handbook or the literature for a comprehensive treatment 
of the properties of these and other materials.24,25

The electro-optic effect in these materials is associated with field-induced changes in the posi-
tions of the constituent atoms in the crystal, and the resulting change in the crystal polarizability. The 
absorption induced by the conventional electro-optic effect is thus negligible. Below, both free-carrier 
and field-induced absorption effects that are readily observed in semiconductors will be described.

Carrier Effects In semiconductors, other powerful index-changing mechanisms are available 
related to the interaction of the optical field with the free electrons or holes. The simplest of these 
is the plasma contribution resulting from the polarizability of the mobile carriers. This mechanism 
is important in active integrated optical devices in both compound semiconductors and in silicon, 
where in the latter case it provides one of the only viable technique for modulation. According to the 
simple Drude model,26 this is given for each carrier species by n N e nc m2 2 2

0
28/( ) in MKS 

units, where N and m  are the carrier concentration and effective mass, e is the electronic charge, 
and 0 is the free-space permittivity. This can produce index changes approaching n~ 0.01 at 
1018/cm3 electron-/hole-injected carrier density at 1.5-μm wavelengths. Static index shifts can also be 
achieved by impurity doping of the semiconductor, and can be exploited for waveguide design. Near 
the bandgap of the semiconductor, there are additional strong index changes with variations in the 
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carrier density that arise from the associated dramatic changes in the optical loss or gain. Since these 
correspond to changes in the imaginary index, the Kramers-Kronig relation dictates that changes 
also occur in the real index. In the spectral region for gain in the semiconductor, these changes are 
comparable in magnitude and of the same sign as the free-carrier index contribution. These changes 
are responsible for chirping in the output of modulated semiconductor lasers, and also strongly 
influence their sensitivity to feedback. They can dramatically impact the static and dynamic perfor-
mance of semiconductor devices and PICs that employ gain media.

In addition to the effects described above arising from changing carrier populations, the elec-
tronic transitions that generate the free carriers can be modified by an applied electric field. For 
optical frequencies close to these transitions, this can give rise both to electroabsorption and to an 
enhanced electro-optic effect, which shall be termed electrorefraction, due to the Stark effect on the 
carrier-generating transitions. In bulk material, the induced absorption is termed the Franz-Keldysh 
effect,27 and can be viewed as a tunneling effect. For an electron in the valence band with insufficient 
energy to complete a transition to the conduction band, the field can be viewed as adding a potential 
to the bands that effectively tilts them in space as shown in Fig. 5. If the excited carrier also traversed 
a short distance down-field from its initial location, it would have sufficient energy to complete the 
transitions. This distance depends on the tilt, and thus the strength of the applied field. Since carri-
ers can not be precisely localized according to the Heisenberg uncertainty principle, there is a finite 
amplitude for completing the transition that is an increasing function of electric field. For fields on 
the order of 105 V/cm, absorption values of ~100 cm 1 can be readily achieved in material that is 
quite transparent at zero field. According to the Kramers-Kronig relations, in addition to the absorp-
tion described above, this will also induce a change in the real index that will be positive below the 
band edge and can be used for phase modulation.

In the case of quantum wells, carrier-induced effects can be enhanced due to the forced carrier 
proximity arising from confinement in the wells. Excitonic effects, resulting from the coulombic 
attraction between electrons and holes, produce sharp features in the absorption spectrum near 
the band gap that can be dramatically altered by an applied electric field. This quantum-confined 
Stark effect (QCSE) can enhance both electroabsorptive and electrorefractive effects.28,29 This 
suggests that more compact, lower-drive voltage devices are possible when quantum wells are 
employed, a fact that has been confirmed experimentally. However, in both the bulk and especially 
the quantum well case, care must be taken to operate at an optical frequency where strong elec-
troabsorptive or electrorefractive effects are operative but the zero-field background absorption is 

–

+

FIGURE 5 Franz-Keldysh effect. Electron can 
complete transition to the tilted conduction band by 
tunneling.
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not prohibitively high. Another issue that impacts the design of devices based on electroabsorption 
is the requirement for removal of the photogenerated carriers to prevent screening of the applied 
field and band-filling which result in saturation. While the vast majority of QCSE devices have 
been demonstrated in compound semiconductors due to their direct bandgap, recent work has 
demonstrated that the effect is also operative in quantum wells at the direct bandgap of indirect 
gap materials such as Ge, providing impetus for further studies of QCSE device applications in the 
silicon-germanium materials system.30

Thermal Effects In virtually all materials, the optical path length of a given section of waveguide 
will increase with temperature. This is the combination of both the physical expansion of the mate-
rial and the change of the index of refraction with temperature. While both are significant, in most 
integrated-optic materials the latter effect is dominant. In SiO2 on Si, for example, this mechanism 
provides a useful means of index change, and numbers on the order of n ~ 10 5/°C are observed. 
This effect has been used to form a variety of thermo-optic switches and filters, but a significant dis-
advantage for many applications is the inherent slow speed and high power dissipation. In semicon-
ductors, this index change is more than an order of magnitude larger, and leads to frequency shifts 
in filter devices and single-longitudinal-mode laser of f ~ 10 GHz/°C.

Nonlinear Effects Another class of index changes results from the nonlinear optical effects caused 
by the incident optical fields themselves. This is treated in depth in other portions of this Handbook,31

but two phenomena will be mentioned here. The first is closely related to the electro-optic effect dis-
cussed earlier, where now the applied field giving rise to the index change is no longer “quasi-static” 
but is in fact the optical field itself. The response of the medium is in general not the same at optical 
frequencies, but the same symmetry arguments and contracted tensor approach is employed.

An exemplary phenomenon related to this kind of nonlinearity is second harmonic genera-
tion. The polarization resulting from the incident field at  multiplied by the index oscillating at 
generates second harmonic components at 2 . This frequency doubling can occur in waveguides, 
but great care must be taken to achieve phase matching where each locally generated frequency-
doubled field propagates in such a way as to add coherently to frequency-doubled fields generated 
farther along the guide. This requires either that the dispersive properties of the materials and guide 
geometry allow n( ) n(2 ), or that the frequency-doubled light radiates away from the guide at 
an angle to allow phase matching of the z component of the wavevector, or that a periodic domain 
reversal be introduced into the crystal to allow phase matching. This latter approach, often referred 
to as quasi-phase matching, has generated considerable interest recently. In this approach, the optic 
axis of the crystal is periodically reversed with a period equal to /2 the difference in the index of 
refraction of the fundamental and second harmonic. To date, the most promising results are in 
LiTaO3, LiNbO3, and KTP. In LiNbO3, periodic domain reversal has been obtained by the applica-
tion of 100 μs pulsed electric fields of 24 kV/mm using a 2.8 μm-period segmented electrode that is 
subsequently removed.32 The domain reversal in LiTaO3 can be obtained on a few-micron scale by 
proton exchange or electron bombardment. KTP has a higher nonlinear coefficient, but the material 
is not as well developed. Lower efficiencies have been obtained.

This nonlinear mechanism can be used not just for second harmonic generation, but also for 
sum and difference frequency generation using input signals of different frequencies.

A second application of nonlinear optics to integrated structures involves a higher order of 
nonlinearity referred to four-wave mixing, or in some situations as self-phase modulation. The 
change in index in these cases arises from the product of two optical fields. If all fields are the same 
frequency, this is termed degenerate, and if only one field is present, it becomes self-phase modulation 
with the index change driven by the intensity of the incident wave. This nonlinearity has been of 
interest in research aimed at creating all-optical logic devices. Here the intensity of either the input 
signal or a separate gating signal can determine the output port of a Mach-Zehnder or directional 
coupler switch, for example.33 Recent work has also shown that parametric amplification can be 
accomplished in guided-wave structures when the waveguide is properly constructed to allow 
phase matching of the resulting fields,34 suggesting the potential for compact, low-noise amplification 
in new regions of the spectrum.
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21.4  INTEGRATED OPTICS MATERIALS
AND FABRICATION TECHNOLOGY

Ion-Exchanged Glass Waveguides

Passive integrated optic devices can be fabricated in certain glass substrates using the ion-exchange 
technique.35,36 In this fabrication process, a sodium-rich glass substrate is placed in a mixture of 
molten nitrate salts containing alkali cations, such as Cs , Rb , Li , K , Ag , and Tl . During this 
process, sodium ions at the surface of the host glass are replaced with the alkali cations, resulting in 
a local increase in the refractive index. Channel waveguides are realized by selectively masking the 
glass surface. The index change and the diffusion depth are a function of host material composition, 
the specific alkali cation being used, the temperature, and the diffusion time. The exchange process 
can be substantially enhanced by applying an electric field across the wafer while the substrate is 
immersed in the salt bath .

Multimode devices are typically fabricated using thallium ion exchange in borosilicate glasses.37

The high polarizability of the thallium ions results in a large index change (> 0.1) while providing 
low propagation losses (0.1 dB/cm). However, thallium-sodium ion exchange has two significant 
drawbacks. Thallium is extremely toxic, and it also has a large ionic radius compared to sodium 
(1.49 Å compared to 0.95 Å), resulting in low diffusion coefficients and low mobility. It is therefore 
necessary to process the waveguides at high bath temperatures approaching the glass transition tem-
perature of the host material (500°C) for long diffusion times (10 hours) with high applied electric 
fields (>100 V/cm) to achieve deep multimode waveguides that efficiently couple to commercially 
available multimode fiber (50 to 100 m core size). Finding suitable masking materials is a challenge.

Single-mode devices are typically realized using either Ag Na , K Na , or Cs K  exchange.29,30

The first two processes have been extensively studied and are well understood; however, they each 
appear to have drawbacks. Ag Na  exchanged waveguides are somewhat lossy (0.5 dB/cm) due to a 
tendency for silver reduction in the host material. K Na  exchanged waveguides are typically highly 
stressed and prone to surface scattering that increases the propagation loss. Although not as extensively 
studied, Cs K  exchanged waveguides show great promise. These waveguides are nearly stress free, 
low loss (< 0.1 dB/cm), reproducible, and can be buried using a two-step exchange process. The 
two-step process further reduces the propagation loss and results in efficient fiber-waveguide coupling 
(< 0.1 dB loss per interface).

Thin Film Oxides

In recent years there has been substantial interest in IO devices fabricated in thin-film dielectrics on 
silicon substrates. This is due in part to the excellent surface quality, large-area wafers and mechani-
cal integrity of silicon itself. However, this interest also stems in some cases from the availability of 
mature silicon-processing technology developed by the electronic integrated circuit industry. IO 
technology on silicon substrates is usually carried out in SiO2, and there are two generic approaches 
to the Si/SiO2 fabrication that have proven capable of producing very high performance IO devices. 
IO devices using both approaches are characterized by waveguides that are extremely low loss and 
are easily matched in mode characteristics to optical fibers used for transmission, thereby providing 
very efficient coupling.

The first approach borrows more from the technology of optical fiber manufacture than it does 
from the Si electronics industry.38 Using a technique known as flame hydrolysis (FHD), a “soot” 
of SiO2 is deposited on a Si wafer to a depth of 50 to 60 μm, followed by a thinner layer of a SiO2/
GeO2 mix to form what will become the high-index waveguide core. This material is consolidated 
at ~1300°C for several hours down to roughly half its original thickness, and then the waveguide 
core layer is patterned using reactive ion etching to form square cross-section waveguide cores. 
Then FHD is again used, followed by more consolidation, to form the upper cladding layers. 
Typical index differences for the core material are in the range of 0.25 to 0.75 percent, with core 
dimensions of 6 to 8 μm square.
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A measure of the material quality that was available using this approach is given by some of the 
extraordinary early devices results obtained. IO power splitters were fabricated to sizes of 1  128 
using seven stages and a total of 127 Y-branch 1  2 splitters and a total device length of 5 cm. Total 
fiber-to-fiber excess loss for this device was 3.2 dB with a standard deviation of 0.63 dB.39 A large 
variety of devices has been made using this technique.

Another technique for Si/SiO2 fabrication employs film-deposition technology borrowed from 
silicon electronics processing.40 First a base SiO2 layer is deposited using high-pressure steam to a 
thickness of ~15 μm to prevent leakage to the high-index Si substrate. The waveguide and cladding 
layers are deposited using low-pressure chemical vapor deposition, either from silane and oxygen, or 
from tetraethylorthosilane and ammonia. Phosphine is added to increase the index, with guide cores 
typically containing 6.5 to 8 percent phosphine. The wafer is usually annealed at 1000°C to relieve 
strain and to densify the films. Waveguide losses below 0.05 dB/cm being reported41 using this tech-
nique, and a large variety of devices have been demonstrated using this approach, including splitters, 
couplers, and WDM devices. One of the interesting features of this approach to fabrication is that it 
readily lends itself to the inclusion of other thin films common in Si processing. One such film is 
Si3N4 and this has been used as a high index core for waveguides with much larger core-cladding 
index step. Such waveguides can generate tightly confined modes that are a much closer match to 
the modes commonly found in active semiconductor components such as lasers. This feature has 
been used in a novel mode converter device42 that adiabatically transforms from the smaller mode 
into the larger, fiber-matched mode commonly employed in Si/SiO2 IOCs. 

In some instances, slow response active devices have been fabricated in Si/SiO2 technology using 
thermal effects to achieve local index changes in one arm of a Mach-Zehnder interferometer. This 
can either be used as a thermo-optic switch or as a tuning element in WDM components. The heat-
ing elements in these devices comprises a simple metal-film-resistive heater deposited directly on 
the upper surface of the wafer.

Another characteristic feature of IOCs in Si/SiO2 is a degree of birefringence that results from 
the compressive stress induced in the film by the Si substrate after cooling down from the high-
temperature film deposition or consolidation. Typical amounts of birefringence are nTE  nTM  3  10 4.
This birefringence can cause wavelength shifts with input polarization in WDM components, and 
techniques to counteract it include stress removal by adding strain-relief grooves in the film, or 
stress compensation by adding a counteracting stress-inducing film on the surface of the guide, or 
the explicit introduction of birefringence-compensating waveguide elements.

The Si/SiO2 technology has matured to a point where it is commonly used in telecommunica-
tions for passive devices such as wavelength demultiplexing circuits that will be discussed later in 
this chapter, and active thermo-optic device circuits continue to be explored.

Silicon Photonics Fabrication and Materials

Recent years have seen a strong increase in research and development of silicon photonics where light 
is guided in silicon layers that are transparent in the important telecommunications window from 
1.2 to 1.6 μm.43–46 The most common approach to waveguide design directly uses silicon-on-insulator 
(SOI) technology, which provides for a layer of single-crystal silicon with thicknesses in the 0.1- to 
5-μm range, separated from the underlying silicon substrate by a buried oxide (BOX) layer of SiO2
with a thickness typically in the 1- to 2-μm range. Typical waveguide structures fabricated in the SOI 
system are shown in Fig. 6.

SOI has become a mainstream VLSI electronics technology offering reduced electrical parasitics 
for high-performance microprocessor applications, and the most common SOI wafer-fabrication 
method is the SMARTCUT technique, developed at CEA/LETI in France, and commercialized by 
Soitec.47 This technique works by implanting hydrogen in a first substrate and growing oxide on 
a second substrate. After the two substrates are wafer bonded, a rapid annealing step expands the 
hydrogen, creating an accurate cleave plane and leaving a uniform silicon film on top of the oxide. 
High-quality SOI wafers are now available to the silicon photonics community in sizes up to 12 
in (300 mm), and this materials system immediately brings to bear the unprecedented process 
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precision associated with VLSI complementary metal-oxide-semiconductor (CMOS) technology. 
This precision is not just in lithography, etching, and feature size, now at the 65-nm node and 
still shrinking, but also in the remarkable versatility in materials sequencing that allows for exotic 
dielectrics and multilayer metallizations.

One of the distinctive features of the SOI system is the extremely high index contrast available 
for waveguides, for example, with nSi  3.475 and nSiO2

 1.444 at 1.55 μm. As illustrated in Fig. 7, 
this allows for extremely small waveguides with cross-sectional areas below 0.1 μm2.46 This feature 
enables extremely compact passive devices, and also enables high-performance active devices by 
concentrating the mode on the index-changing region. However, the same high index contrast also 
leads to significant scattering losses from fabrication-induced waveguide sidewall roughness, which 
becomes increasingly challenging in very small cross-section waveguides. Larger mode devices in 
SOI have shown losses in the ~0.1 dB/cm range,48 while maximally vertically confined shallow ridge 
guides have losses of ~0.4 dB/cm,49 and several decibels per centimeter is more typical for most 
tightly confined “wire” waveguides.

The principle active index-changing mechanism used in silicon photonics is the plasma index 
contribution from free electronics and holes in the silicon. As will be illustrated later in discussions 
of devices, these free-carrier populations and locations can be controlled in a variety of diode and 
field-effect structures. The ability to harness the precision of VLSI CMOS technology to predictably 
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FIGURE 6 Typical silicon-on-insulator (SOI) waveguide structures.

FIGURE 7 Example of losses for high-index-contrast “wire” 
waveguides: For 6.5-μm radius bends, losses are 0.0043 dB per 180° 
turn as demonstrated by Vlasov et al., IBM.86
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engineer very high confinement waveguides together with precision dynamic control of free carriers 
in transistor-like device geometries has recently resulted in a number of high-performance modulator 
designs. While historically silicon has not been viewed as a high-performance active optical material, 
these and other advances have caused a serious reexamination of the potential of silicon as a powerful 
medium for PICs.

LiNbO3 and LiTaO3

The majority of the integrated optics R&D from 1975 to 1985 and the majority of the currently 
commercial integrated optics product offerings utilize LiNbO3 as the substrate material. A number 
of excellent review papers detailing R&D efforts in LiNbO3 are available.50–54 LiNbO3 is an excellent 
electro-optic material with high optical transmission in the visible and near infrared, a relatively 
large refractive index (n  2.15  2.2), and a large electro-optic coefficient (r33  30.8  10 10 cm/V). 
Probably most important, but frequently overlooked, is the widespread availability of high-quality 
LiNbO3 wafers. Hundreds of tons of LiNbO3 is produced annually for the fabrication of surface 
acoustic wave (SAW) devices. This large volume has resulted in well-developed crystal growth and 
wafer-processing techniques. In addition, LiNbO3 wafers are at least an order of magnitude less 
expensive than they would be if integrated optics was the only user of this material. High-quality 
3- and 4-in optical-grade LiNbO3 wafers are now available from multiple vendors.

LiNbO3 is a uniaxial crystal which is capable of supporting an extraordinary polarization mode 
for light polarized along the optic axis (z axis) and an ordinary polarization mode for light polarized 
in the x-y plane. LiNbO3 is slightly birefringent with ne  2.15 and no  2.20. LiNbO3 devices can 
be fabricated on x-, y-, and z-cut wafers. Phase modulators, fiber gyro circuits, and Mach-Zehnder 
interferometers are typically fabricated on x-cut, y-propagating wafers, and operate with the TE 
(extraordinary) mode. Push-pull devices, such as delta-beta directional coupler switches, are 
typically fabricated on z-cut, y-propagating wafers and operate with the TM (extraordinary) mode. 
Both configurations utilize the strong r33 electro-optic coefficient. Devices that require two phase-
matched modes for operation are typically fabricated on x-cut, z-propagating wafers.

The majority of LiNbO3 integrated optic devices demonstrated to date have been fabricated 
using the titanium in-diffusion process.55 Titanium strips of width 3 to 10 m and thickness 500 
to 1200 Å are diffused into the LiNbO3 at 950 to 1050 C for diffusion times of 5 to 10 hours.56,57

The titanium diffusion results in a local increase in both the ordinary and extraordinary refractive 
indices so that both TE and TM modes can be supported for any crystal orientation. Titanium 
thickness and strip width typically need to be controlled to  1 percent and  0.1 m, respectively, 
for reproducible device performance. Due to the high processing temperatures that approach 
the Curie temperature of LiNbO3, extreme care must be taken to prevent Li2O out-diffusion58,59

and ferroelectric domain inversion, both of which significantly degrade device performance. 
Photorefractive optical damage60 also needs to be considered when utilizing Ti-diffused devices for 
optical wavelengths shorter than 1 m. Optical damage typically prevents the use of Ti-diffused 
devices for optical power greater than a few hundred micro Watts at 800-nm wavelength, although 
the problem can be reduced by utilizing MgO-doped LiNbO3 wafers. Optical damage is typically 
not a problem at 1300 and 1550 nm for optical powers up to 100 mW.

An alternative process for fabricating high-quality waveguides in LiNbO3 is the annealed proton 
exchange (APE) process.61,62 In the APE process, a masked LiNbO3 wafer is immersed in a proton-rich 
source (benzoic acid is typically used) at temperatures between 150 and 245 C and times ranging 
from 10 to 120 minutes. The wafer is then annealed at temperatures between 350 and 400 C for 
1 to 5 hours. During the initial acid immersion, lithium ions from the wafer are exchanged with 
hydrogen ions from the bath in the unmasked region, resulting in a stress-induced waveguide that 
supports only the extraordinary polarization mode. Proton-exchanged waveguides that are not 
subjected to further processing are practically useless due to temporal instabilities in the modal 
propagation constants, high propagation loss, DC drift, and a much-reduced electro-optic coefficient. 
However, it has been demonstrated62 that proper postannealing results in extremely high quality 
waveguides that are stable, low-loss, and electro-optically efficient.
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The APE process has recently become the fabrication process of choice for the majority of applica-
tions currently in production. Since the APE waveguides only support the extraordinary polarization 
mode, they function as high-quality polarizers with polarization extinction in excess of 60 dB.63 As 
described later in this chapter, high-quality polarizers are essential for reducing the drift in fiber optic 
gyroscopes and minimizing nonlinear distortion products in analog links. APE waveguides exhibit 
low propagation losses of 0.15 dB/cm for wavelengths ranging from 800 to 1550 nm. APE LiNbO3
devices exhibit stable performance for optical powers of 10 mW at 800 nm and 200 mW at 1300 and 
1550 nm. The APE process can also be used to fabricate devices in LiTaO3 for applications requiring 
higher optical powers (up to 200 mW) at 800 nm.64 In addition to offering performance advantages, 
the APE process also appears to be the more manufacturable process. It is relatively easy to scale the 
APE process so that it can handle 25-wafer lots with no degradation in device uniformity. The fiber 
pigtailing requirements are also substantially reduced when packaging APE devices since these devices 
only support a single polarization mode. 

After the waveguides have been fabricated in the LiNbO3 wafer, electrodes need to be deposited 
on the surface. One- m-thick gold is typically used for lumped-electrode devices while 5- m-thick 
gold is typically used for traveling-wave devices to reduce RF resistive losses. The lift-off process and 
electron-beam deposition is typically used for lumped-electrode devices while up-plating is typically 
used for realizing the thicker gold electrodes. Better than 0.5- m layer-to-layer registration is required 
for optimum device performance. As shown in Fig. 10, electrodes on x-cut LiNbO3 are usually placed 
along side the waveguide so that the horizontal component of the electric field interacts with the 
propagating TE mode. Electrodes on z-cut LiNbO3 are placed on top of the waveguide so that the 
vertical component of the electric field interacts with the propagating TM mode. An SiO2 buffer layer 
(0.1–1 m thick) is required between the optical waveguide and the electrode on all z-cut devices 
to reduce metal-loading loss. A thick (1 m) SiO2 buffer layer is also utilized on some x- and z-cut 
devices to reduce the velocity mismatch between the microwave and optical waves in high-speed 
traveling-wave modulators. A thin layer of amorphous silicon is also utilized on some z-cut devices to 
improve device stability over temperature.

III-V Materials and Fabrication Technology

In this section we will briefly review some of the epitaxial growth and fabrication techniques that are 
used to make PICs in III-V materials, with a primary focus on InP-based devices.

III-V Epitaxial Crystal Growth The epitaxial growth of III-V optoelectronic materials has 
evolved during the last several decades from nearly exclusive use of manually controlled liquid-
phase epitaxial (LPE) growth to a variety of highly versatile computer-automated vapor and 
beam-growth techniques. These include atmospheric-pressure and low-pressure metal-organic 
vapor-phase epitaxy (MOVPE), hydride and chloride vapor-phase epitaxy (VPE), molecular 
beam epitaxy (MBE), chemical beam epitaxy (CBE), and metal-organic molecular beam 
epitaxy(MOMBE). Detailed descriptions of reactor design and growth chemistry are beyond the 
scope of this section, and the interested reader is referred to recent texts and conference proceedings 
for the most current information.65

One of the critical criteria for evaluating crystal growth is the uniformity, both in thickness and 
in epitaxial composition. Layer thickness changes of several percent can lead to nanometer-scale 
wavelength changes in grating-based lasers and filter devices. Similarly, compositional changes lead-
ing to a 10-nm shift in the photoluminescence peak wavelength of the guide layers, which is not at 
all uncommon, can also result in nanometer-scale wavelength shifts in distributed feedback (DFB) 
laser emission wavelengths, in addition to potential undesirable gain-peak mismatches that may 
result from the PL shift itself. 

Proper reactor geometry, sometimes with substrate rotation, have been shown capable of 
percent-level uniformity both in MOVPE and in the beam techniques. One difficulty associated 
with latter lies in the ballistic “line-of-sight” growth which prevents regrowth over reentrant mesa 
geometries or overhanging mask surfaces often encountered in PIC and laser fabrication, while 
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MOVPE and especially VPE offer outstanding coverage over a wide range of morphologies. Other 
criteria to be considered are the doping capabilities. The lower growth temperatures associated with 
MBE, CBE and MOMBE enable very abrupt changes in doping level, and highly concentrated dop-
ing sheets that are desirable for high-speed transistors in OEICs, for example. Both the vapor and 
beam techniques have successfully grown semi-insulating Fe-doped InP, a material that is playing an 
increasingly pivotal role in photonic devices. 

The typical PIC processing involves the growth of a base structure that is followed by processing 
and regrowths. During both the base wafer and regrowths, selective area growth is often employed 
where a patterned dielectric film is used to prevent crystal growth over protected areas. This film is 
typically SiO2 or Si3N4 deposited by CVD or plasma-assisted CVD. This technique is readily used 
with MOVPE, but care must be taken to keep a substantial portion of the field open for growth to 
avoid the formation of polycrystalline deposits on the dielectric mask. Caution must be exercised 
during regrowths over mesas or other nonplanar geometries, as well as in the vicinity of masked 
surfaces. Gross deviations from planarity can occur due to overshoots of crystal growth resulting 
from crystal-orientation-dependent growth rates on the various exposed surfaces. 

III-V Etching Technology A fundamental step in III-V PIC processing is mesa etching for defini-
tion of the optical waveguides. This is usually accomplished by patterning a stripe etch mask on a 
base wafer that has a number of epitaxial layers already grown, and removing some of the layers in 
the exposed regions to leave a mesa comprised of several of the epitaxial layers. The etching process 
can either be a “wet” chemical etchant, or a “dry” plasma-type etch.

Wet etching refers to the use of an acid bath to attack the unprotected regions of a surface. The 
acids that are commonly used to etch III-V materials66 also tend to significantly undercut a photo-
resist pattern, and hence photoresist is usually used only in broad-area features or in shallow etches 
where undercutting is not a concern. For precise geometries such as waveguide stripes, another 
masking material such as SiO2 or Si3N4 is first deposited and patterned with photoresist and plasma 
etching, or HF etching (for SiO2).

In some instances it is required that the etchants be nonselective, uniformly removing layers 
regardless of composition. This is usually the case when etching a mesa through a multilayer active 
region to form a buried heterostructure laser. Br-based etchants, such as bromine in percent-level 
concentration in methanol, tend to be very good in this regard. This etchant, along with many of 
the nonselective etchants, will form a reentrant 54.7  (111A) face mesa for stripes along the (011) 
direction (with a nonundercutting mask) and will form an outward-sloping 54.7  walled mesa for 
stripes along the (011) direction. Other etchants, with varying degrees of nonselectivity and crystal-
lographic behavior, include mixtures of HBr, CH3COOH, or HCl, CH3COOH, and H2O2.

67

In fabricating precise geometries in III-V integrated optic or PIC devices, it is often desirable to 
remove specific layers while leaving others, or control mesa heights to a very high degree of preci-
sion. The combination of material-selective etchants and the inclusion of special etch-stop layers 
offers a convenient and precise means of achieving this. Hundred-Å-thick layers of InGaAsP can 
easily halt InP etches even after many microns of etching. Extensive compilations have been made 
of etches for the InP-based compounds,52 and the most common selective InP etches are HCl-based. 
Typical mixtures are HCl and H3PO4 in ratios ranging from 3:1 to 1:3, with the lower HCl content 
leading to less undercutting and slower etch rates. The HCl-based etchants are highly crystal-
lographic in nature,68 and can produce mesas with nearly vertical walls or outward sloping walls, 
depending on the mesa stripe orientation.

A common selective etch for removing InGaAsP or InGaAs while only weakly attacking InP 
are mixtures of H2SO4, H2O2, and H2O in a ratio of X:1:1 with X typically ranging from 3 to 30. 
Selectivities in the range of 10:1 and typically much higher are readily achieved. Other selective 
etchants for InGaAsP are based on HNO3 or mixtures of KOH, K2Fe(CN)6, and H2O.

Dry etching techniques, such as reactive ion etching (RIE) or other variants such as chemically 
assisted reactive ion beam etching (CAIBE), also play a key role in III-V PIC processing. These have 
often been carried out using Cl2-based mixtures with O2 and Ar,69 while in other cases the reactive 
chlorine is derived from compounds such as CCl2F2. Excellent results have also been obtained with 
methane/hydrogen mixtures or ethane/hydrogen.70 In these latter cases Ar is also often used as a 
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sputtering gas to remove interfering redeposited compounds. Reactive ion etching has been used 
both to form mesa and facet structures as well as in transferring grating patterns into semiconductors 
through an etch mask. 

The appeal of reactive ion etching is the lack of mask undercutting that can usually be achieved, 
allowing very high lateral precision with the promise of reproducible submicron mesa features. In 
addition, the ability to create vertical wall-etched facets through a variety of different composition 
epitaxial layers suggests the possibility of integrated resonator or reflecting and coupling structures 
without the use of gratings. This approach has been used to form corner reflectors,71 square-geometry 
ring-resonators,72 and a variety of complex waveguide patterns using beam splitters.73 Another recent 
application has been the use of etched-facet technology to create gratings, not as an interfacial corru-
gation along the waveguide, but as a grating in the other dimension at the end surface of a waveguide 
for two-dimensional “free-space” grating spectrometers.74,75

Grating Fabrication Many of the PICs employ corrugated-waveguide grating-based resonators or 
filters, and the most common technique for fabricating these gratings involves a “holographic” or 
interferometric exposure using a short wavelength laser source. Here a thin (typically 500 to 1000Å 
thick) layer of photoresist is spun on a wafer surface and exposed with two collimated, expanded 
beams from a blue or UV laser at an appropriate angle to form high-contrast fringes at the desired 
pitch. Since the illuminating wavelength is precisely known, and angles are easily measured in the 
milliradian range, the typical corrugation in the 2000Å-period range can be fabricated to arm-
strong-level precision in period. The resist is developed and then functions as an etch mask for the 
underlying layers. This etching can be either a wet etch (commonly using HBr-based etchants), or a 
dry reactive ion etch. Commonly used lasers are HeCd at 325 nm or one of the UV lines of an Argon 
ion laser at 364 nm. Electron-beam lithography has also been successfully applied to the generation 
of gratings for III-V integrated optic devices.

Active-Passive Transitions Compound semiconductors are appealing for PICs in large part due 
to their ability to emit, amplify, and detect light. However, waveguide elements that perform these 
functions are not low loss without excitation, and are generally not suitable for providing passive 
interconnections between circuit elements. One of the most fundamental problems to overcome is 
the proper engineering and fabrication of the coupling between active waveguides, containing lower 
bandgap material, and passive waveguides composed of higher bandgap material.

Most PICs demonstrated to date have employed some form of butt-coupling, where an active 
waveguide of one vertical and/or lateral structure mates end-on with a passive waveguide of a 
different vertical and/or lateral structure. Butt-coupling offers design simplicity, flexibility, and 
favorable fabrication tolerances. The most straightforward approach for butt-coupling involves 
the selective removal of the entire active waveguide core stack using selective wet chemical etching, 
followed by a regrowth of a mated, aligned passive waveguide structure. The principal advantage of 
such an approach is the independent selection of compositional and dimensional design param-
eters for the two guides. 

Another approach to butt-coupling, often called “offset quantum wells” or “active layer 
removal,” employs a largely continuous passive waveguide structure with a thin active layer (usually 
of quantum wells) residing on top, which is selectively removed on the portions of the structure 
which are to be passive. Using material-selective wet chemical etches, the thin MQW stack can be 
removed with very high reproducibility and precision, and the dimensional control is thus placed 
in the original computer-automated MOVPE growth of the base wafer. The removal of the thin 
active layer constitutes only a small perturbation of the continuous guide core constituted by the 
lower, thicker layer, and efficient coupling can be achieved.76

Two powerful alternatives to the butt-coupling variants discussed above are selective area epitaxy
and quantum-well intermixing. These techniques provide for longitudinal modification in the effec-
tive bandgap of quantum-well-containing waveguides by altering the dimensions or profile of the 
quantum well along the length of a waveguide. Selective area epitaxy accomplishes this by the inclu-
sion of growth-inhibiting masks, such as SiO2, laterally adjacent to the waveguide during MOVPE 
growth. The resulting local increase in vapor-phase reactants, combined with surface diffusion along 
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the growth-inhibiting mask, leads to an increased growth rate in regions adjacent to the lateral masks. 
This leads to thicker quantum wells with correspondingly lower bandgaps from quantum confine-
ment, making these regions suitable for gain media or absorption along a waveguide which is trans-
parent in regions with no masks. By controlling the degree of enhancement, regions of transparency, 
regions suitable for electroabsorption or QCSE, and regions suitable for gain or absorption can all be 
formed along a guide with remarkably smooth continuity between regions. This technique has been 
highly successful in PICs comprising an integrated DFB laser and electroabsorption modulator.77

The quantum-well intermixing accomplishes a similar end by implanting regions and diffusing 
impurities or vacancies into the quantum-well region of a waveguide to intermix the boundaries 
of the wells and barriers. This intermixing smoothes the rectangular well into a rounded profile 
and also can change the average composition of the well, leading to a higher bandgap which can be 
used for longitudinally differentiating gain regions, modulation regions, and transparent regions.78

Although not in as wide commercial use, this method has the advantage that the various regions are 
large-area materials modifications allowing for standard materials characterization techniques, in 
contrast to the selective area epitaxy approaches which require difficult characterization of narrow 
stripe regions.

Yet another approach to coupling between two different waveguides employs directional coupling 
in the vertical plane between epitaxial layers serving as the cores of the two distinct waveguides. This 
type of vertical coupling can either be accomplished using the principle of intersecting dispersion 
curves, or through the use of a corrugated-waveguide grating to achieve phase matching. Vertical 
coupler structures may be useful for wide-tuning applications, since a small change of effective index 
for one mode can lead to a large change in coupling wavelength.79

Organic Polymers

Polymer films are a relatively newer class of materials for integrated optics.80 Polymers offer much 
versatility, in that molecular engineering permits many different materials to be fabricated; they can 
be applied by coating techniques to many types of substrates, and their optical and electro-optical 
properties can be modified in a variety of ways. Applications range from optical interconnects, in 
which passive guides are used in an optical PC board arrangement, to equivalents of IOCs and 
OEICs. Polymer devices are also being explored for third-order nonlinear applications.

Numerous methods for fabricating polymer waveguide electro-optic devices have been 
reported. One attractive technique consists of spin-coating a three-layer polymer sandwich over 
a metal film, often on a semiconductor (Si) substrate. The three polymer layers form a symmetric 
planar waveguide; the middle layer is electro-optic, due to the presence of a guest molecule that 
imparts the electro-optic property, or the use of a side-chain polymer. The sample is overcoated 
with metal and the entire structure is heated near the glass transition temperature and poled at an 
electric field of typically 150 V/μm. The poling aligns the nonlinear molecules in the middle poly-
mer layer, thereby inducing the Pockels effect and a birefringence. Typical values of index and bire-
fringence are 1.6 and 0.05, respectively. Electro-optic coefficients are in the 16 to 38 pm/V range. 
Channel waveguides are subsequently defined by a variety of methods. An attractive technique is 
photobleaching, in which the waveguide region is masked with a metal film and the surrounding 
area exposed to UV light. This exposure alters the molecules/linking in the active layer, thereby 
reducing the refractive index and providing lateral confinement. Losses in such guides are typically 
in the 1dB/cm range.

The basic IO modulators have been demonstrated in a variety of polymers. Of particular note 
are traveling wave modulators with a 3-dB bandwidth of 40 GHz and a low-frequency V pi of 6 V,81

and work illustrating the high-frequency potential of polymers up to modulation frequencies of 
110 GHz.82 Relative to LiNbO3, polymer modulators can have higher overlap factors because the 
lower metal layer provides vertical, well-confined signal fields. However, the relatively low index of 
polymers and their comparable electro-optic coefficient to LiNbO3 implies a lower electro-optic 
efficiency. Polymers do provide a better velocity match of optical and electromagnetic velocities 
which can result in very high frequency performance as described above.
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For polymers to fulfill their potential, a number of material and packaging issues must be 
addressed. First, it is highly desirable to develop polymers that overcome the long-term relaxation of 
the electro-optic effect typical of many of the early reports. Development of polymers with transition 
temperatures in the 300°C range (so they can withstand the temperatures typical of device processing 
and packaging) is also highly desirable. Work on polyimide is particularly promising in this area. 
Recent work has demonstrated encouraging results with devices processed at lower temperatures that 
exhibit long-term stability at elevated operating temperatures of 85°C.83

21.5 CIRCUIT ELEMENTS

Passive Devices

This section provides a phenomenological description of the most common passive and active IO 
devices. Detailed descriptions of the device theoretical properties as well as typical characteristics 
can be found in Refs. 2–6.

Passive devices form many of the fundamental building blocks for IOCs and PICs, and passive 
waveguides also comprise the interconnections between devices. Passive devices are defined as those 
dielectric waveguide structures which involve neither application of electrical signals, generation or 
detection of light, nor nonlinear optical effects. This section will focus on the most important struc-
tures: waveguide bends, polarizers, fiber-to-chip coupling, power splitters, and filters.

Waveguide bends, such as those illustrated in Figs. 7, 10, 11, 12, 14, 15, 19, 22, 25, and 26, are 
needed to laterally offset modulators and other devices, and also to increase device-packing density. 
Waveguide bends lead to radiation or leakage from the guide, and analytical treatments reveal that 
the induced losses decrease exponentially with radius of curvature in a manner that is very sensitive 
to the index difference between the core and cladding of the guide.84,85 The most widely used bend 
is based on an S-bend geometry described by a raised cosine function.2 This structure minimizes the 
tendency of light in a dielectric waveguide to “leak” as the guide’s direction is altered by starting with 
a small bend (large effective bend radius and then increasing the bend rate until the midpoint of the 
offset, then following the pattern in reverse through the bend completion.

Since the index difference between the guide and surrounding dielectric material is often small 
(10 3 to 10 4) bends must be gradual (effectively a few degrees) to keep losses acceptably (< 0.5 dB) 
small. In LiNbO3, offsets of 100 m require linear distances of typically 3 mm. In semiconductor 
research device work, designs with high index steps are sometimes used to form small-radius bends 
and ion beam etching has been utilized to form reflective micromirrors73 at 45  to the guide to cre-
ate a right-angle bend. While compact, to date these have generally been relatively lossy compared to 
their bending waveguide counterparts.

As noted earlier, silicon photonics carries a very high index contrast of n ~ 2, which also allows 
for extremely tight waveguide radii, as illustrated in Fig. 7, without introducing the bending losses 
that often limit the size of weaker index contrast materials systems.86 This can provide a dramatic 
increase in the density of possible PICs developed in the SOI system.

Polarizers are necessary for polarization-sensitive devices such as many electro-optic modulators 
and for polarization-sensitive applications such as fiber gyroscopes. Polarizers can be formed on 
dielectric waveguides that support both TE and TM propagation by forming overlays that selectively 
couple one polarization out of the guide. For example, a plasmon polarizer formed on LiNbO3 by 
overcoating the guide with a Si3N4/Au/Ag thin-film sandwich selectively attenuates the TM mode.87

In some materials it is possible to form waveguides that only support one polarization (the other 
polarization is not guided and radiates into the substrate). By inserting short (millimeter) lengths 
of such guides in circuits or alternatively forming entire circuits from these polarizing guides, high 
extinction can be obtained. For example, annealed proton exchange waveguides (APE ) in LiNbO3
exhibit polarization extinction ratios of at least 60 dB.88

Guided wave devices for splitting light beams are essential for most IOCs. Figure 8 illustrates the two 
common splitters: a directional coupler and a Y junction. The figure illustrates 3-dB coupling (1X2), 
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and by cascading such devices and using variations on the basic designs it is possible to fabricate N  N 
structures. IO splitters of complexity 8  8 are commercially available in glass.

The operation of the directional coupler is analogous to the microwave coupler and is described 
by the coupled mode equations. The coupling strength is exponentially dependent of the ratio of the 
guide spacing and the effective tail length of the guided mode. Thus when guides are far apart (typi-
cally greater than 10 m in weakly guided glass and ferroelectric devices) as in the left-most portion 
of the structure in Fig. 8, there is negligible coupling. When the guides are close together (typically a 
few microns), power will couple to the adjacent guide. The fraction of power coupled is sinusoidally 
dependent on the ratio of the interaction length to the coupling length Lc. Lc is typically 0.5–10 mm 
and is defined as the length for full power transfer from an incident guide to a coupled guide. The 
3-dB coupling illustrated requires an interaction length of half Lc.

2–6 Operation of this device is sym-
metric; light incident in any one of the four inputs will result in 3-dB splitting of the output light. 
However, if coherent light is incident on both input guides simultaneously, the relative power out of 
the two output guides will depend on the phase and power relationship of the incident signals.

The Y splitter illustrated in Fig. 8 operates on a modal evolution principle. Light incident on 
the junction from the left will divide symmetrically so that the fundamental mode of each output 
branch is excited. Branching circuit design follows closely from the design of waveguide bends. In 
low index contrast systems, the Y-junction angle is typically a few degrees and the interaction length 
is a few millimeter. Operation of this device is not symmetric with respect to loss. If coherent light 
is incident on both guides from the right, the amount of light exiting the single guide will depend 
on the power and phase relationship of the optical signals as they enter the junction area. If coher-
ent light is only incident in one arm of the junction from the right it will experience a fundamental 
3-dB loss in propagation to the left to the single guide. This is due to the asymmetric modal excita-
tion of the junction. (see the next section, “Active Devices”).

An extremely important issue in integrated optics is the matching of the waveguide mode to 
the mode of the fiber coupled to the guide. Significant mode mismatch causes high insertion loss, 
whereas a properly designed waveguide mode can have coupling loss well under 1 dB. As illustrated 
in Eq. (7), the proper design requires optimizing the overlap integral of the optical fields in the two 
media. Often some sort of index matching between the two materials is also employed to minimize 
additional reflective losses. Figure 9 illustrates the issue with mode profiles in the two transverse 
directions for a Ti indiffused guide. In general the IO mode is asymmetric relative to the fiber mode. 
It should be noted that the loss obtained on a pigtailed fiber-chip joint is also highly determined by 
the precision and stability of the mechanical method of attaching the fiber to the chip. Most techniques 
use some sort of carrier block for the fiber (e.g., a Si V-groove) and attach the block to the IO chip. 

FIGURE 8 Passive directional coupler and Y-branch 
IO splitter devices.
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Performance on commercially available devices is typically <1-dB coupling loss per interface with 
robust performance over at least the 30 to 60°C range.

Filters are another critical passive IO component used to selectively pass, block, or route prede-
termined wavelengths or bands of the input optical spectrum. Filters most often use interferometric 
concepts to achieve the desired effect. For example, a simple unequal-arm Mach-Zehnder filter can 
be constructed by combining two Y-splitters where the two arms in the interconnecting region have 
different path lengths as illustrated in Fig. 10. Combining the two paths reveals trivially that the 
resulting transmission of the device will have an amplitude response that is sinusoidal in frequency, 
or an intensity transmission given by

I I
n L L

c
( )

( )
0

2 2 1

2
cos (14)

By cascading such filters, a large variety of passband characteristics can be realized.
IO filters are important for wavelength division multiplexed (WDM) optical communications, 

where they are commonly used to combine different frequency channels together in multiplexers 
and to separate the different frequency channels in demultiplexers. Sophisticated multipath vari-
ants of the unequal arm interferometer are commonly used for this purpose, and are referred to as 
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FIGURE 9 Mode-matching illustrated by coupling a Ti-indiffused guide to an optical fiber. Mode profiles 
are shown both in width and depth for the waveguide.
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arrayed-waveguide gratings (AWGs), waveguide grating routers (WGRs), or phasars.89–91 A multiport 
WGR is shown in Fig. 11 where each input to a primary star coupler expands in the laterally 
unguided portion of the star to uniformly illuminate each output waveguide of the primary star. 
The path lengths of each guide in the array between the primary and secondary star are incremented 
in length by an integral multiple of some base wavelength. At this wavelength, upon arrival at the input 
to the secondary star, each wave has the same phase relation to its neighbors that it had at the output 
to the first star coupler and reciprocity demands that this focus the beam, as a phased array, back to the 
corresponding single waveguide at the secondary star output. However, a slight change in wavelength 
will produce a phase tilt across this phased array, and the focus will go to a different output waveguide. 
In this manner, the device operates as a demultiplexer. The incremental length difference between 
adjacent guides in the region between the two stars functions just as a grating would in a bulk-optic 
equivalent of this device. The design illustrated here also has useful cyclical mapping between input 
and output ports that can be useful in wavelength-based switching schemes.

AWG designs have been successfully executed both in the Si/SiO2 and InP-based technologies with 
extraordinary performance. Commercially available devices provide out of band rejection in excess 
of 30 dB, polarization-independent operation, typical channel spacings of 50 GHz or 100 GHz, and 
fiber-to-fiber insertion losses below 2.5 dB. Research devices have demonstrated as many as 4200 
channels with spacings as narrow as 5 GHz.92 By properly designing the input ports in the coupler 
regions, nearly ideal flat bandpass characteristics can be obtained at the expense of a few additional 
dB of insertion loss. The precision waveguide spacing on the inputs and outputs also enables fiber 

FIGURE 10 Unequal arm Mach-Zehnder interference filter.

FIGURE 11 Multiport waveguide grating router filter architecture.
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ribbon array connections. IO devices that perform this function have become instrumental for cost-
effective deployment of high-channel-count WDM optical communications systems.

Another filter design that is becoming increasingly explored is based upon ring resonators, as 
illustrated in Fig. 12. Here weak directional couplers are used to couple the ring to the two straight 
waveguides, allowing coupling between the two straight waveguides only at the sharp resonant 
frequency of the rings, with other nonresonant frequencies bypassing the rings and remaining in 
their original input waveguide. As with the unequal-arm Mach-Zehnder filter, rings can be cascaded 
between two waveguides to provide flat bandpass characteristics with very sharp edges and high 
out-of-band rejection.93

Another key technology used extensively for filtering in IO is gratings. By periodically modulating 
the index profile of a waveguide, typically done by corrugating the boundaries of the guide through 
etching technology, Bragg reflection can be achieved. Such reflectors typically exhibit a relatively flat 
passband with a width dependent upon the strength and length of the periodic perturbation. Using 
such a filter inside a laser resonator provides a highly frequency-selective resonator and forms the basis 
for distributed feedback (DFB) and distributed bragg reflector (DBR) lasers. By cascading sections of 
grating, reflectors with a periodic sequence of peaks can be achieved. Such designs have been used as 
the basis for wavelength selective reflectors in widely tunable lasers. Gratings are critical to PICs con-
taining semiconductor lasers because they allow for on-chip resonators without the need for reflecting 
facets on the chip edge which would constrain the PIC chip size and component layout.

Active Devices

Active IO devices are those capable of having their state altered by an external applied voltage, cur-
rent, or other stimulus. This may include electro-optic devices, or devices that generate, amplify, 
or detect light. Active IO devices in non-semiconducting dielectrics generally depend on the linear 
electro-optic effect, or Pockels effect,24 which produces a change of the index of refraction of a 
material upon the application of an electric field as discussed earlier. Typical values for a variety of 
materials is about 10 4 for a field of 104 V/cm. This results in a phase change for light propagating in 
the field region and is the basis for a large family of modulators.

FIGURE 12 Experimental realization of 
a cascaded ring channel drop filter.
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The fundamental guided-wave modulator is a phase modulator, as illustrated in Fig. 13. In this 
device, electrodes are placed along side the waveguide and the lateral electric field determines the 
modulation. In other modulator designs, the vertical field component is used. For the geometry 
shown, the phase shift is KLV, where K is a constant, L is the electrode length, and V is the applied 
voltage. For LiNbO3, K n r g3

63 /  for the preferred orientation of field along the z (optic) axis 
and propagation along the y axis. Here, n is the index r63 is the electro-optic coefficient,  is the 
wavelength, g is the electrode gap, and  is the overlap of the electrical and optical fields. In general 
the value of K is anisotropic and is determined by the electro-optic tensor.24 It should be noted that 
modulators are often characterized by their V  value. This is the voltage required for a pi-radian 
phase shift; in this nomenclature phase shift is written as V V/  where V KL/ . Due to the 
requirement that the optical field be aligned with a particular crystal axis (e.g., in LiNbO3 and III-V 
semiconductors), the input fiber on modulators is generally polarization maintaining.

Modulators in LiNbO3 typically have efficiencies at 1.3 m of 50 °/V, cm, a V of 5 V for a 1-GHz 
3-dB bandwidth, and a fiber-to-fiber insertion loss of 2 to 3 dB. In semiconductors, modulation effi-
ciencies can be significantly higher if one designs a tightly guided mode (i.e., one well suited for 
on-chip laser coupling, but having a relatively high fiber-to-chip mismatch coupling loss).

The modulation bandwidth of phase and intensity modulators is determined by the dielectric 
properties of the electro-optic material and the electrode geometry. For structures in which the 
electrode length is comparable to or shorter than a quarter RF wavelength, it is reasonable to con-
sider the electrodes as lumped and to model the modulator as a capacitor with a parasitic resistance 
and inductance. In this case, the bandwidth is proportional to 1/L. For most IO materials, lumped-
element modulators have bandwidths less than 5 GHz to maintain reasonable drive voltages. For 
larger bandwidths, the electrodes are designed as transmission lines and the RF signal copropagates 
with the optical wave. This is referred to as a traveling wave modulator. The microwave performance 
of this type of structure is determined by the degree of velocity match of the optical and RF waves, 
the electrode microwave loss, the characteristic impedance of the electrodes and a variety of micro-
wave packaging considerations. In general, semiconductor and polymer modulators fundamentally 
have better velocity match than LiNbO3 and thus are attractive for highest frequency operation. 
Techniques and structures have been developed to substantially improve the velocity match in 
LiNbO3 , however, intensity modulators with 50 GHz have been reported.94

To achieve intensity modulation, it is generally necessary to incorporate a phase modulator into 
a somewhat more complex guided-wave structure. The two most common devices are the Mach-
Zehnder and the directional coupler modulator. Figure 14 illustrates the MZ modulator. This device is 
the guided-wave analog of the classical MZ interferometer. The input and output Y junctions serve as 
3-dB splitters and modulation is achieved in a push-pull manner by phase modulating both arms of 
the interferometer. The interferometer arms are spaced sufficiently that there is no coupling between 
them. When the applied voltage results in a pi-radian phase shift in light propagating in the two arms 
when they recombine at the output junction, the resultant odd field distribution corresponds to a 
second-order mode that cannot be guided and light radiates into the substrate. The output intensity I

V
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FIGURE 13 Top-down view of a typical 
LiNbO3 phase modulator. Field is applied laterally 
across the guide by surface electrodes on each side.
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of this device is given by I I KLV0 2 1/ [ cos( )]. The sinusoidal transfer characteristic is unique in IO 
modulators and provides the unique capability to “count fringes” by applying drive signals that are 
multiples of V . This feature has been exploited in a novel analog-to-digital converter.95 The device 
can be operated about its linear bias point /2 for analog applications and can also be used as a digital 
switch. A variation on this device is a balanced bridge modulator. In this structure the two Y junctions 
are replaced by 3-dB directional couplers. This structure retains a sinusoidal transfer characteristic, 
but can function as a 2  2 switch.

A directional coupler switch is shown in Fig. 15. In the embodiment illustrated, a set of elec-
trodes is positioned over the entire coupler region. The coupler is chosen to be Lc, a coupling 
length long, so that in the absence of an applied voltage, all light incident in one guide will 
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FIGURE 14 Geometry of lumped-element Mach-Zehnder 
modulator and transfer characteristic.

0

0
=

2(1 + ( / )2)/ 0

 = 

0.0
–2 20

0.5

1.0

(1 – cos (    1 + ( / )2)

FIGURE 15 Geometry of lumped-element directional coupler 
switch and transfer characteristic.
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cross over and exit the coupled guide. The performance of the directional coupler switch can be 
modeled by coupled mode theory. The application of an electric field spoils the synchronism of 
the guides, resulting in reduced coupling, and a shorter effective coupling length. For applica-
tion of a voltage such that KLV 3, all light will exit the input guide. In general, the transfer 
characteristic is given by 

I
I

KLV
KLV0

2
2

2 1
1 1

( ) )
cos( )

( /
( / (15)

Directional coupler switches can also be used for analog or digital modulation. They have also 
been fabricated in matrix arrays for applications in N N switch arrays (see Sec. 21.6). To increase 
the fabrication tolerance of directional coupler switches, designs based on reversing the sign of index 
change (delta beta) periodically along the coupler have been developed. The most common device 
consists of a device one to two coupling lengths long and a single reversal of the voltage formed by a 
two-section electrode. 

Both Mach-Zehnder and directional coupler devices have been developed in semiconduc-
tors, LiNbO3 and polymers. Devices are commercially available in LiNbO3. Drive voltages and 
bandwidths achieved are similar to the values quoted above for phase modulators. Additional 
effort has been focused in LiNbO3 to make devices that are polarization insensitive so that they 
are compatible with conventional single-mode fiber.96 Mach-Zehnder modulators have also been 
formed in glass waveguides. Here a resistive pad is heated to vary the index of the waveguide via 
the thermo-optic effect. 

Another important IO component is the TE-to-TM mode converter. This device, illustrated 
in Fig. 16, depends on an off-diagonal component r51 of the electro-optic tensor in LiNbO3 to 
convert incident TE (TM) light to TM (TE) polarization. In the converter a periodic electrode 
structure is used to create a periodic index change along the waveguide to provide phase match-
ing, and thus coupling, between the TE and TM wave. The period of this index change is given 
by / TE TM( )n n . The coupling efficiency at the phase-matched wavelength is given by sin ( )2 L
where n r E3

51 /  and E is the applied field. This type of device can be used for polarization con-
trol. In a polarization controller, a phase modulator is placed before and after the converter so that 
signals of arbitrary input polarization can be converted into any desired output polarization. The 
converter also serves as the basis for a tunable wavelength filter.97

There are numerous other types of IO intensity modulators that have been reported. These 
include a crossing channel switch, a digital optical switch, an acousto-optic tunable wavelength 
switch, and a cutoff modulator. The first two devices depend on modal interference and evolution 
effects. The acousto-optic switch utilizes a combination of acoustically induced TE-to-TM mode 

TE

TM

 = o sin2

 = 3
51 /

 = o/| TE – TM|

V– V+ V–

FIGURE 16 TE-TM mode converter using periodic 
electrodes to achieve phase matching.
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conversion and TE-TM splitting couplers to switch narrow-optical-band signals. The cutoff modu-
lator is simply a phase modulator designed near the cutoff of the fundamental mode such that an 
applied field effectively eliminates the guiding index change between the guide and the substrate. 
This results in light radiating into the substrate. 

In addition to the electro-optic devices described above, another common modulation technique 
employed in III-V materials employs the electroabsorption or electrorefraction effects discussed in 
Sec. 21.3. Here the bandgap energy of a bulk medium or an appropriately engineered quantum-well 
medium is chosen to be somewhat higher than the energy of the propagating photons. An applied 
field directly induces absorption, or a large index shift associated with the change in absorption at 
higher energy. The latter effect is used interferometrically in directional couplers, Mach- Zehnder 
modulators, or other designs as an enhanced substitute for the conventional electro-optic effect. The 
former is used as a single-pass absorptive waveguide modulator.

To achieve low operating voltages, such modulators are usually designed with small waveguide 
dimensions for tight confinement of the optical mode. This usually leads to a significant insertion 
loss of approximately 2 to 3 dB/cm when coupling to optical fibers. However, the tight waveguide 
mode is very similar to the waveguides employed in semiconductor lasers, and hence one of the pri-
mary appeals of waveguide electroabsorption modulators lies in their potential for integration with 
semiconductor lasers on a single PIC chip.98

A particular implementation used by Soda et al.,99 is shown schematically in Fig. 17. A 1.55-μm 
DFB laser structure is mated to an electroabsorption modulator with an InGaAsP core layer having 
a photoluminescence wavelength of PL approximately 1.40 μm. The entire structure uses a buried 
heterostructure waveguide with semi-insulating InP lateral cladding to provide good current block-
ing with low capacitance for high modulator bandwidth. Optimization of the modulator core PLis
very important in this device. With proper design, devices have yielded a good compromise between 
high output power and high modulator extinction ratios with low voltage drive. Typical device 
designs exhibit milli watt-level fiber-coupled output power with a 10-dB extinction ratio at drive 
levels of 2 to 4 V. 

Semiconductor lasers comprise one of the most highly developed implementations of integrated 
optics and are the subject of Chap. 19 in Vol. II, “Semiconductor Lasers.” Semiconductor lasers are 
routinely combined in PICs with other IO elements such as filters, modulators, amplifiers, and 
detectors. Common to most laser, detector or waveguide PICs is the inclusion of a guide containing 
an amplifying or gain medium, or an absorptive medium for detection, and the requirements of 

FIGURE 17 Integrated semiconductor laser/electorabsorption 
modulator PIC.
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current drive or extraction. The design and processing associated with these guided-wave compo-
nents relies heavily on a relatively mature technology associated with semiconductor lasers.100

The gain section of a semiconductor laser is usually fabricated in a buried heterostructure guide, 
as shown in Fig. 2a, and is driven through a forward biased p-n junction where the layers are usu-
ally doped during the crystal growth. With zero or reverse bias, this same structure can function as 
a waveguide photodetector. In a DFB laser or a distributed Bragg reflector (DBR) laser, this feature 
can be used to provide an integrated detector, on the back end of the device external to the cavity, 
for monitoring laser power. Alternatively, a separate gain medium external to the laser cavity can be 
located external to the cavity on the output side to function as an integrated power amplifier for the 
laser. Such a structure is shown in Fig. 18, where an array of DBR laser is followed by a fan-shaped 
amplifier to keep the amplifier medium at a relatively constant state of saturation. These PICs are 
termed master-oscillator/power-amplifiers (MOPAs), and can provide watt-level single-frequency, 
diffraction-limited output beams from a single chip.101

The challenge of laser integration is to fabricate other guided-wave components without com-
promising the intricate processing sequence required to make high-performance lasers. Figure 19 
shows an early implementation of a sophisticated PIC providing a balanced heterodyne receiver that 
might be used for coherent optical communications links.102 Here a tunable local oscillator is tuned 
to an optical frequency offset by a predetermined amount from one of potentially many incoming 
signals. The beat signal are generated in the integrated photodetectors, and whose signals can be 
subtracted for noise reduction, and then electrically amplified, filtered, and fed to a decision circuit 
This PIC combines five different types, and a total of seven, guided-wave optical devices: two tun-
able Bragg reflection filters, an MQW optical gain section, an electrically adjustable phase shifter, a 
zero-gap directional coupler switch, and two MQW waveguide photodetectors. It also demonstrates 
self-aligned connections between the buried heterostructure guides, which offer current access and 
semi-insulating InP lateral current blocking, and the low-loss semi-insulating InP-clad rib guides 
used in the S-bends and input port. The processing sequence for PICs of this complexity has been 
described in some detail in the literature, and can be carried out following most of the same steps 
used in commercial semiconductor laser fabrication.103

Tuning of the DBR lasers, as used in the PIC above, is accomplished by injecting current into the 
(transparent) Bragg reflectors, shifting their index via the plasma and anomalous dispersion effects 
discussed under Sec. 21.3. This shifts the wavelength of peak Bragg reflectivity, thereby selecting 
different longitudinal modes for the laser. The laser can also be continuously tuned by shifting the 
frequency of any particular longitudinal mode by injecting current to provide an index shift in the 
(transparent) phase section of the laser. Detectors in PICs of this type often employ for absorption 
the same layers used for gain in the laser, and typically have a capacitance of several picofarads dom-
inated by the contact pads rather than the depletion capacitance of the p-n junction.

FIGURE 18 Integrated semiconductor master oscillator/power amplifier (MOPA) PIC.
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Early experimental prototypes of PICs of this type have demonstrated total on-chip losses 
including propagation losses, bending losses, radiation losses at the coupler and at the active/passive 
detector transitions, and any departures from 100 percent quantum efficiency in the detectors, of 
approximately 4 dB, providing encouragement for even more complex integrations. This PIC dem-
onstrated error-free heterodyne reception of frequency-shift-keyed digital signals with sensitivities 
of 40 dBm at 200 Mb/s measured in free-space outside the chip. PICs such as this may in the future 
offer a cost-effective pathway for the efficient use of the optical spectrum via electrical filtering and 
encoding techniques, much in the same way cell phone systems operate today.

21.6 APPLICATIONS OF INTEGRATED OPTICS

Digital Transmission

The performance metric in digital optical fiber transmission is the ability of a transmitter to deliver 
a signal to the receiver an the end of the link in a manner such that the receiver can clearly distin-
guish between the “0” and “1” state in each time period or bit slot. Binary amplitude-shift-keyed 
transmission (ASK) is by far the most common format in commercial systems, but high perfor-
mance systems today also employ differential phase-shift-keyed (DPSK) formats. A decision circuit 
at the receiver must distinguish between “0” and “1,” and this circuit will be more susceptible to 
noise when the “0” and “1” level difference is reduced, or when the time over which this difference is 
maintained is reduced below the full bit period.

FIGURE 19 Integrated balanced heterodyne receiver PIC.
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The performance of a transmitter is thus governed by its rise and fall times, and its modulation 
bandwidth or flatness of response to avoid pattern-effects and its output power. Furthermore, the 
spectral characteristics of its optical output can impair transmission. Examples of the latter include 
unnecessary optical bandwidth, as might be present in an LED or a multilongitudinal-mode laser, 
that can produce pulse spreading of the digital pulses due to dispersion in the transmission fiber. 
While transmission sources include current-modulated LEDs, for speeds higher than approximately 
100 Mb/s semiconductor lasers are used, and IO technology has played a fundamental role in the 
evolution of semiconductor laser technology. In very high-speed systems (typically > 1 Gb/s), dispersive 
pulse distortion can cause severe degradation with directly modulated lasers unless devices which 
emit only one longitudinal mode are employed. The incorporation of gratings in DFB and DBR 
lasers has produced sources with exceptional spectral purity and allow multi-gigabit per second 
transmission over intermediate distances (< 100 km) in conventional fiber.

The advent of fiber amplifiers has enabled longer transmission spans without digital regen-
eration, and here the unavoidable frequency excursions that result from directly modulating even 
a single-longitudinal-mode laser again lead to pulse spreading and distortion. In these instances, a 
continuous wave (CW) laser followed by an external modulator is a preferred source. The integrated 
DFB/electroabsorption modulator, as discussed in Sec. 23.5, provides such a source. These PICs have 
demonstrated error-free transmission in excess of 500 km in dispersive fiber at 2.5 Gb/s.104 However, 
even these devices impose a small residual dynamic phase shift on the signal due to electrorefractive 
effects accompanying the induced absorption in the modulator. This can be especially problematic 
with typical percent-level antireflection coatings on the output facet, since this will provide phase-
varying optical feedback into the laser and further disrupt its frequency stability.

The highest performance digital transmission has been achieved using external LiNbO3 Mach-
Zehnder modulators to encode a CW semiconductor laser. Modulators similar to that in Fig. 14 have 
been constructed to allow separate traveling-wave voltages to be applied to each arm of the modu-
lator in a push-pull configuration. This device design can produce a digitally encoded signal with 
zero residual phase shift or chirp.105 Such a source has only its information-limited bandwidth and 
generally provides nearly optimized performance in a dispersive environment. The Mach-Zehnder 
can also be driven to intentionally provide positive or negative chirping to optimize transmission 
characteristics in dispersive links.106 Semiconductor lasers have also been monolithically integrated 
with Mach-Zehnder modulators using electrorefraction from the QCSE.107

Recently there has been significant focus on using phase modulation formats such as DPSK, 
and higher level formats such as differential quadrature phase-shift keyed (DQPSK) modulation 
where each bit period can contain 2 bits of information. Such formats not only allow higher spectral 
efficiency, or information per unit bandwidth in the fiber, but also offer advantages in robustness 
against impairments from fiber nonlinearity which can seriously degrade the performance of long-
distance amplified WDM systems. Just as in the case of the simpler integrated laser-modulator, PIC 
technology provides a powerful vehicle for the precision control of the pathlengths or phase delays 
required to encode and decode such formats in transmitters and receivers.108,109

Analog Transmission

A second application area that is expected to use a large number of IOCs is analog fiber optic links. 
Analog fiber optic links are currently being used to transmit cable television (CATV) signals at the 
trunk and supertrunk level. They are also being used for both commercial and military antenna 
remoting. Analog fiber optic links are being fielded for these applications because of their low dis-
tortion, low loss, and low life-cycle cost when compared to more conventional coaxial cable-based 
transmission systems.

An analog fiber optic link using IOCs is typically configured as shown in Fig. 20. A high-
power CW solid-state laser, such as a 150-mW diode-pumped YAG laser operating at 1319 nm, is 
typically used as the source in order to maximize dynamic range, carrier-to-noise ratio, and link 
gain. An interferometric modulator, such as a Mach-Zehnder interferometer or a Y-fed balanced 
bridge modulator, is typically used to modulate the light with the applied RF or microwave signal 
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via the linear electro-optic effect. Current analog links for CATV signal distribution utilize a 
1-GHz Y-fed balanced bridge modulator biased at the quadrature point (linear 3-dB point).110,111

A predistortion circuit is required to minimize third-order distortion associated with the inter-
ferometric modulator response. The CATV-modulated signal can be transmitted on both output 
fibers of the device. Analog links for antenna remoting typically fit into one of two categories. 
Certain applications require relatively narrow passbands in the UHF region while other microwave-
carrier applications require very broadband (several GHz) performance. Y-fed balanced bridge 
modulators biased at the quadrature point are again used to perform the electrical-to-optical 
conversion, with the electrode structure tailored to the application. In both narrowband and 
broadband applications, 20- to 30-dB preamplifiers are typically utilized to minimize the noise figure 
and maximize the RF gain of the link. 

Two important modulator parameters are the insertion loss and the half-wave drive voltage 
which both impact the link gain and dynamic range. Fully packaged Y-fed balanced bridge modulators 
with 2.5 to 4.0 dB insertion loss are now readily achieved in production for both UHF and micro-
wave bandwidths. A trade-off typically needs to be made between half-wave voltage and bandwidth 
for both lumped-element and traveling-wave electrode structures. Commercially available lumped-
element LiNbO3 interferometric modulators typically have half-wave voltages of approximately 5 V 
for 600-MHz, 1-dB bandwidths. Commercially available traveling-wave LiNbO3 interferometric 
modulators typically have half-wave voltages of approximately 8 V for 12-GHz, 3-dB bandwidths. 
The half-wave voltages of LiNbO3 traveling-wave modulators can be reduced by more than a factor 
of two using a velocity-matched electrode structure as described in Ref. 93.

In order to be used in practical systems, it is critical that the integrated optical modulators have 
well-behaved, flat frequency responses in the band of interest. Modulators for CATV signal trans-
mission and UHF antenna remoting typically required that the amplitude response and the phase 
response be flat to  0.25 dB and  2°, respectively. The frequency response of an integrated optical 
modulator is a function of both the device design and packaging parasitics. Care must be exercised 
in designing modulators since LiNbO3 is both a piezoelectric and an acousto-optic material. Early 
LiNbO3 modulators typically had 1 to 3 dB of ripple in the passband due to acoustic mode excita-
tion. When packaging lumped-electrode devices, it is also critical to keep terminating resistors close 
and wire bonds short to minimize stray inductance and capacitance . When packaging traveling-
wave modulators, it is critical to control the impedance of the launch, the transitions, the device, and 
the termination. Through proper device design and packaging, it is possible to achieve well-behaved 
frequency responses in both lumped-electrode and traveling-wave devices as shown in Fig. 21.

Diode-pumped
YAG laser module
(includes pump

laser and isolator)

Rin
reduction

Bias
control

Electro-optic modulator

Fiber
optic
cable

Pre-
amplifier

RF
Linearization

network

FIGURE 20 Standard configuration for externally modulated analog fiber 
optic link.
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An additional issue that impacts IOC modulator design for analog links is harmonic and inter-
modulation distortion. Most modulators used in analog links are interferometric in nature with 
a sinusoidal transfer function. By operating the device precisely at the quadrature point, all even 
harmonics can be suppressed. Second-harmonic distortion less than 75 dBc is easily achieved using 
an electronic feedback loop for modulator bias. Alternative techniques are being investigated to laser 
trim one leg of a Mach-Zehnder to bring the modulator to quadrature. Third-order distortion due 
to the sinusoidal transfer function of the interferometric modulator also poses a problem, but the 
transfer functions are very well-behaved and predictable, and this distortion can be suppressed to 
acceptable levels using electronic predistortion or feed-forward techniques.

Forty- and eighty-channel CATV transmitters operating at 1300-nm wavelengths with APE 
LiNbO3 modulators are currently being fielded. Compared to coaxial transmission which requires 
transmitters every 500 m, the fiber optic systems can transmit over distances up to 50 km without 
repeaters. Similarly, externally modulated analog fiber optic links are currently being fielded for 
military and commercial applications. UHF links with 115 dB/Hz2/3 dynamic range, 4-dB noise 
figure, and unity gain have been demonstrated using commercially available hardware. These 
systems will maintain this quality of transmission over temperature ranges of 25 to 50oC. 
Microwave links with 2 to 18 GHz frequency response, 114-dB/Hz2/3 spurious-free dynamic range, 
and input noise figure of 22 dB can also be achieved using commercially available hardware. 

Switching

Arrays of IO switches have been proposed and demonstrated for a variety of space switching and 
time-multiplexed switching (TMS) applications. In space switching, it is generally necessary to 
formulate the switches in a nonblocking geometry and the reconfiguration time can be relatively 
slow (seconds or longer). This requirement led to the development of cross-bar switches in which 
an N  N switch contains N2 IO switches and 2N  1 stages and from 1 to 2N 1 cross points. 
Typically N  4 in LiNbO3 and in InP. More recently, much attention in IO switch arrays has 
shifted to the dilated Benes architecture which is only rearrangeably nonblocking but reconfigu-
rable in short (ns) times suitable for TMS, and has the advantage of requiring substantially fewer 
switches and a constant number 2 log2 N of cross points. 

FIGURE 21 Frequency response of APE LiNbO3 microwave interferometric modulator for 
broadband antenna remoting.
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A schematic of a two-chip 8  8 dilated Benes switch making extensive use of crossovers is 
shown in Fig. 22.112 The performance of switch arrays of the dilated Benes architecture are much 
more forgiving than crossbar switches to the degradation of individual switches. The device shown 
contains 48 delta beta switches driven by a single-voltage arrangement. The switching voltage at 1.3 m
was 9.4 0.2 V, the insertion loss varied from 8 to 11 dB (93 percent of the 256 paths through 
the switch were within 1 dB), the cross-talk levels in individual switches ranged from 22 to 45
dB, and the reconfiguration time was 2.5 ns. Larger 16  16 switches have also been demonstrated.113

An advantage of these types of IO switch arrays is that they are data rate transparent. That is, 
once the switch is reconfigured, the data stream through the device is simply the passage of light 
and can easily be multi-gigabit. Crossbar switches are now commercially available and other types of 
arrays continue to be explored.

Fiber Optic Gyroscopes

Another application that may require large quantities of integrated optical circuits is the fiber optic 
gyroscope (FOG)114–119. A FOG is one form of a Sagnac interferometer, in which a rotation rate 
results in a phase shift between clockwise- and counterclockwise-propagating optical fields. The 
most frequently utilized FOG configuration, which was first proposed by workers at Thomson CSF 
in the mid 1980s,120 is presented in Fig. 23. 

FOG IOCs are typically fabricated in LiNbO3 using the annealed proton exchange (APE) pro-
cess66 although titanium-diffused IOCs with surface plasmon polarizers have also been utilized. 
The IOC performs four primary functions in the fiber gyroscope. First, the Y-junction serves as the 
loop coupler splitting and recombining the clockwise- and counterclockwise-propagating optical 
fields. Second, the IOC functions as a high-quality polarizer. Third, a 90° phase dither (at the eigen 
frequency of the fiber coil) is typically applied to one of the integrated optical phase modulators. 
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FIGURE 22 Architecture of 8 8 dilated Benes directional coupler switch array.
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This approach keeps the Sagnac interferometer biased at the 3-dB point where it is linear and most 
sensitive to rotation. Finally, in a closed-loop FOG configuration, one of the phase modulators func-
tions as a frequency shifter. A serrodyne signal (saw-tooth wave) is applied to the phase modulator 
to effectively cancel the shift due to the rotation.

The output signal from a fiber gyro at rest is the sum of white receiver noise, primarily depen-
dent on the amount of optical power arriving at the detector, and an additional long-term drift of 
the mean value. The long-term drift in a FOG associated with a residual lack of reciprocity typically 
limits the sensitivity of the FOG to measure low rotation rates. Another important characteristic of 
a gyro is the scale factor, which is a measure of the linearity between the actual rotation rate and the 
gyro response. The critical performance parameters for a FOG IOC are presented in Table 1. The 
performance of 800- and 1300-nm APE LiNbO3 FOG IOCs that are currently in production is also 
presented in this table. 

One application of the FOG is inertial guidance, requiring a FOG with a bias drift < 0.01°/h 
and a scale factor accuracy < 5 ppm. A 1300-nm LED or an erbium-doped fiber is typically used as 
the light source. A large coil of polarization-maintaining fiber (typically 1 km of fiber wound in a 
15 to 20 cm diameter coil) and precise source spectral stability are required to achieve the desired 
sensitivity. The fiber is typically wound in a quadrupole configuration to minimize sensitivity to 
temperature gradients. With recent improvements in optical sources, integrated optics, and fiber 
coil-winding technology, it is now possible to achieve inertial grade FOG performance over a tem-
perature range of 55 to 95oC.

FIGURE 23 Standard configuration for fiber optic gyroscope incorpo-
rating a three-port integrated optical circuit.

TABLE 1 Critical Performance Parameters for 800- and 1300-nm APE LiNbO3 FOG 
IOCs. Listed Values Are Maintained over a Temperature Range of 55 to 95°C and during 
Vibration up to 15 Grms.

Performance Parameter 1300-nm IOCs 800-nm IOCs

Insertion loss (pigtailed) 3 dB 4 dB
Polarization extinction 70 dB 60 dB
Y-junction split ratio (pigtailed) 48/52 to 52/48 45/55 to 55/45
Polarization crosstalk at fiber-waveguide < 30 dB < 25 dB

interfaces
Optical back reflection < 65 dB < 65 dB
Half-wave voltage 4.5 V 3.5 V
Residual intensity modulation 0.02% 0.05%
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A second tactical-grade FOG design is more typical to aerospace applications, with bias drift and 
scale factor accuracy requirements ranging from 0.1 to 10°/h and 10 to 1000 ppm, respectively. These 
systems are typically designed for operation at 810 to 830 nm to make use of low-cost multimode 
830-nm AlGaAs laser diodes as used in consumer electronic products. These systems typically utilize 2- 
to 5-cm-diameter fiber coils with 100 to 200 m of either polarization-maintaining or single-mode fiber. 
A third very low-cost, low-grade FOG design for automotive navigation is also nearing production. The 
required bias drift is only 1000°/h, and a closed-loop configuration is unneccessary since the scale factor 
accuracy is only 0.1 percent. Current designs to achieve low cost include low-performance IOCs, laser, 
and fiber couplers, fully automated FOG assembly and test procedures, and only approximately 50 m of 
single-mode fiber. More advanced IOCs, including four-port designs that integrate the source/detector 
coupler into the IOC, are also being considered to reduce component count. 

WDM Systems

Wavelength division multiplexing (WDM), by encoding parallel data streams at different wave-
lengths on the same fiber, offers a technique to increase transmission capacity, or increase network-
ing or switching flexibility, without requiring higher speed electronics to process each channel. As 
noted earlier, IO is an enabling technology in WDM demultiplexer design. However, due to the large 
number of component interconnections at the transmit and receive end of a WDM link, PIC tech-
nology offers great promise in cost reduction for both WDM transmitters and receivers by addition-
ally eliminating separate packages for lasers, amplifiers, detectors, and the like.

One key application of PICs for WDM systems is the stable and efficient longitudinal connection 
of optical elements required to form a tunable laser. The tunable Bragg laser was briefly discussed 
earlier in the description of the balanced heterodyne receiver PIC. Figure 24 below shows a more 
complex sampled-grating distributed Bragg reflector PIC. Here the reflectivity of a grating with 

SG-DBR laser

Light out 
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Rear
mirrorAmplifier
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FIGURE 24 Tunable sampled-grating distributed Bragg reflector (SG-DBR) laser with 
integrated semiconductor optical amplifier and electroabsorption modulator.
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sections periodically omitted provides a comb of reflection bands, and if the front and back combs 
have different spacings in frequency, the laser can tune over a wide range with a small index change 
because the laser will operate only at a frequency where the front and back reflection bands coincide 
in frequency.121 Tuning is accomplished by changing the index of the front or back section by current 
injection, for example.

Because the InP materials system readily allows detectors as well as high-quality passives, the 
AWG demultiplexer discussed earlier can be combined with an integrated detector for each wavelength 
output port to make a single-chip WDM receiver. Figure 25 illustrates a 40-channel WDM receiver 
PIC, comprising nine different AWG demultiplexers and 40 photodetectors within a 4.6  4.8 mm 
chip.122 This PIC had only 4-dB on-chip loss and provided less than 35-dB cross talk between different 
wavelength channels.

Figure 26 shows the layout of a WDM transmission PIC, which is perhaps the most sophisticated 
example of commercially deployed active IO demonstrated to date.123 Following the concept initially 
introduced by Aiki et al.124 in combining multiple DFB lasers, this PIC includes 10 frequency tunable 
DFB lasers with wavelength locking function, 10 electroabsorption modulators, 10 monitor detectors, 
10 adjustable attenuators, an AWG for low-loss, frequency-selective combining into a single waveguide 
output port. This PIC provides a 100-Gb/s transmission capacity from a single chip, and together with 
a matching 10-channel WDM receiver PIC has been commercially deployed in telecommunication 
networks worldwide.123 These PICs have demonstrated remarkable performance, and offer significant 
improvements in cost, size, power, and reliability compared to discrete component solutions.

Silicon Photonics Transceivers

As noted in the earlier discussions of IO materials, silicon has gained significant attention in recent 
years due to its ability to harness highly advanced CMOS fabrication technologies, combined with 
the very high index contrast available and effective modulation using the plasma index change 
from free carriers. This modulation is most effectively done at high speed using either a reverse-
biased P-N junction, or using a structure similar to a field-effect-transistor (FET) where charge can 
accumulate on a gate oxide within the optical mode. Both of these designs have been demonstrated 

FIGURE 25 Integrated 40-channel optical channel 
monitor, comprising 9 different AWG demultiplexers and 
40 photodetectors. (By III-V Photonics, Inc.)
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FIGURE 26 Chip architecture for commercially imple-
mented PIC with nearly 50 elements, including 10 frequency 
tunable DFB lasers with wavelength-locking function, 10 elec-
troabsorption modulators, 10 monitor detectors, 10 adjustable 
attenuators, and an integrated AWG combiner.

by several organizations125,126 and commercialized with fabrication conducted within a CMOS 
electronics foundry using nearly standard IC fabrication steps. PICs have been demonstrated that 
include 10 Gb/s transmitters and recievers, and the ability to include CMOS electronics has also 
allowed for on-chip modulator drivers, preamplifiers, clock and data-recovery circuits, and even 
pseudo-random bit-stream generators for on-chip testing.46 Commercial silicon photonics trans-
ceivers have demonstrated low-power operation, and also 40-Gb/s data rates using integration to 
achieve parallelism with only one laser source.

21.7 FUTURE TRENDS

Shift from R&D to Manufacturing

Integrated optical circuit technology has now advanced from R&D into manufacturing as noted in 
the examples given. LiNbO3 modulators and integrated DFB/electroabsorption modulators have 
been critical, high-volume products for more than a decade. There are now several companies pro-
ducing more complex IO and PIC products in LiNbO3, Si/SiO2, and InP in moderate volumes (sev-
eral thousand devices each per year) with considerable success in reducing manufacturing costs and 
achieving high reliability.

The majority of the LiNbO3 devices described in this chapter can be fabricated using either exist-
ing or slightly modified semiconductor processing equipment. Clean room requirements are not 
nearly as tight as what is required for VLSI and MMIC wafer fabrication. Production yields of LiNbO3
integrated optical circuits have been obtained well in excess of 95 percent. The majority of the defects 
were initially mechanical in nature (probes scratching electrodes or fibers damaging polished end 
faces), but these have been minimized as the processes have become more automated. At this time, 
it appears that all wafer-processing operations should be easily scalable to wafer batch processing, 
including the end-face optical polishing. The majority of the cost of an integrated optical circuit is 
currently associated with fiber attachment, packaging, and final testing. While these operations are 
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not fundamentally expensive, the limited production volumes do not always justify the capital expen-
diture required to fully automated processes with robotics and machine vision.

The second area that has seen improvement is device reliability. First-generation commercial 
integrated optic products were plagued by premature failures and poor performance over tem-
perature. The majority of these problems resulted from poor fiber attachment and packaging 
techniques. These problems have been remedied by carefully selecting compatible material systems 
and incorporating proven hybrid electronic packaging techniques. For example, commercially 
available LiNbO3 integrated optical circuits can be thermally cycled hundreds of times from 65 to 

125 oC with less than 1 dB variation in insertion loss. The devices can also withstand 30 Grms 
random vibration testing. Long-term aging effects have been addressed by identifying potential 
failure mechanisms and then by developing physical models of these failures. LiNbO3 integrated 
optical circuit reliability has now achieved a level where devices can be certified for operational 
lifetimes in excess of 25 years for properly designed, fabricated, and assembled devices. Obviously, 
this level of performance can only be guaranteed by fabricating the devices in well-controlled, well-
documented production environments.

In the semiconductor area, reliability certification technology for PICs borrows heavily from 
the more mature level models and aging methodologies developed for semiconductor lasers. 
This includes sequences of purges at high currents or voltages combined with high temperatures, 
together with extended accelerated aging to identify activation energies and aging rates for various 
degradation mechanisms. Integrated laser modulators have been deployed in high volume with out-
standing reliability, also easily in excess of 25 years including wavelength stability for WDM lasers. 
More complex PICs have also shown extremely high reliability, and as with the LiNbO3 IO devices, 
any failures that do occur are most often associated with poorly designed packaging of the device 
rather than the PIC chip itself. This again points to one of the fundamental advantages of PICs, 
where many individual component packages are eliminated by lithographic connections and only 
one package is required for the final PIC or IO device.

Advanced Integration and New PIC Applications

The most active areas of IO and PIC research today are in telecommunications, datacom, and 
sensor applications. In InP materials, for example, there has been extensive work on all-optical 
networking technologies where wavelength-converter PICs have been demonstrated that encode 
incoming data onto a new wavelength determined by an on-chip tunable laser in conjunction with 
nonlinear Mach-Zehnder interferometers with SOA gain elements.127,128 The complexity, speed, and 
wavelength count of high speed WDM transmit and receive PICs continues to grow, with research 
demonstrations of 1.6 Tb/s from a single chip combining 40 tunable DFB lasers with 40 electroab-
sorption modulators running at 40 Gb/s each.129 As transmission technology continues to evolve in 
sophistication and spectral efficiency, work on advanced modulation formats moves forward aggres-
sively. A resurgence of interest in heterodyne-detection technology has shown that many system 
impairments can be effectively removed in the electronic domain when the information is received 
linearly in the optical electric field. It is quite likely that information coding in the optical domain 
will progress to a level that is now commonplace in the world of RF and cell phone technology.

Silicon photonics has made remarkable progress in a short period, and whereas true OEIC inte-
gration with electronics has only had very limited penetration in III-V materials, the potential for 
including sophisticated electronics in silicon has provided a strong incentive to explore and com-
mercialize this technology. In datacom, for example, the proximity of driver circuits and modulator 
devices allows for low power by obviating the usual electrical transmission line and terminating 
resistor approaches. For sensors, the ability to combine preamplification, analog-to-digital converters, 
and digital signal processors is extremely compelling, and biochem sensors that can detect frequency 
shifts in suitably sensitized resonators are now emerging. It is also likely that the mapping of photonic 
functions into commercial CMOS electronics foundries will become more common, and if suitable 
design tools become more widely available, the reduced barriers to using silicon photonics solutions 
may lead to a growth of new market applications.
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Analogies with massively repetitive logic gates in electronics integration are not particularly 
good, but there is indeed now a proliferation of applications where stable designs have emerged that 
require significant numbers of interconnected optical components. In these areas, the improvements 
in size, cost, power, and reliability are extremely compelling, and today it is safe to say that IO and 
PIC technologies have earned a secure footing in the world of optics.
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22.1 GLOSSARY

A, B, C, D constants

A(r, z) converging spherical wavefront

c curvature

D diffusion constant

d diffusion depth

EFL effective focal length

f focal length

g gradient constant

h radial distance from vertex

i imaginary

k conic constants

k wave number

LA longitudinal aberration

l0 paraxial focal length

M total number of zones

NA numerical aperture

n refractive index

r radial distance from optical axis

rmask mask radius

rm radius of the mth zone

t fabrication time
u slope

Wijk wavefront function

X shape factor
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x, y Cartesian coordinates

y height

Z sag

z optical axis

relative refractive difference

propagation distance

wavelength

 rms/2y

rms rms wavefront error

phase

special function

FOV field of view

22.2 INTRODUCTION

Optical components come in many sizes and shapes. A class of optical components that has become 
very useful in many applications is called micro-optics. We define micro-optics very broadly as opti-
cal components ranging in size from several millimeters to several hundred microns. In many cases, 
micro-optic components are designed to be manufactured in volume, thereby reducing cost to the 
customer. The following paragraphs describe micro-optic components that are potentially useful for 
large-volume applications. The discussion includes several uses of micro-optics, design consider-
ations for micro-optic components, molded glass and plastic lenses, distributed-index planar lenses, 
micro-Fresnel lenses, laser printing, grayscale lithography, diamond turning and micromilling, and 
liquid tunable lenses. For further information the reader is directed to Refs. 1–3.

22.3 USES OF MICRO-OPTICS

Micro-optics are becoming an important part of many optical systems. This is especially true in 
systems that demand compact design and form factor. Some optical fiber-based applications include 
fiber-to-fiber coupling, laser diode-to-fiber connections, LED-to-fiber coupling, and fiber-to-
detector coupling. Microlens arrays are useful for improving radiometric efficiency in focal-plane 
arrays, where relatively high numerical aperture (NA) microlenslets focus light onto individual 
detector elements. Microlens arrays can also be used for wavefront sensors, where relatively low-NA 
lenslets are required. Each lenslet is designed to sample the input wavefront and provide a deviation 
on the detector plane that is proportional to the slope of the wavefront over the lenslet area. Micro-
optics are also used for coupling laser diodes to waveguides and collimating arrays of laser diodes. 
An example of a large-volume application of micro-optics is data storage, where the objective and 
collimating lenses are only a few millimeters in diameter.4 Recently micro-optics is also widely used 
in medical applications like endo-microscopy including confocal, multiphoton microscopy and 
optical coherence tomography (OCT). It also has a strong position in consumer market in applica-
tions like cell phone cameras, Blu-Ray readers, etc.

22.4 MICRO-OPTICS DESIGN CONSIDERATIONS

Conventional lenses made with bulk elements can exploit numerous design parameters, such as the 
number of surfaces, element spacings, and index/dispersion combinations, to achieve performance 
requirements for NA, operating wavelength, and field of view. However, fabricators of micro-optic 
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lenses seek to explore molded or planar technologies, and thus the design parameters tend to be 
more constrained. For example, refractive microlenses made by molding, ion exchange, mass trans-
port process resemble single-element optics. Performance of these lenses is optimized by manipulat-
ing one or possibly two radii, the thickness, and the index or index distribution. Index choices are 
limited by the available materials. Distributed-index and graded-index lenses have a limited range 
of index profiles that can be achieved. Additional performance correction is possible by aspherizing 
one or both surfaces of the element. This is most efficiently done with the molding process, but 
molded optics are difficult to produce when the diameter of the lens is less than 1.0 mm. In general, 
one or two aberrations may be corrected with one or two aspheres, respectively.

Due to the single-element nature of microlenses, insight into their performance may be gained by 
studying the well-known third-order aberrations of a thin lens in various configurations. Lens bending 
and stop shift are the two parameters used to control aberrations for a lens of a given power and index. 
Bending refers to distribution of power between the two surfaces, i.e., the shape of the lens, as described 
in R. Barry Johnson’s Chap. 17, “Lenses.” The shape is described by the shape factor X that is

X
C C

C C
1 2

1 2

(1)

where C1 and C2 are the curvatures of the surfaces. The third-order aberrations as a function of X
are shown in Fig. 1. These curves are for a lens with a focal length of 10.0 mm, an entrance pupil 
diameter of 1.0 mm, field angle u 20°, an optical index of refraction of 1.5,  0.6328 μm, and 
the object at infinity. For any given bending of the lens, there is a corresponding stop position that 
eliminates coma,5 and this is the stop position plotted in the figure. The stop position for which 
coma is zero is referred to as the natural stop shift, and it also produces the least curved tangential 
field for the given bending. Because the coma is zero, these configurations of the thin lens necessar-
ily satisfy the Abbe sine condition. When the stop is at the lens (zero stop shift), the optimum shape 
to eliminate coma is approximately convex-plano (X l) with the convex side toward the object. 
The optimum shape is a function of the index, and the higher the index, the more the lens must be 
bent into a meniscus. Spherical aberration is minimized with the stop at the lens, but astigmatism 
is near its maximum. It is interesting to note that biaspheric objectives for data storage tend toward 
the convex-plano shape.

Astigmatism can be eliminated for two different lens-shape/stop-shift combinations, as shown in 
Fig. 1. The penalty is an increase in spherical aberration. Note that there is no lens shape for which 
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FIGURE 1 Third-order aberrations as a function 
of the shape factor, or bending, of a simple thin lens 
with focal length 10.0 mm, entrance pupil diameter of 
1.0 mm, field angle 20 , n = 1.5, and object at infinity. 
The stop position shown is the natural stop shift, that 
is, the position that produces zero coma.
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spherical, coma, and astigmatism are simultaneously zero in Fig. 1, that is, there is no aplanatic solu-
tion when the object is at infinity. The aplanatic condition for a thin lens is only satisfied at finite 
conjugates.

The plano-convex shape (X  –1) that eliminates astigmatism is particularly interesting because 
the stop location is in front of the lens at the optical center of curvature of the second surface. All 
chief rays are normally incident at the second surface. Thus, the design is monocentric.6 (obviously, 
the first surface is not monocentric with respect to the center of the stop, but it has zero power and 
only contributes distortion.)

Two very common configurations of micro-optic lenses are X  +1 and X  –1 with the stop 
at the lens. Typically, the object is at infinity. In Fig. 2, we display contours of normalized rms 
wavefront deviation, rms /2y , versus u and NA, where 2y  diameter of the stop. Aberration 
components in rms include third-order spherical, astigmatism, and coma. The focus is adjusted to 
give minimum rms deviation of the wavefront, so effects of Petzval curvature are not included. Tilt 
is also subtracted. As NA or field angle is increased, rms wavefront aberration increases substantially. 
The usable field of view of the optical system is commonly defined in terms of Maréchal’s criterion7

as field angles less than those that produce 2 1000 0 07y / .  wave. For example, if the optical sys-
tem operates at 2y  1.0 mm,  0.6328 m, NA  0.1, X +1, n 1.5, and u 2°, the wavefront 
aberration due to third-order contributions is
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FIGURE 2 Contours of normalized rms wavefront deviation, rms/2y, versus field 
angle and NA, where 2y is the diameter of the stop. The stop is located at the lens. The focus is 
adjusted to give minimum rms deviation of the wavefront, so effects of Petzval curvature are not 
included. (a) X  1, n  1.5; (b) X 1, n  1.5; (c) X 1, n 3.0; (d) X 1, n  3.0.
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which is acceptable for most situations. Note that the configuration for X  –1 yields rms  0.079 
wave, which is beyond the acceptable limit. When large values of rms are derived from Fig. 2, care 
must be taken in interpretation of the result because higher-order aberrations are not included in 
the calculation. Also, if field curvature is included in the calculation, the usable field of view is sig-
nificantly reduced.

Coma and astigmatism are only significant if the image field contains off-axis locations. In many 
laser applications, like laser diode collimators, the micro-optic lens is designed to operate on axis 
with only a very small field of view. In this case, spherical aberration is very significant. A common 
technique that is used to minimize spherical aberration is to aspherize a surface of the lens. Third-, 
fifth-, and higher orders of spherical aberration may be corrected by choosing the proper surface 
shape. In some lens design codes, the shape is specified by

Z
ch

k c h
Ah Ch Dh

2

2 2

4 6 8 10

1 1 1( )
Bh (3)

where Z is the sag of the surface, c is the base curvature of the surface, k is the conic constant (k 0
is a sphere, k  –1 is a paraboloid, etc.), and h x y2 2 is the radial distance from the vertex. 
The A, B, C, and D coefficients specify the amount of aspheric departure in terms of a polynomial 
expansion in h.

When a plane-parallel plate is inserted in a diverging or converging beam, such as the window 
glass of a laser diode or an optical disk, spherical aberration is introduced. The amount of aberra-
tion depends on the thickness of the plate, the NA of the beam, and to a lesser extent the refractive 
index of the plate,8 as shown in Fig. 3. The magnitude of all orders of spherical aberration is lin-
early proportional to the thickness of the plate. The sign is opposite that of the spherical aberration 
introduced by an X +1 singlet that could be used to focus the beam through the plate. Therefore, 
the aspheric correction on the singlet compensates for the difference of the spherical aberration 
of the singlet and the plate. This observation follows the fact that minimum spherical aberration 
without aspheric correction is achieved with the smallest possible air gap between the lens and the 
plate. For high-NA singlet objectives, one or two aspheric surfaces are added to correct the residual 
spherical aberration.

Considerations on High-Performance Miniature Systems

In recent years, several designs of high-performance miniature optics were implemented.9–13 Since 
one of the major applications is miniature microscopy, many systems have similar characteristics. The 
diameter of miniature objectives is in the range of 1 to 8 mm, consists of multiple lenses (upto 10), 
NA is 0.4 –1.0 and field of view (FOV) 250 to 500 m. All these parameters place high require-
ments on system assembly and fabrication technologies. Examples of manufacturing techniques 
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22.6  COMPONENTS

include (1) grinding and polishing methods, (2) injection glass and plastic molding, (3) grayscale 
lithography, and (4) direct diamond turning/micromilling. Grinding and polishing in glass is the 
most costly technique and requires a large number of components to provide good system cor-
rection (lenses are usually spherical). All other mentioned technologies allow easy application of 
aspherical lenses that significantly reduces the number of parts. On the other hand, these methods 
often rely on application of photosensitive polymers, solgels, or plastics, which limits selection of 
materials with different Abbe numbers. This limitation makes correction for chromatic aberrations 
more difficult. 

An example of an effective approach is to build a high NA system as a combination of glass 
spherical lenses and aspherical plastic/polymer lenses. A comparison of three optical designs with 
single wavelength, NA  1.0, FOV  250 m is shown in Fig. 4. Design A10 is an all glass, spherical 
lenses system. Design B11 uses aspheric plastic injection molded lenses made in Zeonex. Design C13

consists of a leading spherical glass lens followed by two aspherical Zeonex plastic lenses, which can 
be injection molded or diamond turned. All objectives in Fig. 4 are presented in scale and the clear 
aperture of the smallest design (C) is 2.75 mm. These designs show progressive decrease of complex-
ity based on material and surface shape choices. 

A common method used for tolerance analysis of multicomponent systems is Monte Carlo (MC) 
simulation that statistically adjusts design parameters like radius error, thickness error, surface form 
error, surface decenter, surface tilt, and refractive index tolerances.11,13 MC can apply a normal dis-
tribution of errors and then evaluate the performance of the system based on the rms spot size or 
wavefront error. Possible compensation parameters can include the object position, image position, 
and object shape which is for three-dimensional volume imaging in biological applications. The 
acceptance criteria can be defined based on the percentage of results that have a rms spot size equal 
to or less than the diffraction limited Airy disk spot size.

As mentioned above, one of the most significant issues in building high-performance minia-
ture systems is precision assembly. Several alignment-free approaches were recently proposed to 
simplify the manufacturing process. They include techniques like: micro-optical table (MOT),14 

fabrication of kinematic mechanical features embedded in optical components,11,15,16 and self 
centering mounts.13 All these techniques rely on a zero-alignment concept. In practical terms, the 

FIGURE 4 Comparison of designs of miniature NA 1.0, 205 μm FOV microscope 
objectives. Design A10 is an all glass, spherical lenses system. Design B11 uses a plastic 
injection molded objective lens made in Zeonex. Design C13 consists of a leading spheri-
cal glass lens followed by two aspehrical Zeonex plastic lenses.
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MINIATURE AND MICRO-OPTICS 22.7

zero-alignment concept translates into assembly errors that are smaller than the tolerances on the 
performance of the optical system. Very low assembly errors are achieved through positioning 
features on each optomechanical and optical component. One technology to fabricate mechani-
cal components is deep reactive ion etching (DRIE)17 in silicon. A less expensive and more robust 
alternative is deep x-ray lithography (DXRL).18 An example of MOT platform fabricated using 
DXRL technology in nickel-steel alloy is shown in Fig. 5b. The DXRL technology delivers sub-
micron assembly precision and helps with packaging. Spring and grove features in MOT shown 
in the figure allow inserting optical components fabricated with grayscale lithography on thin 
glass substrates. Positioning precision is provided by assembly features on both MOT and optics. 
(Grayscale lithography allows fabrication of lens and mechanical features in one step.) Figure 5 
shows (a) the MOT assembly concept, (b) MOT platform made with DXRL process, and (c)
assembled NA 0.4 miniature microscope.19 Table 1 provides assembly precision for MOT tech-
nology with DRIE and lithographically fabricated opto-mechanics.14 These parameters must be 
accommodated in optical design.

The principle of a kinematic mount fabricated with injection molding or a lithographic process 
is shown in Fig. 6. Note that V- or U-shaped grooves can be made in the same process as a lens. 
Precision spheres are then used for stacking consecutive lenses or lens layers, stops, and spacer 

(b)

(a)

(c)

V-shaped channel 
in mounting 

slot wall

V-shaped channel 
in mounting 

slot wall

Silicon spring
in mounting slot

in deflected
position

FIGURE 5 (a) Concept of MOT assembly;14 (b) MOT platform made with DXRL process; and (c) NA  0.4 miniature 
microscope assembled on MOT platform.19

TABLE 1 Assembly Precision for MOT Tech-
nology with DRIE and Lithographically Fabricated 
Optomechanics14

Position Measured Position

Translation along slot  3 μm  1 μm
Yaw rotation (left) 5 arc min  2 arc min
Yaw rotation (right) 5 arc min  2 arc min
Pitch rotation 0.44  0.02
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22.8  COMPONENTS

components.11 Figure 6a shows the concept of kinematic mount and Fig. 6b shows NA 1.0 micro-
scope objective assembled using kinematic mounts embedded in plastic injection molded lenses.11

(The design of the system is presented in Fig. 4b.)
A kinematic approach was also used to build arrays of complex optical systems. Examples of 

applications include microchemical chips using microlens arrays16 (used for illumination and detec-
tion) and array of high NA microscopes for high throughput digital telepathology.15

Another method to position lens components in the objective is to use a self-centering ring, 
which engages the lens surface, flexing away as it makes contact, while centering the lens with respect 
to its optical axis.14 This self-centering ring eliminates any decentration associated with manufactur-
ing error and allows looser lens tolerance. Figure 7 shows a model self-centering lens spring. This 
approach was used for assembly of NA  1.0 plastic-glass objective13 (see also Fig. 4c). 

22.5 MOLDED MICROLENSES

Molded micro-optic components have found applications in several commercial products, which 
include compact disk players, bar-code scanners, and diode-to-fiber couplers. Molded lenses 
become especially attractive when one is designing an application that requires aspheric surfaces. 

(b)(a)

FIGURE 6 (a) The concept of kinematic lens mount and (b) NA 1.0 microscope objective 
assembled using kinematic mount embedded in plastic injection molded lenses.11

FIGURE 7 Model self-centering lens spring 
for lens alignment.
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MINIATURE AND MICRO-OPTICS 22.9

Conventional techniques for polishing and grinding lenses tend to be time-expensive and do not 
yield good piece-to-piece uniformity. Direct molding, on the other hand, eliminates the need for 
significant grinding or polishing. Another advantage of direct molding is that useful reference sur-
faces can be designed directly into the mold. The reference surfaces can take the form of flats.20 The 
reference flats are used to aid in aligning the lens element during assembly into the optical device. 
Therefore, in volume applications that require aspheric surfaces, molding becomes a cost-effective 
and practical solution. The molding process utilizes a master mold, which is commonly made by 
single-point diamond turning and postpolishing to remove tooling marks and thus minimize scatter 
from the surface. The master can be tested with conventional null techniques, computer-generated 
null holograms,21 or null Ronchi screens.22 Two types of molding technology are described in the 
following paragraphs. The first is molded glass technology. The second is molded plastic technology.

Molded Glass

One of the reasons glass is specified as the material of choice is thermal stability. Other factors 
include low birefringence, high transmission over a broad wavelength band, and resistance to harsh 
environments.

Several considerations must be made when molding glass optics. Special attention must be made 
to the glass-softening point and refractive index.23 The softening point of the glass used in molded 
optics is lower than that of conventional components. This enables the lenses to be formed at lower 
temperatures, thereby increasing options for cost-effective tooling and molding. The refractive index 
of the glass material can influence the design of the surface. For example, a higher refractive index 
will reduce the surface curvature. Smaller curvatures are generally easier to fabricate and are thus 
desirable. 

An illustration is Coming’s glass molding process.23 The molds that are used for aspheric glass 
surfaces are constructed with a single-point diamond turning machine under strict temperature 
and humidity control. The finished molds are assembled into a precision-bored alignment sleeve 
to control centration and tilt of the molds. A ring member forms the outside diameter of the lens, 
as shown in Fig. 8. The glass material, which is called a preform, is inserted between the molds. Two 
keys to accurate replication of the aspheric surfaces are forming the material at high glass viscosity 
and maintaining an isothermal environment. After the mold and preform are heated to the molding 
temperature, a load is applied to one of the molds to press the preform into shape. After molding, the 
assembly is cooled to below the glass transformation point before the lens is removed. Optical perfor-
mance characteristics of the finished lens are determined by the quality of the mold surfaces, the glass 
material, and the preform volume, which also determines the thickness of the lens when pressed.

An alternative process is used at Kodak, Inc., where molded optics are injection molded and 
mounted into precision lens cells.24 In this process, a tuned production mold can reproduce intricate 

FIGURE 8 Mold for glass optics.
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Molds

Ring

Molded lens
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22.10  COMPONENTS

mounting datum features and extremely well-aligned optics. It can also form a stop, baffle, or a film-
plane reference in the system. Table 2 lists preferred and possible tolerances for molded glass com-
ponents. The Kodak process has been tested with over 50 optical glasses, which include both crowns 
and flints. This provides a wide index-of-refraction range, 1.51 < n < 1.85, to choose from.

Most of the molded glass microlenses manufactured to date have been designed to operate with 
infrared laser diodes at  780 to 830 nm. The glass used to make the lenses is transparent over a 
much broader range, so the operating wavelength is not a significant factor if designing in the visible 
or near infrared. Figure 9 displays a chart of the external transmission of several optical materials 
versus wavelength. LaK09 (curve B) is representative of the type of glass used in molded optics. The 
external transmission from 300 to over 2200 nm is limited primarily by Fresnel losses due to the 
relatively high index of refraction (n  1.73). The transmission can be improved dramatically with 
antireflection coatings. Figure 10 displays the on-axis operating characteristics of a Corning 350110 
lens, which is used for collimating laser diodes. The rms wavefront variation and effective focal 
length (EFL) are shown versus wavelength. The highest aberration is observed at shorter wave-
lengths. As the wavelength increases, the EFL increases, which decreases the NA slightly. Table 3 lists 
several optical properties of molded optical materials. The trend in molded glass lenses is to make 
smaller, lighter, and higher NA components.25 Reduction in mass and size allows for shorter access 
times in optical data storage devices, and higher NA improves storage density in such devices.

Molded Plastic

Molded plastic lenses are an inexpensive alternative to molded glass. In addition, plastic components 
are lighter than glass components. However, plastic lenses are more sensitive to temperatures and envi-
ronmental factors. The most common use of molded plastic lenses is in compact disk (CD) players.

Precision plastic microlenses are commonly manufactured with injection molding equipment 
in high-volume applications. However, the classical injection molding process typically leaves some 
inhomogeneities in the material due to shear and cooling stresses.26 Improved molding techniques 
can significantly reduce variations, as can compression molding and casting. The current state of the 
art in optical molding permits master surfaces to be replicated to an accuracy of roughly one fringe 

TABLE 2 Preferred and Possible Tolerances for 
Molded Glass Components24

Preferred Possible

Center thickness (mm) 10.00 max 25.00
0.40 min 0.35

0.030 tol 0.015

Diameter (mm) 25.00 max 50.00
4.00 min 2.00

0.10 tol 0.01

Diameter of lens 2.00 0.50
beyond clear  
aperture (mm)  

Surface quality 80 50 40 20

Axis alignment 3  10 3 2  10 3

rad rad

Radius (mm)— 5 to 2 to 
best fit sphere  

Slope ( /mm) 50 max 100 max

Wavelengths ( ) 250 500
departure from BFS
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MINIATURE AND MICRO-OPTICS 22.11

A: Polystyrene (1.0 mm) 
B: Lak09 (10.0 mm) 
C: Polycarbonate (3.175 mm) 
D: Fotoform (1.0 mm)
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FIGURE 9 External transmission of several optical materials versus wavelength. (A) Polystyrene 
1.0 mm thick, which is used for molded plastic lenses;26 (B) LaK09 10.0 mm thick, which is used 
for molded glass lenses;105 (C) Polycarbonate 3.175 mm thick, which is used for molded plastic 
lenses;26 and (D) Fotoform glass 1.0 mm thick, which is used in the production of SMILE lenses.109
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FIGURE 10 On-axis operating characteristics versus wavelength of a Corning 350110 lens, 
which is a molded glass aspheric used for collimating laser diodes.106
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22.12  COMPONENTS

per 25 mm diameter, or perhaps a bit better.27 Detail as small as 5 nm may be transferred if the 
material properties and processing are optimum and the shapes are modest. Table 4 lists tolerances 
of injection-molded lenses.28 The tooling costs associated with molded plastics are typically less 
than those associated with molded glass because of the lower transition temperature of the plastics. 
Also, the material cost is lower for polymers than for glass. Consequently, the costs associated with 
manufacture of molded plastic microlenses are much less than those for molded glass microlenses. 
The index of refraction for the plastics is less than that for the glass lenses, so the curvature of the 
surfaces must be greater, and therefore harder to manufacture, for comparable NA. 

The glass map for molded plastic materials is shown in Fig. 11. The few polymers that have been 
characterized lie mainly outside the region containing the optical glasses and particularly far from 
the flint materials.29 Data on index of refraction and Abbe number are particularly difficult to obtain 
for molded plastic. The material is supplied in pelletized form, so it must first be molded into a 
form suitable for measurement. The molding process subjects the material to a heating and anneal-
ing cycle that potentially affects the optical properties. Typically, the effect of the additional thermal 
history is to shift the dispersion curve upward or downward, leaving the shape unchanged. A more 
complete listing of optical plastics and their properties is given in Ref. 26. Additional information 

TABLE 3 Properties of Materials Used for Molding Micro-Optics

PMMA PMMA
Property (Acrylic) (Imide) SSMA Polycarbonate Polystyrene Zeonex LaK09 BK7

Index (nd) 1.491 1.528 1.564 1.586 1.589 1.525 1.734 1.517
Abbe # (Vd) 57.4 48 35 30 31 56.2 51.5 64.2
Density (g/mm3) 1.19 1.21 1.09 1.20 1.06 1.01 4.04 2.51
Max service temp (°C) 72 142 87 121 75 80.0 500 500
Thermal expansion 67.9 - 56.0 65.5 50.0 67 5.5 7.1
  coefficient 
  (1E-6 mm/mm °C)
Thermal index 105 - - 107 - - 6.5 3
  coefficient (1E-6/°C)
Young’s modulus 3.02 - 3.30 2.43 3.16 2.2 11.37 83.1
  (10E4 kg/cm2)
Impact strength 2 - 3 3 4 - - 1
Abrasion resistance 4 - 3 3 2 - - 5
Cost/lb 3 - 2 4 2 - - 5
Birefringence 2 - 4 3 5 - - 1

1 = lowest / 5 = highest.

TABLE 4 Injection Molding Tolerances for 
Plastic Lenses

Focal length ±0.5%
Radius of curvature ±0.5%
Spherical power 2 to 5 f
Surface quality 60/40 (40/20 possible)
Vertex thickness (in) ±0.0005
Diameter (in per in DIA.) ±0.002–0.0005
Repeatability lens-to-lens 0.1–0.3%

Tolerances given in optical fringes abbreviated by “f ”. 
Vertex-to-edge thickness ratio

4:1 Difficult to mold
3:1 Moderately easy to mold
2:1 Easy to mold
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MINIATURE AND MICRO-OPTICS 22.13

can be obtained from the Modern Plastics Encyclopedia,30 the Plastics Technology, Manufacturing 
Handbook and Buyer’s Guide,31 and in John D. Lytle’s Chap. 3, “Polymeric Optics,” in Vol. IV.

Changes in dimension or refractive index due to thermal variations occur in both molded glass 
and molded plastic lenses. However, the effect is more pronounced in polymer optical systems 
because the thermal coefficients of refractive index and expansion are ten times greater than for 
optical glasses, as shown in Table 3. When these changes are modeled in a computer, a majority of 
the optical systems exhibit a simple defocus and a change of effective focal length and correspond-
ing first-order parameters. An experimental study32 was made on an acrylic lens designed for a focal 
length of 6.171 mm at  780 nm and 20°C. At 16°C, the focal length changed to 6.133 mm. At 
60 C, the focal length changed to 6.221 mm. Thermal gradients, which can introduce complex aber-
rations, are a more serious problem. Therefore, more care must be exercised in the design of ather-
malized mounts for polymer optical systems.

The transmission of two common optical plastics, polystyrene and polycarbonate, are shown in 
Fig. 9. The useful transmittance range is from 380 to 1000 nm. The transmission curve is severely 
degraded above 1000 nm due to C-H vibrational overtone and recombination bands, except for 
windows around 1300 nm and 1500 nm. Sometimes, a blue dye is added to the resins to make the 
manufactured part appear “water clear,” instead of slightly yellowish in color. It is recommended 
that resins be specified with no blue toner for the best and most predictable optical results.26

The shape of the lens element influences how easily it can be manufactured. Reasonable edge 
thickness is preferred in order to allow easier filling. Weak surfaces are to be avoided because 
surface-tension forces on weak surfaces will tend to be very indeterminate. Consequently, more 
strongly curved surfaces tend to have better shape retention due to surface-tension forces. 
However, strongly curved surfaces are a problem because it is difficult to produce the mold. Avoid 
clear apertures that are too large of a percentage of the physical surface diameter. Avoid sharp 
angles on flange surfaces. Use a center/edge thickness ratio less than 3 for positive lenses (or 1/3 for 
negative lenses). Avoid cemented interfaces. Figure 12 displays a few lens forms. The examples that 
mold well are C, E, F, and H. Form A should be avoided due to a small edge thickness. Forms A and 
B should be avoided due to weak rear surfaces. Form D will mold poorly due to bad edge/center 
thickness ratio. Form G uses a cemented interface, which could develop considerable stress due to 
the fact that thermal differences may deform the pair, or possibly even destroy the bond.

The plastic injection-molding process may cause flow-induced birefringence in molded optics 
and significantly reduce system performance, as it creates highly localized regions of refractive 
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FIGURE 11 Glass map for molded plastic materials, 
which are shown as triangles in the figure. The few polymers 
that have been characterized lie mainly outside the region 
containing the optical glasses and particularly far from the 
flint materials.27
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index changes. The effect is more likely for high-power components with small edge thickness. Plane 
polariscope images of injection-molded lenses are presented in Fig. 13. The very left image is for a 
lens fabricated in a standard injection-molding process, while the center and right images are for the 
same lens type but after lowering fill speed and first-stage packing pressure. The center and right 
image had the same molding parameters, but the position of the optical molding insert pin was cor-
rected. Figure 13 shows how significant birefringence effects may occur in the fabrication process. 
It also shows that it is possible to reduce birefringence effects through parameter adjustment. These 
effects should be taken into considerations during lens form design. Note that CA in the picture 
marks clear aperture of the fabricated lenses.

A B C D

E F G H

FIGURE 12 Example lens forms for molded plastic lenses. Forms C, 
E, F, and H mold well. Form A should be avoided due to small edge thick-
ness. Forms A and B should be avoided due to weak rear surfaces. Form D 
will mold poorly due to bad edge/center ratio. Form G uses a cemented 
interface, which could develop stress.29

FIGURE 13 Plane polariscope images of injection-molded lenses. The lens edge thickness is 0.5 mm. The very left lens was 
fabricated in standard injection-molding process. Center and right lenses were fabricated with lower fill speed and lower first-stage 
packing pressure. CA is clear aperture of the lens.33
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MINIATURE AND MICRO-OPTICS 22.15

Since polymers are generally softer than glass, there is concern about damage from ordinary 
cleaning procedures. Surface treatments, such as diamond films,34 can be applied that greatly reduce 
the damage susceptibility of polymer optical surfaces.

A final consideration is the centration tolerance associated with aspheric surfaces. With spheri-
cal optics, the lens manufacturer is usually free to trade off tilt and decentration tolerances. With 
aspheric surfaces, this tradeoff is no longer possible. The centration tolerance for molded aspherics 
is determined by the alignment of the mold halves. A common specification is 4 to 6 m, although 
3 to 4 μm is possible.

22.6 DIAMOND TURNING

Ultra precision diamond tool machining is an important technology for fabrication of miniature 
optical systems. It can be used in two ways: (1) producing molds for glass and plastic injection 
molding, and (2) for direct part manufacturing. Diamond turning was originally developed for 
large-scale aspherical optics (reflective and IR optics) for astronomy and military applications.35

Recently, it took an important place in prototyping and fabrication of small-scale systems. Currently 
diamond turning is capable of fabricating parts with diameters from a fraction of millimeter to over 
500 mm. 

Diamond tool machining is a technology using monocrystal diamond-cutting tools assembled 
on an ultraprecision numerically controlled lathe. Diamond tools have nanometer precision edges, 
which allow cutting a variety of materials and produce molds for injection molding (in metals) 
or components like mirrors (metals) and lenses (infrared materials and plastics). The depth of a 
single cut can be below 1 μm. Depending on the material, rough passes have cuts of 10 μm (met-
als) to approximately 100 μm (plastics). The finishing cut is usually in the 1 to 5 μm range. Modern
diamond-turning instruments use air bearings and high-pressure oil bearings to eliminate direct 
contact of moving parts. After application of a counter-balancing mass, it is possible to achieve 
exceptionally high precision machining. Optical interpolators assembled on current instruments 
allow for 1-nm position monitoring. Effective positioning precision is in the range 10 to 50 nm. 
Therefore, the process is capable of producing submicrometer form precision and nanometer 
range roughness. 

An important performance parameters is form error which is usually in the range 0.05 to 5 μm, 
while roughness (Ra) is between 1 and 10 nm. The lowest roughness can be reached for metals, 
where for high-purity aluminum and nickel-plated aluminum Ra is 1 to 5 nm. Slightly worse Ra of 
5 to 10 nm can be obtained for plastics (PMMA. Zeonex), while Ra for infrared crystals is few tens of 
nanometers. Specifications for diamond-turning machines (for example, UPL 250 from Nanotech) 
guarantee form error of 0.125 μm over a 75-mm diameter part, and surface roughness of 3 nm (Ra) 
is achieved for spherical component made with high-purity aluminum. While these parameters 
are manufacturer specific, it is possible to reach values better than 0.05 μm form error and 1.2 nm 
roughness (Ra). No polishing is required after diamond cutting, and both form error and roughness 
depends greatly on the surface size, shape, and material. 

While diamond-machining technology has many advantages, it also has two major limi-
tations. One drawback is a periodic character of surface roughness of the fabricated part. 
Improper surface fabrication may result in diffractive effects. Small cutting depth and low feed 
rate help to mitigate this issue. A second disadvantage is due to material limitations. Diamond 
turning can machine nonferrous metals, infrared crystals, and selected polymers. It is not pos-
sible to machine glass, due to material microcracking. The list of diamond-turnable materials is 
shown in Table 5.

Current diamond-turning machines have up to 5  of freedom to position the part/tool. They 
are all called (in machining jargon axes) X, Y, Z, C, and B. X, Y, and Z correspond to linear transla-
tion of the tool in reference to the part. C axis relates to the angular coordinate of a spindle and 
in consequence angular position of a machined part. The B axis controls the angular position of 
the diamond tool. The variety of axes allows producing aspherical and nonrotational arbitrary 
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22.16  COMPONENTS

Metals Aluminum alloys
Brass
Copper
Gold
Nickel 
Silver

Electroplated

Polymers Acetyl
Acrylic (PMMA)
Fluoroplastic
Polycarbonate
Polypropylene
Polystyrene
Polysulfone
Zeonex (polyolefin)

1.491
1.320
1.586

1.571
1.634
1.528

   57.4
   92
   30.1

   41.2
   23.5
   55.7

0.35–2.1

0.30–2.1

0.37–2.1

Damages tool quickly

Possible clouding

IR Crystals Cadmium sulfide
Cadmium telluride
Calcium fluoride
Cesium iodide
Gallium arsenide
Germanium
Indium antimonite
Iridium
Lithium niobate
Magnesium
Fluoride
Potassium bromide
Potassium 
Phosphate
Silicon
Sodium chloride
Tellurium dioxode
Zinc sellenide
Zinc sulfide

2.537 (0.023)
2.817
1.562
1.781
4.020
4.052
5.130

2.183
( 0.076)
1.377
(0.0188)
1.557

3.478
1.531
2.584 (0.288)
2.591
2.536 (0.022)

0.51–14.8
0.90–30
0.13–12
0.25–62
0.90–17.3
1.80–15
6–25

0.13–7.7
0.20–306

1.1–6.5
0.17–18
0.42–4
0.5–20

Denotes uniaxial 
crystal materials 
Refractive index 
given for birefrin-
gent materials is for 
ordinary wave. Value 
in parenthesis 
is material birefrin-
gence n ne no

1Values in the table are approximate and a general guidance.
2For IR Crystals transmission is given as a wavelength range of 1-mm-thick sample at 300 K, assuming that the value is larger than 10 percent.36 For 
polymers transmission is given for 3.2-mm thick sample and at least 10 percent transmission. Note that polymers with listed transmission range have 
at least 80 percent (3.2-mm sample) transmission in 400 to 1100 nm wavelengths. 

TABLE 5 Summary of Diamond Turnable Materials1

Material Refractive Abbe Transmission2

Category Material Name Index36,37 Number36,37 (μm)36,37 Comments

optical components, like Alvarez plates38 or arrays of lenses. A diagram of a five-axis diamond 
machine geometry is presented in Fig. 14.

Only X and Z axes are required for machining aspherical and axially symmetrical parts. For 
this two-axis mode, the part is mounted on the vacuum chuck of the rotation spindle, while the 
diamond tool is mounted on the Z-axis stage. While the spindle rotates with constant speed, X and 
Z move to provide proper surface height (Z) for the related radius coordinate (X). An example of 
Zeonex aspherical lenses made for a NA  1.0 miniature microscope cut in this two-axis mode is 
presented in Fig. 15. The diameter of the lenses is 2.75 mm.

Arbitrary (free) form machining can be obtained in two cutting modes: diamond turning with C
axis (X, Z, C configuration) and micromilling (X, Y, Z). The B axis is used for changing tool angle and, 
in effect, allows increasing optical power of the fabricated components. Diamond turning using the 
C axis is based on moving the diamond-turning tool in the Z direction synchronously with the rotation 
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MINIATURE AND MICRO-OPTICS 22.17

angle of the part controlled with spindle controller (C axis). The C axis is used to change the spindle 
rate during the cutting process. C-axis machining can be used in slow-slide servo and fast servo modes. 
The slow-slide servo mode uses the Z stage of the machine to move the diamond tool. Fast-tool 
servo requires the diamond tool to be mounted on a piezo or voice-coil controller (the controller is 
placed on the Z stage) and move it with high frequency and small Z amplitude synchronously with 
angular position of spindle (C axis). The fast-tool servo, depending on the particular design, works 
at 100 to 700 Hz frequency and within the Z range of approximately 50–70 μm to 500 μm (Precitech, 
Moore Nanotechnology Systems). Large scanning range of ±3000 μm is possible at low 20-Hz rate 
(Moore Nanotechnology Systems). The fast-tool servo allows higher fabrication speeds compared with 
slow-slide servo mode, which in some cases slows the spindle down (during process) below 1 rpm. 
Depending on the particular machine, spindle-rotation rates can reach upto 10,000 rpm. Common 
diamond-turning rates are 1000 to 3000 rpm. An example of a lens array fabricated with slow-slide servo 

X axis

Spindle/
C axis

B axis

Y
 a
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s
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FIGURE 14 A geometry of five-axis diamond-turning machine. (Courtesy of Moore 
Nanotechnology System, LLC.)

FIGURE 15 Zeonex aspherical 
lenses made for a NA  1.0 miniature 
microscope cut in this two-axis mode.
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C-axis machining is presented in Fig. 16.39 There is a limitation on the slope angle for diamond turning 
of array components in C-axis mode. It depends on the primary clearance angle of the diamond tool. 
For a standard diamond-cutting tool the slope angle limit is aproximately 20 . Some manufactures can 
supply tools with angles up to 32 , but these tools are very fragile. Note that the slope angle limitation 
can be mitigated with B axis or in micromilling mode.

Micromilling technology requires the diamond tool to be mounted on the spindle and the part 
now on the Z-axis stage. While the spindle (tool) rotates, it can be moved in X, Y, Z directions in 
reference to the fabricated part. The cutting time of free-form surfaces with diamond micromilling 
is significantly longer than for diamond turning in C-axis mode. For that reason, it is more appro-
priate for small optic applications. On the other hand, micromilling is very effective for fabrication 
of parts that conform to the shape of the tool. For example, making arrays of spherical lenses can be 
very fast (1-μm cutting depth/revolution) and deliver high surface quality. Micromilling spindle rates 
are usually faster than for normal diamond-turning applications and typically are 6000 to 8000 rpm. 
An example of a lens array cut with micromilling is shown in Fig. 17. Micromilling can produce 
high-power components, like hemispherical lenses or arrays of such lenses.

Research on fabrication of aspherically shaped tools is currently being pursued.40 If successful, 
it will provide tremendous benefits for micromilling fabrication and will allow fast production of 
arrays of high-power aspherical lenses.

22.7  LITHOGRAPHY FOR MAKING REFRACTIVE
COMPONENTS

In recent years lithographic techniques became important for micro-optics fabrication. Since lithog-
raphy is designed for making small, planar components it is more appropriate for fabrication of 
miniature and micro components rather than for large optics. While entire micro-optics systems 
can be made with lithographic processes, fabrication of large-scale devices is limited to phase 

FIGURE 16 An example of a lens array fabricated with 
slow-slide servo C-axis machining.39
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correctors/plates. As lithography was derived from electronics, it allows producing components in 
large quantities (parts can be diced out of the wafer) or arrays of systems. Additional benefits are 
obtained with use of grayscale lithography, which allows making components of arbitrary shape. 
In this process, fabrication of aspherical surfaces is as easy as making spherical ones (no rotational 
symmetry is necessary) and it gives the designer enormous work freedom. One example applica-
tion of grayscale lithography for making arbitrary surfaces was proposed by J. Rogers in the design 
of miniature microscope.41 The goal of the design was to remove ghost reflections through lens tilts 
and to at the same time maintain high performance of NA  0.4 optics. Shapes of lens surfaces made 
with grayscale lithography corrected for aberrations originating from tilts. Another benefit of using 
grayscale lithography is making optomechanical (assembly) features in the same process as optics. 
This combination can significantly improve assembly precision (see also Sec. 22.4).

While lithography has many advantages, it also has lens sag limitations (in effect limits lens 
power) currently between 100 and 150 μm.42 To improve lens parameters research on higher refrac-
tive index materials (for example, solgel) is currently being pursued. 

Grayscale lithography can be divided into two major categories: (1) direct printing and (2) lithog-
raphy using grayscale masks. Direct printing can be performed using laser, x-ray or e-beam 
writing in photosensitive material. In this chapter we will concentrate on fabrication using laser 
direct writing.

Laser Direct Write Fabrication of Micro-optical Elements

The maskless optical lithography technique referred to in this section is laser direct write 
(LDW) technology. Most LDW phototools have been developed by modulating a single laser 
spot focused by a microscope objective. The exposure media is moved under the single focused 
spot using a translation stage, as shown in Fig. 18.43 Both rectilinear raster scan and rotational 
scan techniques have been studied. The rotational scan spins the media on a rotary table, and 
the objective translates across a radius, as shown in Fig. 19.44 Rectilinear raster scan by means 
of a translating X-Y stage allows patterning of nonrotational profiles with the advantage of pat-
terning more than one element.43 This method adds a nonrotational pattern structure to the 
final image.

FIGURE 17 A lens array cut with diamond micromilling. (Courtesy of 
Moore Nanotechnology Systems, LLC.)
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The process steps used in a typical application using LDW technology are

1. Calculate the desired two-dimensional surface sag matrix in the lens material, based on the 
optical wavefront desired in transmission or reflection. In transmission, properties of the opti-
cal material used for the micro-optical element must be considered at the design wavelength. 
Exposure into simple photoresist is often sufficient for many applications, but the pattern may 
also be milled or etched into an underlying substrate, like fused silica or GaP.

2. If all other process steps are linear, the surface sag matrix is directly proportional to the depth of 
material removed with a positive-tone photoresist, which is the most common type of photoresist.

3. However, these process steps are rarely linear. Typically, the designer must compensate the 
surface sag by the nonlinear properties of the photoresist and the etching or milling processes. 
Nonlinear properties of the photoresist are best calibrated directly on the LDW phototool 
immediately before exposure. A calibration ramp is shown in Fig. 20, where responses of the 
exposure system and photoresist to a linear input ramp show a strongly nonlinear behavior. 
Depending on the milling or etching technique used, the additional correction for differential 
milling rate (etch rate of the optical material divided by the etch rate of the resist) must be 
accommodated. In dry-etch system, the differential etch rate is typically 6:1, but may be as high 
as 100:1 or as low as 1:1.
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FIGURE 18 Typical laser direct write (LDW) system employing a stable 
base and x-y scan stage with a modulated laser to expose the photosensitive 
surface at each scan point.43
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4. Resist layer is deposited on the substrate, exposed and developed according to the compensated 
exposure profile. Certain photoresist process steps are required, such as prebake to remove 
residual solvents and postbake or postdevelop bake, which depend on the chemistry being used. 
If resist is used as the optical material, there are no more process steps required.

5. If the pattern is transferred into the substrate material, the substrate must be mounted into the 
milling chamber or etch bath for further processing.
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FIGURE 19 Polar coordinate writer for fabrication of micro-optical components.44 The substrate rotating 
on the spindle is exposed with a focused and modulated laser beam along a diameter. A translation stage moves 
the focused beam along the spindle radius to expose different diameters. Good synchronization between the 
spindle and laser modulation can produce arbitrary gray-scale profiles.DO
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Although exposure in photoresist is the most common method, other materials may be used for 
direct laser writing. For example, Poleshchuk et al. use a polar coordinate writer to change the absorption 
of amorphous silicon as a function of position for fabrication of gray-scale masks, as shown in Fig. 21.44

The reduction in optical absorption is caused by an induced crystallization of the amorphous silicon.
Other types of LDW phototools have also been proposed. A system using x-y galvanometer mir-

rors has been constructed to fabricate micro-optical components by photodeposition of amorphous 
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FIGURE 20 Response curve of positive-tone photoresist to a lin-
early increasing exposure signal (0 to 100 percent laser power) that takes 
into account nonlinearities of the exposure system and the photoresist.
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FIGURE 21 Directing laser writing of gray-scale patterns in 
amorphous silicon films using a polar coordinate writer.44
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selenium (a-Se).45 The galvanometer mirrors are used instead of x-y stages to move the focused 
laser spot across the sample. Yet another system uses digital multi-micromirror device (DMD) 
array with a 10:1 lithographic reduction camera to expose micro-optical patterns.46 In this system, 
the DMD is illuminated with a He g-line (436 nm) illumination system, and pixels of the DMD 
are turned “on” or “off ” to direct light into or away from, respectively, the projection camera. A 
full image of the DMD array is exposed at one time with this system, thus increasing throughput. 
Pixels in the “on” state expose the resist. Still another system under development is the high-speed 
maskless lithography tool (MLT) at the University of Arizona.47 In this system, an 8-bit modulated 
370-nm laser beam is reflected from a rotating polygon and focused to a scan line (x dimension) 
in the photoresist. As the polygon rotates, the photoresist-coated sample is slowly translated with 
a linear stage perpendicular (y dimension) to the scan line. By the time the scan line is complete, 
the stage has moved a y distance corresponding to the width of 1 pixel in that dimension and is 
ready for the next scan line. A twelve-sided polygon rotating at 3000 rpm provides 12,000 pixels 
across one scan line. Pixel dimensions are 2.1 m square, and the spot size is approximately 
2.5 m. The length of the written pattern in the y direction depends on the range of the stage 
and the size of the computer buffer memory. One 25 mm  25 mm substrate can be exposed 
in approximately 12 seconds.

Lithography with Gray-Scale Masks

Lithography with use of gray-scale masks is a three step process: 

1. Substrate is coated with photoresist, polymer, or solgel glass.

2. Sample is exposed with UV light through gray-scale mask.

3. Sample is developed to create refractive lens component.

For transferring lens shape into glass, an additional step of deep reactive ion etching (DRIE) is 
required. A conceptual graph presenting the gray-scale lithography process is shown in Fig. 22. The 
process requires two critical components, which are a gray-scale mask and a photosensitive material 
with linear relationship between optical density and level of polymerization so the lens height will 
directly relate to energy delivered to the sample. Note that a nonlinear relation is also possible to use, 

UV exposure

Photo-
sensitive
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Darker color coressponds to 
higher polymerization level
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Developed
stucture

Grayscale
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FIGURE 22 Principle of gray-scale lithography process.
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but it requires a careful calibration process for the mask fabrication, exposure, and development 
process. Examples of technologies to make gray-scale masks include3

Photographic masks—can be made with photoreduction on photosensitive emulsion or with 
variable laser intensity writing. 

Halftoning—gray levels are obtained by different density and size of binary structure.

HEBS masks—high energy beam sensitive glass is used to fabricate masks with e-beam writing.

Comparison of parameters for these mask techniques is presented in Table 6. 
During the lithography process negative-tone photosensitive material (solgel, photoresist) is 

polymerized with UV light and immersed in developer. Regions less exposed to UV radiations 
dissolve more quickly and create variable height components. An example of structure height as a 
function of optical density is shown in Fig. 23.48

Especially interesting is the gray-scale lithography process with thick solgel and photoresist 
materials, as it allows higher optical power and larger components. It is especially important for 
miniature imaging systems (miniature microscopes, endoscopes, cameras). These devices need to 
obtain large FOV and therefore their size cannot be too small. High-film thicknesses is a prerequisite 
to optical elements of greater optical power, that is, shorter focal length. Small root-mean-square 
(rms) surface roughness is demanded to minimize undesired scattering from lithographically 

TABLE 6 Comparison of Achievable 
Resolution for Different Type of Gray-Scale 
Mask3

Minimum 
Mask Type Feature Size

Photographic masks <5 μm
Halftoning 8 μm
HEBS masks <1 μm

Optical density vs structure height
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FIGURE 23 Optical component surface height as a function of optical 
density for hybrid solgel glass.48
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fabricated optical elements. Values of large thickness (up to 135 μm) at a low rms roughness of 
10 nm were reported.42 An example of a solgel lens fabricated with gray-scale process is shown in 
Fig. 24.48 Features around the lens were designed for optomechnical assembly and work in the MOT 
setting. (For more details refer to Sec. 22.4.)

22.8 MONOLITHIC LENSLET MODULES

Monolithic lenslet modules (MLMs) are micro-optic lenslets configured into close-packed arrays. 
Lenslets can be circular, square, rectangular, or hexagonal. Aperture sizes range from as small as 
25 μm to 1.0 mm. Overall array sizes can be fabricated up to 68  68 mm. These elements, like those 
described in the previous section, are fabricated from molds. Unlike molded glass and plastic lenses, 
MLMs are typically fabricated on only one surface of a substrate, as shown in the wavefront sensing 
arrangement of Fig. 25. An advantage of MLMs over other microlens array techniques is that 
the fill factor, which is the fraction of usable area in the array, can be as high as 95 to 99 percent. 

FIGURE 24 SEM image of the lens fabricated using solgel and gray-
scale HEBS photomasks.48

Input wavefront

Lenslets
Substrate

Centroid deviation as 
a result of local 
wavefront tilt

FIGURE 25 Monolithic lenslet modules (MLMs) config-
ured for wavefront sensing.57
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Applications for MLMs include Hartman testing,49 spatial light modulators, optical computing, 
video projection systems, detector fill-factor improvement,50 and image processing.

There are three processes that are used to construct MLMs.51 All three techniques depend on 
using a master made of high-purity annealed and polished material. After the master is formed, a 
small amount of release agent is applied to the surface. In the most common fabrication process, a 
small amount of epoxy is placed on the surface of the master. A thin glass substrate is placed on top. 
The lenslet material is a single-part polymer epoxy. A slow-curing epoxy can be used if alignment is 
necessary during the curing process.52 The second process is injection molding of plastics for high-
volume applications. The third process for fabrication of MLMs is to grow infrared materials, like 
zinc selenide, on the master by chemical vapor deposition. Also, transparent elastomers can be used 
to produce flexible arrays.

MLMs are advertised53 to be diffraction-limited for lenslets with NA < 0.10. Since the lens mate-
rial is only a very thin layer on top of the glass substrate, MLMs do not have the same concerns that 
molded plastic lenses have with respect to birefringence and transmission of the substrate. For most 
low-NA applications, individual lenslets can be analyzed as plano-convex lenses. Aspheres can be 
fabricated to improve imaging performance for higher NAs. Aspheres as fast as NA  0.5 have been 
fabricated with spot sizes about twice what would be expected from a diffraction-limited system. 
The residual error is probably due to fabrication imperfections observed near the edges and corners 
of the lenslets.54

22.9 DISTRIBUTED-INDEX PLANAR MICROLENSES

A distributed-index planar microlens, which is also called a Luneberg lens,55 is formed with a radi-
ally symmetric index distribution. The index begins at a high value at the center and decreases to 
the index value of the substrate at the edge of the lens. The function that describes axial and radial 
variation of the index is given by56

n r z n g r
g n

d
z( , ) ( , )

( , )
0 0 1

2 0 02 2
2

2 (4)

where r is the radial distance from the optical axis, z is the axial distance, n(0, 0) is the maximum 
index at the surface of the lens, g is a constant that expresses the index gradient, d is the diffusion 
depth, and (n(0, 0) – n2)/n(0, 0), where n2 is the substrate index. Typical values are  0.05, 
d 0.4 mm, rmax  0.5 mm, n2  1.5, and g r2 0 63 1/ mmmax . . These lenses are typically fabri-
cated on flat substrates and yield hemispherical index profiles, as shown in Fig. 26. Two substrates 
placed together will produce a spherical lens. Several applications of light coupling with distributed-
index microlenses have recently been demonstrated.57 These include coupling laser diodes to fibers, 
LEDs to fibers, fibers to fibers, and fibers to detectors. In the future, arrays of lenslets might aid in 
parallel communication systems.

One way to introduce the index gradient is through ion exchange.58 As shown in Fig. 26, a glass 
substrate is first coated with a metallic film. The film is then patterned with a mask that allows 
ions to diffuse from a molten salt bath through open areas of the mask. Ions in the glass substrate 
are exchanged for other ions in the molten salt at high temperatures. The diffused ions change the 
refractive index of the substrate by an amount that is proportional to their electric polarizability 
and concentration. To increase the index, diffusing ions from the salt bath must have a larger elec-
tronic polarizability than that of the ions involved in the glass substrate. Since ions that have larger 
electron polarizability also have larger ionic radius, the selective ion exchange changes the index 
distribution and creates local swelling where the diffusing ion concentration is high. The swelling 
can be removed with polishing for a smooth surface. Alternatively, the swelling can be left to aid 
in the lensing action of the device. To obtain the proper index distribution, the mask radius and 
diffusion time must be chosen carefully.59 If the mask radius, rmask, is small compared to the diffu-
sion depth, the derivative of the index distribution with respect to radial distance r monotonically 
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decreases. Since the curvature of a light ray passing through the medium is proportional to the gradient 
of the logarithm of the refractive index, the rays tend not to focus. A suitable combination of diffu-
sion time t and mask radius is given by Dt r/ mask

2 0 4. , where D is the diffusion constant of the dop-
ant in the substrate. Table 7 displays the diffusion time necessary for making a planar microlens 
with a radius of 0.5 mm. Typically, the paraxial focal length in the substrate is l0  20 rmask, and the 
numerical aperture is NA n2/20.

Other fabrication techniques can also be used. Planar lens arrays in plastics are fabricated 
with monomer-exchange diffusion.60,61 Plastics are suitable for making larger-diameter lenses 
because they have large diffusion constants at relatively low temperatures (100°C). The electro-
migration technique62 is more effective for creating devices with short focal length. For example, 
by applying an electric field of 7 V/mm for 8 hours, it is possible to obtain a planar microlens 
with radius of 0.6 mm and focal length of 6.8 mm.59 A distributed-index microlens array using 
a plasma chemical vapor deposition (CVD) method has also been reported.63 In this process, 
hemispherical holes are etched into a planar glass substrate. The holes are filled with thin layers 
of a combination of SiO2 and Si2N4. These materials have different indices of refraction, and the 
composition is varied from the hemispherical outside shell to the center to provide a Luneburg 
index distribution.

Diffusion Deep diffusion

High NA PML with swell
(PMLS)

Surface polish 
(DI-PML)

Glass substrate

Deposition of metal film

Patterning

FIGURE 26 Planar distributed-index microlens array and fabrication 
process.57

TABLE 7 Summary of Diffusion Times for Planar DI Lenses61

Materials Wn/n D (m2/s) t (s)

Plastics (DIA-MMA) 0.05 3  10–10 3  102

Glass (TI) ion-exchange 0.05 4  10–13 9  104

Glass (TI) 0.05 — 3  104†

electromigration

t  (r2
m/D)  0.4.

†Experimental data with radius of 0.6 mm.
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Shearing interferometry can be used to measure the index distribution from thinly slieed samples 
of lenslets. Samplets are acquired laterally or longitudinally, as shown in Fig. 27. Results of the mea-
surement on a lateral section are shown in Fig. 28 for the ion-exchange technique. The solid line is the 
theoretical prediction, and the dotted line corresponds to measured data. The large discrepancy between 
measured and theoretical results is probably due to concentration-dependent diffusion or the interac-
tion of the dopants. Figure 29 shows the two-dimensional index profile resulting from a deep electromi-
gration technique.64 These data correspond much more closely to the theoretical values in Fig. 28.

(a)

(b)

FIGURE 27 Slicing a lens to obtain a thin sample 
for interferometric characterization.59 (a) Lateral slice and 
(b) longitudinal slice.
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The ray aberration of a distributed-index lens is commonly determined by observing the longitudi-
nal aberration at infinite conjugates, as shown in Fig. 30. The paraxial focusing length, l0, is given by 

l d
g

gd
0

11 2 2

2
cot

sin
(5)

The amount of longitudinal aberration is defined by LA  (l – l0)/l0, where l is the distance at which 
a ray crosses the optical axis. LA increases with the radius r of the ray. In order to display the effects 
of different  and n2 parameters, we define a normalized numerical aperture that is given by

NA
NA

n2 2
(6)
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FIGURE 29 Two-dimensional index distribution of a distributed-index planar microlens prepared with the deep 
electromigration technique.64

l0
r0

r rmax l
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FIGURE 30 Longitudinal ray aberration, LA, of a distributed-
index planar microlens. The object is at infinity. l0 is the paraxial 
focal distance. LA increases with r.
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and is plotted in Fig. 31 versus diffusion depth for several values of LA. Notice that, for small values 
of LA, the maximum NA

—–—
 occurs at a diffusion depth of d  0.9/g.

Wave aberration of a planar distributed index microlens is shown in Fig. 32. The large departure 
at the maximum radius indicates severe aberration if used at full aperture. Swelled-structure lenses 
can exhibit much improved performance.65 It has been determined that the index distribution contributes 
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very little to the power of the swelled-surface element. Most of the focusing power comes from the 
swelled surface-air interface. A few characteristics of ion-exchanged distributed-index microlenses 
are shown in Table 8.

22.10 MICRO-FRESNEL LENSES

The curvature of an optical beam’s wavefront determines whether the beam is converging, diverg-
ing, or collimated. A bulk lens changes the wavefront curvature in order to perform a desired func-
tion, like focusing on a detector plane. The micro-Fresnel lens (MFL) performs the same function 
as a bulk lens, that is, it changes the curvature of the wavefront. In a simple example, the MFL con-
verts a plane wavefront into a converging spherical wavefront, A(x, y, z), as shown in Fig. 33. The 
difference between an MFL and a bulk lens is that the MFL must change the wavefront over a very 
thin surface.

A Fresnel lens is constructed of many divided annular zones, as shown in Fig. 34. Fresnel lenses 
are closely related to Fresnel zone plates.66,67 Both zone patterns are the same. However, unlike a 
Fresnel zone plate, the Fresnel lens has smooth contours in each zone, which delay the phase of the 
optical beam by 2 radians at the thickest point. In the central zone, the contour is usually smooth 
enough that it acts as a refractive element. Toward the edges, zone spacing can become close to 
the wavelength of light, so the Fresnel lens exhibits diffractive properties. Also, due to the quasi-
periodical nature of the zones and the diffractive properties, Fresnel lenses have strong wavelength 
dependencies.

Advantages of the Fresnel lens are that they can be made small and light compared to bulk opti-
cal components. Note that binary optics, which are described in Michael W. Farn and Wilfrid B. 
Veldkamp’s Chap. 23, “Binary Optics,” are stepped approximations to the MFL smooth-zone contour.

TABLE 8 Fundamental Characteristics of the Planar DI 
Microlens28

Diameter (μm) NA Focal Length (μm)

Planar 10–1000 0.02–0.25 20–4000
Swelled 50–400 0.4–0.6 55–500

z

MFL
+–

A(x, y, z)

z = 0
f

FIGURE 33 A micro-Fresnel lens (MFL) is often used to 
convert a planar wavefront into a converging spherical wave, A(x, y, z),
which focuses a distance f away from the MFL. The phase of the 
light in a plane on either side of the MFL is described by and .
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To understand the zonal profiles of the MFL, we return to our example problem illustrated in 
Fig. 33. Our development is similar to that described by Nishihara and Suhara.68 The converging 
spherical wavefront is given by

A r z
A

i k t
A

i r z( , ) [ ( )] exp [ ( , )]exp0 0 (7)

where A0 is the amplitude of the wave, 2 2 2 2 2( ) ,z f r r x y f, is the focal length, and 
k 2 / . The phase of A(x, y, z) at t  0 and in a plane just behind the MFL is given by

( , , )x y k f r0 2 2 (8)

We could add a constant to Eq. (8) and not change any optical properties other than a dc phase shift. Let

( ) ( , , ) ( )r x y kf k f f r0 2 2 2 2 (9)

Zone radii are found by solving

k f f r mm( )2 2 2 (10)

where m 1, 2, 3, . . . is the zone number. The result is

r fm mm 2 2( ) (11)

d(r)

1st zone

0th zone

r1 r2

rM

FIGURE 34 Fresnel lens construction. M-divided 
annular zones occur at radii ri in the same manner as a 
Fresnel zone plate. The profiles of each zone are given 
by d(r), and they are optimized to yield the maximum 
efficiency in the focused beam.
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Equation (9) becomes

m r m k f f r( ) ( ) ( )2 1 2 2 (12)

The job of the MFL is to provide a phase change so that the incident wavefront phase, (r), is 
changed into (r). The phase introduced by the MFL, MFL(r), must be

MFL( ) ( ) ( )r r r (13)

A phase change occurs when a wave is passed through a plate of varying thickness, as shown in Fig. 35. 
(r) is given by

( ) ( ) ( ) [ ( )]

( ) (

r r kn d r kn d r

r k n

iMFL

MMFL n d r kni i) ( )

(14)

where d(r) is the thickness profile, ni, is the refractive index of the image space, nMFL is the refractive 
index of the substrate, and  is the maximum thickness of the MFL pattern. d(r) is found by substi-
tuting Eq. (14) into Eq. (12). Note that the factor  is a constant and only adds a constant phase shift 
to Eq. (14). Therefore, we will ignore  in the remainder of our development. If ni  1, the result is

d r
m

n

f r f

nm( )
( )1

1 1

2 2

MFL MFL

(15)

ni

nMFL

+–

d(r)

FIGURE 35 Portion of a Fresnel lens profile show-
ing the thickness variation of the pattern. The thickness 
at any radius is given by d(r), where r is the radial dis-
tance from the center of the lens. The phase shift that is 
added to wavefront  is determined by d(r), the index 
of refraction of the substrate, nMFL, and the index of 
refraction of the image space, ni. The maximum thick-
ness of the pattern is given by . The resulting phase in a 
plane just after the MFL is given by .
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where we have arbitrarily set (r)  0. The total number of zones M for a lens of radius rM is

M
rM ( )1 1 2NA

NA
(16)

The minimum zone period, min, occurs at the outermost part of the lens and is given by

min

( )

( )
r r r

f M

M f MM M M1

2

2
1 1

2 2 1

2
(17)

The following approximations may be used without significant error if NA < 0.2 and M 1:

d r
m f r
f nm( )

.
( )

0 5
1

2

MFL

(18)

r m fm 2 (19)

M
rM

2
NA (20)

and

min NA
(21)

The consequence of using Eqs. (18) and (19) for NA > 0.2 is that a small amount of spherical aber-
ration is introduced into the system.

The aberration characteristics of the MFL and the Fresnel zone plate are very similar. Aberrations 
of Fresnel zone plates have been discussed by Young.69 For convenience, we describe a zone plate 
with the stop at the lens that is illuminated with a plane wave at angle . For an MFL made accord-
ing to Eq. (15) and used at the proper conjugates, there will be no spherical aberration or distor-
tion. Coma, astigmatism, and field curvature are given by W r fM131

3 22/ , W r fM222
2 2 2/ , and 

W r fM220
2 2 4/ , respectively. When M  1 and is small, the dominant aberration is coma, W131.

If the substrate of the zone plate is curved with a radius of curvature equal to the focal length, coma 
can be eliminated.70 Chromatic variations in the focal length of the MFL are also similar to a Fresnel 
zone plate. For NA < 0.2,

f
r

M
M
2

2
(22)

A focal-length-shift versus wavelength comparison of a Fresnel (hologram) lens and some single-ele-
ment bulk-optic lenses are shown in Fig. 36. Note that the dispersion of the MFL is much greater than 
the bulk lens, and the dispersion of the MFL is opposite in sign to that of the bulk lenses. These facts 
have been used to design, hybrid achromats by combining bulk lenses and diffractive lenses into the 
same system.71 The thermal variations in MFLs primarily result in a change of focal length given by72

f 2f g T (23)

where f is the nominal focal length, g is the coefficient of thermal expansion for the substrate mate-
rial, and T is a uniform temperature change of the element. For most optical glasses, g ranges 
from 5  10 4 °C 1 to 10  10 4 °C 1.
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The diffraction efficiency, , of an MFL is defined as the ratio of the power in the focused spot to 
the power in the unfocused beam transmitted through the lens. At best, Fresnel zone plates exhibit 

 40.5 percent.73 Blazing the grating profile can significantly increase the efficiency of the lens. 
Theoretically,  of an MFL can be 100 percent with the proper profile. However, there are several 
process parameters that limit , as shown in Fig. 37, where a perfect zone profile has width T and
height dMAX /(nMFL–1). Variation of film thickness, overetching, and swell all exhibit sinc-squared 

f
SF 59
SF 10
F 4
KzFS1
BK7

0.4
9.2

9.4

9.6

9.8

10

10.2

10.4

10.6

0.6

( m)

0.8 1

Hologram

FIGURE 36 Single-element dispersions for a 
Fresnel (hologram) lens and refractive singlets. The 
focal lengths (arbitrary units) of thin lenses are 
plotted versus wavelength for refractive lenses of 
various optical glasses. Each lens was constructed 
to have a focal length of 10 at g  0.5876 μm.71

(a)

(b)

(c)

(d)

d

dMAXd

a

s

T

sinc2 d(n–1)
– 1

sinc2 d(n – 1)

sinc2 a
T

1 –

2
s
T

FIGURE 37 Four parameters that influence the dif-
fraction efficiency of MFLs are: (a) film thickness variation; 
(b) overetching; (c) swell of the resist; and (d) imperfection 
of the shoulders. A profile of one zone is illustrated for each 
parameter. The ideal profile is shown as a dotted line, where 
dMAX is the ideal height and T is the ideal period. The diffrac-
tion efficiency  of each profile is determined from extrapo-
lating the result obtained from an infinite blazed grating.75
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dependency on the errors. Shoulder imperfection is the most critical parameter, with  proportional 
to (s/T).2 For > 90 percent, s/T  0.95, which implies that the falling edge of the zone profile must 
take no more than 5 percent of the grating period. This is possible with low NA systems, where the 
zone spacing is large compared to the resolution of the exposure system, but it becomes difficult in 
high NA systems, where the zone spacing is on the order of several microns. Analysis of the three 
remaining parameters indicates fairly loose tolerances are acceptable. For  > 98 percent, tolerance 
on individual parameters are: |d(n  1)/  1| < 0.25, a/T > 0.50, and d(n 1)/ < 0.50. Due to 
the increasing difficulty in fabricating correct zone profiles with decreasing zone width, most MFLs 
exhibit a variation in diffraction efficiency versus radius. In the center of the zone pattern, where the 
zone spacing is large, the measured diffraction efficiency can be in excess of 90 percent. At the edge 
of the zone pattern, where the zone spacing can be on the order of a few wavelengths, the measured 
diffraction efficiency is much lower. One possible solution to this problem is to use “superzone” 
construction,74 in which the zone radii are found from a modified form of Eq. (10), that is

k f f r NmM( )2 2 2 (24)

where N is the superzone number. This results in a maximum thickness of dMAX  N /(nMFL 1). 
Note that N 1 corresponds to the standard MFL. N 2 implies that zones are spaced at every 4
phase transition boundary instead of at every 2 phase transition boundary. Although this makes 
the zones wider apart, the surface relief pattern must be twice as thick.

Molding provides a potentially valuable process for fabricating large quantities of MFLs eco-
nomically. MFLs can be produced with conventional injection molding, but due to the large thermal 
expansion coefficient of polymers, the lenses are sensitive to thermal variations. An alternative MFL 
molding process is shown in Fig. 38, where a glass substrate is used to avoid large thermal effects. 

(a) Master

Nt

UV-curable resin

Substrate

UV light

(b) Electro forming

(c) Stamper

(d)

(e) Molded MFL

FIGURE 38 Molding process for a MFL on a glass sub-
strate. First, a master is made by electron-beam lithography, 
then a stamper is electroformed from the master. MFLs are 
molded by potting a UV-curable resin between the stamper 
and the substrate and then exposing through the substrate.53
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First, a master lens is formed with electron-beam or laser writing. A stamper is prepared using con-
ventional nickel electro-forming methods.76 After potting a UV-curable resin between the stamper 
and the glass substrate, the replica lenses are molded by the photopolymerization (2P) process.77

The wavefront aberration versus temperature for a  780 nm, NA  0.25, diameter  0.5 mm lens 
formed with this technique is shown in Fig. 39.78 A variation on this technique is to use the stamper 
as a substrate in an electron-beam evaporation device.79 Inorganic materials of various refractive 
indices can be deposited on the stamper, resulting in a thin lens of high refractive index. The high 
refractive index of a material like ZnS (n  2.35) can be used to lower the maximum thickness 
requirement of the lens, which makes fabrication of the master with electron-beam writing easier.

22.11 LIQUID LENSES

Integrated micro and miniature systems are often limited by fixed geometry, difficult realignment, 
and tuning capabilities. Therefore, extensive research was performed to develop miniature opti-
cal components with adjustable optical power. Even though zoom solutions, like applications of 
Alvarez-Humphrey plates mounted on microelectro mechanical system (MEMS) actuators, were 
recently suggested,80 the most successful tunable miniature optic components are based on prin-
ciples of liquid lenses or liquid crystals. In general, the concept of liquid lenses arises from the fact 
that it is possible to change the shape of the liquid volume and provide an optical power change. 
This power change can be done in several ways, including electrowetting,81,82 pressure,83 85 or tem-
perature change.86 Liquid crystal lenses87 are based on changing an electric field to create different 
crystal orientations and, in consequence, refractive index distribution. One of the most successful 
approaches for tunable miniature lenses is the concept of an electrowetting lens.81 It was developed 
primarily for consumer market applications, like cell phone or credit card cameras. The limited 
amount of space and relatively high cost does not permit using traditional motor-driven systems in 
these products. Another application of electrowetting lenses is Blu-Ray Disk (BD) recording systems 
for dual layer disks. 
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FIGURE 39 Wavefront aberration versus substrate temperature for a 
0.25 NA molded MFL on a glass substrate designed to operate at  780 nm.78
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The principle of an electrowetting lens is presented in Fig. 40.81 It relies on using two non-
mixable liquids, where one is conductive and one nonconductive. An example of conductive liquid 
is salted water, while a nonconductive example is nonpolar oil. Both liquids must have significantly 
different refractive index (typically n  0.15–0.20) and similar density. Refractive index difference 
is required to provide optical power, while similar density makes the lens insensitive to vibrations 
and shocks. Liquid is placed in a cylinder where the cylinder wall and bottom are metal coated and 
act as two electrodes. Note that the cylinder wall is separated from the conductive liquid by an insu-
lating layer. Changing potential between these two electrodes influences the shape of the conductive 
liquid and creates either a convex or a concave refractive lens. 

An example of electrowetting camera lens from Philips is presented in Fig. 41.81 The outer 
diameter of the lens (Fig. 40) is 4 mm, inner diameter is 3 mm, and height 2.2 mm. Typical switch-
ing voltage is in range of 50 to 120 V. Note that a concave lens is a natural state when no voltage is 
applied (voltage application allows to decrease negative power or obtaining convex lenses). The 
switching time is about 10 ms. The Philips lens can achieve maximum negative power of 100 diop-
tres, and positive of 50 dioptres. This corresponds to focus lengths of 10 mm and 20 mm, respec-
tively. Optical power D can be described as

D nC (25)

where C is lens curvature (reciprocal of lens radius).
Electrowetting lenses can provide sufficiently good optical performance. The main imperfec-

tions arise from asymmetric cylinder shape and nonuniform coating. Major wave aberrations in 
the lens are coma and astigmatism. It has been shown that they can be within diffraction limit 
of 0.07  wavefront error81 within their operating range. Note that work on aspherical, asymmetric 
electrowetting optical components82 and reconfigurable lens arrays88,89 is currently an active research 
area. For the purpose of this chapter, however, we limit our discussion of electrowetting to a prin-
ciple level analysis only.
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FIGURE 40 A-B schematic cross section of electrowetting lens for convex and con-
cave lens, respectively. C-D photographs of electrowetting lenses.81
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Another tunable lens concept is based on using liquids/gels and a pressure change to adjust 
optical power.83 84 85 In this case diameter of the cylinder containing the gel or liquid is covered 
with an elastic membrane (most often polydimethylsiloxane [PDMS]). The membrane is pushed 
out or pulled in by an increase/decrease of liquid pressure, respectively, and can create convex or 
concave lenses. The principle of the pressure-based liquid lens is presented in Fig. 42.

Depending on the liquid and lens diameter, pressure change lenses can obtain approximately 
1.0 to 10 mm and 1.0 to 10 mm focal lengths. If the membrane is sufficiently thin, the same 
equation as used for electrowetted lenses can be used to estimate lens power. The pressure change 
technique allows easy population of lenses in micro fluidic systems and fabrication of tunable lens 
arrays.83 84 85 An array of 200-μm (diameter) lenses made on a substrate glass in PDMS is shown in 
Fig. 43.83

Note that membrane lenses are subject to spherical aberrations, since the membrane shape pro-
duces an aspherical form due to lower membrane stiffness in the middle area of a lens that creates 
a nonuniform curvature. Liquid material used for an array prototype (Fig. 42) was a microscope 
immersion oil (n 1.51) or UV-curable polymers (Norland 63, n 1.56), but other materials are 
also possible.

While the majority of applications for pressure-based liquid lenses are “lab on a chip” use, they 
were also recently prototyped for use in optical coherence tomography (OCT). An example of liquid 
lens and complete head of an OCT probe is shown in Fig. 44.90

Tunable lenses can also implement thermal change of the liquid volume.85 This method is suitable 
for small millimeter or submillimeter components. It is due to the fact the volume change V V T.

FIGURE 41 A prototype of camera module with electrowetting liquid lens.81
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Membrane

Membrane

Pressure = 0

LiquidLiquidLiquid

Pressure > 0 Pressure < 0

FIGURE 42 The principle of the pressure-based liquid lens.
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Larger masses require in linear proportion more heat energy. Therefore, this method is more effec-
tive for small liquid volumes. Note that  denotes volume expansion coefficient, V and V material 
volume and volume change, respectively, and T is the introduced temperature change. An example 
of a thermally controlled liquid lens is presented in Fig. 45.86 The liquid chamber is covered with 
PDMS lens (gives system an initial optical power) made in a two-step replication process. PDMS 
was applied as a flexible and easily stretchable material. This lens has 1.9-mm clear aperture. The 
entire package is 8.5 mm  6.5 mm  1.5 mm. The lens requires voltage change (for thermal actua-
tion) of 0 to 14 V, which corresponds to temperature change from about 20 to 50°C. In effect, focal 
length changes from 14.7 to 2.8 mm.

Entirely different technology for making tunable lenses is based on the liquid crystal principle87

in which it is possible to create a continuously changing electric field that causes axially symmetric 

Circular chamber

(a) (b)

Microfluidic channels
400 m

PDMS membrane

PDMS LIQUID GLASS

1. The lens array is filled with liquid

2. The array is pressurized to form the lenses

Microlenses

FIGURE 43 (a) Picture of the pressure base microfluidic lens array. (b) Schematic of the microlens array.83
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FIGURE 44 (a) Microfluidic pressure lens and (b) picture of entire OCT head.90
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orientation changes of liquid crystals (LC). The crystal orientations results in a distribution of 
refractive index similar to that obtained in gradient index (GRIN) lenses. LC lenses are being used in 
machine vision, photonics, and eyeglasses. 

The LC lens principle can be described following Naumov et al.87 and his design of a liquid crystal 
lens. The LC is placed between two transparent electrodes deposited on glass substrates. One is the 
control electrode with distributed resistance much higher than the distributed resistance of the 
ground electrode. The LC layer placed between these two electrodes acts as a capacitor. In case of 
application of AC voltage to the single circular contact at the control electrode, the active imped-
ance of the control electrode and the reactive impedance of the capacitor create a distributed voltage 
divider. This divider results in a distributed AC voltage over the layer of LC relatively close to a para-
bolic distribution. In consequence the axially symmetric distribution of liquid crystals provides a 
change of optical power. It is also possible to build cylindrical lenses by using two line contacts at the 
control electrode. LC lenses are very convenient, due to the fact that they are electrically controlled 
integrated components. Switching voltage of LC lenses, depending on design, is usually in 0 100 V 
range. Their major drawback arises from relatively low optical power and polarization effects due to 
the crystal structure.

Liquid crystal lens research is a very broad area. For the purpose of this discussion we con-
centrate on selected examples. One group of miniature liquid lenses includes relatively large 
components of 5 to 10 mm in diameter and quite low optical power with focal length between 
few hundred millimeters and infinity.87 Multilayer liquid crystal lenses91 can increase opti-
cal power and obtain a range of 93 to 1230 mm. Examples of negative lenses with a glass lens 
embedded between liquid crystal layers were also demonstrated.92 Most recently, research on 
aspheric liquid crystal components (like axicons) is also being pursued.93 A second group of liquid 
crystal lenses are microlenses94 and arrays of microlenses.95,96 The diameter of a single lens is usu-
ally few hundred microns (200 to 600 μm) and these lenses can achieve short focal lengths in 
range ±2 to ±10 mm.

To compare various techniques for making tunable miniature or microlenses, a summary of 
parameters of various lens types are presented in Table 9. Values from literature are rounded to show 
achievable range rather than detailed numbers. Note that it is possible to find examples of systems 
going outside values summarized in Table 9.

Other tunable liquid lens approaches can be found in literature including adaptive liquid 
microlenseses activated with different stimuli.97 The optical power of these lenses may potentially 
be designed in a way so it will adapt to the environment, which means that optical power will 
change depending on conditions (PH, temperature, etc.). Detailed discussions of these quite new 
approaches are omitted, as they are in initial research stages.

Actuator Thermal sensor

Filling inlet

Lens position
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pads
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Feedback control

Sensing circuit

Glass plateLiquidSilicon substrate

FIGURE 45 (a) Schematic of an integrated thermal volume change lens. (b) Photo of a complete packaged lens.86
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22.12 OTHER TECHNOLOGIES

There are several other technologies that are potentially valuable for micro-optic components. Four 
particularly interesting technologies are melted-resin arrays,98 laser-assisted chemical etching,99 mass 
transport,100 and drawn preform cylindrical lenses.98

Melted-resin arrays of hemispherical ball lenses are formed with the process shown in Fig. 46. 
First, an Al film is deposited on a quartz substrate and patterned with holes that serve as aperture 

TABLE 9 Comparison of Parameters of Different Tunable Lenses

Common Size of Possible Range of Tuning Switching
Technique Clear Aperture Focal Range Shapes Parameter Time

Electrowetted 0.2–5.0 mm 20 mm– Convex Voltage 10 ms
10 mm– Concave 50–120 V

Pressure change 0.2–2 mm 1.0–10.0 mm Convex Pressure 500 ms– 
1.0– 10 mm Concave 0–50 KPa few seconds

Volume change ~2.0 mm, possible 2.0–15.0 mm Convex Temperature 50 seconds
Decrease to 300 μm  20–50°C

Liquid crystal 5–10 mm 100 mm– Convex Voltage 500 ms–
0.2–0.6 mm 2–10 mm Convex 0–100 V few seconds

2– 10 mm Concave

Hardened
pedestals

Al mask

(a)

(b)

(c)

(d)

Substrate

Thermal
cycle

Resin
cylinders

Microlenses

FIGURE 46 Process used to form melted-resin micro-
lenses: (a) an AL film is deposited on the substrate and pat-
terned with holes to serve as aperture stops for the array; 
(b) circular pedestals are formed on top of the aperture holes 
and hardened; (c) cylinders of resin are developed of the ped-
estals; and (d) pedestals are melted to form spherical surfaces.98
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stops for the array. Next, circular pedestals are formed on top of the aperture holes. The pedestals 
are hardened so that they are insoluble and stable for temperatures in excess of 180 C. Cylinders 
of resin are then developed on top of the pedestals. The device is heated to 140 C to melt the 
resin. The pedestals serve to confine the melting resin. The lenses form into hemispherical shapes 
due to surface tension forces. Lens diameters have been demonstrated at 30 μm with good wave-
front performance and uniformity.98

Similar to the process for making melted resin arrays is fabrication of reflow lenses.3,16 The 
graphical representation of reflow process is presented in Fig. 47.16 Figure 48 shows example of fab-
ricated lenslet array.16

Fabrication of reflow lenses consists of two major steps: (1) A layer of photoresist or solgel is 
exposed through lithographic binary mask and then developed; (2) photoresist cylinders are melted 
to create surfaces close to spherical shape. The third step of reactive ion etching3,16 or plasma etch-
ing101 can be added to transfer lens shapes into a substrate. For the melting step, the sample is heated 
to the glass temperature of the resist, which is in range of 150 to 200°C. After Sinzinger and Jahns,3

the focal length equation in Eq. (26) of the obtained lens is

f
r

n
c

1
(26)

FIGURE 48 SEM picture of 5-μm diameter microlenses 
packed hexagonally.16 Lenses were made using reflow process in 
photoresist.

UV light

mask

resist

Resist
cylinders

Resist
lenses

FIGURE 47 Principle of fabrication of microlens arrays using photoresist reflow technique.16
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where rc is radius of curvature derived from properties of binary cylinders:

r
h

D

hc

2
2

4
2

(27)

Note that h is the height of the droplet and corresponds to lens sag and D is diameter of the cylinder. 
Knowledge of cylinder volume allows also to find a relation between cylinder thickness and the 

droplet height (sag),3

t
h h

D6
3 4

2

2
(28)

Reflow lenses require very careful selection of photosensitive material (high viscosity, e.g., Hoechst 
AZ 4562), cylinder diameter, and its height. If the cylinder structure is too shallow, the melting 
process may create lenses deviating significantly from a sphere. The ratio between cylinder height 
and diameter is usually in range of 0.04 to 0.5. To improve quality of fabricated lenses, preshaping of 

(a)

20 m
(b)

FIGURE 49 SEM photographs showing perspective views of (a) etched 
multilevel mesa structure and (b) the microlens formed after mass transport.100
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photoresist can be applied. It is also possible to fabricate asymmetric lenses using either preshaping 
or noncircular masks.

The reflow technique can be further extended and combined with a molding process.102,103 After 
exposure, developing, and melting steps the lens array can be coated with PDMS and cured. In 
result, one obtains the negative impression of the photoresist array. Due to the fact that PDMS is 
hydrophobic and elastic such a created mold easily comes of the substrate and can be used in addi-
tional steps to create solgel (or other polymer) lens arrays.103

The quality of reflow fabricated lenses is high, resulting in surface roughness in the range of 
Ra  1 nm and deviation from perfect sphere of /10 (RMS) can be achieved. By application of afor-
mentioned method103 large sag and NA values can be obtained. 

Diameters of reflow lenses usually vary between 5 and 2000 μm3,16 and their sag is within 2.5 and 
60 to 70 μm. Reported focal lengths were few and 9000 μm3 where longer focal lengths were obtained 
for larger lens diameters.

Laser-assisted chemical etching (LACE) can be used to make arrays of F/0.7–F/10 lenslets with 
spacings of 50 to 300 μm. Microlenses have been fabricated in glass, silicon, CdTe, and sapphire with 
95 percent fill factors and figure quality better than 1/10th wave.99 In the LACE process, a focused 
laser beam is scanned over a thick layer of photoresist. The irradiance of the laser beam is modu-
lated in order to vary the exposure and thus the thickness of the developed resist. With the proper 
irradiance mapping, accurate lens profiles can be produced in the developed resist. If lenslet material 
other than photoresist is required, a pattern can be exposed in the photoresist and transferred into 
the new material by ion milling.

Our discussion of the mass-transport process follows discussion presented in Ref. 100. In the 
mass-transport process, a multilevel mesa structure is first etched into a semiconductor, as shown 
in Fig. 49a. The semiconductor must be a binary compound in which the evaporation rate of one 
element is negligible compared to that of the other. For example, InP has been used successfully. The 
mesa structure is placed in a furnace at an elevated temperature. Since some surface decomposition 
occurs with InP, a minimum phosphorus vapor pressure must be maintained in the gas ambient 
to prevent the sample from being transformed into metallic In. The decomposition produces free 
In atoms located at the crystal surface, which are in equilibrium with phosphorus in the vapor and 
InP in the crystal. The concentration of In in the vapor is negligible. The equilibrium concentra-
tion of free In atoms increases with increasing positive surface curvature, since the higher surface 
energy of the high-curvature regions translates into a lower bonding energy in the decomposition 
process. Consequently, a variation in curvature across the surface will result in diffusion of free In 
atoms from regions of high positive curvature, where the concentrations are high, to low-curvature 
regions, where the In-diffused atoms exceed the equilibrium concentration and have to be reincor-
porated into the crystal by reaction with P to form InP. (The diffusion of P in the vapor phase is 
presumably much faster than the diffusion of free In atoms on the surface. The latter is therefore 
assumed to be the rate-limiting process.) The mass transport of InP, resulting from decomposition 
in high-curvature regions, will continue until the difference in curvature is completely eliminated. 
After mass transport, a smooth profile is obtained, as shown in Fig. 49. The design of the mesa 
structure can result in very accurate control of the lens profile, as shown in Fig. 50. Mass-transport 
lens arrays have been used to collimate arrays of laser diodes, with diffraction-limited performance 
at NA ~0.5.

Very accurate cylindrical lenses can be drawn from performs.104 An SEM photo of an elliptical 
cylindrical lens is shown in Fig. 51. The first step in the process is to make a preform of a suitable 
glass material. Since the cross-sectional dimensions of the preform are uniformly reduced (typtically 
~50 to 100 ) in the fiber drawing process, small manufacturing errors become optically insignificant. 
Therefore, standard numerically controlled grinding techniques can be utilized to generate a pre-
form of any desired shape. Besides maintaining the preform shape, the drawing process also polishes 
the fiber. Results are presented98 that demonstrate a 200-μm-wide elliptical cylindrical lens. The 
SFL6 preform was about 0.75 cm wide. The lens has a nominal focal length of 220 μm at  800 
μm. The lens is diffraction-limited over about a 150-μm clear aperture, or NA ~0.6. The application 
is to collimate the fast axis of laser diodes.
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LLNL000954.4UMX1835KV

FIGURE 51 Scanning electron microscope photo of an elliptical cylindrical microlens. 
The lens width is 200 μm.104
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23.1 GLOSSARY

A aspheric

C describes spherical aberration

Cm Fourier coefficients

c curvature

c(x, y) complex transmittance

D local period

f focal length

k, l running indices

li paraxial image position

L, M direction cosines

m diffraction order

P partial dispersion

s spheric

t thickness

Vd Abbe number

x, y, z Cartesian coordinates

wavelength

diffraction efficiency

i paraxial image height

(x, y) phase
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23.2 INTRODUCTION

Binary optics is a surface-relief optics technology based on VLSI fabrication techniques (primarily 
photolithography and etching), with the “binary” in the name referring to the binary coding scheme 
used in creating the photolithographic masks. The technology allows the creation of new, uncon-
ventional optical elements and provides greater design freedom and new materials choices for con-
ventional elements. This capability allows designers to create innovative components that can solve 
problems in optical sensors, optical communications, and optical processors. The technology has 
advanced sufficiently to allow the production of diffractive elements, hybrid refractive-diffractive 
elements, and refractive micro-optics which are satisfactory for use in cameras, military systems, 
medical applications, and other demanding areas.

The boundaries of the binary optics field are not clearly defined, so in this chapter, the concen-
tration will be on the core of the technology: passive optical elements which are fabricated using 
VLSI technology. As so defined, binary optics technology can be broadly divided into the areas of 
optical design and VLSI-based fabrication. Optical design can be further categorized according to 
the optical theory used to model the element: geometrical optics, scalar diffraction theory, or vector 
diffraction theory; while fabrication is composed of two parts: translation of the optical design into 
the mask layout and the actual micromachining of the element. The following sections discuss each 
of these topics in some detail, with emphasis on optical design. For a more general overview, the 
reader is referred to Refs. 1 for many of the original papers, 2 and 3 for a sampling of applications 
and research, and 4 to 6 for a lay overview. 

Directly related areas which are discussed in other chapters but not in this one include micro-
optics and diffractive optics fabricated by other means (e.g., diamond turning, conventional manu-
facturing, or optical production), display holography (especially computer-generated holography), 
mass replication technologies (e.g., embossing, injection molding, or epoxy casting), integrated 
optics, and other micromachining technologies.

23.3 DESIGN—GEOMETRICAL OPTICS

In many applications, binary optics elements are designed by ray tracing and “classical” lens design 
principles. These designs can be divided into two classes: broadband and monochromatic. In 
broadband applications, the binary optics structure has little optical power in order to reduce the 
chromatic aberrations and its primary purpose is aberration correction. The device can be viewed 
as an aspheric aberration corrector, similar to a Schmidt corrector, when used to correct the mono-
chromatic aberrations and it can be viewed as a material with dispersion an order of magnitude 
greater than and opposite in sign to conventional materials when used to correct chromatic aber-
rations. In monochromatic applications, binary optics components can have significant optical 
power and can be viewed as replacements for refractive optics.

In both classes of designs, binary optics typically offers the following key advantages:

Reduction in system size, weight, and/or number of elements

Elimination of exotic materials

Increased design freedom in correcting aberrations, resulting in better system performance

Generation of arbitrary lens shapes (including micro-optics) and phase profiles

Analytical Models

Representation of a Binary Optics Element As with any diffractive element, a binary optics structure is 
defined by its phase profile (x, y) (z is taken as the optical axis), design wavelength 0, and the surface 
on which the element lies. For simplicity, this surface is assumed to be planar for the remainder of this 
chapter, although this is commonly not the case. For example, in many refractive/diffractive systems, 
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the binary optics structure is placed on a refractive lens which may be curved. The phase function is 
commonly represented by either explicit analytical expression or decomposition into polynomials in 
x and y (e.g., the HOE option in CODE V).

Explicit analytic expressions are used in simple designs, the two most common being lenses 
and gratings. A lens used to image point (xo, yo, zo) to point (xi, yi, zi) at wavelength 0 has a phase 
profile

( , ) ( ) ( )x y z x x z y y zo o o o o/ /
2

1 1
0

2 2 2 2

z x x z y y zi i i i i( ) ( )2 2 2 2 1 1/ /

(1)

where zo and zi are both taken as positive to the right of the lens. The focal length is given by the 
gaussian lens formula:

1 1 10/ / /f z zi o (2)

with the subscript indicating that f0 is the focal length at 0. A grating which deflects a normally 
incident ray of wavelength 0 to the direction with direction cosines (L, M) is described by

( , ) ( )x y xL yM
2

0

(3)

Axicons are circular gratings and are described by

( , ) ( )x y x y L
2

0

2 2 (4)

where L now describes the radial deflection.
For historical reasons, the polynomial decomposition of the phase profile of the element com-

monly consists of a spheric term and an aspheric term:

( , ) ( , ) ( , )x y x y x yS A (5)

where

A kl
k l

lk

x y a x y( , )
2

0

and the spheric term S(x, y) takes the form of Eq. (1). Since the phase profiles produced by 
binary optics technology are not constrained to be spheric, S(x, y) is often set to zero by using 
the same object and image locations and the aspheric term alone is used to describe the profile. 
The binary optics element is then optimized by optimizing the polynomial coefficients akl. If nec-
essary, the aspheric term can be forced to be radially symmetric by constraining the appropriate 
polynomial coefficients.

It is possible to describe the phase profile of a binary optics element in other ways. For example, 
(x, y) could be described by Zernike polynomials or could be interpolated from a two-dimensional 

look-up table.
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Ray Tracing by the Grating Equation A binary optics element with phase (x, y) can be ray traced 
using the grating equation by modeling the element as a grating, the period of which varies with 
position. This yields

L L
m

x2
(6)

M M
m

y2
(7)

where m is the diffracted order, L, M are the direction cosines of the incident ray, and L , M  are the 
direction cosines of the diffracted ray.7 In geometrical designs, the element is usually blazed for the first 
order (m 1). Note that it is the phase gradient (x, y) (a vector quantity proportional to the local 
spatial frequency) and not the phase (x, y) which appears in the grating equation. The magnitude of 
the local period is inversely proportional to the local spatial frequency and given by

D x y( , ) /| |2 (8)

where | | denotes the vector magnitude. The minimum local period determines the minimum fea-
ture size of the binary optics structure, a concern in device fabrication (see “Fabrication” later in 
this chapter).

Ray Tracing by the Sweatt Model The Sweatt model,8 which is an approximation to the grating 
equation, is another method for ray tracing. The Sweatt approach models a binary optics element as 
an equivalent refractive element and is important since it allows results derived for refractive optics 
to be applied to binary optics. In the Sweatt model, a binary optics element with phase (x, y) at 
wavelength 0 is replaced by a refractive equivalent with thickness and refractive index given by

t x y
n

x y
t( , )

( , )0

0
01 2

(9)

n n( ) ( )1 1
0

0 (10)

Here, t0 is a constant chosen to make t(x, y) always positive and n0 is the index of the material at 
wavelength 0. The index n0 is chosen by the designer and as n0 , the Sweatt model approaches 
the grating equation. In practice, a value of n0 10,000 is sufficiently high for accurate results.9

In the special case of a binary optics lens described by Eq. (1), the more accurate Sweatt lens10

can be used. In this case, the element is modeled by two surfaces of curvature

c n zo o1 1 0/[( ) ] (11)

c n zi i1 1 0/[( ) ] (12)

and conic constant n0
2, with the axis of each surface passing through the respective point source. 

The refractive index is still modeled by Eq. (10).

Aberration Correction

Aberrations of a Binary Optics Singlet As a simple example of a monochromatic imaging system, 
consider a binary optics singlet which is designed to image the point (0, 0, zo) to the point (0, 0, zi)
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at wavelength 0. The phase profile of this lens can be derived from Eq. (1) and the focal length f0
from Eq. (2). Now consider an object point of wavelength  located at (0, o, lo). The lens will form 
an image at (0, i, li) (see Fig. 1), with the paraxial image position li and height i given by7

1 1

0 0 0l f li

(13)

i i o ol l/ / (14)

Note that the first equation is just the gaussian lens law but using a wavelength-dependent focal 
length of

f f( ) 0
0 (15)

The focal length being inversely proportional to the wavelength is a fundamental property of dif-
fractive lenses. In addition, due to the wavelength shift and position change of the object point, the 
lens will form a wavefront with a primary aberration of 7

W x y
l l z zi o i o

( , )
1
8

1 1 1 1
3 3

0
3 3

( )

(

x y

l l l
y x

i i o
i

2 2 2

2 2

1
2

1 1 22 2

2
2 2

2

3

4

1 1 1

4

1 1

y

l l l
y

l l l
i i o

i
i i o

)

i x2 2

(16)

where the ray strikes the lens at (x, y). The first term is spherical aberration, the second is coma, and 
the last two are tangential and sagittal field curvature. As noted by Welford, all the off-axis aberra-
tions can be eliminated if and only if li lo, a useless configuration. In most systems of interest, the 
limiting aberration is coma.

The performance of the binary optics singlet can be improved by introducing more degrees of 
freedom: varying the stop position, allowing the binary optics lens to be placed on a curved surface, 
using additional elements, etc. For a more detailed discussion, see Refs. 1, 7, and 11.

Chromatic Aberration Correction Binary optics lenses inherently suffer from large chromatic 
aberrations, the wavelength-dependent focal length [Eq. (15)] being a prime example. By themselves, 

FIGURE 1 Primary aberrations of a binary optics 
lens.7
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they are unsuitable for broadband imaging and it has been shown that an achromatic system con-
sisting only of diffractive lenses cannot produce a real image.12

However, these lenses can be combined successfully with refractive lenses to achieve chromatic 
correction (for a more detailed discussion than what follows, see Refs. 4, 13, and 14). The chromatic 
behavior can be understood by using the Sweatt model, which states that a binary optics lens 
behaves like an ultrahigh index refractive lens with an index which varies linearly with wavelength 
[let n0  in Eq. (10)]. Accordingly, they can be used to correct the primary chromatic aberration 
of conventional refractive lenses but cannot correct the secondary spectrum. For the design of achro-
mats and apochromats, an effective Abbe number and partial dispersion can also be calculated. For 
example, using the C, d, and F lines, the Abbe number is defined as V n n nd d F C[ ( ) ]/[ ( ) ( )]1 .
Substituting Eq. (10) and letting n0  yields

Vd d F C/( ) .3 45 (17)

In a similar fashion, the effective partial dispersion using the g and F lines is

PgF g F F C( ) ( ) ./ 0 296 (18)

By using these effective values, the conventional procedure for designing achromats and apochromats15

can be extended to designs in which one element is a binary optics lens.
Figure 2 plots the partial dispersion PgF versus Abbe number Vd for various glasses. Unlike all 

other materials, a binary optics lens has a negative Abbe number. Thus, an achromatic doublet can 
be formed by combining a refractive lens and a binary optics lens, both with positive power. This 
significantly reduces the lens curvatures required, allowing for larger apertures. In addition, the 
binary optics lens has a position in Fig. 2 which is not collinear with the other glasses, thus also 
allowing the design of apochromats with reduced lens curvatures and larger apertures.

Monochromatic Aberration Correction For a detailed discussion, the reader is referred to Refs. 1 
and 11. As a simple example,4 consider a refractive system which suffers from third-order spherical 
aberration and has a residual phase given by

r x y C x y( , ) ( )
2 2 2 2 (19)

FIGURE 2 Partial dispersion vs. Abbe number.14
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where C describes the spherical aberration. Then, a binary optics corrector with phase

b x y C x y( , ) ( )
2

0

2 2 2 (20)

will completely correct the aberration at wavelength 0 and will reduce the aberration at other wave-
lengths to

r b C x y
2

1 0
2 2 2( / )( ) (21)

The residual aberration is spherochromatism.

Micro-Optics

Binary optics technology is especially suited for the fabrication of micro-optics and micro-optics 
arrays, as shown in Fig. 3. The advantages of binary optics technology include the following:

Uniformity and coherence. If desired, all micro-optics in an array can be made identical to opti-
cal tolerances. This results in coherence over the entire array (see Fig. 4).

Refractive optics. Binary optics is usually associated with diffractive optics. This is not a fun-
damental limit but results primarily from fabrication constraints on the maximum achievable 
depth (typically, 3 μm with ease and up to 20 μm with effort). However, for many micro-optics, 
this is sufficient to allow the etching of refractive elements. For example, a lens of radius R0

FIGURE 3 96 64 array of 51 61 μm CdTe microlenses.
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which is corrected for spherical aberration15 and focuses collimated light at a distance z0 (see Fig. 5) 
has a thickness of

t n R z z nmax ( )0
2

0
2

0 1/ (22)

where n is the index of the material.

Arbitrary phase profiles. Binary optics can produce arbitrary phase profiles in micro-optics just 
as easily as in macro-optics. Fabricating arrays of anamorphic lenses to correct the astigmatism 
of semiconductor lasers, for example, is no more difficult than fabricating arrays of conventional 
spherical lenses.

100 percent fill factor. While many technologies are limited in fill factor (e.g., round lenses on a 
square grid yield a 79 percent fill factor), binary optics can achieve 100 percent fill factor on any 
shape grid.

Spatial multiplexing. Each micro-optic in an array can be different from its neighbors and the 
array itself can compose an arbitrary mosaic rather than a regular grid. For example, a binary 
optics array of individually designed micro-optics can be used to optimally mode-match one-
dimensional laser arrays to laser cavities or optical fibers.16

Optical Performance

Wavefront Quality The wavefront quality of binary optics components is determined by the accu-
racy with which the lateral features of the element are reproduced. Since the local period (typically 
several μm) is usually much larger than the resolution with which it can be reproduced (of order 
0.1 μm), wavefront quality is excellent. In fact, wavefront errors are typically limited by the optical 
quality of the substrate rather than the quality of the fabrication.

FIGURE 4 Micro-optic telescope using (a) coherent arrays and 
(b) incoherent arrays.

FIGURE 5 Thickness of a refractive lens.15
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Diffraction Efficiency The diffraction efficiency of a device is determined by how closely the binary 
optics stepped-phase profile approximates a true blaze. The theoretical efficiency at wavelength  of 
an element with I steps designed for use at 0 is

4

( , ) ( )
sin ( )

sin
sinc /I I

I
I

1
2

(23)

where sinc (x) sin ( x)/( x) and ( )0 1/ /I .

This result is based on scalar theory, assumes perfect fabrication, and neglects any material dispersion. 
Figure 6 plots the efficiency ( , I) for different numbers of steps I; while Table 1 gives the average 
efficiency over the bandwidth  for a perfectly blazed element (I ).4 The efficiency equation is 
asymmetric in  but symmetric in 1/ .

The use of scalar theory in the previous equation assumes that the local period D(x, y) [see 
Eq. (8)] is large compared to the wavelength. As a rule of thumb, this assumption begins to lose 
validity when the period dips below 10 wavelengths (e.g., a grating with period less than 10 0 or 
a lens faster than F/5) and lower efficiencies can be expected in these cases. For a more detailed 
discussion, see Ref. 17.

The efficiency discussed here is the diffraction efficiency of an element. Light lost in this context 
is primarily diffracted into other diffraction orders, which can also be traced through a system to 
determine their effect. As with conventional elements, binary optics elements will also suffer reflection 
losses which can be minimized in the usual manner.
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FIGURE 6 Diffraction efficiency of binary optics.4
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23.4 DESIGN—SCALAR DIFFRACTION THEORY

Designs via scalar diffraction theory are based on the direct manipulation of the phase of a wavefront. 
The incident wavefront is generally from a coherent source and the binary optics element manipulates 
the phase of each point of the wavefront such that the points interfere constructively or destructively, 
as desired, at points downstream of the element. In this regime, binary optics can perform some unique 
functions, two major applications being wavefront multiplexing and beam shaping.

Analytical Models

In the scalar regime, the binary optics component with phase profile (x, y) is modeled as a thin-
phase screen with a complex transmittance of

c x y j x y( , ) exp[ ( , )] (24)

The phase screen retards the incident wavefront and propagation of the new wavefront is modeled 
by the appropriate scalar formulation (e.g., angular spectrum, Fresnel diffraction, Fraunhofer dif-
fraction) for nonperiodic cases, or by Fourier series decomposition for periodic cases.

The design of linear gratings is an important problem in the scalar regime since other problems 
can be solved by analogy. A grating with complex transmittance c(x) and period D can be decom-
posed into its Fourier coefficients Cm, where

C
D

c x j mx D dxm

D1
2

0
( )exp( )/ (25)

c x C j mx Dm
m

( ) exp( )2 / (26)

The relative intensity or efficiency of the mth diffracted order of the grating is

m mC| |2 (27)

Due to the fabrication process, binary optics gratings are piecewise flat. The grating transmission 
in this special case can be expressed as c(x) ci for xi < x < xi 1, where ci is the complex transmission 
of step i of I total steps, x0 0, and xI D. The Fourier coefficients then take the form

C c j m mm i i
i

I

i i
0

1

2exp ( ) ( )sinc (28)

where i i i i i ix x D x x D( ) ( ) ( ).1 1 2/ and /

TABLE 1 Average Diffraction Efficiency 
for Various Bandwidths4

/ 0

0.00 1.00
0.10 1.00
0.20 0.99
0.30 0.98
0.40 0.96
0.50 0.93
0.60 0.90
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The sinc term is due to the piecewise flat nature of the grating. If, in addition to the above, the grat-
ing transition points are equally spaced, then xi iD/I and Eq. (28) reduces to

C j m I m I
I

c j mi Im i
i

exp( ) ) exp( )/ sinc ( / /
1

2
00

1I

(29)

The bracketed term is the FFT of ci, which makes this case attractive for numerical optimizations. If the 
complex transmittance is also stepped in phase by increments of 0, then c jii exp( )0  and Eq. (29) 
further reduces to18

C j I m I m I
I

Im exp{ [( ) ]} ( )
sin ( )

s
1 / sinc /

iin
(30)

where 0 2/ /( ) m I . This important case occurs whenever a true blaze is approximated by a 
stepped-phase profile. The efficiency equation [Eq. (23)] is a further specialization of this case.

Wavefront Multiplexers

Grating Designs Grating multiplexers (also known as beam-splitter gratings) split one beam into 
many diffracted beams which may be of equal intensity or weighted in intensity.19 Table 2 shows 
some common designs. In general, the designs can be divided into two categories: continuous phase 
and binary. Continuous phase multiplexers generally have better performance, as measured by the 
total efficiency and intensity uniformity of the diffracted beams, while binary multiplexers are easier 
to fabricate (with the exception of several naturally occurring continuous phase profiles). Upper 
bounds for the efficiency of both continuous and binary types are derived in Ref. 20.

If the phase is allowed to be continuous or nearly continuous (8 or 16 phase levels), then the grat-
ing design problem is analogous to the phase retrieval problem and iterative techniques are commonly 
used.21 A generic problem is the design of a multiplexer to split one beam into K equal intensity beams. 
Fanouts up to 1:50 with perfect uniformity and efficiencies of 90–100 percent are typical.

The complex transmittance of a binary grating has only two possible values [typically 1 and −1, 
or exp ( j 0) and exp (− j 0)], with the value changing at the transition points of the grating. By 
nature, the response of these gratings has the following properties:

The intensity response is symmetric; that is, m m.

The relative intensities of the nonzero orders are determined strictly by the transition points. 
That is, if the transition points are held constant, then the ratios m/ n for all m, n 0 will be 
constant, regardless of the actual complex transmittance values.

The complex transmittance values only affect the balance of energy between the zero and non-
zero orders.

TABLE 2 Grating Multiplexers of Period D, 0 < x < D

 Phase Profile  −1 0 1 Remarks

( , )x y
x D
D x

/
/

0 2
2

0.41 0 0.41 Binary 1:2 splitter

( , )
.

x y
x D
D x

/
/

0 2
2 01 2

0.29 0.29 0.29 Binary 1:3 splitter

( , )x y x D/ 0.41 0.41 Continuous 1:2 splitter

( , ) )]x y x Darctan[2.657 cos ( /2 0.31 0.31 0.31 Continuous 1:3 splitter
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Binary gratings are usually designed via the Dammann approach or search methods and tables of 
binary designs have been compiled.22,23 Efficiencies of 60–90 percent are typical for the 1:K beam-
splitter problem.

Multifocal Lenses The concepts used to design gratings with multiple orders can be directly 
extended to lenses and axicons to design elements with multiple focal lengths by taking advan-
tage of the fact that while gratings are periodic in x, paraxial lenses are periodic in (x2 y2), 
nonparaxial lenses in x y f2 2

0
2 , and axicons in x y2 2 . For gratings, different diffraction

orders correspond to plane waves traveling in different directions, but for a lens of focal length f0, the
mth diffraction order corresponds to a lens of focal length f0/m. By splitting the light into dif-
ferent diffraction orders, a lens with multiple focal lengths (even of opposite sign if desired) can 
be designed.

As an example, consider the paraxial design of a bifocal lens, as used in intraocular implants. 
Half the light should see a lens of focal length f0, while the other half should see no lens. This is a 
lens of focal length f0, but with the light split evenly between the 0 and 1 orders. The phase profile 
of a single focus lens is given by ( ) ( )r r f2 22

0 0/ , where r2 x2 y2. This phase, with the 2
ambiguity removed, is plotted in Fig. 7a as a function of r and in Fig. 7b as a function of r2, where 
the periodicity in r2 is evident. To split the light between the 0 and 1 orders, the blaze of Fig. 7b is 
replaced by the 1:2 continuous splitter of Table 2, resulting in Fig. 7c. This is the final design and the 
phase profile is displayed in Fig. 7d as a function of r.
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FIGURE 7 Designing a bifocal lens: (a) lens with a single focus; (b) same as (a), but showing periodicity in r2;
(c) substitution of a beam-splitting design; and (d) same as (c), but as a function of r.
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Beam Shapers and Diffusers

In many cases, the reshaping of a laser beam can be achieved by introducing the appropriate phase 
shifts via a binary optics element and then letting diffraction reshape the beam as it propagates. If 
the incoming beam is well characterized, then it is possible to deterministically design the binary 
optics element.24 For example, Fig. 8a shows the focal spot of a gaussian beam without any beam-
forming optics. In Fig. 8b, a binary optics element flattens and widens the focal spot. In this case, 
the element could be designed using phase-retrieval techniques, the simplest design being a clear 
aperture with a  phase shift over a central region. If the beam is not well-behaved, then a statistical 
design may be more appropriate.25 For example, in Fig. 8c, the aperture is subdivided into randomly 
phased subapertures. The envelope of the resulting intensity profile is determined by the subaper-
ture but is modulated by the speckle pattern from the random phasing. If there is some random-
ness in the system (e.g., changing laser wavefront), then the speckle pattern will average out and the 
result will be a design which reshapes the beam and is robust to variations in beam shape.

Other Devices

Other Fourier optics-based applications which benefit from binary optics include the coupling of 
laser arrays via filtering in the Fourier plane or other means26 the fabrication of phase-only com-
ponents for optical correlators,27 and the implementation of coordinate transformations.16,28 In all 
these applications, binary optics is used to directly manipulate the phase of a wavefront.

23.5 DESIGN—VECTOR DIFFRACTION THEORY

Binary optics designs based on vector diffraction theory fall into two categories: grating-based 
designs and artificial index designs.

Grating-based designs rely on solving Maxwell’s equations for diffraction by the element. 
This is practical for periodic structures. Two major methods for this analysis are the expansion 
in terms of space harmonics (coupled wave theory) and the expansion in terms of modes (modal 
theory).29 In this category, optical design is difficult since it can be both nonintuitive and compu-
tationally intensive.

Artificial index designs are based on the following premise. When features on the component are 
small compared to the wavelength, then the binary optics element will behave as a material of some 
average index. Two common applications are shown in Fig. 9. In Fig. 9a, the device behaves as an 
antireflection coating (analogous to anechoic chambers) since, at different depths, the structure has a 
different average index, continuously increasing from n1 to n2. In Fig. 9b, the regular, subwavelength 
structure exhibits form birefringence.30 For light polarized with the electric vector perpendicular to 
the grooves, the effective index is

1 1
1

1
2

1
2

2
2n

p
n

p
neff

( ) (31)

(a) (b) (c)

FIGURE 8 Reshaping a focused beam: (a) gaussian focus; (b) deterministic 
beam-shaper; and (c) statistical diffuser.
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where p is the fraction of total volume filled by material 1. However, for light polarized with the 
electric vector parallel to the grooves,

n pn p neff
2

1
2

2
21( ) (32)

In both these cases, the period of the structure must be much less than the wavelength in either 
medium so that only the zero order is propagating.

23.6 FABRICATION

Mask Layout

At the end of the optical design stage, the binary optics element is described by a phase profile (x, y). 
In the mask layout process, this profile is transformed into a geometrical layout and then converted 
to a set of data files in a format suitable for electron-beam pattern generation. From these files, a 
mask maker generates the set of photomasks which are used to fabricate the element.

The first step is to convert the phase profile (x, y) into a thickness profile (see Fig. 10a and b)
by the relation

t x y
n

( , )
( )

( mod )0

02 1
2 (33)

where 0 is the design wavelength and n0 is the index of the substrate at 0. The thickness profile is 
the surface relief required to introduce a phase shift of ( , )x y . The thickness varies continuously 
from 0 to t0, where

t n0 0 0 1/( ) (34)

is the thickness required to introduce one wave of optical path length difference.
To facilitate fabrication, t(x, y) is approximated by a multilevel profile t (x, y) (Fig. 10c), which 

normally would require one processing cycle (photolithography plus etching) to produce each 
thickness level. However, in binary optics, a binary coding scheme is used so that only N processing 
cycles are required to produce

I N2 (35)

thickness levels (hence the name binary optics).

FIGURE 9 Artificial index designs: (a) antireflection 
layer and (b) form birefringence.
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The photomasks and etch depths required for each processing cycle are determined from con-
tours of the thickness t(x, y) or equivalently the phase (x, y), as shown in Table 3. The contours can 
be generated in several ways. For simple phase profiles, the contours are determined analytically. 
Otherwise, the contours are determined either by calculating the thickness at every point on a grid 
and then interpolating between points31 or by using a numerical contouring method,32 analogous to 
tracing fringes on an interferogram.

To generate the photomasks, the geometrical areas bounded by the contours must be described in 
a graphics format compatible with the mask vendor (see Fig. 11a and b). Common formats are GDSII 
and CIF,33 both of which are high-level graphics descriptions which use the multisided polygon (often 
limited to 200 sides) as the basic building block. Hierarchical constructions (defining structures in 
terms of previously defined structures) and arraying of structures are also allowed.

The photomasks are usually written by electron-beam generators using the MEBES (moving 
electron beam exposure system) format as input. Most common high-level graphics descriptions 
can be translated or “fractured” to MEBES with negligible loss in fidelity via existing translation 
routines. Currently, commercial mask makers can achieve a minimum feature size or “critical 
dimension” (CD) of 0.8 μm with ease, 0.5 μm with effort, and 0.3 μm in special cases. The CD of a 

TABLE 3 Processing Steps for Binary Optics

Layer Etch Region, Defined by t(x, y) Etch Region, Defined by ( , )x y Etch Depth

1 0 < t mod (t0) < t0/2 0 <  mod 2 < t0/2
2 0 < t mod (t0/2) < t0/4 0 <  mod < /2 t0/4
3 0 < t mod (t0/4) < t0/8 0 <  mod /2 < /4 t0/8
4 0 < t mod (t0/8) < t0/16 0 <  mod /4 < /8 t0/16

(a)
0 x

4

2

(x)

(b)
0

t0

x

t(x)

(c)
0

t0

x

t (x)

FIGURE 10 Translation from (x, y) to micromachined surface: 
(a) phase (x, y); (b) thickness t(x, y); and (c) binary optics profile t (x, y).
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binary optics element is determined by the minimum local period [see Eq. (8)] divided by the num-
ber of steps, Dmin/I. For lenses,

D Fmin 2 0 (36)

where F is the F-number of the lens; while, for gratings, Dmin is the period of the grating.
In MEBES, all geometrical shapes are subdivided into trapezoids whose vertices lie on a fixed 

rectangular grid determined by the resolution of the electron-beam machine (see Fig. 11c). The 
resolution (typically 0.05 μm) should not be confused with the CD achievable by the mask maker.

In summary, the description of the photomask begins as a mathematical description based on 
contours of the thickness profile and ends as a set of trapezoids whose vertices fall on a regular grid 
(see Fig. 11). This series of translations results in the following artifacts. First, curves are approxi-
mated by straight lines. The error introduced by this approximation (see Fig. 12) is

R R( cos )1 2 82/ / (37)

Normally, the maximum allowable error is matched to the electron-beam resolution. Second, all 
coordinates are digitized to a regular grid. This results in pixelization artifacts (which are usually 
negligible), analogous to the ziggurat pattern produced on video monitors when plotting gently 
sloped lines. Finally, the MEBES writing process itself has a preferred direction since it uses electro-
static beam deflection in one direction and mechanical translation in the other.

In addition to the digitized thickness profile, photomasks normally include the following features 
which aid in the fabrication process. Alignment marks34 are used to align successive photomasks, 
control features such as witness boxes allow the measurement of etch depths and feature sizes with-
out probing the actual device, and labels allow the fabricator to easily determine the mask name, 
orientation, layer, etc.

Micromachining Techniques

Binary optics uses the same fabrication technologies as integrated circuit manufacturing.34,35

Specifically, the micromachining of binary optics consists of two steps: replication of the photomasks 

FIGURE 11 Mask layout descriptions: (a) mathematical description based on 
thickness contours; (b) high-level graphics description; and (c) MEBES.

FIGURE 12 Quantization angle.
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pattern into photoresist (photolithography) and the subsequent transfer of the pattern into the sub-
strate material to a precise depth (etching or deposition).

The replication of the photomasks onto a photoresist-covered substrate is achieved primarily via 
contact, proximity, or projection optical lithography. Contact and proximity printing offer lower 
equipment costs and more flexibility in handling different substrate sizes and substrate materials. In 
contact printing, the photomask is in direct contact with the photoresist during exposure. Vacuum-
contact photolithography, which pulls a vacuum between the mask and photoresist, results in the 
highest resolution (submicron features) and linewidth fidelity. Proximity printing, which separates 
the mask and photoresist by 5 to 50 μm, results in lower resolution due to diffraction. Both contact 
and proximity printing require 1:1 masks. In projection printing, the mask is imaged onto the pho-
toresist with a demagnification from 1  to 20 . Projection printers are suitable for volume manu-
facturing and can take advantage of magnified masks. However, they also require expensive optics, 
strict environmental controls, and can only expose limited areas (typically 2 cm 2 cm).

Following exposure, either the exposed photoresist is removed (positive resist) or the unexposed 
photoresist is removed (negative resist) in a developer solution. The remaining resist serves as a pro-
tective mask during the subsequent etching step.

The most pertinent etching methods are reactive ion etching (RIE) and ion milling. In RIE, a 
plasma containing reactive neutral species, ions, and electrons is formed at the substrate surface. 
Etching of the surface is achieved through both chemical reaction and mechanical bombardment by 
particles. The resulting etch is primarily in the vertical direction with little lateral etching (an aniso-
tropic etch) and the chemistry makes the etch attack some materials much more vigorously than 
others (a selective etch). Because of the chemistry, RIE is material-dependent. For example, RIE can 
be used to smoothly etch quartz and silicon, but RIE of borosilicate glasses results in micropatterned 
surfaces due to the impurities in the glass. In ion milling, a stream of inert gas ions (usually Ar) is 
directed at the substrate surface and removes material by physical sputtering. While ion milling is 
applicable to any material, it is usually slower than RIE.

For binary optics designed to be blazed for a single order (i.e., designs based on geometrical 
optics), the major effect of fabrication errors is to decrease the efficiency of the blaze. There is little 
or no degradation in the wavefront quality. Fabrication errors can be classified as lithographic errors, 
which include alignment errors and over/underexposure of photoresist, and etching errors, which 
include depth errors and nonuniform etching of the substrate. As a rule of thumb, lithographic 
errors should be held to less than 5 percent of the minimum feature size (<0.05 Dmin/I), which can 
be quite challenging; while etching errors should be held to less than 5 percent of t0, which is usually 
not too difficult. For binary optics designed via scalar or vector diffraction theory, manufacturing 
tolerances are estimated on a case-by-case basis through computer simulations.
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24.1 GLOSSARY

A constant

a, b constants

g constant

hi constants

n refractive index

r radius

Vij Abbe numbers

z Cartesian coordinate (optical axis direction)

power

24.2 INTRODUCTION

Gradient index (GRIN) optics1 refers to the field of optics in which light propagates along a curved 
path. This contrasts with normal homogeneous materials in which light propagates in a rectilinear 
fashion. Other terms that have been used to describe this field are inhomogeneous optics, index of 
refraction gradients, and distributed index of refraction. The most familiar example of a gradient 
index phenomenon is the mirage when a road appears to be wet on a hot summer day. This can be 
understood by the fact that the road is absorbing heat, thus slightly raising the temperature of the 
air relative to the temperature a few meters above the surface. By the gas law, the density decreases, 
and therefore the index of refraction decreases. Light entering this gradient medium follows a 
curved path. The ray path, as shown in Fig. 1, is such that the ray propagates downward toward 
the road and then gradually upward to the observer’s eye. The observer sees two images. One is the 
normal image propagating through the homogeneous material and the second is an image that is 
inverted and appears below the road surface. Thus, the index of refraction gradient acts as a mirror 
by gradual light refraction rather than reflection.
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24.3 ANALYTIC SOLUTIONS

Over the approximately 150 years that gradient index optics has been studied, a wealth of very 
interesting analytic solutions has been published.2 A classic example was published by James Clerk 
Maxwell in 1850. Maxwell3 showed through geometrical optics that the ray paths in a spherically 
symmetric material whose index of refraction is given by

n r a b r( ) ( )/ 2 2 (1)

are circles. The object and the image lie on the surface of the sphere but, otherwise, the imaging is 
perfect between the conjugate points on the sphere. The medium between the object and the image 
is continuous with no discreet surfaces. A century later, Luneburg4 modified the system to allow for 
discontinuities of the index of refraction. While these have not been implemented in ordinary opti-
cal systems, they have, however, been shown to be useful in integrated optics.5

A final example of a numerical solution is that of a radial (cylindrical) gradient in which the 
index of refraction varies perpendicular to a line. In 1954, Fletcher6 showed that if the index of 
refraction is given by

n r n sech aro( ) ( )2 (2)

then the ray paths inside the material in the meridional plane are sinusoidal. Nearly 50 years earlier, 
Wood7 had shown experimentally that the paths appeared to be sinusoidal. This solution has several 
important commercial applications. It is the basis of the Selfoc lens used in arrays for facsimile and 
photocopying machines and in endoscopes used for medical applications.

24.4 MATHEMATICAL REPRESENTATION

Most of the gradient index profiles are represented by a polynomial expansion. While these expan-
sions are not necessarily the most desirable from the gradient materials manufacturing standpoint, 
they are convenient for determining the aberrations of systems embodying GRIN materials. There 
are basically two major representations for gradient index materials. The first, used by the Nippon 
Sheet Glass, is used exclusively by representing radial gradient components. In this case, the index of 
refraction is written as a function of the radial coordinate r

N r N h r h r( ) ( )0
2

4
4

6
61 2Ar / (3)

FIGURE 1 Light from point A emits or reflects in all directions. Light propagating several meters 
above the heated road travels in a straight line. Light passing through the lower index of refraction 
region near the road undergoes a bending. This light appears to have come from below the road. 
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The second method of representing index of refraction profiles is a polynomial expansion in 
both the radial coordinate r and the optical axis coordinate z. In this case, the representation is

N r z N r zij
i

i j

j

( , )
0

2

0
(4)

where the coefficients Nij are the coefficients of the index of refraction polynomial. A pure axial 
gradient (in the z direction) has coefficients only in the form of N0 j and those in the radial would 
be of the form of Ni0. These representations for the index of refraction polynomial have been the 
basis of the aberration theory which was first developed for gradient index materials with discreet 
surfaces by Sands.8 These coefficients are wavelength dependent and are typically defined at three 
wavelengths. A gradient dispersion is defined by using a general Abbe number

V N N Nij ij d ij F ij C, , ,( )/ (5)

except for i and j both equal to zero. In the case for i = j = 0, then the Abbe number becomes the 
standard form, namely

V N N Nd F C00 00 00 001( ) ( ), , ,/ (6)

The subscripts d, F, and C refer to the wavelengths 0.5876, 0.4861, and 0.6563 μm, respectively. 
Unlike the normal dispersion of glasses where V00 is between 20 and 90, the Vij can have negative 
and positive values or can be infinite (implying that the gradient is the same as both the red and the 
blue portions of the spectrum).

24.5 AXIAL GRADIENT LENSES

When the index of refraction varies in the direction of the optical axis (the z direction), the bend-
ing of the light within the material is very small. Thus, the main feature of an axial gradient is its 
ability to correct aberrations rather than to add power to the lens. Sands showed that the effect of 
an axial gradient on monochromatic aberrations is exactly equivalent to that of an aspheric sur-
face. In fact, one could convert any aspherical surface to an axial gradient with a spherical surface 
and have the same image performance to the third-order approximation. There is, however, one 
very important difference between aspheric surfaces and axial gradients, i.e., the variation of the 
index of refraction profile with wavelength. Since an aspheric is the same for all wavelengths, its 
effect on spherochromatism is established once the aspheric has been determined. Further, an 
asphere has no effect on paraxial axial or lateral chromatic aberrations. This is not the case for 
axial gradients. Since the index of refraction profile varies with wavelength, it is possible to signifi-
cantly modify the spherochromatism of the lens and, in the case where the gradient extends from 
the front to the back surface, to affect the paraxial chromatic aberrations. Depending upon the 
dispersion of the gradient index material, the spherochromatism can be increased or decreased 
independent of the monochromatic correction. The effect of an axial gradient on paraxial axial 
chromatic aberration is best understood by placing a surface perpendicular to the optical axis 
in the middle of a single lens dividing it into two parts. The gradient dispersion implies that the 
medium will have one dispersion at the front surface and a different dispersion at the second 
surface. Thus, if one were to design a material in which the dispersion of the front surface is 60 
and at the rear surface is 40, then the combination of a positive (convex surface on the front) and 
negative lens (concave surface on the back), reduces the chromatic aberration. This can only be 
done if the lens is meniscus. In that case, the theoretical front lens is plano-convex while the back 
one is plano-concave. If the negative element has the higher dispersion (lower V numbers), then it 
is possible to chromatize the lens by a proper bending of the lens surfaces. This was first shown in 
the infrared part of the spectrum using a zinc sulfide-zinc selenide gradient material.9
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The simplest example of an axial gradient is the linear profile in which the index of refraction is 
written as

N z N N z( ) 00 01
(7)

The coefficient N01 is an additional degree of freedom which can be used to correct any of the third-
order monochromatic aberrations except Petzval curvature of field. There are two ways to approach 
the design of these lenses. In the case where the index of refraction profile does not continue to the rear 
surface (see Fig. 2), a simple formula can be used to relate the amount of index change to the F-number 
of the lens surface if the third-order spherical aberration and coma are to be correct to zero,10 namely,

n N f( . ( ) ) #0 0375 100
2 2/ / (8)

in this formula, the important parameters are the index of refraction of the base material, N00, the 
change in index of index of refraction, n, from the polar tangent to the maximum sag point, and 
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FIGURE 2 Diagram of axial gradient terminology. 
The effective region of the gradient is in the “region of sag.” 
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the F-number of the lens. One sees that if the F-number of the lens is doubled, then the amount of 
index change necessary to correct the spherical aberration and coma to zero increases by a factor of 4. 
Thus, while it is possible to correct the spherical aberration of the singlet operating at F/4 with an 
index change of only 0.0094, that same lens operating at F/1 will require an index change of 0.15. 
In most lenses, one never corrects the spherical aberration of individual elements to zero, but corrects 
the total amount of spherical aberration of all lens elements to zero.

Axial gradients have been used in a number of lens designs. Most of the work in this field has 
occurred in photographic objectives.11,12 In these cases, they offer a slight advantage over aspherics 
because of the chromatic variation of the gradient.

24.6 RADIAL GRADIENTS

In the most generalized case for radial gradients (one in which all coefficients are nonzero), it is 
possible not only to use the gradient for aberration correction, but also to modify the focal length 
of the lens. Independent of which representation is used, the coefficient of the parabolic term 
[Eq. (2) or Eq. (3)] dictates the amount of power that is introduced by the radial gradient component. 
Assuming only a radial gradient component, Eq. (4) can be expanded as

N r N N r N r( ) 00 01
2

02
4 (9)

Equating the terms in Eq. (3) and Eq. (9) gives

N N N N A00 0 10 0 2and / (10)

In the most general form, the power , due to the radial gradient component, is written as

N A A t0
0 5 0 5. .sin( ) (11)

From Eq. (11), the length of the material t determines the focal length of the system. In fact, depending 
on the choice of length, the power can be positive, negative, or zero. See Fig. 3a. A convenient variation 

(b)

(a)

FIGURE 3 Diagram of radial gradient: (a) a long radial gradient lens 
illustrating period ray path and (b) wood lens. 
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on this formula is to determine the length at which light entering the material collimated will be 
focused on the rear surface. This length is called the quarter pitch length of the rod and is given by

P / /1 4 00 10
0 52 2/

.( )( ( ))N N (12)

The full period length of the rod is simply four times Eq. (12).
For the case where the focal length (the reciprocal of the power) is long compared to its thick-

ness, this can be approximated by the formula (see Fig. 3b)

2 10N t (13)

This simplifying formula was derived by the entomologist Exner13 in 1889 while he was analyzing 
insect eyes and found them to have radial gradient components. Since the dispersion of a gradient 
material can be positive, negative, or infinity, the implication is that the paraxial axial chromatic 
aberration can be negative, positive, or zero. This leads to the possibility of an achromatized singlet 
with flat surfaces; or, by combining the dispersion of the gradient with that of the homogeneous 
materials, to single element lenses with curved surfaces that are color-corrected.

The radial gradient lens with flat surface is a very important example, both from a theoretical 
and a commercial standpoint. Consider such a lens with an object of infinity where the lens is thin 
relative to its focal length. As has already been shown, the value of N10 and the thickness determine 
the focal length of such a lens. According to third-order aberration theory,8 the only other term that 
can influence the third-order monochromatic aberrations is the coefficient N20. This term can be 
used to correct any one of the third-order aberrations except Petzval curvature of field. The coef-
ficient N20 is normally used to correct the spherical aberration; however, once this choice is made, 
there are no other degrees of freedom to reduce other aberrations such as coma. It can be shown 
that the coma in such a single element lens is very large if the lens is used at infinite conjugates. Of 
course, if such a lens is used at unit magnification in a system which is symmetric about the aperture 
stop, the coma (as well as the distortion and paraxial lateral color) is zero. As the length of the rod 
increases, the approximation for the focal length becomes inaccurate and the more rigorous formula 
given by Eq. (11) is appropriate. However, the rules governing the aberration correction remain the 
same. That is, the choice of the value of N20, or in the Nippon sheet glass representation, in h4 coef-
ficient, corrects the third-order spherical aberration to zero. In Fletcher’s original paper, he showed 
that rays propagating in a material whose index of refraction is given by Eq. (2) would focus light in 
the meridional plane periodically with no aberration along the length of such a rod. If one expands 
a hyperbolic secant in a polynomial expansion, one obtains

N N N20 10
2

005 6/ (14)

The implication is that if N20 is chosen according to Eq. (14), then not only is the spherical aberra-
tion corrected, but so is the tangential field (that is, the sum of three times the astigmatism plus the 
field curvature). Rawson14 showed that a more appropriate value for N20 was 3 210

2
00N N/ . This is a 

compromise for the correction of sagittal and tangential fields.
The second limiting case is to use these rods with arbitrary length but at unit magnification. This 

has important commercial applications in photocopying and fax machines, for couplers for single-
mode fibers, and in relays used in endoscopes. In all of these systems, the magnification is ±1 and 
thus there is no need to correct the coma, the distortion, or the lateral color. Thus, the choice of N20
can be used to either correct the spherical aberration or to achieve a compromise between the tan-
gential and sagittal fields.

In one of the most common applications, a series of lenses is assembled to form an array (see 
Fig. 4). In this case, the magnification between the object and the image must be a 1 with an 
inverted image halfway through the gradient index rods. Light from an object point is imaged 
through multiple GRIN rods depending on the numerical aperture of each of the rods. The effective 
numerical aperture of the array is significantly higher than that of a single rod. Theoretically, a full 
two-dimensional array can be constructed to image an entire two-dimensional object. In practice, 
to reduce costs the object is scanned by moving the object across the fixed lens array with either a 
charged couple device or a transfer drum used to record the image.
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24.7 RADIAL GRADIENTS WITH CURVED SURFACES

While the radial gradient with flat surfaces offers tremendous commercial applications today, it has 
limited applications because of the large amount of coma that is introduced unless the lens system 
is used at unit magnification. Thus, it is often desirable to introduce other degrees of freedom that 
may improve the imagery. The simplest way to do this is to make one or both of the end cases 
curved. The ability to chromatize such a lens is not lost so long as the power resulting from the 
curved surfaces and that of the radial gradient maintain the same ratio (but with opposite sign) 
as that of the Abbe number of homogeneous material and the Abbe number of N10. Thus, the lens 
shape can be determined to reduce the coma to zero and the value of the N20 coefficient is chosen 
to eliminate the spherical aberration. An example of a curved lens with a radial gradient was devel-
oped by Nippon Sheet Glass for a compact disc player.15 In that case, it is not necessary to achro-
matize the lens since the source is a monochromatic laser diode, but it was necessary to extend the 
field and reduce the amount of spherical aberration simultaneously. It is also often desirable to 
place part of the power on the curvature rather than using the gradient to refract all of the light. 
This reduces the magnitude of the index change and makes the lens easier to manufacture.

In a radial gradient material with curved surfaces, it is possible to eliminate four out of five 
monochromatic aberrations,16 and any four can be chosen. However, these lenses tend to be very 
sensitive to slight manufacturing errors, as they require a very delicate balance between the coeffi-
cients of the gradient profile and typically have very large amounts of higher-order aberrations.

24.8 SHALLOW RADIAL GRADIENTS

An interesting compromise between an axial gradient and a radial gradient with power is the shal-
low radial gradient (SRGRIN). In this type of gradient, there is no power generated by the gradient 
(i.e., N10 = 0). Like the axial gradient, it has no effect on Petzval curvature of field, but its aberration 
correction is significantly different than that of axial gradients. Sands8 showed that in the case of an 
axial gradient, the important parameter is the differential refraction of the ray at the surface which 
causes an additional surface contribution. In the shallow radial gradient there is no surface contribu-
tion, since the N10 coefficient is zero. All of the aberration correction is from the transfer contribution 
through the material.8 The implication of this fact is that the thickness of the shallow radial gradient 
is very important and, in fact, the most important parameter is the product of the thickness and the 
N20 coefficient. Thus, if only a small index change can be manufactured, the same amount of aberration 
correction can be achieved by increasing the thickness of the element. The other significant difference 
between this gradient and a normal radial gradient is the sign of the index change. In most lenses 
designed to date, the index of refraction of a conventional radial gradient should be lower at the 
periphery than it is at the center, thus creating a positive lens. However, in the shallow radial gradient, 
the index of refraction should be higher at the periphery than at the center. This has also normally 

FIGURE 4 An array of radial gradient lenses (only three shown) 
can be used to form an image of an extended object. This principle is 
used in photocopying and fax machines.
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been the case in the axial gradient in which the index of refraction should be higher at the polar tan-
gent plane than at the maximum sag point. This has important implications for the manufacturing 
process. Furthermore, the amount of index change necessary for shallow gradient correction is usually 
very small compared to the amount of index change needed in a regular radial gradient.

24.9 MATERIALS

While several materials systems have been proposed for forming gradient index materials, gradi-
ents have only been made for commercial applications in glasses and polymers. However, research 
has been conducted in zinc selenide-zinc sufilde,17 and germanium-silicon18 for the infrared por-
tion of the spectrum, and in fluoride materials for the ultraviolet.19 However, none of these have 
reached the stage, at this writing, which can be commercialized. For glasses, several processes 
have been proposed. The most common method of making gradient index materials is by the ion 
exchange process. In this case, a glass containing a single valence ion (such as sodium, lithium, or 
potassium) is placed in a molten salt bath at temperatures between 400 and 600°C. The molten salt 
bath contains a different ion than that in the glass. The ions from the salt diffuse into the glass and 
exchange for an ion of equal valence in the glass. The variation in composition leads to a variation 
in index of refraction. The variation in index of refraction occurs due to the change of polarizability 
between the two ions and the slight change in the density of the material. In some cases, these two 
phenomena can cancel one another, producing a composition variation, but no corresponding 
change in index of refraction. A model for predicting the index refraction change as well as the 
chromatic variation of the gradient has been developed.20 In this system, it is clear that the maxi-
mum index change is limited by the changes in the properties of single valence ions. While very 
large index changes have been made (approaching 0.27), these gradients suffer from large amounts 
of chromatic aberration. In axial gradients, a large amount of chromatic aberration is desirable, 
as it normally improves the spherochromatism. In the case of radial gradients, however, it creates 
large paraxial axial chromatic aberration which is normally not desirable. 

The manufacturing method is quite simple. If one wishes to make axial gradients, a sheet of glass 
is placed in a molten salt bath. Typical times for diffusion are a few days for diffusion depths of 3 to 
7 mm at temperatures around 500°C. The higher the temperature, the faster the diffusion; however, 
at high temperature the glass will begin to deform. Lower temperatures increase the diffusion times. 
For radial gradients, one simply starts with glass with cylindrical symmetry and places the rods 
inside an ion exchange bath. In order to form good parabolic profiles, it is necessary for the ions to 
diffuse through the center. 

Two other methods have been proposed for making gradients in glass. In the first, the gradi-
ent is formed by leaching or by stuffing in a sol-gel formed glass. This system has only shown to 
be applicable to radial gradients. After the glass is formed by the sol-gel (solution gelatin process), 
the glass is in a porous state where one of the components can be dissolved out in an acid bath21 or 
molecules can be stuffed into the glass to form the index of refraction gradient.22 By the leaching 
method, gradients have been formed in either titanium or zirconium. Index changes of up to 0.03 
have been formed by this method. Alternatively, the glass can be stuffed with ions such as lead. The 
lead precipitates on the walls of the porous material whereupon it is included in the glass during the 
sintering step. While it is possible to get much larger changes using the method based on lead, both 
of these techniques suffer from large amounts of chromatic aberration. 

A new method shown to be very useful for axial gradients is based on the fusion of glass slabs.23

The index of refraction of each slab is slightly different than its adjacent slab. Very large index of 
refraction changes can be formed by this technique ( n = 0.4). Further, these materials can be made 
in apertures up to 100 mm. 

Two basic methods for manufacturing of polymers for gradient index have been demonstrated. 
In the first, an exchange of one monomer for a monomer in a partially polymerized material forms 
a profile in the same way as the ion exchange method.24 In the second, ultraviolet light is used to 
induce photocopolymerization to form an index of refraction in the material.25
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25
CAMERAS

Norman Goldberg
Madison, Wisconsin

25.1 GLOSSARY

AF auto focus

CCD charge coupled device

CRT cathode ray tube

HDTV high definition television

IR infrared

IRED infrared emitting diode

FP film plane

LCD liquid crystal display

LP line pairs

SLR single lens reflex

MT mount

25.2 INTRODUCTION

Thanks to technical progress and vigorous competition, the camera buyer faces a difficult challenge 
in making a choice. This chapter will attempt to reduce the difficulty by asking the buyer to consider 
the final image; its purpose, its audience, and its appearance.

Next, some of the more recent technical features are discussed. These include the intriguing abil-
ity to select objects in a scene for focus and/or exposure measurement by tracking the position of 
the user’s eye. Finally, various types of cameras and their accessories are described.

In terms of technical sophistication, a moderately priced 35-mm snapshot camera made today 
would astonish a photographer who was suddenly time shifted from the 1950s. Consider the auto-
mation of exposure, focus, film loading, winding, rewinding, plus flash exposures from a tiny inte-
gral electronic flash unit no bigger than a spare roll of film.

The net result, for the snapshooter, is a higher percentage of “good” pictures per roll of film than ever 
before. The specialist also profits, particularly when the basis and limits of the feature are understood.

A good share of these technical features have been incorporated in the more advanced cameras; 
sometimes just because it can be done. Looking beyond this, the most basic technical camera ever 
made, the view camera, remains virtually unchanged for the past century. It is to photography what 
the wooden match is to fire making.

Portions of this chapter are adapted from the author’s book, Camera Technology: The Dark Side 
of The Lens (Academic Press, 1992). The author acknowledges, with thanks, the permission granted 
by Academic Press to use certain material from that book in this chapter.
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25.3 BACKGROUND

Imagine the first camera as nothing more than a tent with a small hole in the side casting an image 
upon the opposite wall. From this accidental version of a “pinhole” camera to today’s “smart” cameras, 
we find a cornucopia of ingenuity embracing optics, mechanics, electronics, and chemistry.

The variety of cameras ranges from one tiny enough to be concealed in a man’s ring to one large 
enough for several people to walk around it without obscuring the image. The price range of cameras 
stretches from few dollars for a disposable model (complete with film) to several thousand dollars 
(without film).

Cameras have recorded images of the deepest ocean trenches and the surface features of Jupiter’s 
moons. There are cameras that can freeze a bullet in midair or compress the germination of an 
acorn into a few minutes. From intimate portraits of bacteria to a 360° panoramic view of the Grand 
Canyon, there’s a camera for any task.

Nonetheless, there is a common denominator: all cameras produce an image. This image may 
be the end product, or it may be converted in some way to the final image intended for viewing, as 
shown in Fig. 1. To choose the best camera for a given task, the properties of this final image should 
be determined first.

Digital Instant

Final image
(note “a”)

Storage
(note “b”)

Conventional

A/D conversion Transparency

Chemical processing

Paper print ProjectionVideo

Enlarging

Transmit

Receive

Chemical processing

Final image

FIGURE 1 Final image flow chart. (a) Many instant photos can be 
manipulated just as the digital and conventional types, but are treated 
here in their primary use. (b) Storage means include magnetic tape and 
disks, optical disks, etc.
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25.4 PROPERTIES OF THE FINAL IMAGE

1. Appearance

a. Black-and-white

b. Color

c. High contrast

d. Continuous tone

2. Smallest detail to be resolved

3. Type of display

a. Audience population

b. Viewing conditions

(1) Viewing distance

(a) Minimum

(b) Maximum

(2) Ambient illumination

c. Display choices

(1) Print

(2) Projection

(3) Self-luminous

4. Distribution

By considering the properties listed, we’re obliged to visualize the final image through the 
viewer’s eyes. Esthetics aside, we’ll assume that the prime purpose of the final image is to convey 
information to the viewer.

25.5 FILM CHOICE

The appearance of the final image affects the choice of a camera by the kind of film required to 
produce that appearance. There are some films that are not available in all sizes. Other films are 
available in certain sizes only by special order. The availability of some films in some sizes changes 
over time, so check with your supplier before you select a camera for which film may be scarce.

Most film makers will be glad to send you their latest data on their current films, but be prepared 
for changes, because this is a very competitive field. New 35-mm color films in particular seem to 
come out with every change in the seasons.

25.6 RESOLVING FINE DETAIL

If the information in the final image is to be of any use, it must be legible to its detector, which 
we’ll assume to be the human eye. Figure 2 shows that for high-contrast detail viewed under at 
least 50 foot-candles (office lighting), the eye has an angular resolution of about 1 minute of arc. 
This means that we can resolve about seven line-pairs per millimeter (LP/mm) at a distance of 
250 mm. Since most photographic images exhibit moderate contrast and are viewed in moderate 
light, a more conservative limit of resolution would be 3.4 minutes of arc, which is good enough to 
resolve a pattern of 2 LP/mm at 250 mm.
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25.6  INSTRUMENTS

In most cases, the final image is a magnification of the primary image formed in the camera. 
All else being equal, there is a practical limit to the extent of this magnification, after which the 
structure of the film, residual lens aberrations, focus inaccuracy, and/or diffraction effects begin to 
obscure fine image details.

Suppose then, that for some film we set a practical limit of magnification at 10 . Based on the 
visual resolution limit given previously, the smallest detail in the primary image could be 20 LP/mm, 
each line 0.025 mm wide.

Looking at it another way, if you want to photograph fine details and display the image legibly at 
a distance of 250 mm from the viewer, choose a film that will clearly resolve at least 20 LP/mm and 
is capable of being enlarged 10 diameters without its grain or other structure obscuring the image. 
Most films in common use today easily satisfy this criterion.

25.7 FILM SIZES

In terms of the widest variety of films available, 35-mm ranks number one. The most common format 
for this film is 24 36 mm. Although seldom used today, other 35-mm formats include 18 24 mm 
and 24 24 mm.

Next in line for a broad choice of film types is known as medium-format and is sold in 61.5-mm-
wide rolls. The shortest rolls are paper-backed and are called 120. Many cameras that accept 120 film 
will also accept 220 film, which has an opaque paper leader and trailer, but no paper backing over the 
film. This permits a longer strip of film (more exposures per roll) and better film flatness than 120.

Common formats include (nominal dimensions) 45 60 mm, 60 60 mm, 60 70 mm, and 
60 90 mm. Some medium-format cameras also accept 70-mm film that has a row of sprocket holes 
along each edge and may be loaded in special cassettes for use in the camera’s large capacity, motorized, 
interchangeable film magazine.

The large formats, commonly referred to by their sheet film sizes in inches include 4 5, 5 7, and 
8 10, to name the most well known. They may not offer as broad a choice of film as the smaller formats, 
but the most essential films are available for them.

25.8 DISPLAY

Choosing the best type of display for the final image should start with the number of people in the 
viewing audience. For large groups, a projected transparency has the advantage of being visible to 
the entire audience simultaneously. This is especially important if you want to use a pointer to sin-
gle out detail in the image. Image detail should be clearly resolved by everyone in the audience, from 

0.07 mm

50 fc

250 mm

FIGURE 2 Visual resolution. Under ideal viewing 
conditions, we can resolve seven line-pairs per millimeter.
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the front row (image not too grainy) to the last row (image detail within the visual limits). In some 
cases, the best display is both a projected transparency that the lecturer can refer to with a pointer 
and a print for each viewer to examine closely, regardless of his position in the audience.

For the best viewing of projected images, the only light striking the screen should be that com-
ing through the transparency. In other words, the room should be pitch black. Unless this condition 
is met, there is no possibility of reproducing the full tonal range, from deepest black to sparkling 
white, that the image could contain.

When this condition is difficult to satisfy, a self-luminous display may be best. One or more 
video monitors located at strategic points can provide good image contrast even under office illu-
mination. The type of monitor may be the conventional cathode ray tube (CRT) or liquid crystal 
display (LCD). Of the two, the CRT produces a brighter image and is the least expensive. But it is 
bulky and fragile. The LCD has the virtue of minimal thickness; it’s a flat screen display that can be 
hung on a wall like a framed photo.

At present, neither type can equal the fine detail and subtle color reproduction of a high-grade 
projected transparency viewed under the proper conditions. However, the gap in image quality is 
closing, especially now that high-definition television (HDTV) are widely available.

25.9 DISTRIBUTING THE IMAGE

For many applications, the ease and speed with which an image can be distributed is crucial. Thanks 
to scanners, fax machines, modems, color photocopy machines, rapid photofinishing plants, self-
processing “instant” films, etc., we can send practically any image to practically anyone who wants it 
in a matter of minutes. At present, our ability to do this depends on transforming the analog infor-
mation in the subject into digital information for transmission, reception, manipulation, analysis, 
storage, and/or display, as indicated in Fig. 1.

25.10 VIDEO CAMERAS

If speed of acquisition and distribution is most important, we can capture the image on the charge 
coupled device (CCD) of the widely available camcorder, whose video and audio output signals are 
available in real time. These video cameras are versatile and moderately priced.

The still-picture counterpart to the camcorder seems to have come to a fork in the road. One path 
goes to a complete camera system, designed from scratch around the CCD chip and incorporating a 
miniature magnetic disk drive. The second path leads to a special video back, designed to replace the 
standard back of a conventional (film) camera. The video back contains a CCD chip and associated 
circuitry. In some cases the video back and the recorder, in which hundreds of images can be stored, 
require an “umbilical” cord between them. Some of the newer designs have integrated the back and 
recorder into a single (cordless) unit. Some of these backs can store up to 50 images internally.

As the capacity for image storage and/or manipulation grows, we see the emergence of systems 
within systems, where black box A converts black box B to communicate with computer C as long as 
you have the right adapter cables D, E, and F. This is typical of many rapidly expanding technologies.

Users of a video back on a conventional film camera will notice an unusually narrow angle 
of view for the lens in use if the light-sensitive area of the CCD chip is smaller than that of the 
film normally used in the camera. The reason is that only the central region of the camera’s for-
mat is used. The result is that the camera’s lenses perform as though their focal lengths have been 
“stretched” compared to their performance with conventional film that covers the whole format.

For example, Kodak’s DCS 200 replaces the back of an unmodified 35-mm SLR camera, the 
Nikon N8008s. The “normal” lens for this camera’s 24 36 mm film format has a 50-mm focal 
length, producing a (diagonal) angle of view of about 47°. The same lens used with the video back 
produces an angle of view of 37° because the CCD measures only 9.3 14 mm. To duplicate the 47° 
angle of view for this size CCD, a 19.3-mm focal length lens should be used.
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Concerning the resolution from CCD images, Kodak’s data for the DCS 200 gives a count of 1.54 
million (square) pixels, arranged in a 1012 1524 pixel array that measures 9.3 14 mm. This gives a 
pixel spacing of 0.018 mm, which theoretically can resolve 54.4 monochromatic LP/mm. The color 
version uses a checkerboard pattern of red, green, and blue filters over the array, so divide the mono-
chrome figure by three to come up with a color resolution of 18.1 LP/mm.

This is quite close to the criterion, discussed earlier, of 2 LP/mm for a 10 enlargement viewed 
at 250 mm. A 10 enlargement of the CCD image just described would measure 93 140 mm, about 
the size of a typical snapshot.

25.11 INSTANT PICTURES

For many applications, instant, self-processing film is the best choice. A familiar example is the 
oscilloscope camera loaded with high-speed film. With minimum, moderately priced equipment, a 
transient waveform on the scope screen can be captured on the film. Seconds later the print can be 
examined.

Polaroid dominates this field, which they spawned in 1948. Their range of camera models goes 
from snapshot to trucksize. They also have special backs which can be used on various cameras to 
adapt them for use with Polaroid films.

These films range from 35-mm color transparency to 8 10 in (and larger) color print. Included in 
this variety are black-and-white sheet films that yield both a positive print and a negative. The nega-
tive must be stabilized, then washed and dried before being placed in an enlarger or contact printer.

25.12 CRITICAL FEATURES

In many cases, the availability of an accessory such as a Polaroid and/or digital image back is impor-
tant enough to dictate the choice of a camera. Other factors that may tip the scales in favor of one 
camera over another might not be discovered until the chosen camera is used for some time.

For example, it may be very useful to have the kind of exposure automation that measures 
the light reflected from the film plane, before and during the exposure, thus being capable of 
responding instantly to any change in the scene luminance. There are some cameras that have this 
capability, yet they lack another feature that may be more valuable for some kinds of photography: 
the ability to observe the image through the viewfinder of an SLR not just before, but during the 
exposure.

Most SLRs employ a mirror that swings out of the way just before the exposure begins. This 
allows the image-forming light to reach the film, but it also blacks out the viewfinder, so that during 
the crucial instant of the exposure the photographer is momentarily blind. Figure 3 illustrates that 
by using a beam splitter instead of a conventional mirror in an SLR, the problem is eliminated.

When the advantages of a beam-splitting system are considered, it seems strange that the feature 
isn’t used more widely. Eliminating the swinging mirror reduces the noise and vibration generated each 
time an exposure is made. This can be crucial when the camera is attached to a microscope or telescope. 
Some SLRs provide for the mirror to be locked in its raised (shooting) position when desired.

25.13 TIME LAG

Even more important for some types of photography, substituting a beam splitter for a moving mir-
ror in an SLR should reduce the camera’s time lag. This is the interval between pressing the camera’s 
trip button and the beginning of the exposure. It’s a characteristic shared by all cameras and is 
rarely mentioned in a manufacturer’s specifications of a camera. With few exceptions, time lag has 
increased in step with camera automation.
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Testing 40 different 35-mm SLRs for their time lag resulted in a broad range, with the minimum 
of 46 ms and the maximum of 230 ms. The average was 120 ms. Figure 4 shows that during this 
interval, a walker moves about 0.8 ft, a runner about twice as far, a galloping horse about 7.0 ft, and 
a car going 60 mph moves 10.6 ft.

FIGURE 3 Beam-splitter SLR. The beam splitter eliminates 
the moving mirror, resulting in shorter time lag, reduced noise 
and vibration, plus the ability to monitor exposure and other 
image properties in real time.

FIGURE 4 Time and motion.
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Various other cameras were also tested for their time lag, with these results:

Minox 35 EL (35-mm ultracompact): 8 ms

Leica M3 (35-mm coupled range finder classic): 17 ms

Hasselblad 500C (6 6 cm SLR classic): 82 ms

Kodak Disk 4000 (subminiature snapshot): 270 ms

Polaroid SX-70 Sonar (autofocus instant SLR): 600 ms

25.14 AUTOMATION

Camera automation has taken full advantage of the miniaturization and economy of electronic 
devices, making two features, autoexposure and autofocus, available in all but the least expensive 
cameras. This increases the percentage of (technically) good photos per roll of film exposed by the 
typical amateur.

It’s the amateur photographer that is first served when it comes to most of the significant camera 
automation features. Curious as this may seem, camera makers prefer to introduce a new concept 
by offering it first in a model intended for the casual snapshooter. This generally means large num-
bers will be produced. If problems with the feature show up, improvements are made and a “new, 
improved” model follows. Typically, the feature will be scoffed at by the more seasoned photogra-
pher who has learned to overcome the difficulties of making a technically good photograph with 
the most basic equipment. In time, the new feature is mature enough to be included in the camera 
maker’s premier model. Eventually, even those that scoffed at the feature in its infancy learn to love 
it, but only after they discover how to recognize and compensate for its weaknesses, if any.

Autoexposure

Early autoexposure systems measured the average luminance of a scene with a selenium photocell, 
then regulated the shutter speed and/or f-stop based on the deflection of a galvanometer connected 
to the photocell. These were known as trapped needle systems and were successful in their prime 
mission: to produce acceptable exposures in snapshot cameras with the just-available color films, 
whose exposure error tolerance is much smaller than that of black-and-white film.

Most of the first generation autoexposure cameras using the trapped needle system relied on 
brute force, requiring a long, hard push to trip the camera. This caused camera motion, resulting in 
a (correctly exposed) smeared image. Nonetheless, many resourceful photographers used these early 
autoexposure cameras, bolted together with an intervalometer and electromagnetic tripping system, 
to create an unmanned camera for surveillance, traffic studies, etc.

Amateur movie cameras eagerly adopted autoexposure systems, which proved to be at least as 
much, if not more, of an improvement for them as they were in still cameras. The movie camera 
autoexposure systems work by regulating the lens opening (the f-stop), either with a galvanometer 
or a servomotor. With autoexposure, the movie maker can follow the subject as it moves from bright 
sunshine to deep shade without the distraction of manually adjusting the f-stop.

This same freedom to follow action without the distraction of manually resetting camera and/or 
lens controls explains the need for autofocus, a feature whose introduction enjoyed greater enthu-
siasm from amateur movie makers than from still photographers. Once again, the amateur models 
were the first to incorporate the feature, but in far less time than it took for autoexposure’s accep-
tance, autofocus became a standard feature in both the amateur and front-line models from most of 
the makers of 35-mm cameras.

There are similarities between the automation of exposure and focusing. Both have become increas-
ingly sophisticated as user expectations increase. Paradoxically, in the effort to perfect the making of a 
routine snapshot, some of the more sophisticated automation intrudes on the process by offering the 
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user certain choices. Instead of simplifying photography, these technological marvels require the user 
to select a mode of operation from several available modes. For example, many cameras with autoex-
posure offer factory-programmed combinations of shutter speed and f-stop that favor

Action: fast shutter speed, wide f-stop

Maximum depth of field: small f-stop, slow shutter speed

Average scenes: midway between the first two

Fill-flash: to illuminate portraits made against the light (backlit)

It comes down to this: if you know enough about photographic principles to choose the best 
autoexposure program, you will rarely need any of them. But when an unexpected change in the 
subject occurs, such as a cloud moving across the sun, some form of autoexposure can be valuable.

One of the more helpful refinements of autoexposure is the automatic shift of shutter speed with 
the focal length setting of a zoom lens. This is based on the time-honored guide that gives the slowest 
shutter speed that may be used without objectionable image motion from normal body tremor. 
The rule of thumb is to use the shutter speed given by the reciprocal of the lens’s focal length. For 
example, if you’re using a 35- to 105-mm zoom lens, the slowest shutter speed for arresting body 
tremor will shift as you zoom, from 1/35 to 1/105 s (nominal). If the focal length’s reciprocal doesn’t 
coincide with a marked shutter speed, use the next faster speed. This guide applies to a handheld 
camera, not for a camera mounted on a tripod.

Another autoexposure refinement combines a segmented silicon or gallium photocell with a micro-
processor to automatically select the best exposure based on the distribution of light reflected from the 
subject. It amounts to making a series of narrow-angle “spot” readings of the subject, then assigning 
weighting factors to the different readings according to their relative importance. The weighting factors 
are determined by the camera maker based on the analysis of thousands of photographs.

Reduced to its most spartan form, a segmented photocell could have a very small central region, 
surrounded by a broad field. The user can flip a switch to select the desired reading—the center 
segment for spot readings, the broad segment for full field readings, or both segments for center-
weighted full field readings.

To ensure optimum exposure for a subject, seasoned photographers “bracket” exposure settings 
by making at least three exposures of the subject. The first exposure obeys the meter’s reading. The 
next two are one exposure step less and one greater than the first. This exposure bracketing, with 
some variations, has been incorporated as an on-demand automatic feature in some cameras.

Autofocus

Autofocus (AF), in one form or another, has become a standard feature in camcorders and in most 
35-mm cameras. The latter can be divided into two main types: (1) the snapshot “point–and–shoot,” 
also known as “PHD” (press here, dummy) and (2) the SLR, spanning a wide range in price and sophis-
tication. In between, there are several models which can be thought of as “PHDs on steroids.” They have 
zoom lenses and elaborate viewfinders, making them too bulky to fit easily into a shirt pocket.

There are two main types of autofocus systems, the active and the passive. The active type emits 
a signal toward the subject and determines the subject’s distance by measuring some property of the 
reflected signal. The passive type measures subject distance by analyzing the subject’s image.

Active Autofocus Systems Nearly every active system uses two windows, spaced some distance 
apart. The user centers the subject in the viewfinder’s aiming circle and presses the shutter trip 
button. Figure 5 shows how a narrow infrared (IR) beam is projected from one of the windows, 
strikes the subject, and is reflected back to the second window. A photocell behind this window 
detects the reflected beam. The photocell is sensitive to the position of the beam on its surface 
and relays this information to its associated circuitry to regulate the camera’s focus setting.

Initially, this was a straight-forward triangulation system, using a single infrared beam. But too 
many users were getting out-of-focus pictures of the main subject when it wasn’t in the center of 
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25.12  INSTRUMENTS

the picture. The camera’s instruction book gives the solution: center the main subject in the finder’s 
aiming circle, press the trip button halfway down, and hold it there, then recompose the scene and 
press the trip button all the way to make the exposure. This requires a fair amount of concentration 
and discipline, so it contradicted the purpose of having an automatic camera—to be free of cumber-
some details, relying on the camera to make properly exposed, sharp photos.

A big improvement was made by projecting three beams from the camera, instead of one. The 
beams are divergent and the center beam coincides with the finder’s aiming circle. Focus is set on 
the object closest to the camera.

A very different type of active autofocus is the ultrasonic system used by Polaroid in several models. 
Basically, it’s a time-of-flight device that’s been compared to sonar and bats. It uses an electrostatic 
transducer to emit an ultrasonic “chirp” toward the subject. Based on a round-trip travel time of 
about 5.9 ms/m, the time it takes for the chirp to reach the subject and be reflected back to the camera 
is translated into subject distance and a servomotor sets the focus accordingly.

A significant advantage of the active autofocus systems just described is their ability to work in 
total darkness. On the minus side is their inability to focus through a pane of glass or on a subject 
with an oblique glossy surface that reflects the signal away from the camera.

Passive Autofocus Systems Passive autofocus systems can be broadly characterized as acquiring two 
views of the subject, each view coming from a slightly different position, then focusing the lens to 
make the two views match. In this sense, the system operates just like a coincidence-type of optical 
range finder, but there are important differences.

With an optical range finder we rely on our ability to see when the two images are perfectly 
superimposed, so our focusing accuracy depends on our visual acuity. In a passive autofocus system, 
we relieve our eye of this burden and let the tireless electro-optical technology take over.

For the point-and-shoot camera, a passive autofocus system uses two windows, one whose line 
of sight coincides with that of the viewfinder’s, and a second window, spaced some distance from 
the first. A simple, symmetrical optical system behind the windows includes a CCD for each win-
dow. The signal from the first CCD is taken as the reference against which the second CCD’s signal 
is compared. Differences in the light distribution and/or differences in the relative location of the 
waveforms causes the control circuit to change the focus setting.

Autofocus SLRs Instead of the two windows just described, autofocus SLRs use two bean-shaped 
segments on opposite sides of the camera lens’s exit pupil. Figure 6 shows how this is done. Two 
small lenslets are located a short distance behind the geometric equivalent of the camera’s film 

IR beam
to subject

Return beam
from subject

Far

Medium

Far

Medium

Near

Near

FIGURE 5 Active autofocus. Subject distance determines the angle 
of the reflected IR beam. The segmented photocell detects this angle, the 
AF system translates the angle to distance, moves the lens accordingly.
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CAMERAS  25.13

plane. Each lenslet receives light only from its side of the exit pupil and projects it onto a CCD line 
array, one for each lenslet. The relative position of each image on its CCD strip is analyzed by the 
system’s microcomputer which is programmed to recognize the focus condition as a function of 
the CCD’s signals. If the signals deviate from the programmed values, the microcomputer issues the 
appropriate command to the focus motor.

For off-center subjects, it’s necessary to prefocus on them by pressing the trip button halfway, 
holding it there as you recompose the scene, then pressing all the way on the trip button to make 
the exposure. This is asking too much of a photographer shooting any sort of action, and many of 
them mistrusted their autofocus SLRs. In response, camera makers offered new models with broader 
CCD arrays to provide a larger central region of autofocus sensitivity. Some of these can be switched 
between narrow and broad sensitivity regions.

Other refinements to SLR autofocusing include

Optimization of camera settings to maximize depth of field

Prediction of moving subject’s distance at instant of exposure

Accommodation for horizontal and vertical subject detail

Focus priority according to position of user’s eye

Camera lens

FP Lenslets

CCD

Reference

Out of focus
move lens

Signal

Out of focus
move lens

In focus

FIGURE 6 Autofocus SLR.
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25.14  INSTRUMENTS

To optimize depth of field, the user aims the camera at the near point and presses the trip button 
halfway. This is repeated for the far point. Then the scene is recomposed in the viewfinder and the 
exposure is made with the actual focus set automatically to some midpoint calculated by the camera’s 
microcomputer.

For predicting the distance of a moving subject, the subject’s motion should be constant, both in 
direction and velocity. Under these conditions, the autofocus sensor’s signals can be used to calculate 
where the subject will be when the exposure is made. The calculation must consider the camera’s 
inherent time lag.

Early AFSLRs used focus sensors that were shaped to respond to vertical image detail, with dimin-
ishing response as the detail approached the horizontal, where they were unable to respond. One 
solution incorporates three sets of lenslets and their CCD detector arrays. One set is laid out horizon-
tally to respond to vertical detail, while the other two sets are vertical and straddle the first to form 
the letter “H.” The two vertical sets respond to horizontal detail. Another solution has the individual, 
rectangular, detector segments (pixels) slanted to respond to both horizontal and vertical details.

By combining information from the autofocus detector and the focal length tracer in a zoom 
lens, some AFSLRs can maintain the image size (within the limits of the zoom range) chosen by the 
user, even as the subject distance changes.

Eye Tracking Figure 7 shows how Canon’s model EOS A2E overcomes the need for the subject 
to be centered in the viewfinder in order to be in focus. Canon devised an eye tracking system that 
detects what portion of the viewscreen the user is looking at. Using low-power infrared emitting 
diodes (IREDs) to illuminate the eye, the system is matched to the user by having him/her look at 
the extremities of the five autofocus aiming patches in the viewfinder’s center. The reflections from 
the eye are detected by a 60 100 pixel CCD array and the resulting signals are stored in the camera’s 

Eye

Ocular

60 100 pixel CCD array

Beamsplitting prismPentaprism

0.3-mW, 880-nm IREDs

Viewscreen

Man Fish Jeep

FIGURE 7 Canon’s Eye Tracking SLR. The user’s eye, illuminated by IREDs, is imaged on a CCD 
array. The resulting signal shifts in step with eye movements, causing a corresponding focus patch on the 
viewscreen to glow, indicating where the camera should focus.
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CAMERAS  25.15

memory. The five aiming patches occupy a 15-mm horizontal strip at the center of the finder. As it 
is, the camera’s 16 user-selectable operational modes include one in which both the autofocus and 
autoexposure systems are commanded by the eye-tracking feature.

If the user wants to preview the depth of field, all that’s necessary is to look at a small patch near 
the finder’s upper left corner (not shown here). This brief glance causes the lens to close down to the 
f-stop chosen by the autoexposure system.

Because this eye-tracking feature is in an SLR, the user can see if it’s working as expected just by 
looking at the viewscreen image. This indicates if, but not how, it works. To see how it works, I set 
up a simple experiment to measure the distribution of the light reflected from my eye as I shifted 
my gaze between two marks on a wall. The separation between the marks and their distance from 
my eye were chosen to duplicate the angle swept by the eye when looking from one side to the 
other of the 15-mm focus patch array on the Canon EOS A2E viewscreen. As indicated by Fig. 8, 
the format was nearly filled with the image of my eye. Consistent eye placement was assured with 
a chin and head rest. Once the image of my eye was recorded on tape, I could play back and pause 
at any point, then select a line at half screen height and store its waveform in a storage oscilloscope. 
By superimposing line scan waveforms from the frames showing my gaze from one side to the 
other, I could easily see the difference and dismissed my skepticism. This novel feature has intrigu-
ing possibilities.

Lamp

Canon EOS A2E
viewscreen

Eyeball rotates 13.2  to scan the
15-mm AF patch array on the viewscreen

Beamsplitter

Test set-up

Camcorder

Eye

Straight ahead

ScleraSkin Iris Pupil Catchlight

6.6  to the left

13.2
15

231.4

1000

Black
paper

6.6  to the right

Monitor

FIGURE 8 Eye tracking experiment. Line scan of the monitor’s image at half screen height. 
(Dashed lines indicate image shift.)
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25.15 FLASH

Many 35-mm cameras feature a built-in electronic flash unit. Some are designed to flash every time 
the shutter is tripped, unless the user switches off the flash. Others fire only when the combination 
of scene luminance and film speed calls for flash. In some of the more advanced models with zoom 
lenses, the beam angle emitted by the flash changes in step with the focal length setting of the lens.

Red Eye

In the interest of compactness, the majority of cameras with built-in flash units have the flash close 
to the lens. The resulting flash photos of people frequently exhibit what is commonly known as “red 
eye,” which describes the eerie red glow in the image of the pupils of a subject’s eyes. The red glow is 
the light reflected from the retina, which is laced with fine blood vessels. Young, blue-eyed subjects 
photographed in dim light seem to produce the most intense red-eye images.

The effect is reduced by (1) increasing the angle subtended to the subject’s eye by the separation 
between the centers of the lens and the flash; (2) reducing the subject’s pupil diameter by increasing 
the ambient brightness or having the subject look at a bright light for a few seconds before making 
the exposure.

Examples of how some camera makers fight red eye include Kodak’s Cobra Flash, used on sev-
eral of their point-and-shoot models, and the “preflash,” used on many different camera makes and 
models. The Cobra Flash describes a flash unit whose flashlamp/reflector unit is hinged at the cam-
era’s top. When the camera is not in use, the flash is folded down, covering the lens. To use the cam-
era, the flash is swung up, positioning it further from the lens than would be possible if it had been 
contained in the camera’s main body. One of their most compact cameras featuring the Cobra Flash 
is the Cameo motordrive model, which slips easily into a dress shirt pocket when the flash is folded 
down. When opened for use, the flash is 72 mm above the lens. Test shots were free of red eye when 
the subject was no more than 7 ft away.

Another Kodak approach to the elimination of red eye is their single-use Fun Saver Portrait 35, 
whose integral electronic flash unit points upward, instead of forward. To use the camera, a simple 
white plastic panel, hinged at the camera’s top rear edge above the flash is pulled open. It latches at a 
45° angle to switch the flash circuit on and direct the light from the flash forward. The result is a dif-
fused beam that appears to originate from a point 100 mm above the lens.

Other makes and models have integral flash units that pop up at short distance when put into 
play. This may only gain several millimeters of lens-to-flash separation, but my experiments indicate 
that, as sketched in Fig. 9, for every extra millimeter of separation between the lens and the flash, the 
(red-eye-free) subject distance can be increased about 30 mm.

Several 35-mm cameras use the preflash method to reduce red eye by emitting a brief, rapid burst 
of low intensity flashes just before the main flash goes off for the exposure. A variation uses a steady 
beam from an incandescent lamp in the flash unit. The beam switches on shortly before the flash-
lamp fires for the exposure. The purpose in both methods is to make the subject’s pupils close down, 
reducing the light reflected from the eye during the exposure.

The preflash approach has two drawbacks: (1) it drains energy from the camera’s battery, reduc-
ing the number of pictures per battery; (2) many times the subject reacts to the preflash and blinks, 
just in time for the exposure.

25.16  FLEXIBILITY THROUGH FEATURES 
AND ACCESSORIES

The seemingly endless combinations of operating modes with a camera like the Canon EOS A2E 
might be taken as an attempt to be all things to all photographers. Another way to look at it is to see 
it as a 3-lb Swiss army knife: you’ll never use all of the tools all of the time, but if there’s the need for 
some tool, even just once, it might be nice to know you have it.
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CAMERAS  25.17

Many cameras have long lists of accessories. A typical camera system can be thought of as a box 
with an open front, top, and rear. For the front, the user may choose from as many as 40 different 
lenses. For the top, there may be three or more viewfinder hoods. For the back, choose one of per-
haps five image receptacles.

Then there are the other groups, shown in Fig. 10: flash units, motor drives, close-up hardware, 
carrying cases, neck straps, lens hoods, filters, remote control cables, transmitters and receivers, 
mounting brackets, eyepiece magnifiers, corrective eyepiece lenses, cold weather heavy-duty battery 
packs, and more.

No matter how varied your photographic needs may be, the camera maker wants you to find every-
thing you need in his or her catalog. Possibly, the availability of just one accessory, such as a wide-angle 
lens with tilt-shift controls for perspective correction, can decide which camera you choose.

25.17 ADVANTAGES OF VARIOUS FORMATS

In terms of versatility through a broad range of accessories plus the camera’s intrinsic capabilities, 
it’s hard to beat one of the major brands of 35-mm SLRs. No other type of camera has had as much 
ingenuity and as many refinements lavished on it for so many years. It’s one of the most highly 
evolved consumer-oriented products.

100 mm

72 mm

S

Camera

Flash
lampBeam reflected from eye

Subject’s eye

U

(a) (b)

(c)

FIGURE 9 (a) Kodak’s “Fun Saver Portrait 35” bounces its flash from a folding reflector. 
(b) Kodak’s “Cameo Motordrive” uses the folding “Cobra Flash.” (c) A beam reflected from the 
subject’s eye misses the lens when the subject’s distance “U” is not more than 20 S.
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Accompanying the evolution in optics, mechanics, and electronics, film emulsions have improved 
over the years, making the 35-mm format just as able as the larger formats for most applications. 
Even so, all else being equal, there is no substitute for “real estate”—the precious additional square 
millimeters of emulsion offered by the many 120-size medium formats. As the data in Fig. 11 shows, 
some of these are SLRs with systems as extensive as their 35-mm counterparts.

25.18 LARGE FORMAT: A DIFFERENT WORLD

When you make the jump from medium-format to large-format, you’re in a different world. You use 
individual sheets of film, not rolls. Your camera will be used on a tripod or copy stand most of the 
time. Your photography will be contemplative, careful, and unhurried—perhaps better.

Scene composition and focusing are done with the lens at full aperture. Then the lens is stopped 
down, the shutter closed, the film holder inserted, its dark slide pulled, the shutter tripped, the dark 
slide replaced, and the film holder removed.

In a short time you’ll realize that the large-format (view) camera can be thought of as a compact 
optical bench. As such, it lends itself to special applications that could be difficult for the smaller 
formats.

View Camera Versatility

To illustrate, suppose you need a picture of a picket fence at some obliquity, with every picket 
board, from near to far, in sharp focus and with the lens wide open. This calls for the use of the 
“Scheimpflug condition,” shown in Fig. 12. It requires that the planes containing the lensboard, film, 
and subject all intersect on a common line. When this condition is satisfied, the entire surface of the 
subject plane will be in focus, even with the lens wide open.

Fisheye
Ultrawide
Extrawide
Wideangle

High magnification

Compact normal
Fast normal
Macro normal

Portrait
Short tele

Macro medium
Medium tele

Lenses
Viewfinder

hoods Flash

Backs

Long tele

Tilt-shift

Short zoom
Medium zoom
Long zoom

Compact shoe MT.

Nondedicated

Dedicated

Bracket MT.

Zoom head

Compact normal

Bulk load

Instant

Video

Data imprint

Waist level

Eye level

Extension tubes

Bellows

Motor drive

Main
body

Close-up

FIGURE 10 Camera system.
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CAMERAS  25.19

FIGURE 11 Major camera features.

Picket board

Lens board

Lens

Line of
intersection

Film

In-focus region

FIGURE 12 Scheimpflug condition. All of the picket boards within the field of view 
will be in focus when the planes of the lens board, film, and picket boards intersect on 
a common line.

DO
 N

OT
 D

UP
LI

CA
TE



25.20  INSTRUMENTS

The necessary camera movements, involving lensboard and film plane, are standard features of 
even the most Spartan view cameras. These movements are known as swings and tilts. They take 
just a few seconds to adjust on a view camera and the job doesn’t require a special lens. You can do 
it with a smaller format camera too, but you’ll need one of their special (expensive) tilt-shift lenses 
or a bellows unit with articulated front and rear panels, plus a lens with a large enough image circle. 
The resulting combination may not retain all of the small-format camera’s features, such as exposure 
metering, autofocus, etc.

The view camera’s fully articulated front and rear provide for swing, tilt, rise, fall, and left-right 
shift. Thanks to this flexibility, objects such as boxes and buildings can be photographed without 
distortion, and distracting detail near the image borders can be omitted.

It takes first-time users a while to get used to the inverted and reversed image seen on the view 
camera’s groundglass screen. This can be annoying when shooting a portrait, since an upside-down 
smile looks like a frown until you accept the fact that even though you understand the basic camera 
optics, it doesn’t mean you have to enjoy coping with it. Worse, you’ll need to drape a dark cloth 
over the back of the camera and over your head in order to see the image if you’re working in bright 
light. If you’re claustrophobic, this may bother you.

On the plus side, large-format negatives are frequently contact-printed or only slightly enlarged 
for the final image. Because the image is large, depth of field and other image properties can 
be examined easily on the groundglass viewscreen with a small magnifier of modest power—a 
4 loupe works well. The large negative has another attribute: it lends itself to retouching, masking, 
and other image manipulations, but these may be lost arts now that clever computer programs are 
available for doing the same things, provided your image is in digital form.

25.19 SPECIAL CAMERAS

Some photographic tasks call for cameras with special features, such as the ability to form images 
in near-total darkness or inside of a crowded mechanism. Among the long list of special cameras, 
we find

Aerial

Clandestine

Endoscopic

High-speed

Periphery

Sewer

Stereo (3-D)

Streak

Thermal imaging

Underwater

Wide-angle

Aerial Cameras

Aerial cameras come in a variety of sizes and features. Among the more common features are 
image motion compensation, where focal length, speed, and altitude are factored into the move-
ment of the film during the exposure; a vacuum back to hold the film flat during the exposure; and 
a calibrated lens so that any rectilinear distortion can be factored into the measurements made of 
the image.
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Clandestine Cameras

Clandestine or “spy” cameras have been with us since photography was invented. In the broadest 
sense, any camera that is not recognized as such by the subject being photographed might be considered 
a successful spy camera. Many early box cameras were dubbed “detective” cameras because they were 
much smaller and more drab than a “real” camera with its prominent bellows and sturdy stand.

Cameras have been disguised as books, rings, binoculars, cigarette packs and lighters, match-
boxes, portable radios, briefcases, canes, cravats, hats, even revolvers. Among them, the classic Minox 
is probably the best known. It can be concealed in an adult’s fist, focuses down to eight inches, and 
is nearly silent. Its smooth exterior and gently rounded corners have inspired the belief among many 
that it was designed to be concealed in a body cavity with minimal discomfort.

Endoscopic Cameras

Endoscopic cameras use a tiny, short-focal-length lens to form an image that’s transferred by a 
coherent, flexible fiber-optic bundle to a relay system that forms the image on the detector (film or 
CCD) in the camera. To illuminate the subject, the coherent bundle may be surrounded by an inco-
herent ring of fibers optically coupled to a light source at its free end, close to the camera.

Often fitted with a 90° prism on its tip, these cameras are used to photograph inside humans and 
machines. Another application is shown in Fig. 13: getting close-up views of architectural models 
from “ground” level. Variations include those without illumination optics but having a very small 
diameter image bundle to fit inconspicuously in some object for surveillance photography.

High-Speed Cameras

High-speed cameras were once defined as being able to make exposures of less than 1/1000 s. Today 
this would include many 35-mm SLRs which have a top speed of 1/10,000 s, a speed equaled by 
several consumer-grade camcorders. When shorter exposures are called for, a common, low-cost 
electronic flash unit can give flash durations as short as 1/32,000 s.

Video camera

Monitor

Prism

Objective

Architectural
model

Coherent
fiber bundle

Coupler

FIGURE 13 Endoscopic camera. While most often used for medical purposes, the endoscopic 
camera’s properties make it valuable for photographing miniature scenes from the perspective of 
a miniature photographer.
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The next step includes the Kerr cell and Faraday shutters, both of which work by discharg-
ing a high-voltage capacitor across a medium located between crossed polarizers. This produces 
a momentary rotation of the plane of polarization within the medium, permitting light to pass 
through to the detector. Exposure times are in the nanosecond range for these electro-optical/
magneto-optical devices.

For exposures in the picosecond range accompanied by image intensification, there’s the elec-
tronic image tube. When a lens forms an image on the photocathode at the front of this tube, elec-
trons are emitted. Their speed and direction are controlled by electrodes within the tube. A second-
ary image is formed by the electrons as they strike the phosphor screen at the rear of the tube. This 
image may be photographed, or, if the tube has a fiber-optic faceplate behind the screen, the image 
can be directly transferred to a film held against the faceplate.

By placing a microchannel plate in front of the phosphor screen, the image can be intensified by 
a factor of 10,000 or more. A microchannel plate is a thin glass disk riddled with microscopic holes 
that pierce the disk at an angle. In Fig. 14 the wall surface of each hole is coated with a substance 
that reacts to the impact of an electron by emitting more electrons. A high voltage across the disk 
accelerates the stream of electrons. For every electron that enters one of the angled holes, about 
100,000 electrons emerge to strike the phosphor screen.

Periphery Cameras

A periphery camera is used to make photos of objects like gas engine pistons, bullets, and other 
cylindrical objects whose surface detail must be imaged as though the surface was “unrolled” and 
laid out flat before the camera. Depending on the size of the subject, either it or the camera is 
rotated about its longitudinal axis at a constant angular velocity. The image strikes the film mov-
ing behind a slit that’s parallel to the axis of rotation. The film’s velocity matches that of the image 
unless deliberate image compression or elongation is desired.

Sewer Cameras

A sewer camera is designed to photograph the inside of pipes, tunnels, etc. It may be thought of as 
a small underwater camera on a sled. The camera’s lens is encircled by an electronic flashtube and 
reflector to illuminate the scene. Pictures are made at regular intervals, as judged by distance marks 
on the cable attached to the sled. Other cables attached to the camera convey signals to and from 

FIGURE 14 Microchannel plate.
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the camera. With the miniaturization of video cameras, they have taken over this task, except where 
maximum resolution is required. This is where film cameras have excelled.

Stereo Cameras

Stereo cameras seem to come in and out of vogue with some mysterious rhythmic cycle. The root 
idea has been around since the dawn of photography and is based on the parallax difference between 
the views of our left and right eyes. The classic stereo camera mimics nature by using two lenses 
spaced about 65 mm apart to form two images of the subject.

The two images can be made in other ways. A simple reflection system using four small mirrors 
or an equivalent prism system placed in front of a normal camera’s lens will form two images of the 
subject, as shown in Fig. 15. Another method requires that the subject be stationary because two 
separate exposures are made, with the camera being shifted 65 mm between exposures. In aerial ste-
reo photography, two views are made of the ground, some seconds apart.

>90

90

1 2 3 4

Stereo
adapter

Conventional
camera

Stereo
viewer

24

36

FIGURE 15 Stereo adapter set.
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When the images are viewed in a manner that restricts the left and right images to their respective 
eye, the stereo effect is achieved. Various methods for viewing stereo pairs include projection, where 
the left and right views are polarized at 90° to each other. The viewer wears glasses with polarizing 
filters oriented to let each eye see the view intended for it.

Another viewing system is called a parallax stereogram. It (optically) slices the left and right 
images into narrow, interlaced strips. When viewed through a series of vertical lenticular prisms 
with a matching pitch, the 3-D effect is seen.

Streak Cameras

Streak cameras are useful for studying relative motion between the subject and camera. They share 
certain characteristics with the periphery camera described previously, insofar as they match the 
movement of the film to that of the image coming through a slit at the film plane. Exposure time is 
determined by how long it takes for a point on the film’s surface to travel across the slit’s width.

The basics of the streak camera are shown in Fig. 16. It would be pointless to use a streak camera 
without some relative motion between the image and film. Some photographers use a streak camera 
for creative effects, such as depicting motion tack-sharp at its beginning, then gradually elongating 
or compressing it, and ending in a smear. This is done by varying the relative velocity between the 
image and the film during the exposure, either by moving the camera, the subject, or the film, These 
motions may be made singly or in combination. Varying the focal-length setting of a zoom lens with 
the film moving also produces unusual images.

A streak camera’s format has a width defined by the film it uses, but each picture has its own 
length, limited only by the length of the roll of film. One of the more critical factors to look for 
in a streak camera is freedom from cogging, a local density variation in exposure while the film is 
moving at a fixed velocity. The result of periodic or intermittent speed variations, the cause may be 
improperly meshed gears, a bad bearing, poor fit between the film drive sprocket teeth and the film’s 
sprocket perforations, or the magnetic pole effects of the drive motor.

FIGURE 16 Streak camera. When film motion matches image motion, image 
will be free of distortion. If the film moves too fast, the image will be stretched. If the 
film moves too slow, the image will be compressed.
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Thermal Image Cameras

Thermal imaging cameras convert the intrinsic heat of a subject into a visible image. Among their 
many applications are detection of heat losses from buildings, blood circulation disorders, and sur-
veillance. Some of these cameras produce false color images, in which each color represents a differ-
ent temperature.

Among the various methods to form visible images of temperature variations, the most direct 
way is to use a normal camera loaded with film that’s sensitive to the infrared portion of the electro-
magnetic spectrum.

In a more elaborate system, a moving mirror scans the subject and, line-by-line, projects its 
image onto a heat-sensitive semiconductor device whose output is proportional to the IR intensity. 
The output is used to modulate a beam of light focused on the surface of a conventional film.

Another version uses the semiconductor to modulate a stream of electrons striking a phosphor 
screen in an image converter tube. The image can then be photographed.

Underwater Cameras

Underwater cameras come in a wide variety of sophistication, from the inexpensive disposable to 
the expensive high-tech versions. In between, there are dozens of underwater housings designed for 
specific cameras. Typically, these housings permit the user to change the camera’s settings through 
watertight couplings. Most of the cameras used in such housings have motorized film advance, 
autoexposure, and autofocus, so the only external control needed is a pushbutton at one end of a 
simple electrical switch.

External attachments include flashguns, viewfinders, and ballast weights. The flashgun connec-
tions should be carefully examined because they are one of the leading sources of problems. In gen-
eral, the simpler the connector, the better.

Wide-Angle Photography

There are several 35-mm and medium-format cameras designed specifically for wide-angle pho-
tography. These include straightforward types which use lenses designed for wide-angle views on 
larger-format cameras. Essentially these cameras use only a rather long horizontal strip of the broad 
image circle the lens produces. This type of camera is uncomplicated and rugged.

Panoramic Cameras A special kind of wide-angle camera is known as a panoramic camera, and 
there are two main types: one where the entire camera rotates; the other, where just the lens rotates.

The rotating camera type is capable of a full 360° vista. As the camera turns on its vertical axis, 
the film is moved past a narrow, stationary slit at the center of the film plane. The motion of the film 
is matched to that of the image. Because these cameras rotate slowly, a common prank in photos of 
large groups is for the prankster to stand at the edge of the group that’s exposed first, then dash 
behind the group to the opposite edge in time for its exposure, with the result that the same person 
appears twice in the same photo, once at either edge of the group.

The rotating lens type shown in Fig. 17 produces images of about 140°. It works by rotating 
its lens on a vertical axis coinciding with its real nodal point. The image is swept across the film 
through a tubular image tunnel at the rear of the lens. The tunnel extends almost to the film surface 
and has a narrow slit at its end. The slit is parallel to the axis of rotation and extends over the width 
of the film. During the exposure the film is held stationary against a cylindrical film gate whose 
radius equals the focal length of the lens. The slit width, the rotating speed, and the lens opening 
may be adjusted for exposure control.

The panoramic cameras described here regulate their speed of rotation with precision governing 
systems to ensure edge-to-edge uniformity of exposure, so they should be kept as clean as possible. 
Also, to avoid unpleasant distortion, use care in leveling them and always use the best single camera 
accessory money can buy: a good, solid tripod.
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FIGURE 17 Panoramic camera. The lens rotates about its 
rear nodal point from A to B. Image-forming light reaches the 
film from A to B  through a slit at the end of the image tunnel.
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26
SOLID-STATE CAMERAS

Gerald C. Holst
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26.1 GLOSSARY

Quantity Definition Unit
AD photosensitive area of a detector m2

c speed of light 3 108 m/s

C sense node capacitance F

Ee-faceplate( ) spectral radiant incidance W μm−1 m−2

Eq-faceplate( ) spectral photon incidance photons s−1 μm−1 m−2

d detector size mm

dCCH detector pitch mm

D aperture diameter m

DRarray array dynamic range numeric

DRcamera camera dynamic range numeric

fl focal length m

F f-number numeric

G source follower gain numeric

h Planck’s constant 6.626 10−34 J s−1

Me radiant exitance W/m2

Mq( ) spectral photon exitance photons s−1 μm−1 m−2

moptics optical magnification numeric

Mv photometric exitance lumen m2

ndark number of dark current electrons numeric

nPE number of photoelectrons numeric

nwell charge well capacity numeric

q electronic charge 1.6 10−19 C

Req equivalent resolution mm
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e( ) detector responsivity A/W

ave average detector responsivity V/(J cm−2)

tint integration time s

U nonuniformity numeric

Vmax maximum output voltage V

Vsignal voltage created by photoelectrons V

<nfloor> noise created by on-chip amplifier rms electrons

<npattern> pattern noise rms electrons

<nPRNU> photoresponse nonuniformity noise rms electrons

<nshot> shot noise rms electrons

<nsys> total array noise rms electrons

image space horizontal spatial frequency cycles/mm

C optical cutoff in image space cycles/mm

N Nyquist frequency in image space cycles/mm

S sampling frequency in image space cycles/mm

( ) spectral quantum efficiency numeric

wavelength μm

26.2 INTRODUCTION

The heart of the solid-state camera is the solid-state array. It provides the conversion of light intensity 
into measurable voltage signals. With appropriate timing signals, the temporal voltage signal represents 
spatial light intensities. When the array output is amplified and formatted into a standard video format, 
a solid-state camera is created. Because charge-coupled devices (CCDs) were the first solid-state 
detector arrays, cameras are popularly called CCD cameras even though they may contain charge 
injection devices (CIDs) or complementary metal-oxide semiconductors (CMOS) as detectors.

Boyle and Smith1 and Amelis et al.2 invented CCDs in 1970. Then came considerable literature3-11

on CCD physics, fabrication, and operation. A CCD refers to a semiconductor architecture in which 
charge is transferred through storage areas. This architecture has three basic functions: (1) charge 
collection, (2) charge transfer, and (3) the conversion of charge into a measurable voltage. The basic 
building block of the CCD is the metal-insulator semiconductor (MIS) capacitor. The most impor-
tant MIS is the metal-oxide semiconductor (MOS). Because the oxide of silicon is an insulator, it is a 
natural choice.

Charge generation is often considered as the initial function of the CCD. With silicon photo-
detectors, each absorbed photon creates an electron-hole pair. Either the electrons or holes can be 
stored and transferred. For frame transfer devices, charge generation occurs under an MOS capacitor 
(also called a photogate). For some devices (notably interline transfer devices), photodiodes create 
the charge.

The CID does not use a CCD for charge transfer. Rather, two overlapping silicon MOS capacitors 
share the same row and column electrode. Column capacitors are typically used to integrate charge 
while the row capacitors sense the charge after integration. With the CID architecture, each pixel is 
addressable (i.e., it is a matrix-addressable device).

Active pixel sensors (APSs) are fabricated with CMOS technology. The advantage is that one 
or more active transistors can be integrated into the pixel. As such, they become fully addressable 
(to read selected pixels) and can perform on-chip image processing.

Devices may be described functionally according to their architecture (frame transfer, interline 
transfer, etc.) or by application. To minimize cost, array complexity, and electronic processing, 
the architecture is typically designed for a specific application. For example, astronomical cam-
eras typically use full-frame arrays, whereas video systems generally use interline transfer devices. 
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The separation between general imagery, machine vision, scientific devices, and military devices 
becomes fuzzy as technology advances.

26.3 IMAGING SYSTEM APPLICATIONS

Cameras for the professional broadcast television and consumer camcorder markets are designed to 
operate in real time with an output that is consistent with a standard broadcast format. The resolution, 
in terms of array size, is matched to the bandwidth that is recommended by the standard. An array 
that provides an output of 768 horizontal by 484 vertical pixels creates a satisfactory image for con-
ventional (U.S.) television. Eight bits (256 gray levels) provide an acceptable image in the broadcast 
and camcorder industry.

In its simplest version, a machine vision system consists of a light source, camera, and computer 
software that rapidly analyzes digitized images with respect to location, size, flaws, and other pre-
programmed data. Unlike other types of image analysis, a machine vision system also includes a 
mechanism that immediately reacts to an image that does not conform to parameters stored in the 
computer. For example, defective parts are taken off a production line conveyor belt.

For scientific applications, low noise, high responsivity, large dynamic range, and high resolution 
are dominant considerations. To exploit a large dynamic range, scientific cameras may digitize the 
signal into 12, 14, or 16 bits. Scientific arrays may have 5000 5000 detector elements.12 Theoretically, 
the array can be any size, but manufacturing considerations ultimately limit it.

Although low-light-level cameras have many applications, they tend to be used for scientific 
applications. There is no industrywide definition of a low-light-level imaging system. To some, it 
is simply a solid-state camera that can provide a usable image when the lighting conditions are less 
than 1 lux (lx). To others, it refers to an intensified camera and is sometimes called a low-light-level 
television (LLLTV) system. An image intensifier amplifies a low-light-level image that can be sensed 
by a solid-state camera. The image intensifier/CCD camera combination is called an intensified 
CCD (ICCD). The image intensifier provides tremendous light amplification but also introduces 
additional noise. The spectral response of the ICCD is governed by the image intensifier.

The military is interested in detecting, recognizing, and identifying targets at long distances. 
This requires high-resolution, low-noise sensors. Target detection is a perceptible act. A human 
determines if the target is present. The military uses the minimum resolvable contrast (MRC) as a 
figure of merit.13

26.4  CHARGE-COUPLED DEVICE ARRAY 
ARCHITECTURE

Array architecture is driven by its application. Full-frame and frame transfer devices tend to be used 
for scientific applications. Interline transfer devices are used in consumer camcorders and professional 
television systems. Linear arrays, progressive scan, and time delay and integration (TDI) are used 
for industrial applications. Despite an ever-increasing demand for color cameras, black-and-white 
cameras are widely used for many scientific and industrial applications.

The basic operation of linear, full-frame, frame transfer, and interline transfer devices is described 
in Chap. 32, “Visible Array Detectors,” by Timothy J. Tredwell in Vol. II. This section describes some 
additional features.

Full-Frame Arrays

In full-frame arrays, the number of pixels is often based upon powers of 2 (e.g., 512 512 or 
1024 1024) to simplify memory mapping. Scientific arrays have square pixels and this simplifies 
image-processing algorithms.
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Data rates are limited by the amplifier bandwidth and, if present, the conversion capability of the 
analog-to-digital converter. To increase the effective readout rate, the array can be divided into sub-
arrays that are read out simultaneously. In Fig. 1, the array is divided into four subarrays. Because 
they are all read out simultaneously, the effective clock rate increases by a factor of 4. Software then 
reconstructs the original image. This is done in a video processor that is external to the CCD device 
where the serial data are decoded and reformatted.

Interline Transfer

The interline transfer array consists of photodiodes separated by vertical transfer registers that are 
covered by an opaque metal shield (Fig. 2). Although photogates could be used, photodiodes offer 
higher quantum efficiency. After integration, the charge that is generated by the photodiodes is 
transferred to the vertical CCD registers in about 1 μs. The main advantage of interline transfer 
is that the transfer from the active sensors to the shielded storage is quick. There is no need to 
shutter the incoming light. The shields act like a venetian blind that obscures half the information 
that is available in the scene. The area fill factor may be as low as 20 percent. Because the detector 
area is only 20 percent of the pixel area, the output voltage is only 20 percent of a detector that would 
completely fill the pixel area. A microlens can optically increase the fill factor.

Because interline devices are most often found in general imagery products, most transfer regis-
ter designs are based upon standard video timing. Figure 3 illustrates a four-phase transfer register 
that stores charge under two gates. With 2:1 interlace, both fields are collected simultaneously but 
are read out alternately. This is called frame integration. With EIA 170 (formerly called RS 170), 
each field is read every 1/60 s. Because the fields alternate, the maximum integration time is 1/30 s
for each field.

Subarray Subarray

Subarray Subarray

Readout Readout

Readout Readout

Sense
node
and
amplifier

Sense
node
and
amplifier

Sense
node
and
amplifier

Sense
node
and
amplifier

FIGURE 1 A large array divided into four subarrays. Each subarray is read 
out simultaneously to increase the effective data rate. Very large arrays may have 
up to 32 parallel outputs.
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Pseudointerlacing (sometimes called field integration) is shown in Fig. 4. Changing the gate 
voltage shifts the image centroid by one-half pixel in the vertical direction. This creates 50 percent 
overlap between the two fields. The pixels have twice the vertical extent of standard interline transfer 
devices and therefore have twice the sensitivity. An array that appears to have 240 elements in the 
vertical direction is clocked so that it creates 480 lines. However, this reduces the vertical modulation 
transfer function (MTF). With some devices, the pseudointerlace device can also operate in a standard 
interlace mode.

Serial readout
Sense node

and amplifier

Transfer
gate

Photo diodes

Chip

Shielded vertical
transfer registers

FIGURE 2 Interline transfer architecture. The charge is rapidly transferred 
to transfer registers via the transfer gate. Interline transfer devices can also have a 
split architecture similar to that shown in Fig. 1.
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Active
detectors

FIGURE 3 Detailed layout of the 2:1 interlaced array. (a) The odd 
field is clocked into the vertical transfer register and (b) the even 
field is transferred. The vertical transfer register has four gates and 
charge is stored under two wells. The pixel is defined by the detector 
center-to-center spacing, and it includes the shielded vertical register 
area. The transfer gate is not shown.
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26.5 CHARGE INJECTION DEVICE

A CID consists of two overlapping MOS capacitors sharing the same row and column electrode. 
Figure 5 illustrates the pixel architecture. The nearly contiguous pixel layout provides a fill factor of 
80 percent or greater. Charge injection device readout is accomplished by transferring the integrated 
charge from the column capacitors to the row capacitors. After this nondestructive signal readout, 
the charge moves back to the columns for more integration or is injected (discarded) back into the 
silicon substrate.

Although the capacitors are physically orthogonal, it is easier to understand their operation by 
placing them side by side. Figure 6 illustrates a functional diagram of an array, and Fig. 7 illustrates 
the pixel operation. In Fig. 7a, a large voltage is applied to the columns, and photogenerated carriers 
(usually holes) are stored under the column gate. If the column voltage is brought to zero, the charge 
transfers to the row gate (Fig. 7b). The change in charge causes a change in the row gate potential 
that is then amplified and outputted. If V1 is reapplied to the columns, the charge transfers back to the 
column gate. This is nondestructive readout and no charge is lost. By suspending charge injection, 

Pixel

Shielded
vertical
transfer
register

Active
detectors

Pixel

Shielded
vertical
transfer
register

(a) (b)

FIGURE 4 Pseudointerlace. By collecting charge from alternating 
active detector sites, the pixel centroid is shifted by one-half pixel. 
(a) Odd field and (b) even field.
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select
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FIGURE 5 CID pixel architecture.
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multiple-frame integration (time-lapse exposure) is created. In this mode, the observer can view the 
image on a display as the optimum exposure develops. Integration may proceed for up to several 
hours. Reset occurs by momentarily setting the row and column electrodes to ground. This injects
the charge into the substrate (Fig. 7c).

The conversion of charge into voltage depends upon the pixel, readout line, and amplifier capacitance. 
The capacitance is high because all the pixels on a given row are tied in parallel. Therefore, when 
compared with a CCD, the charge conversion is small, yielding a small signal-to-noise ratio (SNR). 
Because the readout is nondestructive, it can be repeated numerous times. The multiple reads are 
averaged together to improve the SNR.

Because each pixel sees a different capacitance, CIDs tend to have higher pattern noise compared 
with CCDs. However, off-chip algorithms can reduce the amount of pattern noise. With no charge 
transfer, CIDs are not sensitive to charge transfer efficiency effects. Without multiple gates, CIDs 
have larger well capacities than comparably sized CCDs. Charge injection devices inherently have 
antibloom capability. Because charge is limited to a single pixel, it cannot overflow into neighboring 
pixels. Perhaps the greatest advantage of CIDs is random access to any pixel or pixel cluster. 
Subframes and binned pixels can be read out at high frame rates.

FIGURE 6 Functional layout of a 3 3 CID array. The row and 
column select registers are also called decoders. The select registers and 
readout electronics can be fabricated with CMOS technology.
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FIGURE 7 CID pixel operation. (a) Integration, (b) readout, 
and (c) injection.
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26.6  COMPLEMENTARY METAL-OXIDE 
SEMICONDUCTOR

With the APS approach, highly integrated image sensors are possible.14 By placing processing on 
the chip, a CMOS camera can be physically smaller than a CCD camera that requires clocks, image 
reformatting, and signal processing in separate hardware. A sophisticated APS array can create15

a “camera on a chip.” It is possible to build a frame transfer device where pixels can be binned to 
enhance the SNR and provide variable resolution imaging.16

In 1993, Fossum17 described state-of-the-art active pixel concepts such as the double-gate floating 
surface transistor, charge modulation device, bulk charge modulation device, based-stored image 
sensor, and the static induction transistor. See also Ref. 14.

The APS contains a photodiode, row select transistor, and a reset transistor. As shown in Fig. 8, 
by activating a row, the data from the pixels in that row are simultaneously copied into the columns. 
Each column will have a load transistor, a column select switch, and a sampling switch. The chip 
may also have an analog-to-digital converter and provide correlated double sampling. The pixels are 
then reset and a new integration is started. The APS does not rely upon charge transfer. Rather, the 
photodiode drives a capacitance line. The total capacitance limits the chip speed. APSs can be fully 
addressable and subarrays can be read out at high frame rates just like CIDs.

Complementary metal-oxide semiconductor devices tend to have higher dark currents due to 
the highly doped silicon used. Therefore, CMOS sensors will not replace CCDs for low-noise scientific 
applications. Because the active devices often take up real estate, the area for the photosensor is 
reduced. This leads to reduced sensitivity that can be partially offset by a microlens. Because each 
pixel has its own amplifier, pattern noise is larger. However, more logic can be added to each pixel 

Column select

Reset

Row
select

DO

Output

Photo-
diode

Pixel

Column select

Row
select

DO

Output

Photo-
diode

Pixel

Reset Amplifier

(a)

(b)

FIGURE 8 (a) Passive pixel device and (b) APS. 
Charge-coupled devices and CIDs are regarded as passive 
pixel sensors. Charge injection devices use photo-gates; 
CCDs use either photogates or photodiodes; CMOS 
devices typically use photodiodes.
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for on-chip signal processing that suppresses pattern noise.18 With charge limited to a single pixel, 
it cannot overflow into neighboring pixels and create blooming as seen with CCDs.

A further advantage of APS is its low power consumption. It can operate from a 5-V battery or 
less (compared with 10 to 15 V for a CCD). CMOS may compete with CCDs in the general video 
marketplace where weight, size, and power consumption are deciding factors.

26.7 ARRAY PERFORMANCE

The most common array performance measures are responsivity, read noise, and charge well capacity. 
From these the minimum signal, maximum signal, SNR, and dynamic range can be calculated. Full 
characterization includes quantifying the various noise sources, charge transfer efficiency, spectral 
quantum efficiency, linearity, and pixel nonuniformity.19 These additional metrics are necessary for 
the most critical scientific applications.

Signal

Device specifications depend, in part, upon the application. Arrays for general video applications 
may have responsivity expressed in units of volts per lux. For scientific applications, the units may 
be in V/(J cm 2) or, if a digital output is available, DN/(J cm 2) where DN refers to a digital number. 
For example, in an 8-bit system, the digital numbers range from 0 to 255. These units are incomplete 
descriptors unless the device spectral response and source spectral characteristics are furnished.

The number of photoelectrons created by a detector is

n A E t dD qPE faceplate int( ) ( )
1

2
(1)

where AD is the effective photosensitive area, tINT is the integration time, ( ) is the spectral quantum 
efficiency, and Eq-faceplate( ) is the spectral photon incidance in unit of photons s 1 μm 1 m 2 (discussed 
further in Sec. 26.8). Some arrays have a transparent window protecting the array. The faceplate 
is the front surface of that window. With this approach, the array quantum efficiency includes the 
transmittance of the window.

For CCDs, charge is converted to a voltage by a floating diode or floating diffusion. The diode, 
acting as a capacitor, is precharged at a reference level. The capacitance, or sense node, is partially 
discharged by the amount of negative charge transferred. The difference in voltage between the final 
status of the diode and its precharged value (reset level) is linearly proportional to the number of 
photoelectrons. The signal voltage after the source follower is

V V V n
qG
Csignal reset out PE

(2)

The gain, G, of a source follower amplifier is approximately unity, and q is the electronic charge 
(1.6 10 19 C). The charge conversion is q/C. The output gain conversion is qG/C. It typically 
ranges from 0.1 to 10 μV/e . The signal is then amplified and processed by electronics external to 
the CCD sensor.

Responsivity The spectral quantum efficiency is important to the scientific and military communi-
ties. When the array is placed into a general video or industrial camera, it is convenient to specify the 
output as a function of incident flux density or energy density averaged over the spectral response of 
the array.

The faceplate spectral photon incidance can be converted into the spectral radiant incidence by

E
hc

E
W

e q-faceplate -faceplate m m
( ) ( )

2
(3)
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where h is Planck’s constant (6.626 10 34 J s 1) and c is the speed of light (3 108 m s 1). Quantities 
associated with power (watts) have the subscript e, and those associated with photons have the 
subscript q. The quantum efficiency can be converted to amperes per watt by

e

q
hc

( ) ( ) (4)

Then, the array output voltage (after the source follower amplifier) is

V
G
C

A E t dD e esignal -faceplate( ) ( ) int
1

2 (5)

It is desirable to express the responsivity in the form

V E t designal ave -faceplate int( )
1

2
(6)

The value ave is an average responsivity that has units of V/J cm2 and the quantity in the brackets 
has units of J/cm2. Combining the two equations provides

ave

-faceplate

-face

G
C

A
E d

E
D

e e

e

( ) ( )
1

2

pplate

V/(J cm
( )

)
d

1

2

2 (7)

The value ave is an average responsivity that depends upon the source characteristics and the 
spectral quantum efficiency. While the source can be standardized (e.g., CIE illuminant A or illuminant 
D6500), the spectral quantum efficiency varies by device. Therefore, extreme care must be exercised when 
comparing devices solely by the average responsivity.

If a very small wavelength increment is selected, Ee-faceplate( ) and e( ) may be considered as 
constants and Eq. (7) can be approximated as

ave

G
C

AD e( )0
(8)

Minimum Signal The noise equivalent exposure (NEE) is an excellent diagnostic tool for production 
testing to verify noise performance. NEE is a poor array-to-array comparison parameter and should 
be used cautiously when comparing arrays with different architectures. This is so because it depends 
on array spectral responsivity and noise. The NEE is the exposure that produces a SNR of one. If the 
measured root-mean-square (rms) noise on the analog output is Vnoise, then the NEE is calculated 
from the radiometric calibration:

NEE J/cm rmsnoise

ave

2
V (9)

When expressed in electrons, NEE is simply the noise value in rms electrons. The absolute minimum 
noise level is the noise floor, and this value is used most often to calculate the NEE. Although noise 
is an rms value, the notation “rms” is often omitted.

Maximum Signal The maximum signal is that input signal that saturates the charge well and is 
called the saturation equivalent exposure (SEE). It is

SEE J/cm
ave

2
Vmax (10)

The total number of electrons that can be stored is the well capacity, nwell. The well size varies with 
architecture, number of phases, and pixel size. It is approximately proportional to pixel area. Small 
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pixels have small wells. If an antibloom drain is present, the maximum level is taken as the white clip 
level. The maximum signal is

V
qG
C

n nmax well dark( ) (11)

For back-of-the-envelope calculations, the dark current is often considered negligible (ndark 0).

Dynamic Range The array dynamic range is

DRarray
well dark

sys

n n

n
(12)

where <nsys> is the overall rms noise. The array noise consists of dark current, shot, pattern, and 
readout noise (noise floor). In the absence of light and with negligible dark current, the dynamic range 
is most often quoted as

DRarray
well

floor

n

n
(13)

Noise

Many books4–8 and articles20–23 have been written on noise sources. The level of detail used in noise 
modeling depends on the application. The noise sources include shot noise, reset noise, pattern 
noise, on-chip amplifier noise, and quantization noise. It is customary to specify all noise sources in 
units of equivalent rms electrons at the detector output.

Reset noise can be reduced to a negligible level with correlated double sampling (CDS). CDS also 
reduces the source follower 1/f noise. The off-chip amplifier is usually a low-noise amplifier such 
that its noise is small compared with the on-chip amplifier noise. The use of an analog-to-digital 
converter that has more bits reduces quantization noise.

On-chip amplifier noise may be called readout noise, mux noise, noise-equivalent electrons, or 
the noise floor. The value varies by device and manufacturer. For most system analyses, it is sufficient 
to consider

n n n nsys shot floor pattern
2 2 2 (14)

where <n2> is the noise variance and <n> is the standard deviation measured in rms electrons.

Shot Noise Both photoelectrons and dark current contribute to shot noise. These follow Poisson 
statistics so that the variance is equal to the mean:

n n nshot PE dark
2 (15)

While the dark current average value can be subtracted from the output to provide only the signal 
due to photoelectrons, the dark current noise cannot. Cooling the array can reduce the dark current 
to a negligible value and thereby reduce dark current noise to a negligible level.

Pattern Noise Pattern noise refers to any spatial pattern that does not change significantly from 
frame to frame. Pattern noise is not noise in the usual sense. This variation appears as spatial noise 
to the observer. Fixed-pattern noise (FPN) is caused by pixel-to-pixel variations in dark current.24,25

As a signal-independent noise, it is additive to the other noise powers. Fixed-pattern noise is due to 
differences in detector size, doping density, and foreign matter getting trapped during fabrication.

Photoresponse nonuniformity (PRNU) is the variation in pixel-to-pixel responsivities and, as 
such, is a signal-dependent noise. This noise is due to differences in detector size, spectral response, 
and thickness in coatings. Photoresponse nonuniformity can be specified as a peak-to-peak value or 
an rms value referenced to an average value. This average value may either be full well or one-half 
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full well value. That is, the array is uniformly illuminated and a histogram of responses is created. 
The PRNU can be the rms of the histogram divided by the average value or the peak-to-peak value 
divided by the average value. The definition varies by manufacturer so that the test conditions must 
be understood when comparing arrays. 

Because dark current becomes negligible when the array is sufficiently cooled, PRNU is the 
dominant pattern component for most arrays. As a multiplicative noise, PRNU is traditionally 
expressed as a fraction of the total number of charge carriers. If U is the fixed pattern ratio or 
nonuniformity, then

n n Unpattern PRNU PE (16)

Frame averaging will reduce all the noise sources except FPN and PRNU. Although FPN and 
PRNU are different, they are sometimes collectively called scene noise, pixel noise, pixel nonunifor-
mity, or simply pattern noise.

Photon Transfer For many applications it is sufficient to consider photon shot noise, noise floor, 
and PRNU. The simplified noise model provides

n n n Unsys PE
2

floor
2

PE( )2 (17)

Recall that the mean square photon fluctuation is equal to the mean photon rate. Either the rms 
noise or noise variance can be plotted as a function of signal level. The graphs are called the photon 
transfer curve and the mean-variance curve, respectively. Both graphs convey the same information.

For very low photon fluxes, the noise floor dominates. As the incident flux increases, the photon 
shot noise dominates. For very high flux levels, the noise may be dominated by PRNU. Figure 9 
illustrates the rms noise as a function of photoelectrons when the dynamic range (nwell/<nfloor>) is
60 dB. With large signals and small PRNU, the total noise is dominated by photon shot noise. When 
PRNU is large, U dominates the array noise at high signal levels. General video and industrial cameras 
tend to operate in high-signal environments, and cooling will have little effect on performance. A full 
SNR analysis is required before selecting a cooled camera.

26.8 CAMERA PERFORMANCE

Camera performance metrics are conceptually the same as array metrics. The camera is limited by 
the array noise and charge well capacity. The camera’s FPN and PRNU may be better than the array 
pattern noise when correction algorithms are present. Frame averaging and binning can reduce the 
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random noise floor and thereby appear to increase the camera’s dynamic range. If the camera does 
not introduce any additional noise, modify the noise bandwidth, or minimize the maximum output, 
the camera SNR and DRcamera will be identical to the array values.

Camera Formula

The number of photoelectrons created by an object is

n
M

F m
A t

q

DPE
optics

optics( )
( )

( )
(int4 12 2

))d
1

2
(18)

where Mq( ) is the object’s spectral photon exitance in photons/s μm m2 and optics( ) is the lens 
system transmittance. The f-number has the usual definition (F f l/D), and the optical magnifica-
tion is moptics R2/R1. Here, R1 and R2 are related to the system’s effective focal length, f l, by

1 1 1

1 2R R f l
(19)

As the target moves to infinity ( )R1
, moptics approaches zero.

Electronic still cameras are matched to conventional photographic cameras. In photography, 
shutter speeds (exposure times) vary approximately by a factor of two (e.g., 1/30, 1/60, 1/125, 1/250, 
etc.). Thus, changing the shutter speed by one setting changes nPE approximately by a factor of 2. 
F-stops have been standardized to 1, 1.4, 2, 2.8, 4, 5.6, 8, . . . . The ratio of adjacent F-stops is 2 .
Changing the lens speed by one F-stop changes the f-number by a factor of 2 . Here, also, the nPE
changes by a factor of 2.

The measurement of faceplate illumination [see Eq. (1)] is usually performed with a calibrated 
lens. The value Mq is measured with a calibrated radiometer or photometer, and then Eq-faceplate
is calculated according to

E
M

F mq

q

-faceplate
optics

optics4 12 2( )
(20)

Minimum Signal

The maximum and minimum signals depend on the spectral output of the source and the spectral 
response of the detector. The source color temperature is not always listed but is a critical parameter for 
comparing systems. Although the CIE illuminant A is used most often, the user should not assume 
that this was the source used by the camera manufacturer.

Based on signal detection theory, the minimum illumination would imply that the SNR is one. 
However, the definition of minimum illumination is manufacturer dependent. Its value may be 
(a) when the video signal is, for example, 30 IRE units, (b) when the SNR is one, or (c) when an 
observer just perceives a test pattern. Because of its incredible temporal and spatial integration 
capability, the human visual system can perceive SNRs as low as 0.05. Therefore, comparing cameras 
based on “minimum” illumination should be approached with care.

The voltage signal [Eq. (5)] exists at the output of the array. This voltage must be amplified by 
the camera electronics (gain Gcamera) to a value that is consistent with video standards. The minimum 
signal provided with gain “on” (Gcamera greater than one) is usually calculated due to the difficulty 
of performing accurate, low-level radiometric and photometric measurements. These values may 
be provided at 30, 50, or 80 percent video levels. That is, the illumination that is given produces an 
output video that gives 30, 50, or 80 IRE units, respectively. Although a higher-gain amplifier could 
provide 100 percent video, the user can optimize the image by adjusting the gain and level of the 
display. That is, the display’s internal amplifiers can be used for additional gain. In this context, the 
camera system consists of the camera and display.

DO
 N

OT
 D

UP
LI

CA
TE



26.14  INSTRUMENTS

If Gcamera is expressed in decibels, it must be converted to a ratio. The scene illumination that 
creates a 30 percent video signal is

M
M

Gv
v( % )

. (max )
30

0 3
video

video

camera

(21)

where Mv (max video) is the scene illumination that produces the maximum output. The subscript v
indicates photometric units, which are usually lux. For 50 and 80 percent video, the factor becomes 
0.5 and 0.8, respectively. The input signal that produces a SNR of one is

M Mv v

DR

( ) ( )SNR max video
camera-dB

1 10 20 (22)

where the camera’s dynamic range is expressed in decibels (dB). Although photometric units are 
used most often, radiometric quantities can be used in Eqs. (21) and (22).

Dynamic range depends on integration time, binning, and frame integration. In addition, the 
spectral content of the source and the array spectral responsivity affect the camera output voltage. 
Thus, the camera dynamic range can be quite variable depending on test conditions.

Although the theoretical maximum signal just fills the charge wells, the manufacturer may limit 
the maximum output voltage to a lower stored-charge value. Because the dynamic range is often 
expressed in decibels,

DR
V

Vcamera-dB
max

noise

20 log (23)

Many camera manufacturers list the dynamic range as the signal-to-noise ratio. This value 
should not be confused with the actual SNR. With most cameras, the noise level is approximately 
equivalent to the array read noise. The electronics may increase the camera noise and image-processing 
techniques may reduce it somewhat. Usually the dynamic range is calculated from the measured 
signal and noise. Because the read noise is amplifier white noise, it is appropriate to include the 
bandwidth as part of the measurements. For standard video-compatible cameras, the bandwidth is 
equal to the video format bandwidth.

26.9 MODULATION TRANSFER FUNCTION

The MTF of the camera is the product of all the subsystem MTFs. Usually, the electronics MTF does 
not significantly affect the overall MTF. Therefore, it is often adequate to consider only the optics 
and detector MTFs.

The MTF of a single rectangular detector in image space is

MTFdetector( )
sin( )

( )
u

d
d

(24)

where d is the horizontal extent of the photosensitive surface and  is the image-space horizontal 
spatial frequency variable (in cycles/mm). The detector size may be different in the horizontal and 
vertical directions, resulting in different MTFs in the two directions.

The MTF for a circular, clear-aperture, diffraction-limited lens is

MTFoptics( ) cos
2

11

C C C

2

(25)

The optical cutoff is C D/ f lave( ), where D is the aperture diameter and ave is the average wavelength.
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26.10 RESOLUTION

Detector arrays are specified by the number of pixels, detector size, and detector pitch. These are not 
meaningful until an optical system is placed in front of the array. The most popular detector resolu-
tion measure is the detector angular subtense. In object space, it is

DAS
fl

mrad
d (26)

and in image space, the detector size, d, becomes the measure of resolution.
Perhaps the most popular measure of optical resolution is Airy disk size. It is the bright central 

spot of the diffraction pattern produced by an ideal optical system. In the focal plane of the lens, the 
Airy disk diameter is

d
D

Fairy f l2 44 2 44. . (27)

While often treated independently, the camera resolution depends upon both the optical and 
detector resolutions.

Shade created a metric for system performance. As reported by Lloyd,26 Sendall modified Shade’s 
equivalent resolution such that

R
d

eq

sysMTF

1

2 2

0
| ( )|

(28)

As a summary metric, Req provides a better indication of system performance than a single metric, such 
as the detector size or blur diameter. Req cannot be directly measured. It is a mathematical construct 
simply used to express overall performance. As the MTF increases, Req decreases and the resolution 
“improves” (smaller is better). As an approximation, the system resolution may be estimated from the 
subsystem equivalent resolutions by

R R Req optics detector
2 2 (29)

Substituting the diffraction-limited MTF into Eq. (28) provides

R Foptics = 1.845 (30)

Note that Shade’s approach provides a value that is smaller than the Airy disk diameter. Recall that 
Req is only a mathematical construct used to analyze system performance. When Roptics dominates Req,
we say the system is optics-limited.

Substituting the detector MTF into Eq. (28) provides

R ddetector (31)

Here, Shade’s resolution matches the common method of describing detector performance: The 
smallest target that can be discerned is limited by the detector size. When Rdetector dominates Req, we 
say the system is detector-limited.

Using Eq. (29) to estimate the composite resolution in image space,

R d
F

deq

1 845
1

2
. (32)

As F/d decreases, Req approaches d. For large values of F/d, the system becomes optics-limited and 
the equivalent resolution increases.
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The more common 1 2/ -inch-format CCD arrays have detectors that are about 10 μm in size. 
Figure 10 illustrates Req as a function of f-number. Reducing the f-number below 5 does not improve 
resolution because the system is in the detector-limited region.

For most CCD camera applications, it is assumed that the camera is operating in the detector-
limited region. This is only valid if F/d is small. If F/d is large, then the minimum discernable 
target size is definitely affected by the optics resolution.

We live in a world where “smaller is better.” Detector sizes are shrinking. This allows the system 
designer to create physically smaller cameras. Replacing a 1 2/ -in-format array with a 1 4/ -in-format array 
(typical detector size is 5 μm) implies a 2  improvement in resolution. However, this is only true if 
the system is operating in the detector-limited region. As d decreases, the f-number must also decrease 
to stay within the detector-limited region. Further, the f-number must also decrease to maintain the 
same signal intensity [Eq. (18)]. Reducing the f-number can place a burden on the optical designer.

26.11 SAMPLING

Sampling is an inherent feature of all electronic imaging systems. The scene is spatially sampled in 
both directions due to the discrete locations of the detector elements. The horizontal sample rate is

S d
1

CCH

cycles/mm (33)

Staring arrays can faithfully reproduce signals up to the Nyquist frequency:

N
S

d2
1

2 CCH

cycles/mm (34)

The pitch in the horizontal and vertical directions, dCCH and dCCV, respectively, may be different 
and, therefore, the sampling rates will be different. Any input frequency above the Nyquist frequency 
will be aliased to a lower frequency (Fig. 11). After aliasing, the original signal can never be recov-
ered. Diagonal lines appear to have jagged edges, or “jaggies,” and periodic patterns create moiré 
patterns. Periodic structures are rare in nature and aliasing is seldom reported when viewing natural 
scenery, although aliasing is always present. Aliasing may become apparent when viewing periodic 
targets such as test patterns, picket fences, plowed fields, railroad tracks, and Venetian blinds. It 
becomes bothersome when the scene geometric properties must be maintained as with mapping. It 
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affects the performance of most image-processing algorithms. While this is a concern for scientific 
and military applications, it typically is of little consequence to the average professional television 
broadcast and consumer markets.

We have become accustomed to the aliasing in commercial televisions. Periodic horizontal lines 
are distorted due to the raster. Cloth patterns, such as herringbones and stripes, produce moiré 
patterns. Cross-color effects occur in color imagery (red stripes may appear green or blue). Many 
videotape recordings are undersampled to keep the price modest, and yet the imagery is considered 
acceptable when observed at normal viewing distances.

Because the aliasing occurs at the detector, the signal must be band limited by the optical system to 
prevent it. Optical band limiting can be achieved by using small-diameter optics, blurring the image, or 
by inserting a birefringent crystal between the lens and array. The birefringent crystal changes the effective 
detector size and is found in almost all single-chip color cameras. Unfortunately, these approaches also 
degrade the MTF (reduce image sharpness) and are considered unacceptable for scientific applications.

If a system is Nyquist frequency-limited, then the Nyquist frequency is used as a measure of resolution.
Because no frequency can exist above the Nyquist frequency, many researchers represent the MTF as zero 
above the Nyquist frequency (Fig. 12). This representation may be too restrictive for modeling purposes.

The fill factor can vary from 20 percent for interline transfer devices to nearly 100 percent for 
frame transfer devices. In the detector-limited region, the detector MTF determines the potential 
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s 1 and N 0.5. This restrictive representation erroneously suggests 
that there is no response above N.
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spatial frequencies that can be reproduced. The center-to-center spacing uniquely determines the 
Nyquist frequency (Fig. 13). A microlens will increase the effective detector size, but it does not affect 
the center-to-center spacing. The absolute value of the Nyquist frequency (1/2d

CCH
) does not change. 

By increasing the detector size, the detector cutoff decreases. The relative locations of the sampling 
and Nyquist frequencies change. The figures in this text use relative (normalized) frequency scales.

Less-expensive color cameras contain only a single CCD chip. A color filter array (CFA) is placed 
over the chip to create red, green, and blue pixels. Figure 20 in Chap. 32, “Visible Array Detectors,” in 
Vol. II, provides a variety of CFA patterns. In many sensors, the number of detectors that are devoted 
to each color is different. The basic reason is that the human visual system (HVS) derives its detail 
information primarily from the green portion of the spectrum. That is, luminance differences are 
associated with green, whereas color perception is associated with red and blue. The HVS requires 
only moderate amounts of red and blue to perceive color. Thus, many sensors have twice as many 
green as either red or blue detector elements. An array that has 768 horizontal elements may devote 
384 to green, 192 to red, and 192 to blue. This results in an unequal sampling of the colors (Fig. 14). 
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The output R, G, and B signals are created by interpolation of the sparse data (sparse pixels). The 
output signals appear as if there are 768 red, green, and blue pixels. This interpolation does not 
change the Nyquist frequency of each color. A birefringent crystal28 inserted between the lens and the 
array effectively increases the detector sizes. A larger detector will have reduced MTF and this reduces 
aliasing. It also reduces edge sharpness.

Pseudointerlacing (Fig. 4) doubles the size of the detector. This reduces the detector cutoff 
and makes it equal to the Nyquist frequency (Fig. 15). From an aliasing point of view, aliasing has 
been significantly reduced. However, the MTF has also been reduced, and this results in reduced-
edge sharpness.

26.12 STORAGE, ANALYSIS, AND DISPLAY

Chapter 32, “Visible Array Detectors,” in Vol. II describes the physics of CCD detectors. This chapter 
has described some additional features of CCDs and introduced CID and CMOS detectors. These 
solid-state devices are the basic building blocks of the solid-state array. Certain array architectures 
lend themselves to specific applications. Once the camera is fabricated, the user selects an optical 
system. The minimum signal, maximum signal, and resolution discussed in this chapter include the 
lens f-number. It would appear that with all this knowledge, it would be easy to select a camera. A 
camera only becomes operational when its output is analyzed. Analysis is performed by an observer 
(general video) or a computer (machine vision).

For general video, the camera output must be formatted into a data stream consistent with the 
display device. The monochrome standard is often called EIA 170 (originally called RS 170) and 
the color format is simply known as NTSC (originally called EIA 170A or RS 170A). Worldwide, 
three color broadcast standards exist: NTSC, PAL, and SECAM. For higher vertical resolution, 
more lines are required. EIA 343A (originally RS 343A) is a high-resolution monochrome stan-
dard used for closed-circuit television cameras (CCTV). Although the standard encompasses 
equipment that operates from 675 to 1023 lines, the recommended values are 675, 729, 875, 945, 
and 1023 lines per frame.

These standards are commonplace. Monitors that display these formats are readily available. For 
computer analysis of this imagery, frame grabbers that accept multiple standards are easily obtained. 
The output of most general video cameras is an analog signal, and the frame grabber digitizes this 
signal for computer processing.
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In principle, the clock rate of an analog-to-digital converter within the frame grabber can be set 
at any rate. However, to conserve on memory requirements and minimize clock rates, some frame 
grabbers tend to just satisfy the Nyquist frequency of a standard video signal. That is, if the highest 
frequency of the video bandwidth is fBW, then the frame grabber sampling clock operates at 2fBW.

Some frame grabbers have an internal antialias filter. This filter ensures that the frame grabber 
does not produce any additional aliasing. The filter cutoff is linked to the frame grabber clock and 
is not related to the camera output. Once aliasing has occurred in the camera, the frame grabber 
antialias filter cannot remove it. If the filter does not exist, the frame grabber may create additional 
aliasing.29 On the other hand, some frame grabbers have antialiasing filters that significantly limit 
the analog signal bandwidth and thereby reduce resolution. The number of digital samples is simply 
related to the frame grabber clock rate and is not necessarily equal to the number of detector ele-
ments. Even if the number of digital samples matches the number of detector elements, phasing 
effects will corrupt the resolution. Image-processing algorithms operate on the digitized signal and 
the image-processing specialist must be aware of the overall resolution of the system. The frame 
grabber is an integral part of that system. These issues are mitigated when the camera output is in 
digital form and the frame grabber can accept digital signals.

As society moves toward digital television [high-definition television (HDTV) or advanced tele-
vision system (ATS)], new demands are placed upon displays and frame grabbers. New standards 
also require new video-recording devices. This creates storage, frame grabber, and display problems. 
New standards do not impose any difficulties on camera design. The solid-state array can be made 
any size and appropriately designed electronics can support any video format.

Industrial and scientific applications require some forethought. The camera output is no longer a 
conventional format. Web inspection cameras may contain a linear array with as many as 4096 elements. 
Split architecture (Fig. 1) may have as many as 32 parallel outputs. Charge injection devices and 
CMOS cameras may offer variable-sized subframes at variable frame rates. Finding suitable frame 
grabbers is a challenge for these applications. Nonstandard formats (even after digitization) are not 
easy to display.
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CAMERA LENSES

Ellis Betensky
Opcon Associates, Inc.
West Redding, Connecticut

Melvin H. Kreitzer and Jacob Moskovich
Opcon Associates, Inc.
Cincinnati, Ohio

27.1 INTRODUCTION

Camera lenses have been discussed in a large number of books and articles. The approach in this 
chapter is to concentrate on modern types and to describe imaging performance in detail both in 
terms of digital applications and in terms of the optical transfer function. By modern types, we 
mean lens forms that were found on cameras in 1992. The chapter deals almost entirely with lenses 
for the 35-mm (24  36 mm) format. This limitation is unfortunate but not really inappropriate, 
given the widespread use of this format. Moreover, the different lens types that are described are 
used for applications ranging from 8-mm video to 6  9 cm roll film.

We have not included any specific design examples of lenses for large-format cameras, but the 
imaging capabilities of these lenses are described in terms of digital applications. By digital appli-
cations we mean the comparison of different lens types in terms of total pixels and pixels per unit 
solid angle. It is hoped that this feature will make comparisons between radically different imaging 
systems possible and also help to classify lenses in terms of information capability. See “Further 
Reading” at the end of this chapter for related information about photographic lenses, particularly 
with respect to older design types.

27.2 IMPOSED DESIGN LIMITATIONS

There are some limitations that are imposed on the design of camera lenses. The most significant 
ones are listed as follows.

Microprism focusing in single lens reflex cameras (SLRs) is difficult at apertures smaller than 
about F/4.5. Recent advances permit the use of microprisms at apertures down to F/5.6 and this is 
usually the smallest maximum aperture permitted in the specification of a lens for the SLR camera.

Depending on the camera type, there is a maximum rear lens opening allowable at the flange on 
SLR lenses. The limitation is approximately 33 to 36-mm diameter at flange to film plane distances 
of 40.5 to 46 mm. This affects the maximum possible aperture on normal lenses (typically to F/1.2) 
and also requires appropriate design of the exit pupil location on long-focal-length and high-speed 
retrofocus lenses in order to avoid excessive vignetting.
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27.2  INSTRUMENTS

The minimum back focal length (BFL) allowable on SLR lenses (because of the swinging mirror) 
is about 38.5 mm. The BFL cannot be too short on non-SLRs because of in-focus dust or cosmetic 
problems on optical surfaces close to the film plane. The actual limitation depends on the minimum 
relative aperture that would be used but is rarely less than 4 mm and usually more than 8 mm.

Since most lens accessories such as filters and lens-shades are mounted on the front of a lens, 
there is a practical limitation to the allowable front diameter of most lenses. Filter sizes larger than 
72 mm are not desirable, and smaller is always preferred. The actual clear aperture at the front of a 
lens is considerably smaller than the filter size, depending on the angular field and the mounting 
details of the filter. Obviously there are lenses such as 600-mm F/4 telephotos for which the 72-mm 
limitation is not possible. In these cases, the lens can be designed to use internal filters that are 
incorporated into the design.

Mechanical cams are still in widespread use for the practical realization of the required motions 
in zoom lenses. This technology requires that the motions themselves be controlled at the design 
stage to be reasonably monotonic and often to have certain mutual relationships. These require-
ments are particularly severe for the so-called “one-touch” zoom and focus manual control found 
on many SLR zoom lenses.

In general, size and weight restrictions pose the biggest problems for the designer of most cam-
era lenses. Almost any lens can be designed if there are no physical limitations. These limitations 
are sometimes a consequence of ergonomic considerations but can equally be an effort to achieve 
a marketing advantage. Size restrictions almost always adversely affect the design, and exceptionally 
small lenses (for a given specification) should be regarded with suspicion.

27.3 MODERN LENS TYPES

Normal (with Aspherics) and Variations

Thirty-five-mm SLR normal lenses are invariably Double-Gauss types. Refer to Fig. 1. This lens 
form is characterized by symmetry about a central stop to facilitate the correction of coma, distor-
tion, and lateral color. These lenses are relatively easy to manufacture and a user can expect good 
quality in a production lens. Total angular coverage of about 45° is typical, and speeds as fast as F/l 
are achievable. Extremely good optical performance is possible, particularly if the angular field and 
speed are reduced somewhat. Image quality generally deteriorates monotonically from axis to corner 
and improves dramatically as the lens aperture is reduced by about two F-numbers. With the addi-
tion of a fixed rear group, conjugate stability can be achieved over a wide range. Refer to Fig. 2.

Wide-Angle

An interesting new wide-angle lens type is a four-component form found commonly on the 
so-called compact 35-mm cameras. This lens is characterized by a triplet construction followed by 
a rear element that is strongly meniscus-shaped, convex to the image plane. This lens has much less 
astigmatism than either conventional triplets or Tessars and can cover total fields of up to 75° at 
speeds of around F/4. Faster speeds are possible if the angular field is reduced. Most importantly, the 
rear meniscus component takes the burden of field flattening away from the triplet front part. This 
results in considerably lower individual element powers and correspondingly lower sensitivities to 
tilts and decentrations of the elements. It is this problem that makes conventional triplets extremely 
difficult to manufacture. Refer to Fig. 3.

Inverted Telephoto (Retrofocus)

These lens types, characterized by a long back focal length, are typically used for wide-angle appli-
cations for single lens reflex cameras having a swinging viewing mirror behind the lens. Inverted 
telephoto implies a front negative group followed by a rear positive group, just the reverse of a 
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27.6  INSTRUMENTS

telephoto construction. This type of construction tends to result in relatively large front aperture 
sizes, and it is not easy to design small lenses without compromising on image quality. Retrofocus 
designs sometimes have a zone of poorer image quality in a field area between the axis and the 
corner. This zone is a by-product of the struggle to balance lower- and higher-order aberrations 
so that the outer parts of the field have acceptable image quality. These lenses have particularly 
good relative illumination both because the basic construction results in an exit pupil quite far 
from the image plane and also because it is possible for the size of the pupil to increase with field 
angle. In order to achieve conjugate stability, it is necessary to employ the use of so-called “floating 
elements” or variable airspaces that change with focusing. However, this feature does result in addi-
tional optomechanical complexity.

The newer forms of this lens type fall into four broad subcategories.

Very Compact Moderate Speed These include six-element 35-mm F/2.8 with a front negative 
element and seven-element 28-mm F/2.8 with a leading positive element. Refer to Figs. 4 and 5, 
respectively. These relatively simple constructions are suitable for speeds of F/2.8 or slower and total 
angular coverages of up to 75°.

Highly Complex Extreme Speed As the complexity of both the front and rear groups is increased, the 
inverted telephoto form can be designed to achieve speeds of F/1.4 and angular fields of 90°. The use of 
aspherical surfaces is essential in order to achieve these specifications. Refer to Figs. 6, 7, 8, and 9.

Highly Complex Extreme Wide-Angle with Rectilinear 
Distortion Correction

These are inverted telephoto designs covering total fields of up to 120°, often with speeds as fast as 
F/2.8. Distortion correction is rectilinear. The chromatic variations of distortion, astigmatism, and 
coma are usually the limiting aberrations and are virtually impossible to correct beyond a certain 
point. Refer to Figs. 10 and 11.

Extreme Wide-Angle with Nonrectilinear Distortion (“Fish-Eye Lenses”) Without the requirement 
of rectilinear correction of distortion, inverted telephoto designs can be achieved quite readily with 
total angular fields exceeding 180°. For these lenses, the image height h and focal length f are often 
related by h f · , where  is the semifield angle. See, for example, USP 4,412,726.

Telephoto Lenses

The term telephoto strictly applies to lenses having a front vertex length less than the focal length 
(telephoto ratio less than one). The classic telephoto construction has a front positive group fol-
lowed by a rear negative group. This can lead to telephoto ratios that are as short as 0.7 or less. The 
term telephoto is often loosely used to refer to any long-focal-length lens and one sometimes sees 
references made to the telephoto ratio of a wide-angle lens.

Two significant advances characterize the newer types of telephoto lenses, particularly those used 
for 35-mm SLR cameras. The first is the use of small internal groups for focusing, sometimes in 
conjunction with the front group. This feature has also led to significant improvement in the per-
formance of these lenses with change of conjugate. This has been a problem with telephoto lenses, 
particularly with respect to attaining close focus with good optical quality. Internal focusing of a 
long-focal-length lens also has considerable advantages in terms of mechanical simplicity because a 
smaller mass is being moved over a significantly shorter distance.

The second advance is the employment of optical glasses having anomalous dispersion for the 
correction of chromatic aberrations. These newer glasses have anomalous dispersion characteristics 
similar to those of calcium fluorite, but with physical and chemical properties that make their use 
practical. These glasses are still expensive and more difficult to use than ordinary ones, but they do 
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CAMERA LENSES  27.13

1 cm =

System first-order properties 
Field:      54.0                     f/ 2.80
Stop: 0.00 after surface            18.   Dia:    12.712

EFL:   14.9998
BFL:   38.2902

FVD:   126.743 
BRL :   88.4531

ENP:   33.0862 
EXP:   –43.8210

Even polynomial aspheres
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FIGURE 10 15-mm F/2.8 for 35-mm SLR.

offer significant advantages in terms of reducing the chromatic aberrations that otherwise severely 
limit the imaging potential of all long-focal-length refracting optics. Typical available versions of 
these glass types are the FK Schott, FCD Hoya, FPL Ohara, and PFC Corning series of glasses.

These design types offer outstanding optical correction together with remarkable specifications, 
resulting in considerable size and cost. Commercial embodiments include 300-mm F/2 and 400-mm 
F/2.8 for 35-mm. They are widely used for sports and wildlife photography. Since secondary color 
increases as the front vertex distance is reduced, it is advisable to regard excessively short all-refractive 
telephotos with some caution. Refer to Figs. 12 and 13. The letter z in the thickness column in Fig. 12 
(later in Figs. 14, 16, and 17 ) represents the zooming or variable space between the lenses.
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CAMERA LENSES  27.17

Zoom Lenses

Zoom lenses have evolved significantly in the past 20 years. In the early 1970s, there was basi-
cally only the classic four-group type of zoom lens. This four-group zoom has two moving groups 
between a front group used only for focusing and a stationary rear (master) group. This type is still 
found on consumer video cameras. Figures 14 and 15 show a variation of this form with the rear 
group also moving for zooming. The master group could often be changed to yield a different zoom 
with the same ratio over a different range.

The second basic form, originating in the mid 1970s, was the two-group wide-angle zoom, typi-
cally 24 to 48 mm and 35 to 70 mm for the 35-mm format. Both the front negative group and the 
rear positive group move for zooming, and the front group is also used for focusing. This lens type 
has an inherently long back focal length, making it eminently suitable for the SLR camera. See, for 
example, USP 4, 844, 599. The maximum zoom range is about 3 : 1.

In order to achieve lens types such as a 28- to 200-mm zoom for 35-mm, new ideas had to be 
employed. The resulting lenses have up to five independent motions, including that of the diaphragm. 
These degrees of freedom allow for the location of the entrance pupil to be near the front of the lens 
at the short-focal-length position and also for the exit pupil to be located near the rear, particularly 
at the long-focal-length setting. These conditions result in acceptably small size. The extra zooming 
motions permit a large focal-length range to be achieved without any one motion being excessively 
long. There is a constant struggle in the design of these zooms to minimize the diameter of the front 
of the lens. This is not only to reduce size and weight, but also to permit the use of acceptably small 
filters. Some designs do have problems with relative illumination at the wide-angle end.

In the past, these lenses have been focused either by moving the front group or by moving the 
entire lens, the latter option leading to the so-called varifocal zoom. However, more recent devel-
opments in miniature electromechanical and autofocusing systems have led to the evolution of 
extended range zooms in which the distinction between a focusing and a compensating group has 
become academic. As a result, small internal zooming groups can serve a dual function as focusing 
groups under the control of an autofocusing system. Refer to Figs. 16, 17, and 18.

A recent new development in zooms is one for the so-called compact 35-mm camera. In its most 
basic form, this type can have as few as three elements and is characterized by having a front posi-
tive component and a rear negative component. This lens has an inherently short back focal length 
at the wide end, making it not suitable for SLR cameras with swinging mirrors. In more complicated 
versions, this idea can be extended to 28 to 160 mm or further, the main limitation being a small 
relative aperture at the long-focal-length end. A recent practical embodiment is a four-element 
38- to 90-mm F/3.5 to 7.7 having three aspherical surfaces. See, for example, USP 4, 936, 661.

Zoom lenses are also found on most consumer video cameras. The classic fixed front-and rear-
group type (with the aperture stop in the rear group) is still commonly used because the very small 
format sizes can permit acceptably small lenses. This lens form is also used for motion picture and 
television zooms. In many of these applications, it is desirable to have an exit pupil position that 
does not change with zooming. Telecentricity of the exit pupil is also sometimes required. In addi-
tion, the motion picture industry still prefers zoom lenses that have conventional front-group focus-
ing in order to easily calibrate tape-measure focus measurements.

Very long range television zooms (often 30 : 1 or more) are also of the fixed front and rear type, 
with a succession of cascading zooming groups in between.

27.4 CLASSIFICATION SYSTEM

A wide variety of camera lenses has been classified in Table 1 in terms of total pixel capability P
and pixels per steradian AD. Pixels are defined as digital resolution elements relative to a specified 
modulation level and are calculated as follows:

The polychromatic optical transfer function of each lens is calculated and the spatial frequencies 
at which the modulation falls to 0.5 and 0.2 is noted at each of five field points. The lower of the 
meridional and sagittal values is used.
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CAMERA LENSES  27.23

TABLE 1 Pixel Imaging Characteristics of Camera Lenses

EFL D 2W F-no P0.5 P0.2 AD0.5 AD0.2 Comments

5.1 11 94 1.8 0.27 0.93 0.14 0.47 Cinegon 2/3" video
6.7 21 114 1.8 0.36 1.06 0.13 0.37 Xenoplan

10.2 16 76 1.8 0.66 1.59 0.50 1.19 Cinegon 1" video
15.0 41 108 2.8 0.95 3.39 0.37 1.31 Ultrawide 35-mm SLR
17.1 11 36 1.0 0.25 0.66 0.81 2.15 Xenar 2/3" video
17.5 42 100 2.9 1.48 3.14 0.66 1.40 Ultrawide 35-mm SLR
17.6 11 35 1.4 0.69 1.93 2.37 6.64 Xenon 2/3" video
20.6 41 90 1.5 0.52 4.05 0.28 2.20 Ultrawide 35-mm SLR
24.5 41 80 2.1 1.24 4.86 0.84 3.30 Very wide 35-mm SLR
25.5 27 56 2.8 1.61 2.56 2.19 3.48 Panavision Primo zoom
28.0 30 56 2.8 1.32 8.74 1.79 11.88 Xenar 35-mm cine
28.0 41 72 2.8 2.32 7.28 1.93 6.06 Wide 35-mm SLR
28.5 41 71 1.5 0.82 3.14 0.70 2.69 Wide 35-mm SLR
28.8 40 70 4.1 3.35 10.31 2.95 9.08 Wide-tele 35-mm SLR
35.0 42 62 2.8 3.43 17.54 3.82 19.54 Wide 35-mm SLR
35.8 40 58 3.2 1.45 10.43 1.84 13.24 Snapshot 35-mm
36.0 42 60 1.2 2.63 5.27 3.12 6.26 Wide 35-mm SLR
50.0 38 42 4.4 3.23 14.28 7.74 34.21 Wide-tele 35-mm SLR
51.0 40 43 1.4 0.76 7.02 1.74 16.06 Normal 35-mm SLR
55.5 41 41 1.2 0.87 3.41 2.17 8.58 High-speed 35-mm SLR
55.5 41 41 1.2 0.54 4.22 1.35 10.60 Asph normal 35-mm SLR
57,5 40 37 1.4 0.98 3.67 3.05 11.41 Close focus 35-mm SLR
58.0 133 98 5.6 13.77 60.12 6.37 27.82 Super-Angulon large-format
72.0 40 31 2.9 3.22 10.44 14.11 45.70 Telezoom 35-mm SLR
73.8 16 12 2.8 0.31 1.26 9.01 36.61 Tele-xenar 1" video
75.0 30 23 2.0 1.87 14.12 14.83 111.95 Xenar 35-mm cine
80.0 80 53 2.8 13.32 53.45 20.18 80.97 Xenotar medium-format
90.0 173 88 8.0 19.42 61.93 11.01 35.12 Super-Angulon large-format
90.0 207 98 5.6 30.07 75.59 13.92 34.98 Super-Angulon large-format

100.0 27 15 2.8 3.11 6.65 57.86 123.72 Panavision Primo zoom
100.0 116 60 5.6 33.11 85.72 39.34 101.84 APO-Symmar large-format
120.0 143 62 5.6 30.31 100.43 33.78 111.91 APO-Symmar large-format
120.0 168 70 5.6 23.78 113.14 20.93 99.57 Super-Symmar large-format
146.0 39 15 5.7 2.67 12.85 48.44 232.76 Wide-tele 35-mm SLR
150.0 80 30 4.0 12.35 87.89 57.69 410.55 Tele-Xenar medium-format
150.0 138 49 5.6 12.12 28.95 21.42 51.18 Xenar large-format
150.0 202 68 5.6 17.87 117.45 16.64 109.35 Super-Symmar large-format
180.0 300 45 5.6 100.80 368.45 210.77 770.41 Makro-Symmar 1 : 1
197.0 41 12 2.9 4.17 16.37 121.10 475.55 Telephoto 35-mm SLR
204.0 40 11 4.1 4.18 12.15 139.28 405.17 Telezoom 35-mm SLR
210.0 274 66 5.6 18.37 126.58 18.12 124.88 Super-Symmar large-format
210.0 400 87 8.0 22.62 130.62 13.11 75.70 Super-Angulon large-format
240.0 164 19 9.0 44.94 111.55 521.56 1294.60 Artar 1 : 1
250.0 126 28 5.6 38.05 89.71 203.88 480.70 Tele-Artar large-format
268.0 27 6 2.8 3.11 7.64 361.19 887.30 Panavision Primo zoom
296.0 39 8 2.1 5.36 20.36 388.37 1473.60 Telephoto 35-mm SLR
360.0 392 57 6.8 45.09 378.07 59.22 496.57 APO-Symmar large-format
400.0 250 35 5.6 33.77 160.01 116.13 550.27 APO-TXR large-format
480.0 327 19 11.0 76.29 256.34 885.40 2975.00 APO-Artar 1 : 1
480.0 400 45 8.4 86.48 509.51 180.83 1065.30 APO-Symmar large-format
800.0 500 35 12.0 108.62 460.37 373.54 1583.10 APO-TXR large-format

D — image diameter in mm W—semifield angle in degrees
Pm—pixels  106 at modulation level m ADm—pixels × 106 per steradian at modulation level m
F-no —F-number of the lens EFL—effective focal length of the lens in mm
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27.24  INSTRUMENTS

The image field of the lens, assumed to be circular with diameter D, is divided into four annular 
regions. The outer boundaries of each region correspond, respectively, to 0.35H, 0.7H, 0.85H,
and 1.0H, where H is the maximum field height. The area of each region is computed.

The average of the inner and outer boundary-limiting spatial frequency values is assigned to each 
region. This is done for both the 0.5 and 0.2 modulation levels.

The area of each annular region, in square millimeters, is multiplied by the square of the spatial 
frequency values from the previous step to yield regional pixel counts for both 0.5 and 0.2 modu-
lation levels.

The pixel counts are summed over all regions to yield the D data in Table 1.

The AD data in Table 1 are obtained by dividing the total pixel values by the solid angle of the 
lens in object space. The solid angle S is given by the following formula:

S  2 (1 cos W)

where W is the semifield angle of the lens in degrees.

In general, for a given image diameter D, a larger P implies higher image quality or greater 
information-gathering capability. A lens designed for a smaller D will have a lower P than a lens of 
similar quality designed for a larger D. These same generalizations hold for AD except that, in addition, 
a lens designed for a smaller field angle and a given D will have a larger AD than a lens of similar 
image quality designed to cover a wider field for the same D. In other words, for the same image-
quality level and format size, wide-angle lenses have lower AD values than do narrow angle lenses.

27.5 LENS PERFORMANCE DATA

A wide variety of camera lenses has been selected to show typical performance characteristics. In most 
cases, the data have been derived from the referenced published U.S. patents. The authors have taken 
the liberty of reoptimizing most of the data to arrive at what would, in our judgment, correspond to 
production-level designs. All performance data have been shown at maximum aperture. It is important 
to realize that photographic lenses are invariably designed so that optimum performance is achieved at 
F-numbers at least 2 stops slower than maximum. A general explanation of the data page follows.

The lens drawing shows the marginal axial rays together with the upper and lower meridional 
rays for seven-tenths and full field.

The lens prescription and all other data are in millimeters. Glass catalogs are Hoya, Ohara, and 
Schott. Distances to the right of a surface are positive. A positive radius means that the center of cur-
vature is to the right of the surface. The thickness and glass data indicate the distance and medium 
immediately following the particular surface.

The optical transfer function (OTF) plots show the through-focus modulation transfer func-
tion (MTF) on the left and the OTF at best axial focus on the right. The data are shown for five field 
points, viz., the axis, 0.35H, 0.70H, 0.85H, and 1.0H, where H is the maximum field angle in object 
space. The actual field angles are indicated in the upper-right-hand corner of each best-focus OTF 
block and are in degrees. The through-focus data are at the indicated spatial frequency in cycles per 
millimeter with an additional frequency on-axis (dotted curve). Both the through-focus and best-
focus data indicate meridional (solid curves) and sagittal (dashed curves) MTF. The modulus scale is 
on the left of each block and runs from zero to one. The phase of the OTF is shown as a dotted curve 
in the best-focus plots. The scale for the phase is indicated on the right of each best-focus block and 
is in radian measure. All the OTF data are polychromatic. The relative weights and wavelengths 
used appear in the lower-right-hand corner of each page. The wavelengths are in micrometers and 
the weights sum to one. The axial focus shift indicated beneath the best-focus plots is relative to the 
zero position of the through-focus plots. The best-focus plane is at the peak of the additional axial 
through-focus plot (dotted curve).
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CAMERA LENSES  27.25

Vignetting for each field angle is illustrated by the relative pupil area plots on the right-hand 
side of each page. The distortion plots shows the percentage of radial distortion as a function of 
fractional field height. The MTF astigmatism plot shows the loci of the through-focus MTF peaks as 
a function of fractional field height. The data can be readily determined directly from the through-
focus MTF plots.

Certain acronyms are used in the system first-order properties:

Effective focal length (EFL)

Back focal length (BFL)

Front vertex distance (FVD)

Barrel length (BRL)

Entrance pupil distance (ENP)

Exit pupil distance (EXP)

The ENP and EXP data are measured from the front and rear vertices of the lens, respectively. 
A positive distance indicates that the pupil is to the right of the appropriate vertex.
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28
MICROSCOPES

Rudolf Oldenbourg 
Marine Biological Laboratory
Woods Hole, Massachusetts, and
Physics Department
Brown University
Providence, Rhode Island

Michael Shribak
Marine Biological Laboratory
Woods Hole, Massachusetts

28.1 GLOSSARY

f focal length

M magnification

n refractive index

NA numerical aperture

z distance along optical axis

wavelength of light

I irradiance, sometimes called intensity

28.2 INTRODUCTION

The optical principles and basic lens design needed to generate a diffraction-limited, highly magni-
fied image with the light microscope were already essentially perfected a century ago. Ernst Abbe 
demonstrated how a minimum of two successive orders of diffracted light had to be captured in 
order for a particular spacing to be resolved (see historical sketch about Abbe principle1). Thus, he 
explained and demonstrated with beautiful experiments the role of the wavelength of the imaging 
light and the numerical aperture (NA n sin , Fig. 1)2 of the objective and condenser lenses on the 
resolving power of the microscope. In general, the minimum spacing  for line gratings that can just 
be resolved cannot be smaller than

2 NA
(1)

when the NA of the condenser is equal to the NA of the objective.
For generating an image, contrast is just as important as resolution. Much of the early use of 

the light microscope depended on the relatively high image contrast that could be generated by dif-
ferential absorption, scattering, reflection, birefringence, and the like due to specimen composition 
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28.2  INSTRUMENTS

or structure. Specimens, such as unstained living cells and other transparent objects introducing 
small optical path differences, were generally not amenable to direct microscopic observation for 
they would not produce detectable image contrast when brought to exact focus.

These impediments were removed by Zernike who showed how contrast in the microscope image 
is generated by interference between the light waves that make up the direct rays (that are undevi-
ated by the specimen) and those that were scattered and suffered a phase difference by the presence 
of the specimen. Using this principle, Zernike invented the phase-contrast microscope.3 For the first 
time it became possible to see, in focus, the image of small, nonabsorbing objects. Zernike’s revela-
tions, together with Gabor’s further contributions,4 not only opened up opportunities for the design 
of various types of interference-dependent image-forming devices but, even more importantly, 
improved our understanding of the basic wave optics involved in microscope image formation.

About the same time as Zernike’s contributions, perfection of the electron microscope made it 
possible to image objects down to the nanometer range, albeit necessitating use of a high-vacuum 
environment and other conditions compatible with electron imaging. Thus, for four decades follow-
ing World War II, the light microscope in many fields took a back seat to the electron microscope.

During the last decades, however, the light microscope has reemerged as an indispensable, 
powerful tool for investigating the submicron world in many fields of application. In biology and 
medicine, appropriate tags, such as fluorescent tags, are used to signal the presence and location 
of selected molecular species with exceptionally high sensitivity. Dynamic behaviors of objects far 
below the limit of resolution are visualized by digitally enhanced video microscopy directly in their 
natural (e.g., aqueous) environment. Very thin optical sections are imaged by video microscopy, and 
even more effectively with confocal optics. Quantitative measurements are made rapidly with the 
aid of digital image analysis.

Specimen

Condenser iris
diaphragm

+

+

Rear focal plane
(    back aperture)
of objective lens

~

FIGURE 1 Definition of numerical 
aperture of objective (NAobj n sin ) and 
condenser (NAcond n sin ).2

DO
 N

OT
 D

UP
LI

CA
TE



 MICROSCOPES  28.3

At the same time, computer chips and related information-processing and storage devices, whose 
availability in part has spurred the new developments in light microscopy, are themselves miniatur-
ized to microscopic dimensions and packaged with increasingly higher density. These electronic and 
photonic devices in turn call for improved means for mass manufacturing and inspection, both of 
which require advanced microscope optics.

Driven by the new needs and aided in part by computerized ray tracing and the introduction 
of new optical materials, we see today another epochal advance in the quality of lens design. The 
precision and remote control capabilities of mechanical components are also steadily improving.
Furthermore, we may expect another surge of progress, hand-in-hand with development of improved 
electro-optical and electromechanical devices, in regulated image filtration, contrast-generating 
schemes, as well as in optical manipulation of the specimen employing microscope optics.

There are a number of excellent review articles and books discussing the optical principles of 
light microscopes1,5,6 and microscopic techniques,2,7–10 and their applications.11–14 Among the many 
resources on microscopy available on the Internet, the Molecular Expressions website (http://www.
microscopy.fsu.edu/index.html) stands out for its comprehensive treatment, beautiful illustrations, 
and interactive tutorials on the subject. 

The present chapter is intended in part to bridge the territories of the manufacturer and the user 
of the microscope, including those who incorporate microscope optics into other equipment or 
apply them in unconventional ways. In this revision for the third edition of the Handbook of Optics,
we reorganized the material, expanded the description of techniques that are typically covered only 
in passing by recent reviews and books on microscopy (e.g. interference and polarization micros-
copy), and added brief descriptions of imaging modes that are based on new optical concepts or 
new approaches to extract quantitative information from traditional imaging modes.

Many of the optical concepts and techniques, which are introduced here in the context of 
microscopy, are discussed in more detail in other chapters of this Handbook. On general optical 
considerations consult the Handbook chapters in this volume, “General Principles of Geometrical 
Optics” (Chap. 1) and on optical elements, such as “Lenses” (Chap. 17), “Polarizers” (Chap. 13), as 
well as chapters on physical optics for wave phenomena such as “Interference” (Chap. 2), “Diffraction” 
(Chap. 3), “Coherence Theory” (Chaps. 5 and 6), and “Polarization” (Chap. 12) which, as phenomena, 
are essential to the workings of the various contrast modes of the microscope. Material on image 
detection and processing can be found in Handbook chapters on vision in Vol. III, imaging detectors in 
Vol. II, and optical information and image processing in Chap. 11 of this volume.

28.3  OPTICAL ARRANGEMENTS, LENSES,  
AND RESOLUTION

Optical Arrangements

Geometric Optical Train, Magnification, Conjugate Planes In the optical train of a compound 
microscope (Fig. 2) invented by Galileo around 1610, the objective lens Lob projects an inverted, 
real, magnified image O  of the specimen O (or object plane) into the intermediate image plane (or 
primary image plane). The intermediate image plane is located at a fixed distance f z  behind Lob,
where f  is the back focal length of Lob and z  is the optical tube length of the microscope. In general, 
O  is an aerial image for which an ocular Loc (or the eyepiece) acts as a magnifier in front of the eye. 
Since Loc, coupled with the corneal surface and lens of the eye, produces an erect image O  of O on 
the retina, the object appears inverted to the observer. The ocular may also be used to project the 
image onto a screen. The aerial image at O  can also be exposed directly onto conventional film or 
an electronic sensor.

Continuing with the schematic diagram in Fig. 2, using thin-lens approximations, O is placed at 
a short distance z just outside of the front focal plane of Lob, such that z + f = a, where f is the front 
focal length of Lob and a is the distance between O and Lob. O  is formed at a distance b = (z  + f )
behind Lob. For a height y of O, the image height y  = y b/a. Thus, Lob magnifies O by Mob = b/a.
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28.4  INSTRUMENTS

Also, Mob = f /z = z /f . Mob is the transverse or lateral magnification of Lob. In the case of an infinity-
corrected objective (Fig. 3), Mob is the ratio ftb/f, with ftb the focal length of the specific tube lens 
Ltb. In turn, y  is magnified by Loc by a factor Moc = 25 cm / foc, where foc is the focal length of the 
ocular (in cm) and 25 cm is the so-called near distance from the observer’s eye (see Vol. II of this 
Handbook). Thus, the total transverse magnification of the microscope Mtot = Mob Moc.

Note that most microscope objectives are corrected for use only within a narrow range of image 
distances, and, in case of older style objectives, only in conjunction with specific groups of oculars. 
Mob, which is the magnification inscribed on the barrel of the objective lens, is defined for its specified 
tube length (for high-power objectives, Mob z /f ) or, in case of infinity-corrected objectives, when 
used together with its specified tube lens. These factors, as well as those mentioned under “Microscope 
Lenses, Aberrations,” must be kept in mind when a microscope objective is used as a magnifying lens, 
or in reverse as a high-numerical-aperture reducing lens, to form a truly diffraction-limited image. 

Continuing the optical train back to the light source in a transilluminating microscope, Fig. 4a
shows the ray paths and foci of the waves that focus on an on-axis point in the specimen. In Köhler 
illumination, the distance between the specimen and the condenser are adjusted so that the image of 
the field diaphragm in the illuminator is superimposed with the focused region of the specimen, and 
the lamp collector lens is adjusted so that the source image is focused in the plane of the condenser 
aperture diaphragm. Thus, O, O, O  and O  all lie in image planes that are conjugate with each other.

Tracing the rays emitted from a point in the light source (Fig. 4b), the rays are parallel between 
the condenser and the objective lenses. This situation arises because in Köhler illumination the light 

FIGURE 2 Ray path in the microscope from object to observer’s eye 
(see text).

FIGURE 3 Ray path in microscope with infinity-corrected objective and 
tube lens.
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MICROSCOPES  28.5

source (the filament of an incandescent bulb or the bright arc of a discharge lamp) is projected into 
the front focal plane of the condenser. Also, since the pupil of an (experienced) observer’s eye is 
placed at the eyepoint or back focal plane of the ocular, the four aperture planes L, L , L , and L  are 
again conjugate to each other.

As inspection of Fig. 4a and b15 shows, the field planes and aperture planes are in reciprocal space 
relative to each other throughout the whole optical system. This reciprocal relationship explains how 
the various diaphragms and stops affect the cone angles, paths, and obliquity of the illuminating and 
image-forming rays, and the brightness, uniformity, and size of the microscope field. More funda-
mentally, a thorough grasp of these reciprocal relationships is needed to understand the wave optics 
of microscope image formation and for designing various contrast-generating devices and other 
microscope optical systems.

Transillumination The full impact of the illumination system on the final quality of the micro-
scope image is often not appreciated by the microscope user or designer. Undoubtedly, part of this 
neglect arises from a lack of understanding of the roles played by these components, in particular the 
condenser, and the common practice of closing down the condenser iris diaphragm to adjust image 
contrast for comfortable viewing. Regardless of the conventional view, critical examination of the 
microscope image or point spread function reveals the importance of the alignment, focus, tilt, NA, 
and effective aperture function of the condenser. The effects are especially noticeable when contrast is 
enhanced, e.g., by video microscopy. A further illustration of the importance of the illumination on 
the resolving power of the light microscope can be found in the section on “Structured Illumination.”

(a) (b)

Illuminated field
diaphragm

Object

Primary image

Retina

Eyepiece

Field diaphragm of
eyepiece

Aperture diaphragm
of objective
Objective

Condenser

Illuminated field
diaphragm
Lamp collector

Lamp

Eye Exit pupil of microscope
(Ramsden disc)

Back focal plane
of objective

Illuminating aperture
diaphragm

Lamp filament

FIGURE 4 Ray paths in a transmitted light microscope adjusted for Köhler illumination. Two sets of 
conjugate planes are shown: set O in (a) is conjugate with the object O and with the field diaphragm planes; 
set L in (b) is conjugate with the lamp filament L and with aperture diaphragm planes.15
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Ernst Abbe was the first to systematically analyze the resolving power of microscope optics by 
fabricating precision line gratings and imaging them in the microscope. As indicated earlier, a grating 
is resolved if the objective lens captures at least two successive diffraction orders which are typically 
the zero- and first-order diffraction. Abbe summarized his results in a simple expression, relating the 
minimum resolvable pitch  to the numerical aperture of the objective and condenser lens:

NA NAobj cond

(2)

with  the wavelength of light used. This formula can be derived by considering the diffraction of 
linear gratings that are illuminated obliquely. In the limiting case of zero condenser NA, the grating 
is illuminated coherently by a collimated beam of light that is parallel to the microscope’s optical 
axis. The minimum resolvable pitch is proportional to the wavelength and inversely proportional to 
the objective NA. By increasing the condenser NA, oblique rays are added to the illuminating light, 
increasing the angular span between diffraction orders captured by the same objective lens, and thus 
decreasing the minimum resolvable pitch. By making the condenser and objective NA equal, the 
grating is effectively illuminated incoherently and Eq. (2) reduces to Eq. (1). 

The influence of the condenser NA on resolving two nearby point objects was considered by 
Hopkins and Barham.16 They applied the Rayleigh criterion for resolving two pinholes that are 
equally bright and illuminated incoherently (NAcond  NAobj) and found a minimally resolved distance 
d 0 61. /NAobj (Fig. 5, m  1).17 Distance d is a factor 1.22 larger than the limiting pitch of a grating 
illuminated and imaged by the same condenser and objective lens [Eq. (1)]. However, for the case of 
coherent illumination (NAcond  0), the minimal distance of two resolved points only increases by 
40 percent instead of 100 percent, as is the case for gratings. Hopkins and Barham calculated a maxi-
mum resolution (minimal d) for NAcond  1.5  NAobj. Such high NAcond is usually not achievable for 
high-NA objective lenses, and, in addition, with most objectives, flare due to internal reflection would 
reduce image contrast to an extent possibly unsalvageable even with video contrast enhancement. 
Again, reduction of NAcond, generally achieved by closing down the condenser iris diaphragm, tends 

FIGURE 5 Effect of the condenser aperture on the resolution of 
two pinholes of equal brightness. m is the ratio of the numerical aper-
tures of condenser to objective. L is the minimum resolved distance 
between the pinholes (Rayleigh criterion) in units of the wavelength 
divided by the objective aperture.17
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MICROSCOPES  28.7

to raise image contrast so that even experienced microscopists tend to use an NAcond (0.3, . . . , 0.5)
NAobj to obtain a compromise between resolution and visibility. With video and other modes of elec-
tronic enhancement, the loss of contrast can be reversed so that improved lateral, and especially axial, 
resolution is achieved by using an NAcond that equals, or nearly equals, the NAobj.

Under optimum circumstances, the light source and condenser should be focused for Köhler 
illumination (Fig. 4) to minimize flare and to improve the homogeneity of field illumination. 
Alternately, image brightness, especially in the middle of the field, can be maximized by critical 
illumination where the condenser is somewhat defocused from Köhler illumination to produce an 
image of the source rather than the field diaphragm superimposed on the specimen. Either mode of 
illumination can yield resolution approximately as given by Eq. (2).

The aperture function of the microscope can become nonuniform, or limited, for a number of 
reasons. These include misalignment between the objective and condenser lenses; misalignment of 
the condenser iris (relative to the condenser lens elements); misalignment of the illuminator and 
condenser axes; tilted objective or condenser lenses or lens elements; nonuniform illumination of the 
condenser aperture; limited source size; nonuniform intensity distribution in the source; and improper 
choice, or focusing, of the condenser or source collector. Whether intentional or accidental, these con-
ditions can reduce the effective NAcond and/or induce oblique illumination, thus sacrificing resolution 
and image quality. An improvement, using a single optical fiber light scrambler, which allows the filling 
of the full condenser aperture with uniform illumination and little loss of field brightness (especially 
when using concentrated arc lamps) was introduced by Ellis18 (also see Figs. 3-13, 3-14 in Ref. 2).

Epi-Illumination In the epi-illumination mode, a beam splitter, part-aperture-filling mirror, 
or wavelength-discriminating dichromatic (unfortunately often called dichroic) mirror, placed 
behind the objective lens diverts the illuminating beam (originating from a light source placed in 
the side arm of the microscope) into the objective lens, which also acts as the condenser (Fig. 6).19

Alternatively, a second set of lenses and a beam-diverting mirror (both of whose centers are bored 
out and are arranged coaxially around the objective lens) can provide a larger NA-illuminating 
beam, much as in dark field illumination in the transillumination mode.

FIGURE 6 Schematic of epi-illuminating light path. The rotatable 
set of filter cubes with excitation filters, dichromatic mirrors, and bar-
rier filters matched to specific fluorochromes are used in epifluorescence 
microscopy.19
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28.8  INSTRUMENTS

This latter approach limits the maximum NA of the objective lens to around 1.25, but has the 
advantage that the illuminating beam traverses a path completely isolated from the image-forming 
beam. When the two beams do pass through the same objective lens, as is the case with most epi-
illuminating systems, the lens elements must be carefully designed (by appropriate choice of cur-
vature and use of highly efficient antireflection coating) to reduce hot spots and flare introduced by 
(multiple) reflection at the lens surfaces. Modern microscope objectives for metallurgical and indus-
trial epi-illuminating systems in particular are designed to meet these qualities. In addition, circular 
polarizers (linear polarizer plus /4 wave plate) and appropriate stops are used to further exclude 
light reflected from the surfaces of lens elements, cover glass, and the like. For epi-illumination 
fluorescence microscopy, dichromatic beam splitters, and barrier filters can reduce background con-
tamination that arises from the exciting beam to less than one part in 104.

Orthoscopic versus Conoscopic Imaging The common mode of observation through a microscope 
is by orthoscopic observation of the focused image. For certain specific applications, particularly 
with polarizing microscopes, examination of the aperture plane, or conoscopic observation, sheds 
valuable complementary information.

Conoscopic observation can be made either by replacing the regular ocular with a telescope that 
brings the aperture plane into focus or by inserting a Bertrand lens (that serves as a telescope objec-
tive) in front of a regular ocular. Conversely, one can observe the aperture plane simply by remov-
ing the ocular and looking down the microscope body tube (in the absence of a Bertrand lens) or 
by examining the Ramsden disk above the ocular with a magnifier. Levoy and Oldenbourg used a 
microlens array for generating a hybrid image that consists of an array of small conoscopic images, 
each sampling a different object area.20,21

The polar coordinates of each point in the aperture plane, that is the radius r and azimuth angle 
 are related to the rays traversing the specimen by: r  sin  and  azimuth orientation of the ray 

projected onto the aperture plane (Fig. 7). Thus, conoscopic observation provides a plane projection 
of all of the rays traversing the specimen in three-dimensional space. For specimens, such as single 
crystal flakes or polished mineral sections in which a single crystal is illuminated (optically isolated) 

FIGURE 7 Parallel rays with inclination 
and azimuth orientation  traversing the speci-
men plane, and focused by the objective lens at a 
point with radius r and same azimuth angle  in 
the aperture plane.
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MICROSCOPES  28.9

by closing down the field diaphragm, the conoscopic image reveals whether the crystal is uniaxial 
or biaxial, its optic axis angle and directions, as well as sign and strength of birefringence and other 
anisotropic or optically active properties of the crystal.22

Conoscopic observation also reveals several attributes of the condenser aperture plane and its 
conjugate planes (e.g., in Köhler illumination, the plane of the condenser iris diaphragm and the 
illuminating source). Thus, conoscopy can be used for checking the size, homogeneity, and alignment 
of the illuminating light source as well as the size and alignment of the condenser iris diaphragm and 
phase-contrast annulus (located at the front focal plane of the condenser) relative to the objective exit 
pupil or the phase ring (located at the back focal plane of the objective). It also reveals the state of 
extinction in polarized light and interference-contrast microscopy and provides a visual estimate of 
the aperture transfer function for the particular optical components and settings that are used.

The aperture plane of the microscope is also the Fourier plane of the image, so that diffraction 
introduced by periodic textures in the specimen can be visualized in the aperture plane by cono-
scopic observation. Depending on the NA of the objective and the spatial period in the specimen, 
the pattern of diffraction up to many higher orders can be visualized in the aperture plane when the 
condenser iris is closed down to illuminate the specimen with a parallel beam of light. Closing down 
the condenser iris restricts the zero-order light to a small area in the aperture plane and higher-
order diffraction maxima produce additional images of the diaphragm displaced in the directions of 
the periodic texture in the specimen. 

Microscope Lenses, Aberrations

Objective Lenses With few exceptions, microscope objective lenses are designed to form a diffraction-
limited image in a specific image plane that is located at a fixed distance from the objective lens (or from 
the tube lens in the case of an infinity-focus system). The field of view is often quite limited, and the 
front element of the objective is placed close to the specimen with which it must lie in optical contact 
through a medium of defined refractive index n, usually air (n  1, dry objectives), water (n  1.33, water 
immersion objectives), oil (n  1.52, oil immersion objectives) or other high refractive index media.

Depending on the degree of correction, objectives are generally classified into achromats, 
fluorites, and apochromats with a plan designation added to lenses with low curvature of field and 
distortion (Table 1). Some of these characteristics are inscribed on the objective lens barrel, such 
as Plan Apo 60/1.40 oil 160/0.17, meaning 60 power/1.40 NA Plan Apochromatic objective lens 
designed to be used with oil immersion between the objective front element and the specimen, cov-
ered by an 0.17-mm-thick coverslip, and used at a 160-mm mechanical tube length. Another exam-
ple might be Epiplan-Neofluar 50 /0.85 /0, which translates to Plan “Fluorite” objective designed 
for epi-illumination (i.e., surface illumination of specimen through the objective lens rather than 
through a separate condenser) with a 50  magnification and 0.85 NA to be used in air (i.e., without 
added immersion medium between the objective front element and coverslip or specimen), with no 
coverslip, and an (optical) tube length of infinity. “Infinity-corrected” objectives require the use of 

TABLE 1 Objective Lens Types and Corrections

Type Spherical Chromatic Flatness

Achromat  2 No
F-achromat  2 Improved
Neofluar 3 < 3 No
Plan-neofluar 3 < 3 Yes
Plan apochromat 4 > 4 Yes

 corrected for two wavelengths at two specific aperture angles.
2  corrected for blue and red (broad range of visible spectrum).
3  corrected for blue, green, and red (full range of visible spectrum).
4  corrected for dark blue, blue, green, and red.
Source: Zeiss publication #41-9048/83.
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28.10  INSTRUMENTS

a designated tube lens to eliminate residual aberrations and to bring the rays to focus into the image 
plane. Several other codes are inscribed or color-coded on microscope objectives (Tables 2 and 3).

Older style objective lenses are designed to be used with a specified group of oculars or tube 
lenses that are placed at specific distances in order to remove residual errors. For example, compen-
sation oculars were used in conjunction with apochromatic and other high-NA objectives to elimi-
nate lateral chromatic aberration and improve flatness of field. However, modern style objectives 
together with their tube lenses are typically fully corrected so as not to require additional chromatic 
or other type corrections.

Coverslip Correction For objective lenses with large NAs, the optical properties and thicknesses 
of the media lying between its front element and the specimen critically affect the calculations 

TABLE 2 Common Abbreviations Designating Objective Lens Types

DIC, NIC Differential (Nomarski) interference contrast

L, LL, LD, LWD, ELWD, ULWD Long working distance (extra-) (ultra-)

FL, FLUOR, NEOFLUOR, FLUOTAR With corrections as with “fluorite” objectives but no longer 
implies the inclusion of fluorite elements

PHASE, PHACO, PC, PH 1, 2, 3, etc. Phase contrast, using phase condenser annulus 1, 2, 3, etc.

DL, DM, PLL, PL, PM, PH, NL, NM, NH Phase contrast: dark low, dark medium, positive low low, low, 
medium, high contrast (regions with higher refractive index 
appear darker); negative low, medium, high contrast (regions 
with higher refractive index appear lighter)

PL, PLAN; EF Flat field; extended field (larger field of view but not as high as 
with PLAN, achromats unless otherwise desginated)

PLAN APO Flat field apochromat

NPL Normal field of view plan

P, PO, POL Low birefringence, for polarized light

UV UV transmitting (down to approx. 340 nm), for UV-excited 
epifluorescence

ULTRAFLUAR Fluorite objective for imaging down to approx. 250 nm in UV as 
well as in the visible range

CORR, W/CORR With correction collar

I, IRIS, W/IRIS Adjustable NA, with iris diaphragm built into back focal plane

M Metallographic

NC, NCG No coverslip

EPI Surface illumination (specimen illuminated through objective 
lens), as contrasted to dia- or transillumination

BD, HD For use in bright or darkfield (hell, dunkel)

CF Chrome-free (Nikon: objective independently corrected 
longitudinal chromatic aberrations at specified tube length)

ICS Infinity color-corrected system (Carl Zeiss: objective lens 
designed for infinity focus with lateral and longitudinal 
chromatic aberrations corrected in conjunction with a specified 
tube lens)

OIL, HI, H; WATER, W; GLY Oil immersion, Homogeneous immersion, water immersion, 
glycerol immersion

U, UT Designed to be used with universal stage (magnification/NA 
applies for use with glass hemisphere; divide both values by 
1.51 when hemisphere is not used)

DI; MI; TI Michelson Interferometry: noncontact; multiple-beam (Tollanski)

ICT; ICR Interference contrast: in transillumination; in reflected light
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needed to satisfy the aplanatic and sine conditions and otherwise to correct for image aberrations. 
For homogeneous immersion objectives (that are designed to be used with the refractive indices 
and dispersion of the immersion oil, coverslip, and medium imbibing the specimen, all matched to 
that of the objective lens front element), the calculation is straightforward since all the media can be 
considered an extension of the front lens element.

However, with nonimmersion objectives, the cover glass can become a source of chromatic aber-
ration, which is worse the larger the dispersion and the greater the thickness of the cover glass. The 
spherical aberration is also proportional to the thickness of the cover glass. In designing objectives 
not to be used with homogeneous immersion, one assumes the presence of a standard cover glass 
and other specific optical media between the front lens element and the specimen. As one departs 
from these designated conditions, spherical aberration (and also coma) increases with the NA of the 
lens, since the difference between the tangent and sine of the angle of incidence is responsible for 
departure from the needed sine condition.

It should also be noted that oil immersion objectives fail to provide full correction, or full NA, 
when the specimen is mounted in an imbibing medium with a different refractive index, for exam-
ple aqueous media, even with the objective and cover glass properly oil-contacted to each other. 
With such an arrangement, the diffraction image can degrade noticeably as one focuses into the 
specimen by as little as a few micrometers.23 Special water immersion objectives (e.g., Nikon Plan 
Apo 60 /1.2 NA and short-wavelength transmitting Fluor 40 /1.0 NA, both with collar to correct 
coverslip thickness deviation from 0.17 mm) overcome such aberrations, even when the specimen is 
imaged through an aqueous medium of 200-μm thickness.

For lenses that are designed to be used with a standard coverslip of 0.17-mm thickness (and nD
1.515), departure from standard thickness is not overly critical for objectives with NA of 0.4 or less. 
However, for high-NA, nonhomogeneous immersion lenses, the problem becomes especially critical 
so that even a few micrometers’ departure of the cover glass thickness degrades the image with high-
dry objectvies (i.e., nonimmersion objectives with high NA) of NA above 0.8 (Fig. 8).24 To compensate 
for such error, well-corrected, high-dry objectives are equipped with correction collars that adjust the 
spacing of their intermediate lens elements according to the thickness of the cover glass. Likewise, 
objective lenses that are made to be viewed through layers of silicon or plastic, or of different immer-
sion media (e.g., water/glycerol/oil immersion lenses), are equipped with correction collars.

The use of objective lenses with correction collars does, however, demand that the observer is 
experienced and alert enough to reset the collar using appropriate image criteria. Also, the focus tends 
to shift, and the image may wander, during adjustment of the correction collar. Figure 9 shows an 

TABLE 3 Color-Coded Rings on Microscope Objectives

Color code (narrow colored ring located near the specimen end of objective)

Black Oil immersion
Orange Glycerol immersion
White Water immersion
Red Special

Magnification color code (narrow band located further away from specimen 
than immersion code)

Color Magnification

Black 1, 1.25, 1.5
Brown 2, 2.5
Red 4, 5
Yellow 10
Green 16, 20
Turquoise blue 25, 32
Light blue 40, 50
Cobalt (dark) blue 60, 63
White (cream) 100 and higher
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FIGURE 8 Calculated maximum intensity in the image of a point object 
versus the deviation of the coverglass thickness from the ideal thickness.24

G1 G2

(a)

G3

G1 G2

(b)

G3

FIGURE 9 High-dry objective lens (60 /0.7 NA) equipped with 
a correction collar for (a) focusing at the surface or (b) through plane 
glass of up to 1.5-mm thickness. The lens group G2 is moved forward 
to enhance the spherical and chromatic correction by G1 and G2 when 
focused on the surface, while it is moving backward to compensate for 
the presence of the glass layer when focusing deeper through the glass.24

(U.S. Patent 4666256.)

DO
 N

OT
 D

UP
LI

CA
TE



MICROSCOPES  28.13

example of a 60/0.7 objective lens equipped with a correction collar for focusing at the surface or 
through a cover glass of up to 1.5-mm thickness without altering the focal setting of the lens.

Tube Lengths and Tube Lenses for Which Microscope Objectives Are Corrected For finite-focused 
“biological” objective lenses, most manufacturers had standardized the mechanical tube length to 
160 mm. More recently most manufacturers have switched to infinity focus for their biomedical and 
metallurgical microscopes.

For infinity-focused objective lenses, the rays emanating from a given object point are paral-
lel between the objective and tube lens. Since the physical distance (Dp, Fig. 3) and optical path 
length between the objective and tube lens are not critical, optical plane-parallel components, such 
as compensators, analyzers, and beam splitters, can be inserted in this space without altering the 
objective’s corrections. The tube lens focuses the parallel rays onto the intermediate image plane.

The magnification of an infinity-focused objective lens is calculated by dividing the focal length of 
the tube lens (also called reference focal length) by the focal length of the objective lens. The reference 
focal lengths adopted by several manufacturers are listed in Table 4.

Working Distance Microscope objectives are generally designed with a short free working distance, 
that is the distance from the front element of the objective lens to the surface of the cover glass or, 
in the case of lenses that are designed to be used without cover glass, to the specimen surface. For 
some applications, however, a long free working distance is indispensable, and special objectives are 
designed for such use despite the difficulty involved in achieving large numerical apertures and the 
needed degree of correction.

Field Size, Distortion The diameter of the field in a microscope is expressed by the field-of-view 
number, or simply field number, which is the diameter of the field in millimeters measured in the 
intermediate image plane. The field size in the object plane is obviously the field number divided 
by the magnification of the objective. While the field number is often limited by the magnification 
and field stop of the ocular, there is clearly a limit that is also imposed by the design of the objective 
lens. In early microscope objectives, the maximum usable field diameter tended to be about 18 mm 
or considerably less, but with modern plan apochromats and other special flat field objectives, 
the maximum usable field can be as large as 28 mm or more. The maximum useful field number of 
objective lenses, while available from the manufacturers, is unfortunately not commonly listed in 
microscope catalogs. Acknowledging that these figures depend on proper combination with specific 
tube lenses and oculars, we should encourage listing of such data together with, for example, UV 
transmission characteristics (e.g., as the wavelength at which the transmission drops to 50 percent, 
or some other agreed upon fraction).

Design of Modern Microscope Objectives Unlike earlier objective lenses in which the reduction of 
secondary chromatic aberration or curvature of field were not stressed, modern microscope objectives 
that do correct for these errors over a wide field tend to be very complex. Here we shall examine two 
examples, the first a 60/1.40 Plan Apochromat oil-immersion lens from Nikon (Fig. 10).24

Starting with the hyperhemisphere at the front end (left side of Fig. 10) of the objective, this 
aplanatic element is designed to fulfill Abbe’s sine condition in order to minimize off-axis spheri-
cal aberration and coma, while providing approximately half the total magnifying power of the 
objective (Fig. 11). In earlier designs, the hyperhemisphere has been made with as small a radius 

TABLE 4 Reference Focal Lengths for Infinity-
Focused Objective Lenses

Leica 200 mm B, M
Olympus 180 mm B, M
Carl Zeiss 164.5 mm B, M
Nikon 200 mm B, M

B  biological, M  metallurgical.
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as possible in order to maximize its magnifying power and to minimize its spherical and chro-
matic aberrations, since these aberrations increase proportionally with the focal length of the lens. 
Modern demands for larger field size and reduced curvature of field, however, introduce a conflict-
ing requirement, namely, the need to maintain as large a radius as practical in order to minimize the 
hyperhemisphere’s contribution to the Petzval sum (the algebraic sum of the positive and negative 
curvatures multiplied by the refractive indices of the lens elements).25 The hyperhemisphere in these 
Plan Apochromats is made with a high-index, low-dispersion material to compensate for the greater 
radius. Additionally, a negative meniscus is generated in the front surface of the hyperhemisphere 
to which is cemented a minute, plano-convex lens. The negative curvature in the hyperhemisphere 
contributes to the reduction of the Petzval sum. At the same time the minute plano-convex lens 
protects the material of the hyperhemisphere which is less resistant to weathering. Index matching 
between the minute plano-convex lens and immersion oil eliminates or minimizes the refraction 
and reflection at the lens-oil interface and provides maximum transmission of the all-important 
high-NA rays into the objective lens. The index matching also reduces the influence of manufacturing 
errors of this minute lens element on the performance of the objective.

FIGURE 10 Design of Nikon Plan Apochromat oil-immersion objec-
tive with 60  magnification and 1.40 NA.24

FIGURE 11 Aplanatic condition of the hyperhemisphere placed at the front end of an 
oil-immersion objective. The front lens has the same refractive index as the coverglass and 
immersion oil. The aplanatic condition describes the necessary relationship between refrac-
tive index n, distance d between object and spherical surface, and radius r of the spherical 
surface, in order to make all rays emanating from an object point on the axis leave the hemi-
spherical surface after refraction without introducing spherical aberration. According to the 
sine condition, the magnification  has to be constant for all angles . On the right, the small 
amount of longitudinal spherical aberration and chromatic deviation due to dispersion from 
the ideal focus point of the hyperhemisphere is shown for different wavelengths ( C  656 
nm, d  588 nm, F  486 nm, g  436 nm). Abscissa: longitudinal deviation on lens axis. 
Ordinate: numerical aperture from 0 (lens axis) to 1.4 NA.24
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The low-dispersion-glass singlet behind the aplanatic hyperhemisphere further reduces the 
cone angle of the rays entering the doublets that follow, allowing these and the subsequent lenses 
to concentrate on correcting axial and lateral chromatic aberration as well as curvature of field. 
These errors, as well as residual spherical aberrations, are corrected by inclusion of low-dispersion 
positive and high-dispersion negative lens elements, use of thick-lens elements, appropriate place-
ment of positive and negative lens curvatures, and through extensive ray tracing. Near the exit pupil, 
the height of the ray paths through the concave surfaces is reduced in order to generate additional 
negative values that minimize the Petzval sum (to complement the inadequate negative contribution 
made by the concave surface in the hyperhemisphere), so that field flatness can be improved without 
overly reducing the objective lens’ magnifying power or adding to its spherical aberration.

In reality, the Petzval sum of the objective as a whole is made somewhat negative in order to 
compensate for the inevitable positive Petzval sum contributed by the ocular. Thus, the image at the 
intermediate image surface, especially the sagittal surface of modern objectives, bows away from the 
object. Unless the image area is relatively small, one needs to use specified oculars in order to attain 
maximum field flatness combined with optimum correction otherwise.

Unlike earlier objective lenses whose design did not appreciably vary from one manufacturer to 
another, the design of lenses in modern microscope objectives can vary considerably. For example, 
compare the Nikon Chrome Free 60/1.4 Plan Apo objective discussed above and the Zeiss Infinity 
Color-Corrected Systems 63/1.4 Plan Apo objective in Fig. 12. Both are excellent, state-of-the-art 
lenses. But in addition to general design philosophy, including the decision to avoid or to use tube 
lenses to achieve full chromatic corrections, other factors such as choice of optical elements with 
special dispersion characteristics; degrees of UV transmission; freedom from fluorescence, birefrin-
gence, aging loss of transmittance, and the like all affect the arrangement of choice.

While a modern research-grade microscope is corrected to keep the aberrations from spreading the 
image of a point source beyond the Airy disk, geometrical distortion of the image formed by micro-
scope objectives tends not to be as well-corrected (e.g., compared to photographic objectives at the 
same picture angle). Thus, in objectives for biological use, pincushion distortions of up to 1 percent 
may be present. However, in objectives that are designed for imaging semiconductors, the distortion 
may be as low as 0.1 percent and they can be considered nearly distortion-free. To reduce stray light 
and flare, modern microscope objectives contain lens elements with carefully tuned, antireflection 
coatings, and lens curvatures are selected to minimize ghost images arising from multiple reflections.

Given the sophisticated design to provide a wide flat field, with spherical aberrations corrected 
over a broad wavelength range, and with low longitudinal as well as chromatic aberrations corrected 
at high NA, the aberration curves of these modern microscope objectives no longer remain simple 
cubic curves, but turn into complex combinations of higher-order curves (Fig. 13).

FIGURE 12 Carl Zeiss Infinity Color-Corrected 63/1.4 Plan Apo objective. 
(Courtesy of E. Keller, Carl Zeiss, N.Y.)
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Oculars As conventionally illustrated, the ocular in a light microscope further magnifies the 
primary (intermediate) image formed by the objective lens (Figs. 2 and 3). The ocular can also 
be viewed as the front elements of a macro (relay) lens system made up of the ocular plus the 
refractive elements of the viewer’s eye (Fig. 4a) or a video or photographic camera lens. Special 
video and photo oculars combine these functions of the ocular plus the video or photo lenses into 
single units.

The intermediate image plane (that lies between the lenses in many ocular types or precedes the 
lens elements in the Ramsden-type oculars), or its conjugate plane is used to place field-limiting 
stops, iris diaphragms, reticles, micrometer scales, comparator beam splitters, and the like that need 
to appear in the same focal plane as the specimen.

The Ramsden disk, the exit pupil of the objective lens imaged by the ocular, generally appears 
a short distance above the ocular (Fig. 4b). Since the Ramsden disk should lie in the observer’s 
pupil, special high-eye-point oculars are provided for the benefit of observers wearing corrective 
eye glasses (especially those for astigmatism). High-eye-point oculars are also used for inserting 
beam-deviating devices (such as the scanning mirrors in laser scanning confocal microscopes) or 
aperture-modifying devices (such as aperture occluders for stereo viewing through single objective 
binocular microscopes2).

The magnification of an ocular is defined as 25 cm divided by the ocular’s focal length. On 
the ocular, the magnification and field number are inscribed (e.g., as 10 /20, meaning 10-power 
or 25-mm focal length with a field of view of 20-mm diameter), together with manufacturer’s 
name and special attributes of the ocular such as chromatic-aberration-free (CF), wide-field 
(W, WF, EWF), plan (P, Pl), compensation (Comp, C, K), high-eye-point (H, picture of glasses), 
with cross hair and orientation stub for crystallography (pol), projection (pro), photographic 
(photo), video (TV), and the like. Also, special oculars provide larger and flatter fields of view 
(designated wide field, extra wide field, plan, periplan, hyperplan, etc., some with field numbers 
ranging up to 28 mm).

FIGURE 13 Spherical aberration curves for spectral lines 
(C, d, F, and g) of a highly corrected modern microscope objective 
with a high numerical aperture.24 Ordinate: numerical aperture 
from 0 (lens axis) to NA  0.95. Abscissa: longitudinal deviation 
of focal distance on lens axis indicated in millimeters. (The depth 
of focus for a 40 /0.95 NA apochromatic objective is approxi-
mately 1 mm which corresponds to a depth of field of 0.6 um in 
specimen space.)
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Compared to microscope objective lenses, fewer design standards have been adopted and fewer 
standard abbreviations are used to designate the performance or function of the oculars. Two 
physical parameters of the oculars have, however, become more or less standardized. The outside 
diameter of the ocular is either 23.2 mm or 30.0 mm, and the reference distance, or the parafocal-
izing distance of the ocular (i.e., the location of the intermediate image plane below the flange of the 
ocular) is now generally set to 10 mm.

In the past, oculars with wide ranges of incremental magnifications were provided to adjust the 
total image magnification of the microscope, but this practice is now replaced by the use of much 
fewer, better-corrected oculars coupled with a telan magnification changer in the microscope’s body 
tube, or a zoom projection ocular.

Factors affecting choice of ocular focal length and magnification include optimizing the micro-
scope total magnification and image resolution to match the MTF characteristics of the detector and 
to adjust the available field coverage. In video-enhanced fluorescence, differential interference con-
trast, polarizing, dark field, and the like microscopy, the total magnification often needs to be raised 
beyond the classical “empty magnification” limit, in order to be able to visualize minute objects 
whose diameters lie well below the limit of microscope resolution.2 However, depending on the 
MTF characteristics, sensitivity, and total pixels available in the sensor, conflicts may arise between 
the need for greater magnification, image brightness, and field coverage. To optimize the total image 
magnification, fine trimming of the ocular magnification may be needed, in addition to choosing 
an objective with the appropriate magnification and NA-to-magnification ratio. Zoom oculars are 
especially suited for fine-tuning the magnification to optimize S/N ratio and image integration time 
in video microscopy. For very low light level images, for example in photon-counting imaging, ocu-
lar magnifications of less than one may be needed in order to sufficiently elevate the S/N ratio, albeit 
at a sacrifice to spatial resolution.

In addition to adjusting image magnification and placing the microscope’s exit pupil at a 
convenient location, the ocular compensates for the aberrations that have not been adequately 
corrected in the objective and tube lens. Huygens oculars combined with lower-power achromatic 
objectives, and compensating oculars combined with higher-NA achromatic and apochromatic 
objectives, correct for lateral chromatic aberration. Some higher-NA achromatic objectives are 
purposely designed to provide residual aberrations (including field curvature) that are similar to 
those in the apochromats, so that the same compensation oculars can be used to compensate for 
both types of objectives.

Modern objectives used with the appropriate tube lens are sufficiently well corrected to require 
minimum or no compensatory correction by the oculars. In research-grade microscopes, the 
image projected by the objective and tube lens is often recorded directly by placing an electronic 
image sensor into the intermediate image plane. With objectives that are designed to produce 
well-corrected intermediate images, oculars themselves are made independently free of lateral and 
longitudinal chromatic and some spherical aberrations. Regardless of the degree of correction 
relegated to the ocular, modern microscopes provide images with color corrections, fields of view, 
and flatness of field much superior to earlier models.

Resolution

Airy Disk and Lateral Resolution Given a perfect objective lens and an infinitely small point of 
light residing in the specimen plane, the image formed in the intermediate image plane by the 
objective lens is not another infinitely small point, but a diffraction image with a finite spread 
(Fig. 14a). This Airy diffraction image is the Fraunhofer diffraction pattern formed by the exit 
pupil of the objective lens from which spherical waves converge to the focal point. The distribu-
tion of irradiance of the diffraction image (Fig. 14b)26 is given by an expression containing the 
first-order Bessel function J1(v):

I v I
J v

v
( )

( )
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with v proportional to the diffraction angle. If the irradiance is calculated as a function of radius 
measured from the center of the Airy diffraction pattern located in the intermediate image plane, v
takes on the form

v
M

ri2
NA

(4)

where NA is the numerical aperture and M the magnification of the objective lens,  the wavelength 
of light, and ri the radial distances measured in the intermediate image plane. If we express ri as a 
distance ro in the object plane, with ri M ro, we obtain the more familiar relationship:

v ro2
NA

(5)

The central bright disk of the diffraction image is known as the Airy disk, and its radius (the radius 
from the central peak to the first minimum of the diffraction image) in object plane units is given by

rAiry NA
0 61. (6)

When there exist two equally bright, self-luminous points of light separated by a small distance d in 
object space, that is the specimen plane, their diffraction images lie side by side in the image plane. 
The sum of the two diffraction images, assuming the two points of light were mutually incoherent, 
appears as in Fig. 15a. As d becomes smaller so that the first minimum of one diffraction image 
overlaps with the central maximum of the neighboring diffraction image (d rAiry, Fig. 15b),26

their sum (measured along the axis joining the two maxima) still contains a dip of 26.5 percent of 
the peak intensities that signals the twoness of the source points (the Rayleigh criterion). Once d
becomes less than this distance, the two diffraction images rapidly pass a stage where instead of a 
small dip, their sum shows a flat peak (the Sparrow criterion) at d  0.78 rAiry, and thereafter the sum 
of the diffraction images appears essentially indistinguishable from one arising from a single point 
source instead of two. In other words, we can no longer resolve the image of the two points once 
they are closer than the Rayleigh criterion, and we loose all cues of the twoness at spacings below 

0.0175

0.1

0.2

0.3

0.4

0.5

1.0

 sin 

 (0)

0.0042

0 5 10–5–10

–8
.4

2
–7

.0
2

–5
.1

4

–3
.8

3

3.
83

5.
14

7.
02

8.
42

(b)(a)

FIGURE 14 Airy pattern of circular aperture: image (a) of central Airy disk, first dark ring and 
subsidiary maximum and graph (b) of radial intensity distribution.26
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the Sparrow criterion. Since the diameter of the Airy diffraction image is governed by NAobj and the 
wavelength of the image-forming light , this resolution limit normally cannot be exceeded (for 
exceptions, see the section “Beyond the Diffraction Limit” later in this chapter).

The consideration given here for two-point sources of light applies equally well to two absorbing 
dots, assuming that they were illuminated incoherently. (Note, however, that it may, in fact, be dif-
ficult or impossible to illuminate the two dots totally incoherently since their spacing may approach 
the diameter of the diffraction image of the illuminating wave. For the influence of the condenser 
NA on resolution in transillumination, refer to the section on “Transillumination” earlier in this 
chapter. Also, the contrast of the diffraction images of the individual absorbing dots diminishes rap-
idly as their diameters are decreased, since the geometrical size of such small dots would occupy a 
decreasing fraction of the diameter of their diffraction images. For further detail see.)27

The image of an infinitely small point or line thus acquires a diameter equal to that of the Airy 
disk when the total magnification of the image becomes sufficiently large so that we can actually 
perceive the diameter of the Airy disk. In classical microscopy, such a large magnification was deemed 
useless and defined as empty magnification. The situation is, however, quite different when one is 
visualizing objects smaller than the limit of resolution with video microscopy. The location of the 
Airy disk can, in fact, be established with very high precision. Distances between lines that are clearly 
isolated from each other can, therefore be measured to a precision much greater than the resolution 
limit of the microscope. Also, minute movements of nanometer or even Ångstrom steps have been 
measured with video-enhanced light microscopy using the center of gravity of the highly magnified 
diffraction image of marker particles (see “Beyond the Diffraction Limit” later in this chapter).

Three-Dimensional Diffraction Pattern, Axial Resolution, Depth of Focus, Depth of Field The 
two-dimensional Airy pattern that is formed in the image plane of a point object is, in fact, a cross 
section of a three-dimensional pattern that extends along the optical axis of the microscope. As 
one focuses an objective lens for short distances above and below exact focus, the brightness of the 
central spot periodically oscillates between bright and dark as its absolute intensity also diminishes. 
Simultaneously, the diameters of the outer rings expand, both events taking place symmetrically 
above and below the plane of focus in an aberration-free system (Fig. 16).28

FIGURE 15 Overlapping Airy patterns: (a) clearly resolved and (b) center of Airy pat-
terns separated by d  rAiry, Rayleigh criterion.26
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Figure 17 shows an isophote (lines of equal brightness) of the longitudinal section of this three-
dimensional diffraction image. The relationship between v and the lateral distance ri is given by Eq. (4). 
The axial distance zi, oriented perpendicular to the image plane, is related to u by

u
M

zi2
2NA

2
(7)

In the graph we recognize at v  1.22  (and u  0, focal plane) the first minimum of the Airy pat-
tern which we discussed in the preceding section. The intensity distribution along u perpendicular 
to the focal plane has its first minima at u  ±4  and v  0( z1 in Fig. 17a). To find the actual 
extent of the three-dimensional diffraction pattern near the intermediate plane of the microscope, 
we express the dimensionless variables v and u of Fig. 17c as actual distances in image space.

FIGURE 16 The evolution of the diffraction image of a circular aperture with 
differing planes of focus in an aberration-free system.28
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FIGURE 17 (a) Axial intensity distribution of irradiance near focal point;23 (b) meridional 
section through diffraction pattern near focal point of a point source of light focused by lens 
with a uniform circular aperture;23 and (c) contour plot (isophote) of the same cross section as in 
(b).17,23,29 The three-dimensional diffraction pattern is obtained by rotating the meridional sec-
tion around the optic axis. The three-dimensional diffraction pattern is also called the intensity 
point spread function.
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The first minimum (u  4 ) is at a distance z1  (2M2 )/NA2. To transfer distance zi in image 
space to distance zo in object space, we use the relationship zi zoM

2/n. (Note that for small axial 
distances, to a close approximation, the axial magnification is the square of the lateral magnifica-
tion M divided by the refractive index n of the object medium.) The distance from the center of the 
three-dimensional diffraction pattern to the first axial minimum in object space is then given by:

z
n

min 2
2NA

(8)

zmin corresponds to the distance by which we have to raise the microscope objective in order to 
change from exact focus of a small pinhole to the first intensity minimum in the center of the 
observed diffraction pattern (see Fig. 16).

In correspondence to the lateral resolution limit, which is taken as the Airy disk radius rAiry [Eq. (6)], 
we can use zmin as a measure of the limit of axial resolution of microscope optics. Note that the ratio 
of axial to lateral resolution (zmin/rAiry  3.28 n/NA) is inversely proportional to the numerical aperture 
of the objective lens.

The axial resolution of the microscope is closely related to the depth of focus, which is the axial 
depth on both sides of the image plane within which the image remains acceptably sharp (e.g., when 
a focusing screen at the image plane is displaced axially without moving the object or objective). 
The depth of focus D is usually defined as 1/4 of the axial distance between the first minima above 
and below focus of the diffraction image of a small pinhole. In the intermediate image plane, this 
distance is equal to z1/2, with z1 defined earlier. The depth of focus defined by z1 is the diffraction-
limited, or physical, depth of focus.

A second and sometimes dominating contribution to the total depth of focus derives from the 
lateral resolution of the detector used to capture the image. This geometric depth of focus depends 
on the detector resolution and the geometric shape of the light cone converging to the image point. 
If the detector is placed in the intermediate image plane of an objective with magnification M and 
numerical aperture NA, the geometrical depth of focus D is given by

D
M

e
NA

(9)

with e the smallest distance resolved by the detector (e is measured on the detector’s face plate).
The depth in specimen space that appears to be in focus within the image, without readjustment 

of the microscope focus, is the depth of field (unfortunately often also called the depth of focus). To 
derive expressions for the depth of field, we can apply the same arguments as outlined above for the 
depth of focus. Instead of moving the image plane in and out of focus, we keep the image plane in 
the ideal focus position and move the small pinhole in object space. Axial distances in object space, 
however, are a factor n/M2 smaller than corresponding distances in image space. Therefore, we apply 
this factor to the expression for the geometrical depth of focus [Eq. (9)] and add the physical depth 
of field [derived from Eq. (8)] for the total depth of field dtot:

d
n n

M
etot 2NA NA

(10)

Notice that the diffraction-limited depth of field shrinks inversely proportionally with the square of 
the NA, while the lateral limit of resolution is reduced inversely proportionally to the first power 
of the NA. Thus, the axial resolution and thinness of optical sections that can be attained are affected 
by the system NA much more so than is the lateral resolution of the microscope.

These values for the depth of field, and the distribution of intensities in the three-dimensional 
diffraction pattern, are calculated for incoherently illuminated (or emitting) point sources (i.e., 
NAcond  NAobj). In general, the depth of field increases, up to a factor of 2, as the coherence of 
illumination increases (i.e., as NAcond  0). However, the three-dimensional point spread function 
with partially coherent illumination can depart in complex ways from that so far discussed when 
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the aperture function is not uniform. In a number of phase-based, contrast-generating modes of 
microscopy, the depth of field may turn out to be unexpectedly shallower than that predicted from 
Eq. (9) and may yield extremely thin optical sections.30

Beyond the Diffraction Limit In recent years the microscope’s limit of resolution, as stated in 
Eq. (1), has been exceeded by different means, relying either on optical, photophysical, photo-
chemical, or computational methods, or a combination thereof. Here we briefly refer to some 
of the schemes that rely on photonic properties of the specimen, while later in this chapter we 
will touch on schemes that rely on far-field optical methods, such as structured illumination and 
confocal microscopy.

Driven by the success of fluorescence microscopy in biomedical research and the need for higher 
resolution to understand the molecular machinery of the living cell, several methods were devised 
that exploit the photophysical and photochemical nature of fluorescent molecules. Most of these 
“super-resolving” methods take advantage of the fact that the position of a single fluorescent mol-
ecule (or point of light) can be determined to a much higher precision than the optical resolution 
of an imaging system. While the resolution of a traditional microscope, as described by Eq. (1), typi-
cally does not exceed 200 nm, the same microscope can be used to determine the position of a single 
fluorophore to 20 nm or better, depending on the number of photons captured and the mobility of 
the fluorescent molecule.31,32 Here we briefly describe those methods that have become prominent 
and are recognized by their acronyms. For a more detailed discussion we refer to a number of excel-
lent reviews33–36 and to the original publications cited below.

Fluorescence imaging with one nanometer accuracy (FIONA) was introduced to measure the 
detailed stepping motion of a molecular motor (myosin V) along an immobilized track (filamentous 
actin).37 The detailed, hand-over-hand motion was determined by measuring the location of a single 
fluorophore, attached to the motor-protein, with a spatial resolution of 1.5 nm and a temporal reso-
lution of 0.5 s. The challenge here included the recording of a sufficient number of photons, within 
the 0.5 s time window, to localize a single fluorophore that also needed to be photostable enough to 
allow its observation over several minutes.

Photo-activated localization microscopy (PALM) was introduced to localize immobilized fluo-
rophores at nanometer spatial resolution.38 To this end, fluorophores are used that have to be pho-
toactivated to become fluorescent. A low dose of typically short wavelength light activates a small, 
random subset of fluorophores that are spaced far enough for their point spread functions to not 
overlap. The locations of activated fluorophores are measured at nanometer precision and during 
the measurement process fluorophores become irreversibly bleached. The cycle of low-dose acti-
vation and subsequent position measurements is repeated many times and the aggregate position 
information from all cycles is assembled into a single, super-resolution image.

Stochastic optical reconstruction microscopy (STORM) uses similar principles as PALM but 
exploits photo-switchable fluorophores that can be turned on and off by exposing them to light 
pulses of differing wavelengths.39

Single molecule high-resolution colocalization (SHREC) takes advantage of separating the fluo-
rescence of two or more single fluorophores by their spectral characteristics.40 By using chromati-
cally differing fluorescent molecules as probes, the probes can approach each other closer than the 
Rayleigh limit and still be distinguished. The technique is typically used to measure intramolecular 
distances of 10 nm or more in doubly labeled macromolecules or molecular complexes.

Fluorescence resonance energy transfer or Förster resonance energy transfer (FRET) refers to a 
photophysical effect that transfers the excitation energy of a fluorescent donor molecule to a nearby 
fluorescent acceptor molecule. The appropriately chosen donor and acceptor molecules have to be 
less than 10 nm apart for the radiationless transfer to be effective. For example, FRET can be used to 
analyze the conformational change of a protein that brings two molecular subunits closer together 
or farther apart, resulting in enhanced or reduced acceptor fluorescence, respectively. Hence, FRET 
is a ratiometric method that allows measurement of the internal distance in the molecular frame 
rather than in the laboratory frame, which makes it largely immune to instrumental noise and drift. 
While regular FRET reveals the population distributions of interdye distances, single molecule FRET 
is used to monitor single molecules for long stretches of time.41,42
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Stimulated emission depletion (STED) provides a means of point spread function engineering 
to improve the optical resolution beyond the diffraction limit. A typical single-point scanning STED 
microscope uses a regularly focused excitation beam that is superimposed by a doughnut-shaped 
STED beam that instantly quenches excited molecules at the periphery of the excitation spot, thus con-
fining fluorescence emission to the doughnut zero. Saturated quenching results in a fluorescent spot far 
below diffraction whose scanning across the sample yields a subdiffraction-resolution image.34,43

All the above methods rely on fluorescence microscopy. A general approach to improve resolu-
tion was proposed by Harris44 who argued that the diffraction pattern in the Fourier plane can be 
extrapolated beyond the spatial frequency that is cut off by the NA of the objective lens—in other 
words, that the limit of resolution can be exceeded by computational extrapolation of the diffraction 
orders as long as the specimen is illuminated in a narrowly limited field.

The field of illumination can be reduced beyond that defined by diffraction by placing the min-
ute exit aperture of a tapered light guide or a minute pinhole closely adjacent to the specimen. By 
scanning such an aperture relative to the specimen, one obtains a proximity-scanned image whose 
resolution is no longer limited by the diffraction orders captured by the objective lens. Instead, only 
the size of the scanning pinhole and its proximity to the specimen limit the resolution.45

For nonoptical microscopes, for example in scanning tunneling, force, and other proximity- 
scanning microscopes, resolution down to atomic dimensions can be obtained on images that reflect 
topological, electronic, ionic, and mechanical properties of the specimen surface.46 In these types 
of proximity-scanning microscopes, a fine-tipped probe, mounted on a piezoelectric transducer 
that provides finely controlled x, y, and z displacements of the probe, interacts with specific proper-
ties of the specimen surface (alternatively, the probe may be fixed and the sample mounted to the 
transducer). The resulting interaction signal is detected and fed back to the z-axis transducer, which 
generally induces the probe tip to rise and fall with the surface contour (that reflects the particular 
electrical or mechanical property of the surface) as the probe is scanned in a raster fashion along 
the x and y directions over an area several tens of angstroms to several tens of micrometers wide. A 
highly magnified contour image of the atomic or molecular lattices is generated on a monitor that 
displays the z signal as a function of the x, y position.

28.4 CONTRAST AND IMAGING MODES

In microscopy, the generation of adequate and meaningful contrast is as important as providing 
the needed resolution. Many specimens are practically transparent and differ from their surround-
ings only by slight changes in refractive index, absorbance, reflectance, or optical anisotropy such as 
birefringence and dichroism. Most objects that are black or show clear color when reasonably thick 
become transparent or colorless when their thickness is reduced to a few tenths of a micrometer 
(since absorption varies exponentially with thickness). Additionally, in microscopy the specimen is 
often illuminated using a highly convergent beam to maximize resolution, thus reducing shadows 
and other contrast cues that aid detection of objects in macroscopic imaging. Furthermore, contrast 
is reduced at high spatial frequency because of an inherent fall-off of the contrast transfer function.

Many modes of contrast generation are used in microscopy partly to overcome these limitations 
and partly to measure, or detect, selected optical characteristics of the specimen. Thus, in addition to 
simply raising contrast to make an object visible, the introduction of contrast that reflects a specific 
physical or chemical characteristic of the specimen may impart particularly important information.

As a quantitative measure of expected contrast generation as functions of spatial frequencies, the 
modulation transfer functions (MTFs, of sinusoidal gratings) can be calculated theoretically for var-
ious contrast-generating modes assuming ideal lenses (Figs. 18 and 19),47,48 or on the basis of mea-
sured point or line spread functions.49 Alternatively, the contrast transfer function (CTF, of square 
wave gratings) can be measured directly using test targets made by electron lithography (Fig. 20).50

The rapid advance of electronic imaging and digital image processing in recent years made the 
quantitative evaluation of microscope images much more practical. Many computerized image-
processing platforms provide standard functions to characterize the morphology and geometric 
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μ

×

μ

FIGURE 18 Modulation transfer function (MTF) curves 
for microscope lenses, calculated for periodic specimens in 
focus: (a) each curve represents a different numerical aper-
ture (NA), which is the same for the objective and condenser 
lens in these curves. (b) These MTF curves all represent an 
objective lens of 1.32 NA, but with different condenser NAs; 
the conditions are otherwise the same as in (a). (Courtesy of 
Dr. G. W. Ellis.)2

relationship between image features. In addition, specialized systems that provide computer control 
of microscope components and settings in conjunction with quantitative image analysis provide 
advanced imaging modalities and new contrast modes that can no longer be viewed through the 
ocular, but can only be displayed on a computer screen. These hybrid contrast modes usually build 
on a traditional imaging mode and extend it through exact control and quantitation of image con-
tent. Therefore, in the following section we will present traditional imaging modes and give brief 
descriptions of related hybrid contrast modes.

Bright Field

Whether on an upright or inverted microscope, bright field is the prototypic illumination mode in 
microscopy (Fig. 4). In transmission bright-field illumination, image contrast commonly arises from 
absorption by stained objects, pigments, metal particles, etc., that possess exceptionally high extinction 
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FIGURE 19 Modulation transfer function curves calculated for different 
modes of microscope contrast generation. A  bright field, B  phase contrast, 
C  differential interference contrast, and D  single-sideband edge enhance-
ment. The curves are plotted with their peak modulation normalized to 1.0. 
(Courtesy of Dr. G. W. Ellis.)2

FIGURE 20 Measured contrast transfer values plotted as a function of 
spatial period in Airy disk diameter units, to normalize the values measured 
with different lenses and wavelengths. Data points were obtained with a laser 
spot scan microscope operating in the confocal reflection mode (solid points)
and the nonconfocal transmission mode (circles). Curves are calculated con-
trast transfer values for the coherent confocal and the incoherent nonconfocal 
imaging mode.50
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coefficients (Fig. 21). Transparent objects only generate very weak contrast based on Becke lines 
introduced by refraction at object boundaries that are slightly out of focus. (The dark Becke line, 
which is used for immersion determination of refractive index of particles,51 surrounds, or lies just 
inside, a boundary with a sharp gradient of refractive index when the boundary is slightly above or 
below focus. The Becke line disappears altogether when a thin boundary is exactly in focus.)

To gain additional contrast, especially in bright-field microscopy, the condenser NA is com-
monly reduced by closing down its iris diaphragm. This practice results in loss of resolution and 
superimposition of diffraction rings, Becke lines, and other undesirable optical effects originating 
from regions of the specimen that are not exactly in focus. The various modes of optical contrast 
enhancement discussed in following sections obviate this limitation and provide images with 
improved lateral and axial resolution as well as improved contrast.

Before the advent of phase-contrast and differential interference-contrast (DIC) microscopy, oblique 
illumination (that can be attained by off-centering a partially closed condenser iris diaphragm) was used 
to generate contrast of transparent objects. While this particular approach suffered from the problems 
listed in the previous paragraph, combination of oblique illumination at large condenser NA with video 
contrast enhancement proves to be an effective method for generating DIC-like thin optical sections.52

Recently, the optical phenomenon that leads to the formation of the Becke line has been explored 
more thoroughly, from a theoretical and an experimental point of view.53–56 The goal is to retrieve 
phase information from images of objects that affect the phase of transmitted or reflected light, but 
not necessarily its amplitude. Usually, phase information is gained from specially designed setups 
that enhance interference effects between light waves that have different optical paths through the 
specimen. The following sections on phase-contrast, polarized light, and interference microscopy 
give examples of these specialized imaging modes. Streibl,53 on the other hand, proposed to use a 
regular bright field microscope and the phenomenon of the Becke line to retrieve phase information 
of weakly scattering objects. He presented a theoretical framework based on the intensity transport 
equation and demonstrated the enhancement of phase objects based on images that were recorded 
at slightly different focus positions. Nugent and collaborators55–57 have refined the theory and devel-
oped a practical implementation called quantitative phase microscopy.

FIGURE 21 Siemens star, line and dot patterns that are part of the MBL/NNF test target imaged in bright 
field using transmitted light and a 60 /1.4 NA Plan Apo oil immersion objective lens (Nikon Inc.) and matching 
condenser. The dark background is due to the low transmittance of the 50-nm-thick aluminum film. Bright fea-
tures were edged into the film using electron lithography. Numbers above and below bar gratings show period 
in microns. The Siemens star consists of 36 wedge pairs, with an outer diameter of 75 μm. The period near the 
outer edge is 6.5 μm, decreasing continuously toward the center. The smallest period is 0.1 μm near the inner 
black disk, which has a diameter of 1.2 μm.
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In reflection bright-field microscopy, the image is formed by the reflected or backscattered light 
of the specimen, which is illuminated through the objective (see the section “Epi-illumination”). 
Reflection contrast is used primarily for opaque and thick samples, especially for metals and semi-
conductors. Reflection contrast is also finding increasing applications in autoradiography and in 
correlative light and electron microscopy for detecting the distribution of colloidal gold particles 
that are conjugated to antibodies and other selective indicators.

Total frustrated reflection microscopy58 generates contrast due to objects that are present in a 
low-refractive-index medium located within the evanescent wave that extends over a distance only 
a fraction of a wavelength from the microscope coverslip surface. Regions of the specimen whose 
refractive index differs from its milieu produce interference fringes whose contrast sensitively 
reflects the refractive index difference and distance from the coverslip surface.

Dark Field

In dark field microscopy the illuminating beam is prevented from entering the image-forming ray 
paths. The background of the field is dark, and only light scattered by optical discontinuities in 
the specimen is designed to appear in the image as bright lines or dots. Thus, contrast can become 
extremely high, and diffraction images can be detected as bright points or lines even when the 
diameter of the scattering object becomes vanishingly small compared to the microscope’s limit of 
resolution.8,27,30,59

For small objects that are not obscured by other light-scattering particles (a condition rather 
difficult to achieve) and are free in a fluid substrate, Brownian motion of the object and the time 
constant and sensitivity of the detector, rather than the object’s absolute size, are more likely to set a 
lower limit to the size of the object that can be clearly visualized with dark field microscopy.

Phase-Contrast and Other Aperture-Modifying 
Contrast Modes

Microscopic objects, distinguished from their surround only by a difference of refractive index, lose 
their Becke line and disappear altogether when brought exactly into focus. Nevertheless, light dif-
fracted by the small object still suffers a /4 phase shift relative to the undeviated background wave 
by the very act of being scattered (by a nonabsorbing object; the phase shift upon scattering by an 
absorbing object is /2).60 As shown in Fig. 22, light s scattered by the small object and the undevi-
ated light u, both originating from a common small point A of the condenser aperture, traverse dif-
ferent regions of the objective lens aperture. At the objective aperture, the undeviated light traverses 
only point B that is conjugate to A, while the scattered light passes those regions of the aperture 
defined by the spatial periods of the object.

Since light waves s and u arise from the same points in object space but traverse regions that 
are spatially separated in the objective aperture plane, a phase plate introduced in that plane can be 
used to modify the relative phase and amplitudes of those two waves. The phase plate is configured 
to subtract (or add) a /4 phase to u relative to s so as to introduce a /2 (or zero) phase difference 
between the two and, in addition, to reduce the amplitude of the u wave so that it approximates that 
of the s wave. Thus, when the two waves come to focus together in the image plane, they interfere 
destructively or constructively to produce a darker or brighter in-focus image of the small, transpar-
ent object against a dark gray background (positive and negative phase contrast).

As generally implemented, an annulus replaces the pinhole in the condenser aperture, and a 
complementary phase ring in the objective aperture plane or its conjugates (covering a somewhat 
larger area than the undisturbed image of the annulus in order to handle the u waves displaced 
by out-of-focus irregularities in the specimen) replaces the simple phase disk. Figure 23 shows an
example of a phase object that was imaged using phase-contrast optics as described above. The object is
a Siemens star that was etched into a thin layer of silica and imaged using a Olympus 100 /1.3NA 
Plan Apo objective and condenser with complementary phase rings.
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In the Polanret system, the phase retardation and effective absorbance of the phase ring can be 
modified by use of polarization optical components so that the optical path difference of a moderately 
small object can be measured by seeking the darkest setting of the object.61,62 Similarly, the Polanret 
system can be used to accentuate color or low contrast due to slight absorption by the object.

Several modes of microscopy, including phase contrast, take advantage of the facts that (1) the 
front condenser and back objective lens apertures are conjugate planes, (2) the illuminating beam 
arising out of each point of the condenser aperture is variously deviated by the specimen structure 
according to its spatial frequency, and (3) the back objective aperture is the Fourier plane of the 
specimen plane.

In Hoffman modulation contrast microscopy, the condenser aperture contains a slit mask with 
the slit placed toward the edge of the aperture. The objective aperture holds a second, comple-
mentary mask, called a modulator, which consists of two parts (Fig. 24).63 The dark part covers the 
smaller sector to one side of the projected slit and the gray part covers the slit area. The objective 
mask thus attenuates the zero-order light undeviated by the specimen and removes the light dif-
fracted by the specimen to one side of the zero-order beam. The light deviated by specimen struc-
ture away from the dark sector of the mask passes unchanged, while the light deviated toward the 
dark sector is blocked. Thus, the image becomes shadow-cast, similar in appearance to DIC that 
reflects gradients of refractive indices or of optical path differences in the specimen.

Developed by Gordon W. Ellis in 197864 single-sideband edge enhancement microscopy (SSEE) 
generates directional image contrast of phase objects, with greater modulation transfer than by 
phase-contrast or DIC microscopy at high spatial frequencies (Fig. 19). SSEE is also capable of gen-
erating exceptionally thin optical sections (Fig. 25). (In 1988, Ellis also devised aperture-scanning 
phase-contrast microscopy, a method which generates full resolution phase-contrast images with 
virtually no halos;65 see Fig. 2-47 in Ref. 2.)

FIGURE 22 Optical principle of phase-contrast 
microscopy illustrating the phase relationships between 
waves of the light s scattered by the specimen and the 
undeviated light u (see text).
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SSEE takes advantage of the fact that illuminated by a condenser whose aperture is half masked, 
the two side bands (shifted by specimen diffraction to the left and right) are both phase shifted 
relative to the illuminating light (carrier wave) by /4, but with opposite signs. (As shown by 
Zernike,60 the image contrast of a phase grating viewed with a bright field microscope disappears 
at exact focus, since the two side bands are in opposite phase.)

In the SSEE microscope, contrast is generated by interference between the attenuated carrier 
wave and one of the side bands (Fig. 26). Alternately, both side bands may be used with one of the 
side bands phase shifted by /2 (and appropriately attenuated) relative to the other. Interference 
between the attenuated carrier wave and the side band generates a high-contrast, high-resolution, 
in-focus image of the specimen’s phase boundaries proportional to their orientation perpendicular 
to the straight edge of the half mask in the condenser. 

FIGURE 23 Siemens star etched into 90-nm-thick SiO2 layer and imaged 
with phase contrast. The dimensions of the star pattern are the same as the one 
described in Fig. 21. The wedges that were etched away appear bright in this 
image. Light that has passed through the etched wedges is phase-advanced with 
respect to light that has passed through the rest of the pattern. (The SiO2 layer 
was deposited on a 170-μm-thick coverglass, etched using electron lithography, 
and mounted on a microscope slide, leaving an air gap between slide and silica 
layer; 100 /1.3NA oil immersion Plan Apo objective.) The intensity profile along 
a horizontal line near the top illustrates deviations from the step function of the 
corresponding optical path difference. The accentuation of the edge contrast in 
this profile is an artifact of the phase-contrast method commonly implemented 
in form of an illumination ring in the condenser aperture and a complementary 
phase ring in the objective aperture.
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FIGURE 24 Schematic diagram indi-
cating regions of the modulator that modify 
light from phase gradients in the object to 
enhance contrast.63

FIGURE 25 Optical section of the silicate shell of a diatom (Surirella gemma) observed 
with SSEE. The tiny pores are in focus over only a highly limited region of the shell due to the 
highly effective optical sectioning capability of SSEE. (Image copied and cropped from Fig. 2-50 in 
Ref. 2. Original image courtesy of Dr. Gordon W. Ellis, University of Pennsylvania.)
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FIGURE 26 Schematic diagram of the edge enhancement single-sideband 
microscope (SSEE).64
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In SSEE, polarizing elements placed after the specimen attenuate and phase shift the carrier wave 
relative to the side bands (Fig. 26). Thus by adjusting the azimuth of the polarizer immediately fol-
lowing the specimen, one can capture exceptionally high resolution images reflecting the birefrin-
gence distribution and axes in the specimen (Fig. 27). Also, since the specimen is not sandwiched 
between crossed polarizers, image contrast in SSEE is not affected by birefringence of the specimen 
chamber as is the case with polarization and DIC microscopy.

Interference

While all modes of contrast generation in light microscopy in fact depend on interference phenom-
ena, a group of instruments is nevertheless known separately as interference microscopes. These 
microscopes form part of an interferometer, or contain an interferometer, that allows direct mea-
surements of optical path difference (or generation of contrast) based on interference between the 
waves passing the specimen and a reference wave. The interferometric and polarization microscopy 
techniques, which are considered below, generate complementary phase images of the specimen: 
distribution of refractive index and distribution of refractive index anisotropy, respectively. 

Many interference microscopes employ amplitude-dividing beam splitters for setting up the 
two-beam interference scheme. Instead of amplitude division, division of wavefront can also be used 
to create both beam paths, especially when using a laser light source. Among the many designs that 
have been proposed and manufactured, amplitude division interference microscopes can be classi-
fied into three major groups: (1) the two-arm type with two separate beam paths, one containing 
the sample, the other for controlling the reference beam, with separate microscope optics in both 
arms or microscope optics only in the sample arm; (2) the beam-shearing type in which the refer-
ence wave is generated by displacing a beam laterally within the field of a single microscope; and 

FIGURE 27 Gyres of chromosomes in live sperm head of cave cricket. The images were obtained 
with SSEE using selected e-vectors as described in the text. Besides rectified polarization microscopy 
(Fig. 36), few contrast-generating methods besides SSEE have been able to distinctly display these 
chromosome gyres. (Image copied from Fig. 2-51 in Ref. 2. Original image courtesy of Dr. Gordon W. 
Ellis, University of Pennsylvania.)
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(3) the dual focus type in which the reference wave is focused to a different level than the specimen 
plane, again in a single microscope. All schemes can be implemented in transmission or reflection 
mode.66,67

The image in an interferometric microscope is created by the superposition of a probe and a 
reference beam. We denote the intensities in the probe and reference beam as Ip and Ir, and their 
respective phases as p and r . The intensity that results from superimposing the probe and reference 
beam can be expressed as described in17,26

I I I I Ip r pr p r p r2| | cos( ) (11)

where | |pr  is the modulus of the normalized mutual coherence function or the degree of coher-
ence between the probe and reference image. This equation does not include polarization effects and 
assumes that both interfering beams have the same polarization. For quasi-monochromatic light the 
optical path difference (OPD) that is associated with the phase angle difference is given by

OPD
2

( )p r
(12)

where  is the center wavelength.
We note that in Eq. (11) I can stand for an array of intensity values representing the pixels of a 

digital image that was recorded with an appropriate camera attached to an interference microscope.
When using white light, each wavelength produces its own interference picture. White light 

interference pictures are only observed when the optical path difference between the probe and the 
reference beam is less than a few wavelengths. Let’s assume that in a uniform image region the OPD 
is zero, hence the interference of each wavelength is constructive and the recorded spectrum in that 
region is white. However, if the OPD is finite, the wavelength that is twice the OPD is suppressed due 
to destructive interference and therefore that wavelength is missing from the spectrum recorded in 
the region. When systematically increasing the OPD from 0 to 2000 nm, for example, a characteristic 
change in spectrum is observed in the region, transitioning from white (OPD = 0), to blue (OPD = 
300 nm), to yellow (OPD = 600 nm), to indigo (OPD = 900 nm), to a greenish yellow (OPD = 1600 
nm), and bluish grey (OPD = 2000 nm).68 As the OPD increases above 1000 nm, colors become less 
saturated and approach white again for OPDs of several thousand nanometers.

In some interferometric schemes there is an additional achromatic half-wave phase shift, for 
instance, due to polarization transformation, reflection, and the like. In this case, a zero optical path 
difference produces destructive interference at all wavelengths and a uniform image region with 
zero OPD appears black. For small OPDs (< 200 nm) the destructive interference is relaxed for all 
wavelengths simultaneously and the brightness of the region increases, first with a white spectral 
composition. With increasing OPD, the region becomes colored due to constructive and destructive
interference of specific wavelengths leading to the following color sequence: light yellow (OPD = 300 
nm), indigo (OPD = 600 nm), yellow (OPD = 900 nm), grey blue (OPD = 1600 nm), and whitish grey
(OPD = 2000 nm). This sequence of interference colors is reproduced in the Michel-Lévy chart (see
Fig. 28), which is used to rapidly estimate the OPD based on the observed color of a uniform region. 
When the OPD increases above 2000 nm, the interference colors turn white and can no longer be 
used to reliably determine the OPD.

Both interference schemes are implemented. The scheme with destructive interference at 0 OPD 
is more sensitive (higher signal to noise ratio) for measuring small OPDs, because the background 
of 0 OPD is black (ideally) and doesn’t carry any shot noise, while the white light intensity of con-
structively interfering beams is subject to shot noise.

When using monochromatic light, the optical path difference between the probe and refer-
ence beam can be determined precisely by measuring the intensity in a uniform image region [see 
Eq. (11)]. However, measurements of OPDs that are larger than the wavelength  of the mono-
chromatic light result in an apparent OPD that is between 0 and . This ambiguity is often referred 
to as the order of the OPD. The order can be determined by making measurements with two or 
more wavelengths.
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Further improvement in measuring the OPD can be achieved by controlling the phase of the 
reference beam. For example, we can measure the probe plus reference image four times, each 
time changing the phase of the reference image by a quarter wavelength. According to Eqs. (11) 
and (12) we find

I I I I Ip r pr p r2
2

| | OPDcos

I I I I Ip r pr p r2
2

| | OPDsin

I I I I Ip r pr p r2
2

| | OPDcos

I I I I Ip r pr p r2
2

| | OPDsin

(13)

Assuming all other factors constant we can compute the OPD based on the four intensity mea-
surements:

OPD
2

4 2

1 3

arctan
I I

I I
(14)

The last expression relates the OPD to a ratio of intensity differences. Hence, the OPD is mea-
sured independent of an intensity offset (because only intensity differences are entered) and inde-
pendent of a gain factor that is common to all four intensity values (because only an intensity ratio 
is entered).

As noted earlier, I1, . . . , I4 can be interpreted as arrays of intensity values representing the pixels 
of four digital images. In this case, the expression for OPD represents an image arithmetic operation 
that generates a map of the spatial variations of the measured optical path differences. This or simi-
lar image-processing schemes can be implemented using various interference microscope designs 
after adding appropriate equipment for electronic imaging and phase control.

Mach-Zehnder Interference Microscope The classical two-arm interference microscope with iden-
tical optics in both arms is the Mach-Zehnder interference microscope as designed by Horn (Leitz of 
Wetzlar) in the 1950s (Fig. 29). The intricate and sturdy design earned it the nickname “Rolls Royce 
of the microscopes,”69 including its cost, which was comparable to that of an electron microscope of 
the time. The microscope, while straightforward in principle, requires close matching of the optics 
in the two interferometer arms and a mechanical design that provides exceptional precision and stabil-
ity. Thus, in addition to using matched pairs of objectives and condensers and inserting a blank slide 
(that is similar to the specimen-containing slide) into the reference arm, one needs to carefully adjust 
the built-in beam deviators, path equalizers, and wedge components to reduce the difference in optical 
path length between the two arms to less than the coherence length of the quasi-monochromatic light. 
(The coherence length of light with a center wavelength  and a bandwidth of  is 2 30/ m
for 550 10nm nm, .) While unfortunately no longer manufactured, this type of microscope 
permits precise interferometric measurements of microscopic objects both in the uniform field mode 
and the fringe displacement mode, and can even be used to generate holograms.2

Linnik Interference Microscope In 1933, V.P. Linnik proposed a two-arm reflective-type interfer-
ence microscope with two matching objectives and a single ocular.70 The optical scheme, also called 
the Linnik microinterferometer, is shown in Fig. 30a. The illumination is split and recombined by 
the same beam splitter before the microscope objective lens where the beam has low divergence. The 
probe beam and reference beam then pass through separate but matching objectives and reflect off 
the specimen and reference mirror, respectively. The objectives can have high NA and short work-
ing distance, but require close matching for efficient interference of the probe and reference beams 
in the common image plane or behind the ocular. Closely matched objectives reduce the influence 
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FIGURE 29 Designed by Horn the Mach-Zehnder-type interference microscope with two complete sets of microscope 
optics, one in each arm of a Mach-Zehnder interferometer.
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FIGURE 30 The Linnik-type interference microscope with two identical objectives, one in each arm.

of chromatic dispersion and other optical aberrations on the interference image. This is essential if a 
broad-band light source is used, because the dispersion and the optical path length must be closely 
matched across the entire useful field in each arm. Linnik type interference microscopes are still 
manufactured by LOMO, Russia.

The original Linnik design can be modified as proposed here by Michael Shribak and shown 
in Fig. 30b. The modification replaces the regular beam splitter with a polarizing one and adds 
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FIGURE 31 The Jamin-Lebedev type interference microscope.

quarter-wave plates to improve sensitivity and to provide a convenient way of measuring the phase. 
Its enhanced features include a rotatable polarizer, which is used to balance the intensities of the 
probe and reference beam. The quarter-wave plates following the beam splitter create circularly 
polarized light, which is reflected by the specimen/reference surface. The reflection induces an inver-
sion of the circularity of the two beams, which causes them to be combined after the beam splitter in 
the arm with the Senarmont compensator and ocular. The compensator consists of a quarter-wave 
plate at azimuth 45° and a rotatable analyzer at azimuth . Image regions with different phase angles 
can be brought to extinction by rotating the analyzer to different angles. The phase difference 
between two regions with extinction angles 1 and 2 is 2 2 1( ). Other compensation schemes 
can be used, including liquid crystal devices, and a camera can be added for quantitative imaging.

Jamin-Lebedev Interference Microscope The first interference microscope was constructed by 
Lebedev in 193071–73 using a beam-shearing design based on the two-beam polarization interfer-
ence scheme introduced by Jamin in 1868.74 The optical scheme of the Jamin-Lebedev interference 
microscope is shown in Fig. 31.

In this instrument, a small plane-parallel plate of calcite is cut at 45° to the optic axis and 
cemented to the front of the objective lens. An identical calcite plate is cemented to the front of the 
condenser, with an additional half-wave plate facing the specimen. The axes of the two calcite plates 
are parallel, and at 45° to the axes of the half-wave plate. The specimen under investigation is placed 
between the half-wave plate and the calcite plate fixed to the objective. The plate fixed to the objective 
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produces the necessary lateral separation between the probe and reference beams in the intermedi-
ate image plane of the microscope. Thanks to the calcite and half-wave plate placed next to the 
condenser, the path difference of the interfering rays does not vary with the inclination of the rays. 
This compensation permits quite large openings of the substage condenser diaphragm.

In the beam-shearing Jamin-Lebedev microscope, the probe and reference beam travel a com-
mon physical path except along the short distance between the two calcite plates. Because of the 
common path many design criteria, including mechanical stability and duplication of optical com-
ponents, can be significantly relaxed in this beam shearing microscope, compared to the dual-arm 
Mach-Zehnder design. The compromise lies in the lateral shear distance between probe and refer-
ence beam, which is limited by the field size and the requirement for telecentric paths for both probe 
and reference beam. Because both, the probe and reference beam pass through the same specimen 
slide, the observer has to be wary of ghost images introduced by the reference beam.

The design shown in Fig. 30 was manufactured in the 1960s by Carl Zeiss, Oberkochen, West 
Germany. The calcite plate next to the objective lens can be slightly rotated to align the shear planes 
of the two calcite plates. An additional calcite plate introduces a bias in the optical path difference 
adjusted by a small tilt of the plate. The microscope comes with three pairs of matched condenser 
and objective lenses, with the objectives designated as 10 /0.22NA, 40 /0.65NA, and 100 /1.0NA Oil. 
Their shear distances are 500, 170, and 50 μm, respectively. Optical path differences of less than one 
wavelength are measured using monochromatic light and a Senarmont compensator. For measuring 
higher path differences, white light and a Michel-Levy chart (Fig. 28) can be used. 

Differential Interference-Contrast Microscope Differential interference-contrast (DIC) microscopy 
is used extensively in materials research and the life sciences for observing microscopic particles 
and structures that are associated with refractive index and thickness changes in the specimen. 
A DIC microscope is a beam-shearing interferometer in which the reference beam is sheared by 
only a small amount, generally by less than the diameter of the Airy disk that is associated with 
the imaging optics. The technique produces a shadow-cast image that displays the local gradients 
of the optical path length. A region of the specimen where the optical path length increases along 
a reference direction appears brighter (or darker), while a region where the optical path length 
decreases appears in reverse contrast. As the gradient of the optical path grows steeper, image 
contrast is increased. Another important feature of the DIC technique is that it produces effective 
optical sectioning. This is particularly obvious when high numerical aperture (NA) objectives are 
used together with high NA condenser illumination. The thin optical section is a consequence of 
the small shear between the interfering beams, which are appreciably separated only in a thin layer 
around the focal plane.

The DIC technique was invented by F. H. Smith in 1947.75,76 He placed between a pair of polariz-
ers one Wollaston prism at the front focal plane of the condenser and a second one in the back focal 
plane of the objective lens (Fig. 32). The first Wollaston prism splits the linearly polarized input 
beam into two orthogonally polarized beams that are separated by a small angle 1. The condenser 
lens converts the angular split in the focal plane into a small spatial shear in the object plane. The 
objective lens joins the two beams again in the back focal plane where the second Wollaston prism 
deviates the beams to form two parallel beams again. While parallel, the two beams are orthogonally 
polarized and therefore cannot interfere. Therefore, a linear analyzer is needed after the second 
Wollaston prism to create a common polarization and to enable the beams to interfere. The interfer-
ence generates the typical relief image representing the optical path gradients in the specimen (see 
inset in Fig. 32). 

The small angular split 1 and 2 in the condenser and objective focal planes are related to the shear 
amount d in the object plane and the focal lengths of the condenser ( fc) and objective ( fob) lenses by

f f dc 1 2ob (15)

This optical configuration creates a polarizing shearing interferometer, by which one visualizes optical 
path gradients of the specimen under investigation.

In conventional medium- to high-NA objective lenses, the back focal plane is located inside the 
lens system and therefore not available for insertion of a Wollaston prism. If the Wollaston prism 
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FIGURE 32 DIC microscope setup: polarizer at 45° azimuth; WP1: first Wollaston prism at 0° azimuth; 1: splitting angle; fc:
condenser lens focal distance; d: shear amount; : optical path difference introduced by specimen under investigation; : azimuth 
of rotatable stage; fob: objective lens focal distance; WP2: second Wollaston prism at 0° azimuth (the second prism introduces 
bias ); 2: splitting angle; analyzer at 45° azimuth; Wollaston prism can be replaced by Nomarski prism.

is placed far from the back focal plane, the prism produces parallel beams, but the beams are spa-
tially displaced and hence are not recombined. Therefore, the Smith DIC system requires specially 
designed objective lenses that allow the insertion of a Wollaston prism.

In 1952 G. Nomarski proposed a special prism, the Nomarski prism, which simultaneously 
introduced spatial displacement and angular deviation of two orthogonally polarized beams77,78

(see inset in Fig. 31). The prism can therefore be placed outside the objective lens. By using crystal 
wedges with appropriately oriented axes, the Nomarski prism recombines the two beams that were 
separated by the condenser Wollaston prism, as though a regular Wollaston prism were located in 
the back aperture plane of the objective lens. The Nomarski DIC scheme can therefore be used with 
regular high NA microscope objectives.

A DIC image can be modeled as the superposition of one image over an identical copy that is 
displaced by a small amount d and phase shifted by a bias . The intensity distribution I(x, y) of the 
combined image depends on the specimen orientation and varies proportionally with the cosine of 
the angle between the gradients azimuth  and the relative direction of wavefront shear :79

I x y I x y d x y( , ) cos ( ( , ) cos( ( , )
1
2

1
2

0 )) (16)

where I0 is the initial beam intensity, (x, y) and (x, y) are the gradient magnitude and azimuth. 
(For a theoretical framework of DIC imaging see Refs. 8, 79–81.)

Thus, regular DIC techniques show the two-dimensional distribution of optical path or phase 
gradients projected onto the shear direction. It is therefore prudent to examine unknown objects at 
several azimuth orientations.
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Video-enhanced DIC (VE-DIC), in addition to providing images with improved contrast, allows 
the removal of unwanted background signal (such as shading and fixed image noise due to dust 
particles or other imperfections in the optical system) by subtraction of a reference image with no 
specimen.82 Salmon and Tran gave a comprehensive description of the VE-DIC method.83 They 
indicate that the best optical contrast of microscopic, lowly refractile particles can be achieved with 
a bias of 1/15-1/20 the wavelength.

A further increase in sensitivity and sectioning capability was achieved by video-enhanced DIC 
microscopy with retardation modulation.84–87 By switching the polarization of the incident light in 
alternate video frames with a computer-controlled liquid crystal variable retarder, the contrast signal 
is increased by a factor of 2, relative to “standard” video-enhanced DIC. The modulator switches 
image highlights into shadows and vice versa. By subtracting alternate frames, a difference DIC 
image is created in which contrast is doubled while image defects and noise tend to be cancelled.

Recently, Carl Zeiss introduced a “C-DIC” technique for reflective-type microscopes, which 
avoids the need to rotate the specimen. Instead, the new system uses a single, mechanically rotatable 
Nomarski prism that is shared between the illumination and imaging path.88

Even in a transmission-type microscope one can obtain a DIC image using only one Wollaston 
or Nomarski prism placed in the imaging path, if the illumination beam is made spatially coherent.  
Pluta described a DIC setup with a slit condenser diaphragm.8 A similar system is currently manufac-
tured by Carl Zeiss called a “PlasDIC.” In the latter case the specimen is illuminated with unpolarized 
light using a condenser that has a slit in its aperture plane. Only a single polarizer is used and placed 
behind the Nomarski prism that follows the objective. The system is less sensitive to birefringence of 
the specimen, can be used with plastic dishes, and does not require strain-free optics. Disadvantages 
include a reduced illumination intensity caused by the slit (instead of a fully open aperture) and a 
deterioration of the optical sectioning capability.

The contrast in DIC images is proportional to the scalar product between the phase gradient in 
the specimen and the shear generated in the microscope’s prisms. Based on the phase gradient it is 
possible to restore the phase information using computational methods. The restored phase image 
shows the refractive index (dry mass) distribution within a thin layer of the specimen. Compared to 
a conventional phase-contrast image, the DIC-based phase image provides better sectioning due to 
the intrinsic sectioning capability of the DIC method.

The DIC phase image can be obtained by computing the line integral parallel to the shear 
direction.79,89 Other techniques use iterative phase computation,90 noniterative Fourier phase 
integration,91 or nonlinear optimization using hierarchical representations.92 Axelrod et al. used two 
phase-shifted DIC images to reconstruct the phase based on linearized expressions of interference.93

Biggs developed an iterative deconvolution approach for computation of phase images, based on the 
same principles as deconvolution techniques normally used to remove out-of-focus haze.94

Dyson and Mirau Interference Microscopes A third group of interference microscopes, in which 
the reference wave is focused to a different level than the specimen plane, are represented by the 
Dyson and Mirau interference microscopes.

In 1950, J. Dyson designed a double-focus system for transmitted light (Fig. 33a).95 In this sys-
tem, the initial transparent beam-dividing surface is formed on the upper side of the first glass plate 
mounted normally to the optical axis of the microscope immediately beneath the specimen slide. 
The illuminating beam, convergently directed through this upper surface by the substage condenser, 
is then partially reflected back to the lower surface of the plate, which has a small opaquely silvered, 
reflecting central spot. The lower surface of the first plate therefore reflects this second beam back 
through the upper surface of the plate. As a result, the specimen area is illuminated by two beams, 
one of which is focused on the specimen after direct transmission through the plate while the other 
reaches the specimen in a defocused condition due to internal reflection within the plate. A similar
plate between the specimen and the objective lens functions in much the same way, so that the por-
tion of the second defocused beam, which passes directly through it becomes combined with a por-
tion of the first focused beam internally reflected within it.

The image formed by the microscope objective consequently consists of a correctly focused 
image of the specimen area seen in interferometric comparison with a strongly defocused image of it. 
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A glass block with an upper spherical surface, which is fully reflecting apart from a central totally 
transmitting spot is included between the second plate and the objective to allow medium- and high-
power objective lenses to focus through to the specimen. The two plates are made slightly wedge-
shaped so that the optical path difference can be manually adjusted by traversing the condenser 
plate in a direction parallel to the principal section of the wedge across the optical axis of the micro-
scope. This operation varies the effective thickness difference between the two plates and thereby 
controls the optical path difference. By calibrating this movement the optical path difference can be 
determined.

Mirau introduced a single objective reflecting system.96 In this design (Fig. 33b) a flat, semire-
flecting beam-dividing surface is placed midway between the front of the objective and the specimen 
surface. A small central area of the front surface of the objective is silvered to form a miniature mir-
ror, a reflected image of which becomes superimposed on the normal image of the specimen surface 
by virtue of the intervening semireflecting beam divider. To maintain the required degree of optical 
path similarity, the beam-dividing surface is formed on the internal side of one of a pair of identical 
plates, which are cemented together.

Holographic Soon after its invention the laser was employed for holographic imaging in micros-
copy. In the early 1960s, Gordon Ellis built one of the first holographic microscopes.97 He used a 
helium-neon laser as light source and photographic film for recording the hologram. After develop-
ment of the film, the hologram allowed to reconstruct images using a divergent laser beam.

In digital holographic microscopy (DHM), the hologram of interfering wave fronts is recorded 
with an electronic sensor (e.g. CCD chip, Fig. 34)98 and images are digitally reconstructed by a 
computer. A digitized hologram represents a three-dimensional record of the optical features of 
the specimen. Based on a single hologram, several images can be reconstructed that correspond to 
specific focus planes in the specimen. Furthermore, the digital reconstruction allows to simulate 
different contrast modes, such as phase contrast and dark field imaging.99–101 In addition to the 
specimen, the hologram can also contain information on the rest of the optical path, depending on 
the coherence length of the light source. For example, a hologram can provide the opportunity to 
correct for lens aberrations.102

FIGURE 33 (a) Dyson and (b) Mirau’s interference microscope. In (b), the incident light beam, emerging from the objective 
O1, is split in two parts in the semireflective surface. One part is transmitted to the object P and the other is reflected to the refer-
ence area R extending over a small portion of the objective front surface. The wavefronts reflected by R and P are recombined at G
to produce the interference pattern.5
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The digital analysis of a set of holograms, each recorded with a beam that illuminates the sample 
from a different direction, allows to emulate an objective with a larger numerical aperture than actu-
ally employed, leading to a corresponding enhancement in image resolution.103

Optical Coherence Tomography Optical coherence tomography (OCT) is an imaging method that 
performs depth-resolved imaging of various turbid media. At the core of the OCT technique is a 
low-coherence, two-arm interferometer, which works in reflection mode.104,105 The low-coherence 
interferometer is used to select only a small volume named the “coherence gate” that determines the 
depth in the sample from where the back-reflected or back-scattered signal is processed. The depth 
of the coherence gate is defined and controlled by matching the optical path in the probe and refer-
ence interferometer arms. A variable delay line in one of the arms changes the gate position. In addi-
tion to its depth-selectivity feature, the low coherence interferometer is used to “amplify” very weak 
signals back-scattered by the sample.

In OCT, the coherence length is shortened to a distance of several micrometers, thanks to the use 
of a broadband light source. Light of appropriate bandwidth is typically generated by a superlumines-
cent diode or laser with extremely short pulses. The spatial resolution of OCT in the axial direction is 
provided by the coherence gate, which selects signal light only from a cross-sectional volume of thick-
ness defined by the coherence length of the illumination source. Superluminescent diodes typically 
provide 10- to 20-μm axial resolution. Higher resolution can be obtained with ultrashort pulsed lasers.

Interference of the light reflected by the sample and the reference mirror in the interferometer 
arms can occur only when the optical path lengths of the two arms match to within the coherence 
length of the optical source. Depth scanning can be performed in the time- or spectral domain. 
Time-domain OCT systems vary the reference arm path length, inducing changes in the depth from 
which the backscattered light of the sample is detected. In spectral-domain or Fourier-domain OCT, 
the axial signal intensity is calculated based on changes in the interference spectrum. The interfer-
ence between probe and reference beam causes changes in the spectrum which is measured using a 
suitable spectrometer,106 or by rapidly and repeatedly sweeping a narrow line width laser source in a 
mode called swept-source OCT.106–108

FIGURE 34 Optical principle of a holographic microscope. A collimated laser beam is divided by the 
beamsplitter BS1. One beam passes through the specimen and the microscope objective lens and forms the object 
wave. The second beam is the reference wave and is recombined on-axis with the first beam behind the objective 
lens. The interference pattern (hologram) of the object and reference wave is recorded by a CCD camera that 
is located near a conjugate plane of the backfocal plane of the objective lens. Other optical setups are possible, 
including for reflective-type specimens and for using an off-axis interference arrangement.98
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In addition to amplitude and phase, OCT can also be used to analyze changes in polarization of 
the probe beam, revealing the polarization properties (birefringence, dichroism) of selected regions 
inside a turbid medium.109

Optical coherence microscopy (OCM) combines the advantages of confocal microscopy with 
the principles of low-coherence interferometry.104,110,111 High contrast and detection sensitivity 
are achieved via rejection of out-of-focus light, resulting in improved optical sectioning capabili-
ties deep within highly scattering media. Both OCT and OCM usually employ single-mode optical 
fibers for illuminating and collecting light from the sample. However, OCT uses a low NA objective 
lens with an extended depth of field, providing sectioning through coherence only. OCM, on the 
other hand, utilizes a high NA lens, providing sectioning through a combination of coherence and 
confocal effects.

Polarizing

The polarizing microscope (Fig. 35) generally differs from a standard transilluminating micro-
scope by the addition of a polarizer before the condenser; a compensator slot and analyzer 
behind the objective lens; strain-free optics; a graduated, revolving stage; centrable lens mounts; 
cross-hairs in the ocular aligned parallel or at 45° to the polarizer axes; and a focusable Bertrand 
lens that can be inserted for conoscopic observation of interference patterns in the back aperture 
of the objective lens. In addition, the front element of the condenser can be swung into place for 
higher-NA conoscopic observations or swung out for low-NA orthoscopic observations of larger 
field areas.

The same components can be made to fit on an epi-illumination stand for observing opaque 
or reflective-type samples, such as in metallurgy. As outlined earlier, in epi-illumination a beam-
splitting mirror separates the illumination and imaging light paths before the objective lens. In 
polarizing microscopy one needs to pay special attention to the beam-splitting mirror, which typi-
cally introduces polarization aberrations. The aberrations can be significantly reduced by a so-called 
Smith reflector replacing the regular dichromatic or half-shaded mirror. While a regular beam 
splitter reflects the incoming beam with a 45° angle of incidence, the Smith reflector uses two 22.5° 
reflections, first off a full mirror, followed by a second reflection off a 50/50 beam splitter. While 
the number of reflections has doubled, the steeper angle of incidence of 22.5° for both reflections 
reduces the overall polarization distortions compared to a regular beam splitter.

Filter
Light

source

Polarizer
Polarization

rectifier

Meniscus

Ocular

Bertrand
lens

Rotatable stage

AnalyzerObjectiveCondenser

Specimen Compensator/2

FIGURE 35 Optical train of a polarized light microscope with polarizer, analyzer, and compensator. An optional polar-
ization rectifier can achieve improved sensitivity for low retardance measurements. With an optional Bertrand lens one exam-
ines the objective back focal plane for conoscopic interference figures.
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Equipped with these standard components, the polarizing microscope represents a powerful 
analytical tool for the identification of crystals, fibers, and other optically anisotropic materials.51,68

With standard polarizing microscopes, one can image and measure polarization optical parameters 
on objects which are larger than a few micrometers and which introduce retardance values greater 
than several tens of nanometers. However, as the dimension of the object or magnitude of retar-
dance decrease below these ranges, one needs to use special techniques or devices for detecting and 
measuring birefringence or even for generating a reliable image with high-NA lenses.

The basic ingredients that are needed to detect low levels of birefringence (retardance  10 nm) 
are high-extinction optics, use of low-retardance compensator, light source with high irradiance, 
and high-sensitivity detector (e.g., dark adaptation for visual observation and measurements). 
The need for high extinction optics applies to all components of the polarization optical train, 
which starts and ends with the polarizer and analyzer, respectively, and all optical components 
placed between them. Most manufacturers carry objective and condenser lenses that are either 
made or specially selected for polarized light observations. Such objectives typically carry the 
designation P, PO, or POL on their lens barrel and are designed to induce minimal polarization 
distortions (see Table 2).

Dichroic polarizing filters have replaced calcite prisms (which introduce astigmatism to all but 
collimated rays) as polarizer and analyzer in all but the most demanding applications. Modern 
dichroic polarizers are available with extinction factors better than 1000 and transmission better 
than 90 percent of the light that is fully polarized parallel to the transmission axis. These specs are 
satisfactory for most applications, in part because even POL-designated microscope lenses that are 
placed between the polarizer and analyzer cause polarization distortions that typically reduce the 
extinction of the polarization optical train significantly below 1000. The polarization distortions 
are typically caused by stress birefringence in the lens glass and by the differential transmission and 
phase shift of polarized light that passes through the peripheral regions of highly curved lens sur-
faces.112 The latter distortions result in four bright quadrants separated by a dark cross (the Maltese 
cross) that is seen conoscopically for crossed linear polarizers in the absence of a birefringent speci-
men. These distortions also give rise to anomalous diffraction, based on a four-leaved clover pattern 
replacing the Airy disk or each weakly birefringent image point.113,114

To counteract polarization distortions that occur at high NA lens surfaces, Inoué and colleagues 
have introduced polarization rectifiers115,116 made of a zero power lens with meniscus and a half-
wave plate (Fig. 35). Using rectified optics Inoué and Sato117 were able to reveal the chromosome 
arrangement in living sperm based on high-contrast polarized light images (Fig. 36). Unfortunately, 
rectifiers are commercially not available for modern microscope objectives, which contain many 
lens elements and complex antireflection coatings, making the construction of a rectifier highly spe-
cific to each objective and condenser lens. However, some manufacturers have succeeded better than 
others in selecting antireflection coatings that minimize the polarization distortions. Therefore, it is 
advisable to carefully select microscope optics, testing the polarization performance of similar lenses 
from several manufacturers and even within the product range of the same manufacturer, before 
acquiring critical components.

The compensator is located between the polarizer and analyzer, either before or after the speci-
men. There are several types of compensators (often named after their inventors), which are typi-
cally made of birefringent plates or wedges that can be translated or rotated in fine increments while 
observing the specimen.118 The effect of the compensator on the polarization of the transmitted or 
reflected light either adds to or subtracts from (compensates) the effect caused by the specimen. 
While not absolutely necessary for some basic observations, the compensator (a) can significantly 
improve the detection and visibility of weakly birefringent objects, (b) is required to determine the 
slow and fast axis of specimen birefringence, and (c) is an indispensable tool for the quantitative 
measurement of object birefringence (see, e.g., Ref. 119); for a discussion of the Poincaré sphere as 
an analogue device to compute the effect of compensators, or of birefringent objects in general, on 
polarized light see Ref. 120).

Over the years several schemes have been proposed to automate the measurement process and 
exploit more fully the analytical power of the polarizing microscope. These schemes invariably 
involve the traditional compensator, which is either moved under computer control121 or replaced 
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by electro-optical modulators, such as Pockel-cells,122 Faraday rotators,123 and liquid crystal variable 
retarders.124 These schemes also involve quantitative intensity measurements using electronic light 
detectors, such as photomultipliers or charge-coupled device (CCD) cameras. For strictly quantita-
tive measurements, acquisition and processing algorithms relate measured image intensities and 
compensator settings to optical characteristics of the specimen (see, e.g., Ref. 125). As an example 
of a quantitative, high-resolution birefringence map, we show in Fig. 37 the retardance image of a 
Siemens star that was etched into a thin silica layer.50 The image was recorded using the LC-PolScope 
equipped with a liquid-crystal universal compensator.126

Polarized light microscopy is usually practiced in two, mutually exclusive observation modes, 
called orthoscopy and conoscopy. In orthoscopy, the specimen is viewed directly, while in conoscopy 
the ocular is replaced by a telescope lens that lets one observe conoscopic interference figures formed 
in the back focal plane of the objective lens.68 In conoscopy, the sample birefringence is measured as a 
function of the tilt angle of rays passing through the specimen. Hence, this observation mode reveals 
the inclination angle of the optic axis of a uniformly birefringent specimen region, in addition to the 
azimuth of the optic axis. In orthoscopy, the inclination angle, which is the angle between the optic 
axis and the plane of observation, is usually not evident. Recently, orthoscopic and conoscopic views 
were combined in a single, so-called polarized light field image recorded with a microlens array in the 
intermediate image plane of an LC-PolScope.21

Another approach to measuring the three-dimensional birefringence properties of small bire-
fringent objects uses a so-called universal stage, invented by E.S. Fedorov more than 100 years ago, in 

FIGURE 36 Sperm head observed with a rectified polarizing micro-
scope at three different settings of mica compensator. Detailed distribu-
tion of birefringence in these chromosomes is shown with great clarity 
by immersion in dimethyl sulfoxide (refractive index 1.475). White bars: 
positions of chromosomal “breaks”; probably correspond to the end of 
each chromosome.117
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which the specimen is mounted between two glass hemispheres.22 Rotation of the specimen through 
measured angles around two or more axes allows one to explore the three-dimensional birefringence 
patterns of a small specimen region that is located in the common center of rotation. Alternatives to 
the universal stage include the spindle stage by Bloss128 and motorized goniometric stages by Glazer 
and collaborators.129,130

Instead of rotating the specimen under a stationary optical system, Shribak and Oldenbourg 
implemented a scheme involving a high numerical aperture imaging system and oblique illumination 
with varying tilt angle of the illuminating beam.131 For each angle a high-resolution retardance map 
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FIGURE 37 Siemens star etched into 90-nm-thick SiO2 layer and imaged with the LC-PolScope. The 
dimensions of the star pattern are the same as the one described in Fig. 21. Image brightness is linearly propor-
tional to the retardance measured at all pixel locations. Insets show magnified portions of the pattern with lines 
indicating the measured slow axis orientation. (a) In the central region birefringence is observed all the way to 
the inner black disk. Unresolved wedge tips generate form birefringence with the slow axes parallel to the wedge 
orientations. (b) Edges of a well-resolved wedge portion display edge birefringence, which is composed of two 
birefringent layers flanking each edge.127 (60 /1.4 NA PlanApo oil objective lens and oil condenser with aper-
ture diaphragm reduced to 0.9 NA.)
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is generated representing the polarization properties of the sample as projected along the tilted axis 
of illumination. Four such maps, each generated with a different tilt angle, are combined to produce 
a three-dimensional birefringence map. The system is called Scanned Aperture LC-PolScope and is 
described here in more detail in the section “Aperture Scanning.”

Fluorescence

Fluorescence microscopy is one of the few modes of microscopy in which the illuminating wave-
length differs from that of the emitted. In early designs, the exciting waves were prevented from con-
taminating the fluorescence image by a combination of (1) special illumination (such as the use of a 
dark-field condenser) that prevented the direct rays from entering the objective lens, and (2) the use 
of a barrier filter. The barrier filter absorbs the exciting light while transmitting much of the longer 
fluorescence wavelengths.

Today most fluorescence microscopes (or attachments) use epi-illumination incorporating 
interchangeable filter cubes (after Ploem, see Fig. 6) that are matched to the fluorochrome. The fil-
ter cube is placed in the collimated beam between the objective and a tube lens, at the intersection 
of the microscope axis and that of the excitation illuminator located on a side arm. The objective 
lens serves both as the condenser and the objective. A field diaphragm, and sometimes an aperture 
iris, is placed in the illuminating side arm together with the source collector at appropriate conju-
gate planes. The illuminating beam, commonly emitted by a xenon or mercury arc lamp, is filtered 
through a narrow band path interference filter and reflected down into the objective by a dichro-
matic beam splitter. The fluorescence imaging beam originating from the specimen passes straight 
through the dichromatic beam splitter and associated barrier filter and reaches the ocular or camera. 
Each fluorescence cube contains the appropriate excitation interference filter, dichromatic beam 
splitter, and barrier filter so that they can be switched as a group, for example, to rapidly inspect 
specimens containing (or stained with) multiple fluorochromes.

For fluorochromes requiring shorter-wave UV excitation, objective lenses must be designed 
for greater short-wavelength transmission and low autofluorescence. While aberrations for the 
shorter-UV exciting wavelengths are generally not as well-corrected as for the imaging wavelengths, 
it should be noted that such aberrations, or lack of parfocality, directly affect the resolution and effi-
ciency in the case of confocal fluorescence microscopes.

Also, it should be noted that, while little effort is commonly made to fill the objective aperture 
with the illuminating beam (presumably with the rationale that this should not affect image resolu-
tion because each fluorescent object is emitting incoherently relative to its close neighbor), one finds 
that in practice the fluorescent image is much improved by filling the aperture, for example, by use 
of an optical fiber light scrambler. While the reasons for this improvement are not fully understood, 
one explanation might lie in the more efficient excitation of randomly oriented fluorophores by a 
high-NA illumination beam, which excites even those fluorophores that have their linear transition 
moment aligned parallel to the microscope axis.

While most fluorescence microscopes today use epi-illumination (since epi-illumination pro-
vides advantages such as avoiding loss of excitation by self-absorption by underlying fluorochrome 
layers, generating an image that more closely approximates an intuitive one when reconstructed 
in three dimensions, etc.), improvements in interference filters open up new opportunities for 
fluorescence microscopy using transillumination. New interference filters are available with excep-
tionally high extinction (>105) and sharp cutoff of the excitation wavelengths, coupled with high 
transmission of the pass band. With transillumination, one can more reliably combine fluorescence 
with polarization-based microscopy or carry out polarized fluorescence measurements with greater 
accuracy, since one can avoid the use of dichromatic beam splitters, which tend to be optically 
anisotropic.

Fluorescence microscopy particularly benefits from electronic imaging, especially with the use of 
low-noise, chilled CCDs as imaging detectors, digital computers to enhance and rapidly process the 
signal (such as in ratio imaging), and the new fluorescence-conjugated chemical probes that provide 
incredible sensitivity and selectivity.11,12,132–135
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For imaging specimens that are labeled with more than two or three types of spectrally distinct 
fluorophores, a technique known as spectral imaging is becoming available. Spectral imaging com-
bines spectroscopy and imaging, measuring the spectral composition of the light recorded at each 
point of the image. When spectral imaging is applied to fluorescence microscopy, the filter cube is 
modified as to transmit a broad range of emission wavelengths. A spectrometer placed before the 
detector samples the emission spectrum at appropriate resolution and intervals (channels) for wave-
lengths longer than the excitation wavelength. Spectral imaging systems can either be integrated into 
the microscope (manufacturers include Leica, Nikon, Zeiss) or can be added to an existing stand 
(manufacturers include Cambridge Research and Instrumentation Inc., Lightform Inc.). Datasets 
are typically stored as stacks of images, in which each slice corresponds to a wavelength channel. 
Powerful algorithms reduce an experimental dataset to indicate for each image point the weighted 
contributions of pure fluorophores whose spectra are stored in a library.136,137

Confocal Microscopy

In confocal microscopy, the specimen is scanned point by point either by displacing the specimen 
(stage scanning) or by scanning a minute illuminating spot (beam scanning), generally in a TV-raster 
fashion. In either case, the scanning spot is an Airy disk formed by a high-NA objective lens. An exit 
pinhole is placed conjugate to the spot being scanned so that only the light originating from the 
scanned spot is transmitted through the exit pinhole. Thus, light originating from other regions of 
the specimen or optical system is prevented from reaching the photo detector (Fig. 38).138,139

This optical arrangement reduces blurring of the image from out-of-focus light scattering, fluo-
rescence, and the like, and yields exceptionally clear, thin optical sections. The optical sections can 
then be processed and assembled electronically to yield three-dimensional displays or tilted plane 
projections. Alternatively, the specimen itself can be scanned through a tilted plane (e.g., by imple-
menting a series of x scans with y, z incremented) to yield a section viewed from any desired orienta-
tion, including that normal to the microscope axis.

FIGURE 38 Optical path in simple confocal microscope. The condenser lens C forms 
an image of the first pinhole A onto a confocal spot D in the specimen S. The objective lens 
O forms an image of D into the second (exit) pinhole B which is confocal with D and A.
Another point, such as E in the specimen, would not be focused at A or B, so that the illumi-
nation would be less and, in addition, most of the light g-h scattered from E would not pass 
the exit pinhole. The light reaching the phototube P from E is thus greatly attenuated com-
pared to that from the confocal point D. In addition, the exit pinhole could be made small 
enough to exclude the diffraction rings in the image of D, so that the resolving power of the 
microscope is improved. The phototube provides a signal of the light passing through points 
D1, D2, D3, etc. (not shown), as the specimen is scanned. D1, D2, D3, etc. can lie in a plane nor-
mal to the optical axis of the microscope (as in conventional microscopy), or parallel to it, or 
at any angle defined by the scanning pattern, so that optical sections can be made at angles 
tilted from the conventional image plane. Since, in the stage-scanning system, D is a small 
spot that lies on the axis of the microscope, lenses C and O can be considerably simpler than 
conventional microscope lenses.138,139
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The stage-scanning confocal microscope can yield vastly expanded fields of view. Here the image 
area is not limited by the field of view of the optics but only by the range of movement of the speci-
men and ability of the photo detector and processor to handle the vast information generated at 
high speed. Furthermore, the objective lens needs only to be corrected for a narrow field of view on 
axis.6,138 Laser disk recorders are a form of application that takes advantage of these attributes.

The beam-scanning confocal microscope is typically implemented in the reflective or epi-illumination 
mode. This mode has the advantage that the illuminating beam and the returning light scattered 
back by the sample pass through the same objective lens and beam-steering devices needed for scanning 
the sample. The prototype of a modern beam-scanning confocal microscope uses two galvanometric 
mirrors (one for each dimension of a two-dimensional image) that scan a focused laser beam across 
a stationary sample field. The backscattered light is collected by the objective and bounces off the 
same mirrors which “descan” the returning light before it passes through a stationary beamsplitter 
(to separate the backscattered light from the incoming beam) and a stationary exit pinhole. The exit 
pinhole is located in a conjugate image plane, while the scanning mirrors are located in positions that 
are conjugate to the back focal plane of the objective lens. By (indirectly) placing the mirrors into 
the objective back focal plane, the angular scan of the mirrors is translated into a positional scan of 
the focused laser beam in the specimen. Beam-scanning microscopes typically require additional 
relay optics that project the objective back focal plane into the mirror locations.

The laser-scanning, epi-illuminating confocal microscope was developed into a practical instru-
ment in the late 1980s and immediately adopted with great enthusiasm for fluorescence imaging in 
the life sciences. Because laser beams are typically highly collimated, a source or entrance pinhole is 
commonly omitted in this instrument. The beam splitter combining and separating the illumina-
tion and imaging paths is implemented as a dichroic (also called dichromatic) mirror providing 
high reflectivity at short wavelengths and high transmissivity at longer wavelengths (or vice versa, 
depending on the particular optical design). A whole industry has evolved around designing and 
manufacturing dichromatic mirrors that are appropriate for specific fluorescent dyes and combina-
tion of dyes.

For direct viewing of confocal images in reflective mode a Nipkow disk is used for scanning 
multiple beams across a stationary sample field. The multiple beams originate in many thousands 
of pinholes arranged helically on a modified Nipkow disk that is located in the image plane of the 
objective lens. Thus, a single spinning disk can be made to provide synchronously scanning entrance 
and exit pinholes.140,141 To overcome the considerable light loss associated with the original designs 
by Petrán and Kino, Yokogawa Electric Corp. employed a second, coaxially aligned Nipkow disk 
containing microlenses in its CSU-10 disk confocal scanner (Fig. 39). Each pinhole on the first 
Nipkow disk has a corresponding microlens on the second Nipkow disk that focuses the laser light 
into the pinhole. Thus, the light efficiency is increased by a factor equal to the ratio of the microlens 
to pinhole area. Instead of the 1 percent or so found with conventional Nipkow disk systems, some 
40 to 60 percent of the light impinging on the disk containing the microlenses becomes transmitted 
through the pinholes to illuminate the specimen. Accordingly, the CSU-10 provides a light efficient 
scan unit that permits direct visual viewing of the confocal image, a great advantage when studying 
moving objects such as living cells.142,143

In a confocal microscope, the exit pinhole can be made smaller than the diameter of the Airy dif-
fraction image formed by the objective lens so that the Airy disk is trimmed down to regions near 
its central peak. With this optical arrangement, the unit diffraction pattern that makes up the image 
turns out to be the square of the Airy pattern given in Eq. (2). Thus, the radius at half maximum 
of the central bright area (Airy disk) is reduced by a factor of 1.36. (The radial position of the first 
minimum in both patterns is still equal to rAiry.) The shape of the unit diffraction pattern is thus 
sharpened so that, compared to nonconfocal imaging, two points which radiate incoherently (as 
in fluorescence microscopy) can be expected to approach each other by up to a factor of 2 closer 
to each other before their diffraction patterns encounter the Rayleigh limit. In Fig. 20 the contrast 
transfer characteristics of a confocal microscope in the coherent imaging mode is compared with 
the nonconfocal, incoherent imaging mode using the same lenses. Note that the limiting resolution 
is the same for both imaging modes, while the contrast transfer of the confocal mode increase more 
steeply for increasing grating periods.
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FIGURE 39 Schematic of the Yokogawa CSU-10 confocal 
disk scanner. The expanded and collimated laser beam illuminates 
the upper Nipkow disk containing some 20,000 microlenses. Each 
microlens focuses the laser beam onto its corresponding pinhole, 
thus significantly raising the fraction of the illuminating beam that 
is transmitted by the main Nipkow disk containing the pinhole 
array. The backscattered or fluorescent light is collected by the 
objective lens and focused back onto the Nipkow disk containing 
the array of pinholes, which now act as confocal exit pinholes. A 
beam splitter located between the first and second Nipkow disk 
reflects the light toward a camera. A lens projects an image of the 
pinhole array onto the camera, that acquires a confocal image while 
the Nipkow disk rotates with high speed. After carefully designing 
the array pattern and implementing a precise and vibration-free 
rotation of the Nipkow disks, the confocal disk scanner can produce 
clean, high-resolution images free of fixed pattern noise. In fluores-
cence imaging, the camera can be replaced by an ocular for direct 
viewing of the confocal image. (Schematic provided by Yokogawa 
Electric Corporation.)

Rather than using confocal optics to eliminate image blurring from out-of-focus planes, one can 
achieve the same end by computational deconvolution of a stack of serial optical sections obtained 
by wide field microscopy.49,144,145 While computationally intensive and time consuming, this image 
restoration method allows one to isolate clean optical sections from a stack of images that can be 
acquired at higher speed and higher efficiency than with laser-scanning confocal microscopy and in 
modes of contrast generation typically not accessible to confocal imaging.

Alternatively, thin optical sections can be obtained directly with digital enhanced video micros-
copy using high-NA condenser and objective lenses. Requiring little processing, this approach is 
especially convenient when many stacks of optical sections have to be acquired at high rates in suc-
cession, for example in order to record rapid, three-dimensional changes in microscopic domains 
over time.
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Structured Illumination

The quest for improved resolution beyond the diffraction limit has led to the development of sev-
eral methods that modify the illumination pattern in wide-field microscopy. In standard wide field 
microscopy, the specimen is illuminated using condenser optics that ideally projects a uniform field 
of light into the specimen. In structured illumination setups, however, a finely patterned illuminat-
ing field is projected into the specimen, providing a means for generating optical sections similar to 
confocal microscopy and for improving resolution.

Wilson and colleagues146 first described a simple method of obtaining optical sectioning in a con-
ventional wide-field microscope by projecting a single-spatial-frequency grid pattern onto the object. 
Images taken at three spatial positions of the grid were processed in real time to produce optically 
sectioned images that are substantially similar to those obtained with confocal microscopes. The sec-
tioning capability is achieved by superimposing an illumination pattern that is only in focus at a thin 
section through the specimen, while all other sections of the specimen are illuminated with a more or 
less blurred version of the pattern. The specimen with the superimposed grid pattern is then imaged 
with regular wide field optics focused on the grid pattern inside the specimen. Hence, all image fea-
tures that have the grid pattern imposed on them are located in this specimen section, while image 
features from other sections of the specimen appear nearly uniformly illuminated. For removing those 
out-of-focus features and removing the intruding effect of the illumination pattern on the specimen 
image, three raw sample images are recorded, each with the illumination pattern slightly shifted in 
position. Subsequently, the raw images are computationally combined to generate an optical section of 
the sample without the grid pattern noticeable in the image. The company Carl Zeiss has adopted this 
strategy in its ApoTome slider module for generating optical sections using epi-illumination.

Instead with a regular grid pattern, the sample can also be illuminated with a random speckle 
pattern to provide depth discrimination in thick, fluorescently labeled tissues.147,148 The technique 
consists of illuminating a sample with a sequence of speckle patterns and displaying the differential 
intensity variance of the resultant sequence of fluorescence images. The advantage of speckle illumi-
nation is that it provides diffraction-limited illumination granularity that is highly contrasted even 
in scattering media.

Structured illumination strategies that go beyond optical sections and provide lateral reso-
lution that exceeds the classical diffraction limit by a factor of 2 or more have been devised by 
Gustafsson.149 The sample is illuminated with a series of excitation light patterns, which cause nor-
mally inaccessible high-resolution information to be encoded into the observed image. The recorded 
images are linearly processed to extract the new information and produce a reconstruction with 
twice the normal resolution. Unlike confocal microscopy, the resolution improvement is achieved 
with no need to discard any of the light arriving from the specimen.

In addition to improving the lateral resolution this method can be applied in three dimensions to 
double the axial as well as the lateral resolution, with true optical sectioning.150 A grating is used to 
generate three mutually coherent light beams, which interfere in the specimen to form an illumina-
tion pattern that varies both laterally and axially. The spatially structured excitation intensity causes 
normally unreachable high-resolution information to become encoded into the observed images 
through spatial frequency mixing. This new information is computationally extracted and used to 
generate a three-dimensional reconstruction with twice as high resolution, in all three dimensions, 
as is possible in a conventional wide-field microscope.

Structured illumination is primarily used in fluorescence microscopy, where in principle it is 
capable of unlimited resolution. To achieve unlimited resolution, structured illumination has to 
be combined with a nonlinear dependence of the fluorescence emission rate on the illumination 
intensity.151,152 As an example of this concept, Gustafsson experimentally demonstrated saturated 
structured-illumination microscopy, in which the nonlinearity arises from saturation of the excited 
state. This method can be used in a simple, wide-field (nonscanning) microscope, which uses only 
a single, inexpensive laser, and requires no unusual photophysical properties of the fluorophore. 
The practical resolving power is determined by the signal-to-noise ratio, which in turn is limited by 
photobleaching. Experimental results show that a two-dimensional point resolution of < 50 nm is 
possible on sufficiently bright and photostable samples.
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Light Field

Instead of increasing resolution in a single image plane, it is sometimes desirable to trade lateral 
resolution for axial resolution in a three-dimensional image stack. To this end, Marc Levoy and 
colleagues20 have replaced the regular camera on a standard, wide-field microscope by a camera 
with microlens array, a so-called light field camera or plenoptic camera.153 The array consists of a 
hundred thousand or more microlenses arranged in a square up to the size of the microscope’s field 
number. The array is placed in the intermediate image plane of the objective lens. Behind the array 
the sensor chip is located in the backfocal plane of the microlenses. In other words, the light field 
camera samples the specimen image on a regular grid at intervals that corresponds to the pitch of 
the microlens array. At each grid point the camera captures a small subimage of the objective’s back 
focal plane. Hence, the camera captures a hybrid image of the specimen that is sampled not only in 
space but also along different directions through the specimen.

The raw light field image, when presented to the eye, cannot be directly interpreted since it con-
sists of a multitude of small disk-shaped images (of the objective’s back focal plane) arranged on a 
regular grid. However, a single light field image is used to reconstruct a multitude of conventional 
images of a specimen that is viewed along different directions or focused to different object planes.20

These differing views are all based on a single light field image that was captured by a single camera 
exposure. Hence light field microscopy can be especially useful when imaging three-dimensional 
structures that change rapidly in time, such as living cells and tissues. Based on a single snapshot 
one can reconstruct a stack of optical sections that were all recorded at the same point in time, thus 
avoiding registration problems between sections.

However, the versatility of generating different views and optical sections from a single light 
field image comes at a price. The sacrifice one makes is a reduction in image size. Specifically, if 
each microlens subimage contains N N pixels, then the computed images will contain N 2 fewer 
pixels than if the microlenses were not present. In return, we can compute N2 unique oblique 
views of the specimen, and we can generate a focal stack containing N slices with nonoverlapping 
depths of field.20

The recording of light field images is compatible with several contrast modes, including fluores-
cence and polarized light microscopy. One of the first areas to take advantage of simultaneous opti-
cal sections was fluorescence microscopy of functional neuronal tissues and the recording of three-
dimensional excitation patterns. In polarized light field microscopy, the microlens array generates 
a hybrid image consisting of an array of small conoscopic images, each sampling a different object 
area.21 Analysis of the array of conoscopic images reveals the birefringence of each object area as a 
function of the propagation direction of transmitted light rays. Compared to traditional conoscopy 
and related methods, the vastly improved throughput and quantitative analysis afforded by the light 
field LC-PolScope, for example, make it the instrument of choice for measuring three-dimensional 
birefringence parameters of complex structures. Since light field microscopy was implemented only 
a few years ago, additional application areas of this new method are likely to emerge in the future.

Aperture Scanning

In the aperture-scanning microscope devised by Ellis for phase-contrast microscopy, the tip of a 
flexible signal optical fiber, illuminated by an Hg arc, makes rapid circular sweeps at the periphery of 
the condenser aperture.65 This circular, scanning illumination spot replaces the conventional phase 
annulus in the condenser aperture plane. A quarter-wave plate and absorber, both covering only a 
small area conjugate to the illuminating spot, spins in synchrony with the fiber at the objective back 
aperture (or its projected conjugate). Thus, the specimen is illuminated by a narrow, coherent beam 
that enters the specimen obliquely at high NA, with the azimuth orientation of the beam swinging 
around and around to generate a full cone of illumination within the integration time of the detec-
tor. With this aperture-scanning approach, the specimen is illuminated by a large-NA cone of light
which is temporally incoherent, with the phase disk covering only a small fraction of the area nor-
mally occupied by the phase ring in conventional phase-contrast systems. The small size of the phase 

DO
 N

OT
 D

UP
LI

CA
TE



28.54  INSTRUMENTS

disk, while appropriately reducing the amplitude and introducing the requisite /4 wave phase 
retardation to the rays not scattered by the specimen, allows the transmission of a much larger frac-
tion of the scattered rays that carry the high spatial frequency information. The aperture-scanning 
phase-contrast microscope thus provides a very thin optical section. The image is also virtually free 
of the phase halo that obscures image detail adjacent to refractile boundaries in conventional phase-
contrast microscopy.

For polarized light microscopy an aperture scanning scheme was designed and built by Shribak 
and Oldenbourg using a liquid crystal device in the front focal plane of the condenser lens.131,154

The liquid crystal device was designed for two functions: (1) to create oblique illumination of the 
specimen, and (2) to measure the birefringence parameters of microscopic objects for each of four 
oblique tilt angles of illumination. By measuring the object retardance along each of the four tilted 
projections, the inclination angle of the optic axis of birefringent objects was revealed, in addition to 
the orientation or azimuth angle in the plane of focus. The inclination angle of the optic axis is usu-
ally not evident from traditional polarized light images (see section on polarized light).

Extending this concept, modulation of the transfer functions of the condenser and objective 
apertures with electro-optical devices should open up intriguing new opportunities. Such modula-
tion eliminates the need for mechanical scanning devices, the spatial distribution of the modulation 
function can be altered at will, and the amplitude and phase of light passing each point in the aper-
ture can be adjusted rapidly, even coupled dynamically to the image signal through a feedback loop 
to generate dynamic spatial filters that enhance or select desired features in the image.

28.5 MANIPULATION OF SPECIMEN

In addition to viewing microscopic specimens, the light microscope and microscope objectives are 
also used to project reduced high-intensity images of source patterns into the object plane in order 
to optically manipulate minute regions of the specimen. Photolithography and laser disk record-
ers are examples of important industrial applications, which have prompted the design of specially 
modified objective lenses for such purposes.

Microbeam Irradiation, Ablation

Many applications are also found in the biomedical field, initially using UV-transmitting, mod-
erately high NA objectives that are parfocalized for visible light and UV down to approximately 
250 nm (Zeiss Ultrafluar, also quartz monochromats from Leitz). In its extreme form, a concen-
trated image of a circular- or slit-shaped UV or laser source of selected wavelengths is imaged 
onto a biological specimen to locally ablate a small targeted organelle; for example, a part of a 
chromosome, the microtubules attached thereto, or tiny segments of cross-striated muscle, are 
irradiated with the microbeam in order to sever their mechanical connections and, for example, 
to analyze force transduction mechanisms.155,156 In other cases, oriented chromophores can be 
selectively altered at the submolecular level, for example, by polarized UV microbeam irradiation. 
The stacking arrangement of the DNA nucleotide bases (which exhibit a strong UV dichroism, as 
well as birefringence in visible light) can be selectively altered and disclose the coiling arrange-
ment of DNA molecules within each diffraction-limited spot in the nucleus of living sperm.117

Brief microirradiation of slit- or grid-shaped patterns of UV are used to bleach fluorescent dyes 
incorporated into membranes of living cells. The time course of recovery of fluorescence into the 
bleached zone measures the rate of diffusion of the fluorescently tagged molecules in the mem-
brane and reveals unexpected mobility patterns of cell membrane components.157,158

Lasers have become the dominant source for microbeam irradiation experiments in cell and 
developmental biology and in other application areas. Laser sources can have a wide range of tun-
able wavelengths (217 to 800 nm), energies, and exposure durations (down to 25  10 12).159 They are 
often used together with sensitizing dyes or fluorescent markers to target specific organelles.160 They 
can be used in conjunction with versatile beam-shaping optics such as spatial light modulators.161
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Photosensitive and Caged Compounds

Selected target molecules within minute regions in living cells can be modified, tagged, or activated 
by focused beams of light. The target molecules can be naturally photosensitive species such as 
chlorophyll (which produces oxygen where illuminated with the appropriate visible wavelengths), 
rhodopsin (which isomerizes and triggers the release of calcium ions and action potentials in retinal 
cells), or artificially introduced photosensitive reagents such as the drug colchicine (whose antimi-
totic activity is abolished locally with 366-nm irradiation).

Of the photosensitive compounds, the caged compounds have a far-reaching potential. These are 
compounds that are synthesized so as to “cage” and hide the active chemical group until a photo-
sensitive part of the compound is altered (e.g., by long-wavelength UV irradiation) and unmasks 
the hidden active group. Thus, by preloading with the appropriate caged compound and irradiat-
ing the cell selectively in the region of interest, one can test the role of the uncaged compound. 
For example, the role of ATP can be tested using caged ATP and ATP analogs; response to subtle 
increase in calcium ions can be seen using caged calcium or caged calcium chelators.162,163 Likewise, 
caged fluorescent dyes are irradiated to locally label and follow the transport of subunits within 
macromolecular filaments in a dividing cell.164 Caged glutamate in brain slices was photolyzed 
using a holographically generated illumination pattern for simultaneous multispot activation of 
different dendrites.161

Optical Tweezers

Intense laser beams concentrated into a diffraction spot can generate a photon-driven force 
great enough to capture and suspend small particles whose refractive index differs from its 
surrounding.165,166 Applied to microscopy, a single swimming bacterium or micrometer-sized organ-
elles in live cells can be trapped and moved about at will at the focus of a near-infrared laser beam 
focused by an objective lens of high NA. While the energy density concentrated at the laser focus is 
very high, the temperature of the trapped object remains within a degree or so of its environment; 
biological targets typically exhibit low absorbance at near-infrared wavelengths and thermal diffu-
sion through water from such minute bodies turns out to be highly effective. Thus, the bacterium 
continues to multiply while still trapped in the focused spot, and it swims away freely when the laser 
beam is interrupted.

The ability to use “optical tweezers,” not only to capture and move about minute objects but to 
be able to instantly release the object, provides the microscopist with a unique form of noninvasive, 
quick-release micromanipulator.167

Optical tweezers are now being used in the investigation of an increasing number of biochemi-
cal and biophysical processes, from the basic mechanical properties of biological polymers to the 
multitude of molecular machines that drive the internal dynamics of the cell. Innovation continues 
in all areas of instrumentation and technique, with much of this work focusing on the refinement 
of established methods and on the integration of this tool with other forms of single-molecule 
manipulation or detection. These developments have important implications for the expanded use 
of optical tweezers in biochemical research.168
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29.1 GLOSSARY

A 4th-order aspheric deformation coefficient

AN 4th-order nonsymmetric deformation coefficient

B 6th-order aspheric deformation coefficient

C 8th-order aspheric deformation coefficient

c surface base curvature

CON conic constant

D 10th-order aspheric deformation coefficient

FN focal ratio

GLA glass type

h radial surface height

INF infinite radius of curvature

k conic constant

n index of refraction

R radius of curvature

RDX radius of curvature in the x dimension

RDY radius of curvature in the y dimension

STO stop surface

SUR surface number

t element thickness

THI thickness of element or distance to next surface or element

Z surface sag
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29.2 INTRODUCTION

During the initial stages of an optical design, many optical engineers take advantage of existing con-
figurations that exhibit useful properties. This chapter is a compilation of reflective and catadioptric
objective designs that should help inform the reader of available choices and provide reasonable 
starting solutions.

The chapter also includes a cursory introduction to some of the more important topics in system 
analysis, such as angular and linear blur size, image irradiance, scaling, and stray light control.

An extensive list of referenced reading material and brief definitions of terms italicized throughout 
the text are included.

29.3 GLASS VARIETIES

Glasses used in the designs are represented in terms of index of refraction and Abbe number or V
number, below. The V number indicates glass dispersion. Most glasses can be obtained from a num-
ber of vendors.

Glass Index of Refraction V Number

BK7 1.516 64.2
F2 1.620 36.3
F9 1.620 38.1
FK51 1.487 84.5
FN11 1.621 36.2
Germanium 4.037 117.4
LLF1 1.548 45.8
LAK21 1.640 60.1
PSK2 1.569 63.2
Silica 1.445 27.7
Silicon 3.434 147.4
Sapphire 1.735 15.5
SK1 1.610 56.5
SK2 1.607 56.8
SK3 1.609 58.9
SK16 1.620 60.3
SF5 1.673 32.1
SF10 1.728 28.5
UBK7 1.517 64.3

29.4  INTRODUCTION TO CATADIOPTRIC 
AND REFLECTIVE OBJECTIVES

The variety of objectives presented in this chapter is large. Most of the intricate detail relating to 
each design is therefore presented with the design itself. In the following paragraphs, analysis of 
the general features of the catadioptric and reflective objectives is undertaken.

Conic Mirrors

It is apparent after a brief perusal of the designs that there are many surface types. Among 
these are the sphere, paraboloid, hyperboloid, prolate ellipsoid, and oblate ellipsoid. The oblate 
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REFLECTIVE AND CATADIOPTRIC OBJECTIVES 29.3

ellipsoid is a prolate ellipsoid turned on its side. The equation of a conic is given by the 
expression

Z
ch

k c h

2

2 21 1 1( )
(1)

where Z is the surface sag, k is the conic constant, c is the surface base curvature, and h is the radial 
height on the surface. The relative shapes of these surfaces are illustrated in Fig. 1.

Conic mirrors give perfect geometric imagery when an axial point object is located at one conic 
focus and the axial point image is located at the other conic focus. Figure 2 illustrates these ray paths.

General Aspheres

General aspheres are surfaces with fourth- and higher-order surface deformation on top of a flat or 
curved surface.1 The surface deformation of a rotationally symmetric general asphere is given by 
the relation

Z
ch

k c h
Ah Bh Ch Dh

2

2 2

4 6 8 10

1 1 1( )
(2)

where A, B, C, and D are 4th-, 6th-, 8th-, and 10th-order coefficients that determine the sign and 
magnitude of the deformation produced by that order. Although general aspheres allow correction 
of third- and higher-order aberrations and may reduce the number of elements in an optical system, 
general aspheres are more expensive than spheres or conics. If aspheric deformation is required, 
conic surfaces should be tried first, especially since a conic offers higher-order correction.2

FIGURE 1 Relative shapes of conic surfaces in two dimensions.
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Obscurations

Obscurations that block portions of the entering beam reduce image irradiance and image contrast3,4

in reflective and catadioptric systems. Several methods are used to reduce or eliminate completely the 
effects of an obscuration (see Fig. 3).

Figure 3a illustrates a commonly employed technique for reducing large-mirror obscuration: a small 
secondary mirror close to the intermediate image moves the larger tertiary mirror out of the beam path.

Figure 3b is an illustration of an eccentric pupil system. All elements are symmetric about the 
same axis and the aperture stop is decentered for a clear light path.

Sphere Paraboloid Ellipsoid Hyperboloid

FIGURE 2 Ray paths for perfect axial imagery.

FIGURE 3 Reducing the size of or eliminating an obscuration.
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Figure 3c is an example of an off-axis objective with the field of view biased to direct the center of view 
away from any intervening elements. All elements and apertures are symmetric about the optical axis.

Figure 3d is an illustration of a tilted and decentered-component objective. Each element is 
rotationally symmetric about its own unique optical axis which may be tilted and/or decentered. 
The imaging behavior of this system is more complicated to deal with than the imaging behavior 
of eccentric pupil and off-axis systems. Vector aberration theory5,6 has been developed to properly 
model the imaging behavior of these systems.

Stray Light Suppression

Suppression of light diffracted from apertures and obscurations is facilitated with intermediate 
images and a real and accessible Lyot stop. Figure 4a illustrates a generic refractive configuration 
with an intermediate image and Lyot stop. Figure 4b illustrates where the diffracted light (shaded 
region) originates and terminates (at one edge of each aperture, for clarity).

A field stop is placed at the focus of the first lens to block diffracted light produced by the front 
light baffle. To block unwanted objects within the field of view, an occulting disc may be inserted at 
the focus of the first lens, as is done with a Lyot coronagraph in order to block the sun. By oversizing 
the field stop slightly, the light diffracted at the field stop falls just outside of the detector area.

Following the field stop is a second lens that reimages the intermediate image to the final image 
and the entrance pupil to the Lyot stop (the shaded region in Fig. 4a illustrates how the entrance 
pupil is imaged). Undersizing the Lyot stop blocks the light diffracted at the entrance pupil. In this 
way the Lyot stop becomes the aperture stop of the system.

Another application of the Lyot stop in the infrared (assuming the Lyot stop is located exte-
rior to the objective optics) is as a cold stop.7 The cold stop (Fig. 4a) is a baffle that prevents 
stray infrared light, radiated from the housing, from impinging upon the detector from outside 
its intended field.

Reflective and Catadioptric Objective Designs

The objectives to follow are listed according to focal ratio and design type. Objectives have a 
20-cm diameter and catadioptric systems are optimized for a wavelength range from 480 to 

Baffle
Entrance

pupil Field
stop

Lyot stop
or cold stop

Image

FIGURE 4 Generic objectives with apertures.
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680 nm unless otherwise stated. The angles of surface and element tilts are with respect to the 
horizontal optical axis. Decenters are also with respect to the optical axis. Since many of the 
designs are aplanatic, anastigmatic, and free of chromatic aberrations, the position of the stop 
does not affect third-order aberration correction and may be chosen to minimize vignetting, 
distortion, element size, or stray light contamination. All aberrations mentioned in this section are 
third-order unless otherwise stated.

Definitions of the abbreviated terminology used in the lens data are as follows:

SUR Surface number.

RDY Surface radius of curvature. A positive value means the center of curvature lies to the right 
of the surface; negative to the left.

THI Thickness of element or distance to next element. The value is positive if the next surface 
lies to the right of the surface.

GLA Glass-type or mirror surface, the latter referred to by the abbreviation REFL.

CON Conic constant k.

STO Stop surface.

INF A surface with an infinite radius of curvature; that is, a flat surface.

A, B, C, D The 4th-, 6th-, 8th-, and 10th-order aspheric deformation coefficients in Eq. (2).

A potential source of confusion is the terminology used to describe Mangin elements; that is, 
refractive elements with reflective back surfaces. This is illustrated in design 2 (F/4 Mangin): a 
ray enters the second refractive surface of the element (surface 2) and travels to the right where it 
intersects the mirror surface (surface 3). The thickness of surface 2 is therefore positive. The ray is 
reflected by the mirror surface (surface 3) and travels back through the glass element to surface 2; 
hence, the notation F9/REFL and the negative surface 3 thickness. Since surface 2 and 4 represent 
the same surface, the radii are the same.

F/4 Paraboloid Objective

Comments A single parabolic mirror objective can be arranged in a variety of forms, the best 
known being the Newtonian. Here a mirror flat diverts the image away from the light path. A tipped-
mirror configuration is the Herschelian; a modern version is untipped and employs an eccentric-pupil 
to give an accessible image. A “backwards” Newtonian, the Pfund has a large flat-mirror primary. The 
Pfund has a smaller obscuration than the Newtonian and requires no diffraction-inducing support 
structure for the folding flat.

As has been mentioned, the on-axis performance of a paraboloid objective is perfect. Off-axis, 
coma quickly degrades image quality. For objectives slower than F/11, the easy-to-fabricate spherical 
mirror gives the same performance as a paraboloid when diffraction is also considered.

The paraboloid objective has image quality as good as a Cassegrain (design 3) of equivalent 
FN and aperture diameter, and is easier to align. The Cassegrain has the advantage of being 
compact.
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Comments The Mangin8 was invented by a French engineer of the same name to replace 
difficult-to-fabricate paraboloids in light houses. The objective relies upon the overcorrected 
spherical aberration produced by the negative first surface to cancel the undercorrected spherical 
aberration produced by the focusing, reflective surface. The chromatic aberration of the Mangin 
is reduced by achromatizing with two glasses of different dispersions. Secondary spectrum limits 
on-axis performance, and coma, one-half that of a spherical mirror, is the primary field-limiting 
aberration. Kingslake9 takes the reader through the design of a Mangin mirror.

Mangin mirrors are susceptible to ghost reflections from the refractive surfaces. Antireflection 
coatings are usually needed.

In some cases the overcorrected chromatic aberration of a Mangin is used to cancel undercorrected 
chromatic aberration produced by a refractive element. The Schupmann or medial objective10,11 has a posi-
tive refractive element with undercorrected chromatic aberration which is annulled by a Mangin element.

F/4 Cassegrain

SUR RDY THI GLA

1 75.15 1.0 BK7
2 307.1 1.4 F9
3 123.63 1.4 F9/REFL
4 307.1 1.0 BK7
5 75.15 80.48

F/4 Mangin

SUR RDY THI GLA CON

STO 45.72 16 REFL 1
2 19.2 24.035 REFL 3.236

Comments The ubiquitous Cassegrain is predominant in situations where a small field of view, 
high resolution, compact size, long effective focal length, and accessible image are required. The 
classical Cassegrain is composed of a paraboloid primary and hyperboloid secondary, giving perfect 
imagery on-axis whenever the primary image coincides with the hyperboloidal focus. Coma and
field curvature limit off-axis performance.

Many books discuss the first- and third-order properties of Cassegrain objectives. The Rutten,12

Schroeder,13 Korsch,14 and Smith3 texts are among these.

F/4 Ritchey-Chretien

SUR RDY THI GLA CON

STO 45.72 16 REFL 1.072
2 19.2 24.034 REFL 3.898
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Comments The aplanatic Cassegrain or Ritchey-Chretien15 is also corrected for coma, leaving 
astigmatism and field curvature uncorrected. Both mirrors of the Ritchey-Chretien are hyperboloids.

Numerous modern telescope objectives are of Ritchey-Chretien form; among these are the 
Hubble space telescope and the infrared astronomical satellite IRAS.

F/9 Ritchey-Chretien Telescope with Two-Lens Corrector

SUR RDY THI GLA CON

STO 2139.7 794.0 REFL 1.0778
2 802.83 853.96 REFL 4.579
3 67.73 2.54 BK7
4 90.39 9.9
5 1925.6 1.27 BK7
6 129.1 14.39

Comments This is a design by Wynne16 for the correction of the Cassegrain focus of a large 
(350-cm) Ritchey-Chretien. The corrector removes the inherent astigmatism and field curvature of the 
Ritchey-Chretien. Other Cassegrain focus correctors are discussed by Schulte,17 Rosin,18 and Wilson.19

F/4 Dall-Kirkham

SUR RDY THI GLA CON

STO 45.72 16 REFL 0.6456

Sixth-order term: 0.593E-10

2 19.2 24.035 REFL

Comments The Dall-Kirkham is another Cassegrain corrected for spherical aberration. The 
primary is an ellipsoid with sixth-order aspheric deformation and the secondary is spherical. 
An inverse Dall-Kirkham, or Carlisle, is just the reverse, with a spherical primary. There is zonal 
spherical aberration without the sixth-order deformation. Five times more coma is produced by 
the Dall-Kirkham than the classical Cassegrain, seriously limiting the field of view.

F/4 Cassegrain with Field Corrector and Spherical Secondary

SUR RDY THI GLA CON

1 94.21 27.937 REFL 1
STO 94.29 17.72 REFL
3 17.59 0.35 Silica
4 8.76 0.491  
5 64.15 0.6 Silica
6 13.41 13.67
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Comments By adding zero-power refractive correctors, the performance of a reflective objec-
tive is substantially enhanced. Zero power is maintained to prevent axial color. Such is the case with 
this objective similar to one designed by Rosin.20 All third-order aberrations, with the exception of 
distortion, are corrected. The surfaces, with the exception of the primary, are spherical. One of the 
most attractive features of this design, in comparison to the Schmidt which will be discussed shortly, 
is the small size of the refractive elements. Add to this the capability of eliminating any remaining 
spherical aberration in an assembled objective by adjusting the axial positions of the lenses.

Zero Petzval sum and, hence, a flat image (in the absence of astigmatism) is ensured by giving the 
mirrors the same curvature and the lens elements equal and opposite power.

F/15 Spherical-Primary Cassegrain with Reflective Field Corrector

SUR RDY THI GLA CON

STO 84.03 30.69 REFL
2 46.56 36.83 REFL 20.97
3 17.39 14.77 REFL 0.8745
4 20.87 16.26 REFL 96.62

Comments This well-corrected design from Korsch14 has an easily manufactured spherical 
primary and is intended for use as a large-aperture telescope objective. Another all-reflective corrector 
of Gregorian form has been developed for a fast (F/0.6) spherical primary.21

Afocal Cassegrain-Mersenne Telescope

SUR RDY THI GLA CON

STO 100 35 REFL 1
2 30 40 REFL 1

Comments The Mersenne contains two confocal paraboloids working at infinite conjugates. It 
is aplanatic, anastigmatic, and can be made distortion-free by choosing an appropriate stop location. 
The utility of confocal mirrors has been emphasized by Baker22 and Brueggeman,23 and is illustrated 
in the following design.

Dual-Magnification Cassegrain

SUR RDY THI GLA CON

STO 33.99 11.69 REFL 1
2 10.61 12.76 REFL 1
3 10.486 0.877 Silicon
4 25.673 0.462
5 48.33 0.798 Germanium
6 22.68 7.57
7 3.52 1.0 Silicon
8 4.22 0.377
9 INF 0.16 Sapphire

10 INF 0.396
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Comments This IR design is related to one introduced by Fjeidsted.24 The system offers two 
magnifications and fields of view. The high-magnification configuration is with the afocal Mersenne 
in the optical path. Removing the secondary lets light pass directly to the refractive assembly and a 
larger field of view is observed. The spectral range is from 3.3 to 4.2 μm.

F/3.2 Three-Lens Prime Focus Corrector

SUR RDY THI GLA CON

STO 1494.57 684.08 REFL 1
2 26.98 2.6 UBK7
3 31.3 22.43
4 53.96 0.586 UBK7
5 19.0 28.87
6 33.36 2.042 UBK7
7 236.7 11.65

Comments This is a three-lens corrector for a 250-cm parabolic mirror. The corrector was 
developed by Wynne16,25 for the region of the spectrum extending from 365 to 1014 nm. It is used 
to extend the field of a parabolic mirror. Versions for a Ritchey-Chretien primary also exist. The 
corrector is able to correct spherical aberration, coma, astigmatism, and field curvature while 
keeping chromatic aberrations under control. The field of view can be extended considerably for 
smaller apertures.

The three-spherical lens corrector is one of the best large-optics prime-focus correctors to come 
along, both in terms of image quality and ease of fabrication. Other designs have either not performed 
as well or were heavily dependent on aspheric figuring.

This and other prime-focus correctors are surveyed in articles by Gascoigne,26 Ross,27 Meinel,28

Schulte,29 Baker,30 and Wynne.31

F/4 Gregorian

SUR RDY THI GLA CON

STO 24.62 16 REFL 1
2 6.4 24.1 REFL 0.5394

Comments The classical Gregorian is aberration-free on-axis when the paraboloidal mirror 
image coincides with one of the ellipsoidal-mirror foci; the other focus coincides with the final 
image. Like the Cassegrain, off-axis image quality is limited by coma and field curvature. The ellip-
soidal secondary reimages the entrance pupil to a location between the secondary and final image. 
Thus, there exists the possibility of unwanted-light suppression at the primary-mirror image and 
exit pupil.

The Gregorian is longer than the Cassegrain and thus more expensive to support and house, but 
it produces an erect image and the concave secondary is easier to produce. In eccentric-pupil ver-
sions it has an accessible prime focus.
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F/4 Aplanatic Gregorian

SUR RDY THI GLA CON

STO 24.62 16 REFL 0.989
2 6.4 24.1 REFL 0.5633

Comments The aplanatic Gregorian is corrected for spherical aberration and coma. Both mir-
rors are ellipsoids. Astigmatism and field curvature limit off-axis imagery.

F/1.25 Flat-Medial-Field Aplanatic Gregorian

SUR RDY THI GLA CON

STO 34.68 22.806 REFL 0.767
2 6.47 7.924 REFL 0.1837

Comments The Gregorian’s field performance is enhanced if image accessibility is sacrificed. 
This version of the Gregorian14 is aplanatic. A flat medial image is achieved by balancing Petzval cur-
vature with astigmatism, which remains uncorrected.

F/1.25 Flat-Medial-Field Aplanatic Gregorian with Spherical Primary

SUR RDY THI GLA CON

STO 42.59 21 REFL
2 INF 46.51 REFL

Tilt: 45°

3 49.84 54.08 REFL 0.078

Comments The field of this objective14 is larger than its cousins, the classical and aplanatic 
Gregorians, even with the spherical primary. Spherical aberration and coma are corrected, and 
the medial image is flat. The design has a real intermediate image and exit pupil. The obvious 
drawback is the size of the secondary in relation to the size of the entrance pupil, which is 15 cm 
in diameter.

Korsch14 analyzes two other designs that are loosely referred to as Gregorians.
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Afocal Gregorian-Mersenne Telescope

SUR RDY THI GLA CON

STO 50 30 REFL 1
2 10 40 REFL 1

Comments The Gregorian Mersenne, also composed of confocal paraboloids, is aplanatic, 
anastigmatic, and can be corrected for distortion. The Gregorian-Mersenne has an intermediate 
image and an accessible exit pupil.

F/1.25 Couder

SUR RDY THI GLA CON

STO 142.86 52.9 REFL 6.285
2 23.08 7.1142 REFL 0.707

Comments The Couder,32 composed of two conic mirrors, is corrected for third-order spherical 
aberration, coma, and astigmatism. Unfortunately, the Couder is long for its focal length and the 
image is not readily accessible.

F/1.25 Aplanatic, Flat-Medial-Image Schwarzschild

SUR RDY THI GLA CON

STO 91.57 38.17 REFL 2.156
2 23.67 4.637 REFL 5.256

Comments The aplanatic, flat-medial-image Schwarzschild33 is similar in appearance to the Couder 
but the secondary mirror and image locations are different for identical secondary magnifications.

F/1.25 Aplanatic, Anastigmatic Schwarzschild

SUR RDY THI GLA

1 30.62 49.44 REFL
2 80.14 80.26 REFL
STO INF 24.864
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Comments The spherical-mirror Schwarzschild33 is aplanatic, anastigmatic, and distortion-free.34

The Schwarzschild relies on the principle of symmetry for its high level of aberration correction and 
a large field of view. All surfaces have the same center of curvature at the aperture stop. Hence, there 
are no off-axis aberrations. Spherical aberration is produced but each mirror produces an equal and 
opposite amount, thus canceling the effect of the aberration. Some higher-order aberrations are also 
corrected.34 Eccentric portions of this design—above and below the optical axis in the picture—form 
well-corrected, unobscured designs. Zonal spherical aberration from the mix of third- and higher-
order terms limits on- and off-axis performance.

An aspheric plate positioned at the center-of-curvature of the mirrors removes this aberration as 
illustrated in the next design.

Wetherell and Rimmer,35 Korsch,14 Schroeder,13 Linfoot,36 and Gascoigne26 offer a general third-
order analysis of two-mirror systems. The closed-form solutions described provide insight into 
third-order aberration theory of reflective systems.

F/1 Aplanatic, Anastigmatic Schwarzschild with Aspheric Corrector Plate

SUR RDY THI GLA

1 24.547 39.456 REFL
2 63.92 64.528 REFL
STO INF 19.098 REFL

A: 0.9998E-7
B: 0.1269E-9

Comments With an aspheric plate at the aperture stop, spherical aberration is eliminated. 
The only aberrations still remaining are of higher order. To correct these, the mirrors must also be 
aspherized. Linfoot36 and Abel34 describe this design.

F/1.25 Anastigmatic, Flat-Image Schwarzschild

SUR RDY THI GLA CON

1 69.7 50.56 REFL 5.47
STO 71.35 61.26 REFL 0.171

Comments With just two conics, this design type33 achieves aplanatic and anastigmatic per-
formance on a flat image surface. The flat field is attained by making the curvatures of the mirrors 
equal. Eccentric portions above or below the optical axis form unobscured versions; the design may 
alternatively be used off-axis. Sasian6,37 and Shafer38 have explored many of this design’s features.
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F/1.25 Schmidt

SUR RDY THI GLA CON

STO 1554 1 PSK2

A: 0.2825E-5
B: 0.1716E-8

2 INF 52.33
3 52.95 26.215 REFL

Comments The Schmidt39 also relies on the principle of symmetry; that is, the aperture stop is 
located at the center of curvature of the spherical mirror and hence the mirror produces no off-axis 
aberrations.

The Schmidt corrector is flat with aspheric deformation figured in to correct the spherical 
aberration produced by the mirror. It is positioned at the aperture stop because off-axis aberra-
tions are independent of aspheric deformation when an aspheric surface coincides with the stop. 
Hence the Schmidt plate has no effect on off-axis aberrations, and the benefits of concentricity 
are preserved.

The corrector introduces chromatic variation of spherical aberration (spherochromatism). A 
small amount of positive power in the corrector introduces undercorrected axial color to reduce the 
effects of this aberration. Further improvement is obtained by achromatizing the corrector with two 
glasses of different dispersions.

Higher-order aberrations degrade image quality at low focal ratios and large field angles. 
Kingslake,9 Schroeder,13 Maxwell,40 and Linfoot36 provide additional details of this and other cata-
dioptric objectives.

F/1.25 Field-Flattened Schmidt

SUR RDY THI GLA

STO 598.7 1.155 PSK2

A: 0.273E-5
B: 0.129E-8

2 INF 40.38
3 52.95 24.06 REFL
4 10.35 1.49 PSK2
5 INF 0.637

Comments As is known from third-order aberration theory, a thin element will be nearly 
aberration-free, except for Petzval curvature, and distortion when it is placed in close proximity 
to an image. Therefore, by properly choosing the lens power and index to give a Petzval curvature 
of equal and opposite sign to the Petzval curvature introduced by the other optics, the image 
is flattened.

The image in the Schmidt above has been flattened with the lens near the image plane. The 
only aberrations introduced by the lens are spherochromatism and lateral color, lateral color being 
the most noticeable aberration; this can be removed by achromatizing the field-flattening lens. 
The close proximity of the lens to the image can cause problems with light scattered from areas 
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on the lens surfaces contaminated by dirt and dust particles. Clean optics are a must under these 
circumstances.

The field-flattening lens provides two more positive results. First, the lens introduces a small 
amount of coma which is compensated by moving the Schmidt corrector toward the mirror some-
what, thus reducing the overall length of the objective. Second, oblique spherical aberration, one of 
the primary field-limiting, higher-order aberrations of the Schmidt, is substantially reduced.

Besides its usual function as a telescope or photographic objective, the field-flattened Schmidt 
has also been used as a spectrograph camera.41

F/1.25 Wright

Comments The Wright42 is one-half the length of the Schmidt. It also relies on aspheric defor-
mation of the corrector plate for the elimination of spherical aberration. Coma, introduced as the 
corrector is removed from the center of curvature of the mirror, is cancelled with conic deformation 
of the mirror; the surface figure is that of an oblate ellipsoid. The remaining astigmatism and Petzval 
curvature are balanced for a flat medial image. The only on-axis aberration, spherochromatism, is 
corrected by achromatizing the corrector.

F/4 Reflective Schmidt

SUR RDY THI GLA CON

1 INF 1.0 BK7
2 699.8 26.1 BK7

A: 0.6168E-5
B: 0.5287E-8

3 53.24 26.094 REFL 1.026

SUR RDY THI GLA

STO 66752 67.37 REFL

A: 0.5083E-7

2 INF 66.6 REFL
3 133.97 66.85 REFL

Comments Another way of defeating chromatic aberration is to eliminate it altogether with a 
reflective corrector.43 The elements are removed from the light path with a field bias (9°), and hence 
the objective is off-axis. Spherical aberration, coma, and astigmatism are all corrected. At large field 
angles, beyond about 12° half-field angle, oblique spherical aberration becomes evident, but other-
wise this design provides excellent performance on a curved image over a 24° field of view. In order 
to avoid severe obstruction of the light path, the full 24° can be taken advantage of only in the plane 
that extends perpendicular to the picture of the design above. A considerably reduced field of view is 
allowed in the plane of the picture.
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F/0.6 Solid Schmidt

SUR RDY THI GLA CON

1 62.69 1.69 BK7
2 103.38 8.39

A: 0.1492E-4
B: 0.1988E-7
C: 0.1013E-10
 D: 0.35E-12

3 169.36 16.47 BK7
STO 37.05 16.47 REFL\BK7
5 INF 0.3952 BK7
6 45.86 0.245
7 10.295 1.136 BK7
8 INF 0.026

Comments All monochromatic aberrations, with the exception of distortion, are corrected by 
the appropriately-named solid Schmidt, a system used mostly as a spectrograph camera.44 All chro-
matic aberrations, with the exception of lateral color, are corrected. The imaging theory behind the 
solid Schmidt is expounded by Baker.45 With a refractive index n, the solid Schmidt is n2 times faster 
than the conventional Schmidt. Focal ratios of F/0.3 have been obtained. Schulte44 offers a design 
similar to the one given here.

F/1.25 Schmidt-Cassegrain

SUR RDY THI GLA CON

STO INF 0.8 489.574

A: 0.1928E-4
B:  0.298E-7

2 2269.1 1.0 583.303
3 INF 16.49

A: 0.1085E-4
B:  0.2806E-7

4 55.9 15.0 REFL 1.077
5 INF 10.267 REFL
6 9.1 1.2 489.574
7 8.577 0.018
8 8.59 0.3 583.303
9 87.44 1.317

Comments The Schmidt-Cassegrain46 represents a successful attempt to resolve the difficul-
ties related to the curved image, considerable length, and awkwardly located image of the Schmidt 
objective, without destroying the positive attributes of the design.

The Schmidt-Cassegrain comes in a wide variety of forms—too many to go into here. Linfoot36

performs an extensive exploration of the design, with one and two aspheric plate correctors. 
Warmisham47 has gone as far as three. Wayman48 has analyzed a monocentric Schmidt-Cassegrain.

In this fast version of the Schmidt-Cassegrain, the corrector is close to the flat secondary. Usually 
one or both mirrors are aspherics. An achromatized image-flattening lens has been introduced. 
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An image-flattening lens is not usually required with a Schmidt-Cassegrain since enough degrees 
of freedom exist for aberration correction and a flat image. In this case, the secondary mirror is 
flat and one degree of freedom is lost. Additionally, the primary mirror power introduces a strong 
Petzval contribution which necessitates a field-flattening lens.

The first three digits of the six-digit code in the glass column identify the indices of the materials 
in the design, in this case plastics. These are 1.489 and 1.583; the Abbe-numbers are given by the last 
three digits and they are 57.4 and 30.3, respectively. The two plastics have nearly identical thermal 
coefficients and are very light. Buchroeder49 analyzes designs of this variety with two aspheric correc-
tors. Shafer50 offers a Schmidt-Cassegrain with an aspheric meniscus corrector. Only two elements 
are used since the secondary mirror surface is on the corrector. Rutten12 has examples of Schmidt-
Cassegrains in a number of configurations.

F/3.4 Reflective Schmidt-Cassegrain

SUR RDY THI GLA CON

STO INF 92.16 REFL

A: 0.13344E-6  AN: 0.1255E-1

2 84 26 REFL
3 84 25.848 REFL 0.3318

Comments The reflective Schmidt-Cassegrain exhibits all the nice properties of the Schmidt-
Cassegrain and, in addition, is achromatic. Schroeder51 points out that, because the corrector is 
tilted (9° here), adequate aberration correction requires a nonrotationally symmetric corrector plate. 
The nonaxially symmetric surface deformation in this design is given by

Z A AN X AN Y[( ) ( ) ]1 12 2 2 (3)

where A is the fourth-order symmetric coefficient and AN is the fourth-order nonsymmetric coef-
ficient. The y dimension is in the plane of the picture; the x dimension is perpendicular to it.

Since the corrector is tilted by 9°, the reflected rays are deviated by twice that amount. The ele-
ment spacings (THI) are no longer measured along the horizontal optical axis after reflection off the 
corrector, but along the line of deviation. The secondary and tertiary are tilted by 18°.

F/2 Shafer Relayed Virtual Schmidt

SUR RDY THI GLA

STO 320 159.82 REFL
2 106.7 80.0 REFL
3 INF 68.51 REFL

A:  0.1882E-5
B:  0.1273E-8
C: 0.1757E-12
D:  0.1766E-14

4 63.967 40.774 REFL

Comments Shafer52 has introduced an eccentric-pupil (18-cm stop decenter), virtual Schmidt 
objective similar to this but with a decentered quaternary mirror. The center of curvature of 
the spherical primary is imaged by the concave secondary onto the flat Schmidt tertiary mirror. 
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Now the Schmidt plate, which appears to be at the primary center of curvature, is aspherized to 
produce a well-corrected virtual image, hence the name (see Fig. 5). In this configuration, the 
Schmidt plate is one-half the size of the primary.

The Schmidt plate and the spherical quaternary mirror form a finite conjugate Schmidt system. 
Thus, the spherical aberration of this mirror is also corrected.

Figure 5 shows a pictorial representation of the Shafer design with the last mirror decentered 
to provide a more accessible image. Since the primary and quaternary mirrors no longer share the 
same axis of symmetry, a two-axis Schmidt corrector is required to remove the aberrations of both 
mirrors. The shape of this surface is described by Shafer, for an F/1, unobscured, wide-field design 
with an intermediate image and Lyot stop.

F/2.2 Spherical-Primary Objective that Employs the Schmidt Principle of Correction

Virtual image

FIGURE 5 Picture of virtual Schmidt with 
decentered quaternary.

SUR RDY THI GLA CON

STO 88.07 42.517 REFL
2 INF 2.2 REFL

Tilt: 45°

3 4.433 0.33 FK51
4 2.527 9.217
5 10.21 9.217 REFL 0.8631
6 2.527 0.33 FK51
7 4.433 0.64

Comments Baker22 reports on a system where the center of curvature of a large, spherical primary 
is imaged by a positive lens onto a much smaller mirror where aspheric correction of spherical aberra-
tion occurs. A small field offset (0.25°) is required so that the one-to-one relay doesn’t reimage the pri-
mary image back onto itself. To avoid overlap, this design is best used over a small or strip field of view.

Because of the geometry of the design, coma, astigmatism, image curvature, chromatic aberra-
tions, and distortion are eliminated in addition to the spherical aberration correction from aspheric 
figuring of the tertiary mirror. Baker22 offers several other interesting designs in his article, including 
an F/0.8, 10.6-μm, 180° field-of-view Roesch,53 a design that incorporates a Schmidt with a strong 
negative lens or lens group before the aspheric corrector. The strong divergence produced by this lens 
reduces the amount of light blocked by the image plane but increases the size of the spherical mirror.
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F/2 Maksutov

SUR RDY THI GLA CON

STO INF  31.788
2 23.06 3.5 BK7
3 25.53 51.09
4 83.9 43.8 REFL

Comments The all-spherical Maksutov54 was intended as an inexpensive alternative to the 
Schmidt at slower speeds. In small sizes it is indeed less expensive. The meniscus corrector is “self-
achromatic” when the following relationship is satisfied:

t
n

n
R R

2

2 2 11
( ) (4)

where R1 and R2 are the radii, t is the thickness, and n is the refractive index of the corrector.
Bouwers55 also developed a meniscus corrector. All elements of the Bouwers are concentric about 

the aperture stop. This ensures correction of third-order, off-axis aberrations over a nearly unlimited 
field of view. In exchange for the wide field, axial color is not well-corrected.

F/1.25 Solid Maksutov-Cassegrain

SUR RDY THI GLA CON

STO INF 20.5
2 20.5 0.955 Silica
3 25.92 0.0313
4 138.58 15.3 Silica
5 45.61 12.973 REFL\Silica
6 51.89 13.41 REFL\Silica
7 INF 0.0475
8 12.026 1.68 Silica
9 16.07 0.545

10 INF 0.394 Silica
11 INF 0.155

Comments The solid Maksutov-Cassegrain shown here and the solid Schmidt-Cassegrains 
have been studied extensively by Wynne.56,57 Lateral color is the most consequential aberration left 
uncorrected.
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F/1.2 Wide-Field Objective with Maksutov Correction

SUR RDY THI GLA CON

1 12.467 9.684 REFL 3.243
2 4.81 1.267 FK51
3 3.762 3.679  
STO   INF 17.189  
5 15.98 10.64 REFL

Comments This very wide field imaging system similar to one in Courtes58 is essentially a 
Maksutov focused on the virtual image of the object produced by the hyperboloidal mirror. Both 
speed (F/1) and a very wide field of view (80° 120°) can be achieved with this design form on a flat 
image but only for small apertures—1.25 cm in this case. Courtes et al.59 describes similar systems 
with refractive and reflective Schmidt plates instead of a Maksutov corrector.

F/1 Gabor

SUR RDY THI GLA

STO 23.3 2 SKI
2 25.468 39.5
3 83.33 40 REFL
4 1.67 1 BK7
5 9.85 0.5 SF5
6 7.71 0.942

Comments Another meniscus design was invented by Gabor.60 The Gabor is more compact 
than the Maksutov or Bouwers, and has a smaller focal ratio and field of view.

The design shown here began without the field lens. The lens was introduced into the design 
with the surface closest to the image being concentric about the chief ray and the other surface being 
aplanatic.61 A surface concentric about the chief ray is free of coma, astigmatism, distortion, and 
lateral color. The aplanatic surface is free of spherical aberration, coma, and astigmatism with the 
result that the lens is coma- and astigmatism-free. The spherical aberration produced by the lens is 
balanced against the spherical aberration produced by the two other elements. The chromatic aber-
rations were corrected by achromatizing the lens.

Shafer62,63 offers interesting suggestions for design with aplanatic and concentric surfaces. 
Several varieties of field-flattening lens are described. Kingslake9 runs through the design proce-
dure for a Gabor.
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F/4 Schmidt-Meniscus Cassegrain

SUR RDY THI GLA

1 22.5 4.28 BK7
2 19.13 19.75

STO 11,783 1.4 F2

A: 0.558E-6
B:   0.244E-8

4 135.5 1.3 SK2
5 INF 23.92
6 29.31 4.28 BK7
7 32.42 25.1
8 55 25.1 REFL
9 32.42 4.28 BK7

10 29.31 1.45

Comments The Baker64 super-Schmidt, a design that incorporates both meniscus and Schmidt 
correction, achieves excellent performance over a wide field of view. The field-limiting aberration of 
a fast Schmidt, oblique spherical aberration, is controlled by adding a concentric meniscus lens which 
also introduces overcorrected spherical aberration, thus reducing the amount of overcorrection 
needed from the Schmidt plate. Since oblique spherical is proportional to the amount of overcorrec-
tion in the Schmidt plate, the effect of this aberration is reduced.

The most apparent aberration produced by the meniscus is axial color. This is minimized by 
achromatizing the Schmidt corrector. Spherochromatism is reduced since the magnitudes produced 
by the Schmidt corrector and meniscus are nearly equal and have opposite signs. Another meniscus 
element is added to further reduce aberrations.

Comments This system, originally by Bouwers, uses a slightly positive plate to compensate the 
overcorrected chromatic aberration produced by the meniscus. The Bouwers produces very good 
quality on a flat image, over a large field of view.

Fourth- and sixth-order deformation added to the plate eliminates any residual spherical aberra-
tion. Lateral color and oblique spherical aberration affect field performance, although both are small.

F/1.2 Baker Super-Schmidt

SUR RDY THI GLA

STO 787.7 1.4 BK7
2 INF 32.69
3 32.69 2.62 BK7
4 35.6 63.446
5 81.97 21.78 REFL
6 79.5 38.65 REFL
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F/1 Baker-Nunn

SUR RDY THI GLA

1 491.9 1.06 LLF1
2 115.6 4.23  

A: 0.8243E-5
B:   0.1348E-8

STO 125.78 0.64 SK3

A: 0.1158E-4
B: 0.427E-8
C: 0.7304E-11

4 125.78 4.23

A: 0.1158E-4
B: 0.427E-8
C: 0.7304E-11

5 115.6 1.06 LLF1

A:  0.8243E-5
B: 0.1348E-8

6 491.87 36.77
7 42.03 21.961 REFL

Comments The Baker-Nunn65 was born of work by Houghton66 during World War II. 
Houghton wished to find a less expensive alternative to the Schmidt. The result was a zero-power, 
three-lens combination with easy-to-make spherical surfaces. Spherical aberration and coma can 
be eliminated for any position of the corrector. The surfaces have equal radii so they can be tested 
interferometrically against one another using the Newton ring method. Residual spherical aberra-
tion that remains after assembly is removed by altering the spacing between the lenses.

F/10 Houghton-Cassegrain

SUR RDY THI GLA

STO 145 1.2 BK7
2 172.1 0.164
3 111.9 0.639 BK7
4 264.7 44.61
5 129.7 43.16 REFL
6 63.94 66.84 REFL

Comments A two-lens, afocal corrector developed by Houghton and Sonnefeld67 is used 
here as a corrector for a Cassegrain system. Sigler68 has written on the subject of Cassegrains with 
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Houghton, Schmidt, and Maksutov refractive correctors. This Houghton-Cassegrain gives well-
corrected imagery on a curved image surface. An afocal achromatized doublet corrector has also 
been tried.69

F/3.6 Houghton-Cassegrain

SUR RDY THI GLA

STO 69.64 1.607 UBK7
2 148.71 3.045
3 61.43 1.607 LAK21
4 97.53 21.733
5 85.11 21.733 REFL
6 97.53 21.733 REFL
7 70.44 1.2 UBK7
8 15.47 0.18
9 15.23 1.3136 SK16

10 517.29 11.03

Comments Another Houghton corrector, with meniscus elements, is utilized in this design by 
D. Rao.70 The spectral range is 550 to 850 nm. The design is similar to one introduced by Mandler.71

Examples of other Houghton-Cassegrains of this form are studied by Gelles.72

F/1.25 Shenker

SUR RDY THI GLA

STO 49.42 1.5 BK7
2 203.6 5.4
3 34.7 0.863 BK7
4 79.25 5.08
5 27 0.98 BK7
6 38.87 9.32
7 31.96 9.32 REFL
8 38.87 8.1 REFL
9 13.73 0.39 BK7

10 21.8 0.05
11 7.925 0.895 BK7
12 8.56 0.856

Comments Shenker has studied a large number of variations on the theme of three-element 
correctors for a Cassegrain. This is related to one of the configurations developed by Shenker.73 Note 
that the third corrector is also the secondary mirror. Zonal spherical aberration limits performance 
on-axis. This may be removed by aspherizing one or more surfaces. All elements are of the same 
glass. Laiken74 has a similar version of this design as well as other catadioptric objectives. Maxwell40

has design examples and catadioptric imaging theory.
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F/1.25 Mangin-Cassegrain with Correctors

SUR RDY THI GLA

STO 80.62 1.64 BK7
2 102.3 9.07
3 30.43 2.02 BK7
4 54.52 2.02 BK7/REFL
5 30.43 9.07
6 102.3 1.64 BK7
7 80.62 1.01 BK7
8 526.4 1.01 BK7/REFL
9 80.62 1.64 BK7

10 102.3 8.32
11 11.06 0.75 BK7
12 30.43 2.02 BK7
13 54.52 0.5 SF10
14 52.92 1.445

Comments Mangin mirrors are evident in this design by Canzek75 and two elements are used 
twice. The design has exceptionally good on-axis performance. Lateral color and higher-order aber-
rations limit the field.

F/1.25 Mangin-Cassegrain with Correctors

SUR RDY THI GLA

STO 80.83 1.09 FN11
2 325.9 8.5
3 191.4 0.728 FN11
4 440.3 9.69
5 31.44 1.456 FN11
6 46.13 1.456 FN11/REFL
7 31.44 9.69
8 440.3 10 REFL
9 26.97 0.582 FN11

10 38.33 0.544
11 8.44 0.728 FN11
12 40.87 2.025

Comments Another short and fast catadioptric by Amon76 is shown here. The second corrector 
is also the secondary mirror.DO
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F/4 Eisenburg and Pearson Two-Mirror, Three-Reflection Objective

SUR RDY THI GLA CON

STO 48.0 17.289 REFL 1.05
2 14.472 17.289 REFL 1.539
3 48 18.195 REFL 1.05

Comments This aplanatic, two-mirror, three-reflection configuration was first introduced by 
Rumsey.77 The design presented here comes from Eisenburg and Pearson.78 The first and third sur-
face represent the same surface.

F/4 Shafer Two-Mirror, Three-Reflection Objective

SUR RDY THI GLA CON

STO 106.7 80.01 REFL 0.4066
2 80.01 80.01 REFL 5.959
3 106.7 80.05 REFL 0.4066

Comments Shafer79 has documented numerous versions of multiple-reflection objectives. This 
is an aplanatic, anastigmatic design with field curvature. For optimum aberration correction, the 
primary is at the center of curvature of the secondary mirror. Shafer80 suggests a ring field for a flat, 
accessible image on an annular surface, and a Lyot stop.

A simple ring field design is depicted in Fig. 6. Only one field angle is required, easing the difficul-
ties associated with off-axis aberration correction. The single viewing direction is rotated about the 
optical axis, forming, in this case, a ring image. In reality, less than half the ring image is used to avoid 
interference of the image with the entering beam.

FIGURE 6 The ring field system.
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F/15 Two-Mirror, Three-Reflection Objective

SUR RDY THI GLA CON

STO 116.33 46.53 REFL 1.024
2 22.6 46.53 REFL 1.0037
3 116.33 67.05 REFL 1.024

Comments This is another aplanatic, anastigmatic, eccentric-pupil design which gives well-
corrected imagery on a curved image. It has a 30-cm stop decenter.

F/15 Yolo

SUR RDY THI GLA CON

STO 1015 160.36 REFL 4.278

Tilt: 3.5°

2 1045.72 208.19 REFL

RDX: 1035.0
Tilt:   9.82°

Image tilt:  11.7°

Comments Leonard81,82 invented the Yolo (named after a scenic county in California) so that 
he could have an achromatic system without obscurations. The result is a tilted and decentered 
component objective that gives the high contrast of an unobscured refractive objective without the 
chromatic effects.

Spherical aberration is corrected by the hyperboloidal figuring of the first surface. The ana-
morphism introduced into the secondary (by a warping harness) corrects astigmatism; RDX is the 
surface radius of curvature perpendicular to the picture. Coma is eliminated by adjusting the curva-
tures and tilting the secondary.

Relatives of the two-mirror Yolo are the Solano, an in-line three-mirror Yolo, or the three-
dimensional, three-mirror Yolo.83 As in design 28, thickness (THI) is measured along the deviated 
ray paths. With the angle of reflection known, element decenter may be easily determined.

F/15 Schiefspiegler

SUR RDY THI GLA CON

STO 397.2 101.4 REFL 0.607

Tilt angle: 4.5°

2 552.5 35.84 REFL

Tilt angle: 3.64°

3 3411 0.52 BK7

Tilt angle: 50°

4 INF 111.11  

Tilt angle: 50.0529°
Image tilt angle: 22.80°
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Comments The Schiefspiegler (“oblique reflector” in German) was introduced about a cen-
tury ago, and at the time was called a brachyt (or bent). The motivation behind the Schiefspiegler’s 
design is essentially the same as the Yolo’s. Like the Yolo, elements are tilted and decentered. Coma 
and astigmatism are corrected by tilting the secondary and corrector lens. The lens is thin and 
slightly wedged to minimize chromatic effects. Spherical aberration is corrected with the aspheric 
deformation of the primary.

A three-mirror Schiefspiegler, or Trischiefspiegler, has been developed by Kutter.84 This design 
is all-reflective and completely achromatic. Like the Schiefspiegler, aspheric deformation of the 
primary corrects spherical aberration; coma and astigmatism are corrected with element tilts.

A four-mirror Schiefspiegler was recently introduced by Brunn.85 For more on unusual tele-
scope objectives, see Manly.86

F/8 Catadioptric Herschelian Objective

SUR RDY THI GLA

STO 269.61 1.487 BK7
2 INF 2.147

Element tilt: 0.35°

3 269.61 1.321 BK7
4 INF 151.97

Element tilt: 5.38°

5 317.26 158.69 REFL

Tilt angle: 3.0°
Image tilt angle: 0.174°

Comments Several centuries ago, Herschel tilted his large parabolic mirror to give him access 
to the image. A spherical mirror in this design by D. Shafer87 has been tilted for the same reason. 
Element tilts in the Houghton corrector control the astigmatism introduced by tilting the mirror. 
The Houghton corrector also eliminates the spherical aberration of the mirror with lens bending. 
Note the smaller focal ratio of this design compared to either the Yolo or the Schiefspiegler.

Other catadioptric Herschelians, as well as Schiefspieglers and Yolos, have been studied by 
Buchroeder88 and Leonard.82 Tilted, decentered, and unobscured Cassegrains are discussed by Gelles.89

F/4 SEAL

SUR RDY THI GLA CON

1 181.2 147.8 REFL
2 350.9 147.8 REFL 0.404
STO INF 147.8 REFL
4 350.9 119 REFL 0.404

Comments For an all-reflective objective, this flat-image design provides an exceptionally 
wide, unobscured field of view—greater than 90° with a ring field. Referred to as the SEAL,90 it is 

DO
 N

OT
 D

UP
LI

CA
TE



29.28  INSTRUMENTS

derived from its cousin the WALRUS;91 a related design has been described by Shafer.92 The SEAL 
is another Mersenne-Schmidt hybrid: primary and secondary form an inverse-Mersenne; tertiary 
and quaternary (also the secondary) form a reflective Schmidt. Residual spherical aberration limits 
the performance, but by aspherizing the flat, this residual aberration is corrected as well. Clearing 
all obscurations requires at least a 22° field offset. The SEAL shown here is optimized for a 20° strip 
field although a square, rectangular, annular, or almost any shape field is possible.

F/4 Paul Three-Mirror Objective

SUR RDY THI GLA CON

STO 117.1 42.87 REFL   1
2 31.38 42.87 REFL .6076
3 42.87 21.42 REFL

Comments This design is based on work by Paul93 and later by Baker,94 who was looking for an 
achromatic field corrector for a parabolic primary. Their efforts culminated in a design similar to 
this one, which combines the properties of an afocal Cassegrain-Mersenne in the first two elements 
with the properties of an all-reflective Schmidt in the secondary and tertiary elements. Since both 
modules are corrected for spherical aberration, coma, and astigmatism to third order, the complete 
system is aplanatic and anastigmatic. Petzval curvatures are equal and opposite so a flat image is 
achieved. The conic deformation of the secondary is modified to give it an ellipsoidal shape. This 
gives the required Schmidt aspherization needed to correct the spherical aberration of the tertiary 
mirror.

Other all-reflective designs have been proposed by Meinel21,95 and Baker.22 The Meinel-Shack 
objective96 exhibits similar performance and offers a more accessible image.

F/4 Alternative Paul Three-Mirror Objective

SUR RDY THI GLA CON

STO 142.4 49.28 REFL 1
2 39.51 49.28 REFL
3 54.69 30.7 REFL 0.101

Comments This Paul objective has an aspheric tertiary mirror, instead of an aspheric secondary.

F/4 Off-Axis, Eccentric-Pupil Paul-Gregorian

SUR RDY THI GLA CON

STO INF 79.2  
2 158.4 118.8 REFL 1
3 79.2 79.2 REFL 1

A: 0.2707E-6
B: 0.117E-9

4 77.53 38.768 REFL
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Comments This eccentric-pupil (22-cm), off-axis (1°) design utilizes a Gregorian-Mersenne 
module in the primary and secondary mirrors. Spherical aberration produced by the spherical 
tertiary mirror is corrected by superimposing aspheric deformation on the paraboloid secondary, 
located at the tertiary mirror center of curvature. With all concave surfaces, field curvature is uncor-
rected. A real and accessible exit pupil and intermediate image offer possibilities for excellent stray-
light suppression.

As is the case with the virtual Schmidt system, the tertiary mirror may be decentered to provide a 
more convenient image location. This requires two-axis aspheric deformation of the secondary mirror.97

F/4 Three-Mirror Cassegrain

SUR RDY THI GLA CON

STO 39.67 15.814 REFL 0.9315
2 10.66 21 REFL 2.04
3 INF 9.05 REFL

Tilt: 45°

4 13.66 13.651 REFL 0.4479

Comments A design similar to the aplanatic, anastigmatic, flat-image design shown here was 
conceived by Korsch98 and is described by Williams,99 Korsch,100 and Abel.43 The exit pupil is acces-
sible and an intermediate image exists. A 1° field offset is needed to displace the image from the 
folding flat. Residual coma limits field performance. Small element tilts and decenters will improve 
the performance of this design.

Three-Mirror Afocal Telescope

SUR RDY THI GLA CON

STO 100.725 33.514 REFL 1
2 46.109 100 REFL 3.016
3 74.819 55.56 REFL 1

Comments This 5  afocal design from Smith2 is an eccentric-pupil Cassegrain and a parabolic 
tertiary combined. The design is aplanatic and anastigmatic. The entrance pupil is decentered 
by 32 cm.

Three-Mirror Afocal Telescope

SUR RDY THI GLA CON

STO 240 200 REFL 1
2 160 200 REFL 9
3 480 250 REFL 1
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Comments A similar design by Korsch14 is also aplanatic and anastigmatic. The entrance pupil 
is decentered by 20 cm. Other afocal designs are described by Gelles101 and King.102

F/4 Three-Mirror Cassegrain

SUR RDY THI GLA CON

STO 59.64 18.29 REFL 1.134
2 28.63 33.74 REFL 2.841
3 55.05 13.244 REFL 5.938

Comments Robb103 has introduced another aplanatic, anastigmatic, flat-image, three-mirror 
Cassegrain without an intermediate image.

F/6.7 Spherical Primary Three-Mirror Objective

SUR RDY THI GLA CON

STO 429.67 149.87 REFL
2 104.16 211.14 REFL 3.617
3 126.49 73.0 REFL 0.179

Comments Making the largest element in an objective a spherical mirror reduces cost and may 
enhance performance. This aplanatic, anastigmatic, flat-image, eccentric-pupil design ( 35 cm stop 
decenter) with an unobscured light path is similar to one described by Korsch14 and another devel-
oped for use as an astrometric camera by Richardson and Morbey.104

F/4 Spherical Primary Three-Mirror Objective

SUR RDY THI GLA CON

STO 194.58 79.13 REFL
2 64.42 113.68 REFL 12.952
3 38.47 26.24 REFL 0.4826

Comments Here is another aplanatic, anastigmatic, flat-field, eccentric-pupil design with a 
17-cm stop decenter and large spherical primary. There is an intermediate image and an accessible 
exit pupil.

F/4 Three-Mirror Korsch Objective

SUR RDY THI GLA CON

1 201.67 133.36 REFL 0.689
STO 96.5 131.8 REFL 1.729
3 172.54 200.83 REFL
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Comments This off-axis (5°) design by Korsch105 is aplanatic, anastigmatic, and has a flat image. 
The same configuration has been employed by Pollock106 as a collimator. Characteristics include a 
large field of view, low pupil magnification, accessible pupils, and an intermediate image.

The tertiary in this design is spherical. With reoptimization, the secondary may also be spherical.

F/4 Three-Mirror Cook Objective

SUR RDY THI GLA CON

1 123.2 57.38 REFL 0.7114
2 37.46 57.45 REFL 3.824
3 51.89 35.87 REFL 0.1185
STO INF −15.92  

Comments This objective was introduced by Cook.107–109 The aplanatic, anastigmatic, flat-image 
design shown here has a larger pupil magnification and a smaller field than the previous design. The 
eccentric-pupil, off-axis design has a −3.2-cm stop decenter and a 5° field bias. A space-based sur-
veillance objective in this configuration has been developed and built by Wang et al.110

F/4 Three-Mirror Wetherell and Womble Objective

SUR RDY THI GLA CON

1 166.19 38.78 REFL 2.542
STO 55.19 38.78 REFL 0.428
3 82.46 65.24 REFL 0.133

Comments Another aplanatic, anastigmatic, flat-image, off-axis (9°) design has been intro-
duced by Wetherell and Womble.111 Figosky112 describes a variant of this form to be sent into orbit. 
The aperture stop is located at the secondary mirror; hence, this mirror is symmetric with respect to 
the optical axis.

F/10 Korsch Three-Mirror, Four-Reflection Objective

SUR RDY THI GLA CON

STO 66.44 22.15 REFL 1.092
2 22.15 22.15 REFL 1.295
3 66.44 22.15 REFL 1.092
4 44.29 21.96 REFL 0.8684
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Comments The three-mirror, four-reflection design shown here from Korsch113 is extremely 
compact for its 200-cm focal length, and the image is accessible.

F/1.25 McCarthy

SUR RDY THI GLA CON

STO 81.57 40.21 REFL 1
2 INF 25.09 REFL

Tilt: 45°

3 48.68 29 REFL 1
4 19.15 30.64 REFL
5 49.85 65.483 REFL

Comments McCarthy114 intended this design, which combines a Cassegrain-Mersenne primary 
and tertiary mirror with a quaternary and quintenary Schwarzschild arrangement, as a wide strip-
field imager. Both the Mersenne and Schwarzschild groups are separately corrected for spherical aber-
ration, coma, and astigmatism. The Petzval curvature of the Mersenne is equal and opposite in sign 
to the Petzval curvature of the Schwarzschild and hence there is no net Petzval curvature. The quater-
nary mirror may be moved out from the entering beam with only a slight reduction in performance.

F/2.2 Cassegrain Objective with Schwarzschild Relay

SUR RDY THI GLA CON

1 51.49 19.01 REFL 1.048
2 37.37 34.19 REFL 20.35
3 38.18 10.493 REFL 1.358
4 29.94 11.27 REFL
STO    INF 40.484  

Comments Williams115 describes a technique for optimizing a high-resolution system similar 
to this one while maintaining proper clearances, obscuration sizes, and packaging requirements. An 
all-reflective zoom system of the above configuration, developed by Johnson et al.,116 gives a 4  zoom 
range and a field-of-view range of 1.5 to 6.0°. The Schwarzschild module and image position change 
with zoom position, while the front Cassegrain module remains fixed.

F/4 Altenhof Objective

SUR RDY THI GLA CON

STO INF 80 REFL

Tilt: 25°

2 155.64 165.53 REFL
3 77.26 38.57 REFL 0.0897
4 34.146 40.367 REFL
5 80.65 82.539 REFL
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Comments This objective is similar to one designed by Altenhof.117 Intended as a ring field 
system, the flat primary couples the light incident from a large azimuthal angle (60°) into the system 
where the spherical primary mirror focuses the light to a poorly corrected image.

The three-mirror Offner relay,9,118 a unit magnification relay which is corrected for spherical aber-
ration, coma, and astigmatism, improves the degraded image in the process of reimaging it to a flat 
focal surface in the form of an annulus. A two-dimensional scene is imaged by rotating the flat mirror 
about an axis perpendicular to the picture so as to scan the other dimension. A two-dimensional 
mosaic image can also be produced by building up a series of one-dimensional annular strip images 
as the imaging system is moved along its trajectory.

F/4.5 Shafer Four-Mirror, Unobscured Objective

SUR RDY THI GLA

1 158.1 71.21 REFL

Tilt angle: 16.44°

STO 186.8 74.25 REFL

Tilt angle: 20.88°

3 337.4 111.4 REFL

Tilt angle: 24.82°

4 239.1 121.4 REFL

Tilt angle: 34.76°
Image tilt angle: 24.29°

Comments This is a tilted and decentered-component infrared imaging system by David Shafer. 
Mirror tilts provide an unobscured path and help correct the aberrations. Thickness is measured along 
the deviated ray paths. With the reflection angle known, element decenter may be easily determined.

F/4.5 Shafer Five-mirror, Unobscured Objective

SUR RDY THI GLA

1 239.5 160.2 REFL

Tilt angle: 6.4°

2 228.9 48.69 REFL

Tilt angle: 9.2°

3 75.94 37.24 REFL

Tilt angle: 19.01°

STO 39.81 39.24 REFL

Tilt angle: 28.82°

5 78.72 74.5 REFL

Tilt angle: −40.55°
Image tilt angle: −11.28°
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Comments Another all-spherical, tilted, and decentered-component infrared imager by Shafer 
is presented here. The entrance pupil is accessible and there is an intermediate image. A number of 
variations on this arrangement are described by Shafer.80

Korsch Two- and Three-Mirror Objectives

Comments A new class of eccentric-pupil objectives has been introduced by Korsch.14 Unlike 
most systems, which are conceived using third-order aberration theory, these systems are based 
upon the fulfillment of axial stigmatism, the Abbe sine condition, and the Herschel condition; meeting 
these three conditions guarantees a perfect axial point image, axially perpendicular image area, and 
axial line element, respectively.

Design examples are not given for two reasons. First, rays strike some mirror surfaces at angles 
greater than 90°, which can cause ray-trace errors. Second, some of the surface shapes are particu-
larly complex and must be entered in design software as a user-defined surface.

Design (c) gives perfect imagery on-axis and less than one milliradian resolution at all other 
points over a 6° field of view, for an aperture diameter equal to F/6.0 (F is focal length).

29.5 FIELD-OF-VIEW PLOTS

The plots that follow give rms spot size and angular resolution as a function of half-field of view. 
The curves have been generated by calculating the resolution for a number of field angles and con-
necting them with smooth curves. The dashed horizontal line is the Airy disc diameter for 0.55-μm 
radiation.

The numbers in the plots correspond to the designs presented in the previous section. The aper-
ture of each design is 20 cm and the spectral range 480 to 680 nm, unless stated otherwise in the 
previous section.
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It should be kept in mind that these are representative designs: they have usually been optimized 
for a specific purpose; they are meant to be a starting place for the design of a new system that may 
have entirely different requirements.

Flat-field designs show consistent performance out to the field angle for which the objective is 
optimized. Beyond this point, the graph leaps upward. Reoptimization is needed if the field of view 
is to be extended further; a considerable increase in the average rms spot size may occur if this is 
attempted. The curved-image designs show a quadratic dependence with field angle.

Off-axis and eccentric-pupil designs have rectangular fields with most of the field of view in one 
dimension only. Data plotted for these designs are representative of the larger field.

In Figs. 8 and 10, plots for the curved image designs are provided. The curvature of the image is 
adjusted to give optimum performance. Figures 7 and 9 are for the flat image designs.
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FIGURE 7 Field-of-view plots: F/1.25 on a flat image.
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FIGURE 8 Field-of-view plots: F/1.25 on a curved image.
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29.6 DEFINITIONS

Abbe number: A number that indicates the dispersion of a glass. Low dispersion glasses have a high 
Abbe number.

Abbe sine condition: A condition for zero coma, based on the requirement of equal marginal and 
paraxial magnifications. See Welford,61 Kingslake,9 or Korsch.14

anastigmatic: A surface or system free of astigmatism. Also stigmatic.

aperture stop: The aperture that limits the size of the axial beam passing through the system; the 
chief ray always passes through its center.

aplanatic: A surface or system that is corrected for spherical aberration and coma.
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FIGURE 9 Field-of-view plots: F/4 on a flat image.
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FIGURE 10 Field-of-view plots: F/4 on a curved image.
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astigmatism: An aberration that generates two different focal positions for rays in two perpendicu-
lar planes centered on the optical axis. These are called the sagittal and tangential planes.

axial color: The variation in focal position with wavelength.

axial stigmatism: A characteristic of a surface which is able to produce a perfect image of a single 
point object on-axis.

catadioptric: An optical system composed of refractive and reflective elements: catoptric, reflective 
and dioptric, refractive.

chief ray: A ray that passes through the center of the aperture stop and the edge of the image 
or object.

coma: An aberration resulting from the change in magnification with ray height at the aperture, 
so that rays near the edge of the aperture are focused further from rays near the axis, for the same 
field point.

conic constant: A constant defined by

k 2

where  is the eccentricity of the conic.

distortion: The variation in magnification with field angle.

entrance pupil: The image of the aperture stop in object space. The chief ray passes or appears to 
pass through the center of the entrance pupil.

exit pupil: The image of the aperture stop in image space. The chief ray passes or appears to pass 
through the center of the exit pupil.

focal ratio: The effective focal length of an objective divided by its entrance-pupil diameter. Focal 
ratio is also referred to as the FN, F-number, and speed.

field curvature: Image curvature produced by the combined effects of astigmatism and Petzval cur-
vature. When astigmatism is absent, the image surface coincides with the Petzval surface.

field stop: An aperture that limits the size of an intermediate or final image.

Herschel condition: A condition for invariance of aberrations with change in axial conjugates. See 
Welford61 and Korsch.14

higher-order aberrations: Aberrations defined by the higher-order terms in the aberration power 
series expansion. See Welford61 and Schulz.1

lateral color: An aberration that produces a dependence of image size on wavelength; also called 
chromatic difference of magnification.

Lyot stop: A real and accessible image of the aperture stop; used to block stray light.

marginal ray: A ray that passes through the center of the object or image and past the edge of the 
aperture stop.

medial image: The image halfway between the sagittal and tangential images. See Welford.61

monocentric system: An optical system in which all surfaces are concentric about the chief ray.

oblique spherical aberration: A higher-order aberration that is the variation of spherical aberration 
with field angle.

optical axis: The axis about which all optical elements are symmetric. In tilted and decentered sys-
tems, each element has a unique optical axis.

Petzval sum: The sum defined by

p
n

where is element power and n is the index of refraction. The reciprocal of the Petzval sum is the 
image radius of curvature.
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secondary magnification: System focal length divided by primary-mirror focal length.

secondary spectrum: The difference in focal position between two wavelengths corrected for axial 
color and one other wavelength which is not. For example, the blue and red focus coincide and the 
yellow focus is axially displaced.

spherical aberration: The only on-axis monochromatic aberration, spherical aberration results from 
rays at different heights coming to focus at different points along the optical axis. Smith,3 Rutten,12

Kingslake,9 Mackintosh,83 and Welford61 discuss aberrations. Welford specifically addresses aberrations.

third-order aberrations: Any of the Seidel aberrations: spherical aberration, coma, astigmatism, 
Petzval curvature, and distortion. See Welford.61

vignetting: The off-axis clipping of light by apertures in an optical system.

virtual image: A real image is visible when a screen is placed at its location. The image is visible 
because rays from the object converge at the image. A virtual image is not visible when a screen is 
placed at its location since real rays do not converge.

zonal spherical aberration: The incomplete correction of spherical aberration at radial zones in the 
aperture. For example, spherical aberration could be corrected for rays close to the center and edge 
of the aperture, but not corrected at other ray heights in the aperture.
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30.1 GLOSSARY

a aperture shape factor; calibrates diffraction angle as function of aperture intensity distribution

A area

C capacitance, electrical

d grating spacing, array element spacing

D useful beam width in scan direction (see W ); Dm  enlarged beam width due to a

fe data bandwidth

f focal length

F F-number (f/D)

FL field lens

FOV field of view

FWHM full width (of ) measured at half maximum intensity

H vehicle height

I resolution invariant; adaptation of Lagrange invariant, I D D , normalized intensity

k scanning constant (see m)

m scan magnification (d /d ) (for m  constant, m k / )

m composite magnification

M optical magnification (image/object)

n number of facets, refractive index, diffractive order

N number of resolution elements subtended by  or S

total number of cells in a phased array

P radiant power (watts)

PSF point spread function (intensity distribution of focused spot)

q number of cells in array period

Q q-factor (electromechanical)
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r radius

R reciprocity failure factor ( 1), scanner rpm

s sensitivity (recording medium)

S format width, no. of scans per revolution of scanner

t time

T time period, optical transfer factor ( 1)

V vehicle velocity, electrical voltage

W full aperture width, of which D is utilized (see )

w width at 1/e2 intensity

x along-scan direction

y cross-scan direction

  angular departure from normal beam landing, spectral power transfer factor, radiation intensity 
parameter

phosphor utilization factor ( 1)

spot size; if Gaussian, measured across 1/e2 intensity width or at FWHM

shift distance

chromatic error, ellipticity

duty cycle, conversion efficiency ( 1), efficiency

, optical scan angle, angular beamwidth

mechanical scan angle, along-track optical scan angle, optical field angle

wavelength

wavelength (acoustic grating), array period

truncation ratio (W/D)

Gaussian standard deviation

transit time (acoustic), retrace time, dwell time

30.2 INTRODUCTION

This chapter provides an overview of optical scanning techniques in context with their operational 
requirements. System objectives determine the characteristics of the scanner which, in turn, influence 
adjacent system elements. For example, the desired resolution, format, and data rate determine the 
scanner aperture size, scan angle, and speed, which then influence the associated optics. The purpose 
of this chapter is to review the diverse options for optical scanning and to provide insight to associated 
topics, such as scanned resolution and the reduction of spatial errors. This broad perspective is, how-
ever, limited to those factors which bear directly on the scanner. Referencing is provided for related sys-
tem relationships, such as image processing and data display. Topics are introduced with brief expres-
sions of the fundamentals. And, where appropriate, historical and technical origins are referenced.

The subject of scanning is often viewed quite differently in two communities. One is classified 
as remote sensing and the other, input/output scanning. Associated component nomenclature and 
jargon are, in many cases, different. While their characteristics are expanded in subsequent sections, 
it is useful to introduce some of their distinctions here. Remote sensing detects objects from a dis-
tance, as by a space-borne observation platform. An example is infrared imaging of terrain. Sensing 
is usually passive and the radiation incoherent and often multispectral. Input/output scanning, 
on the other hand, is local. A familiar example is document reading (input) or writing (output). 
Intensive use of the laser makes the scanning active and the radiation coherent. The scanned point is 
focused via finite-conjugate optics from a local fixed source.

While the scanning components may appear interchangeable, special characteristics and 
operational modes often preclude this option. This is most apparent for diffractive devices such as 
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acousto-optic and holographic deflectors. It is not so apparent regarding the differently filled scanning 
apertures, imparting important distinctions in resolution and duty cycle. The unification of some of 
the historically separated parameters and nomenclature is considered an opportunity for this writing.

A recent concentration of R&D in the field of agile beam steering is presented in Sec. 30.8. 
Intensive work has yielded encouragement in the long quest for achieving, for example, the per-
formance of articulated large mirrors while avoiding some of the systemic burdens of size, weight, 
and inertia. Recently, remarkable work has been done using microelectromechanical systems 
(MEMS) to make scanners on a small scale. Two particularly interesting devices are presented and 
are the digital micromirror device (DMD) incorporated into digital light processing (DLP) pro-
jectors and gimbal-less two-axis scanning-micromirror devices (GSMD). The DMD is essentially 
a two-dimensional array binary-state scanner or light switches, while the GSMD is a fully analog 
dual-axis scanner.

System Classifications

The following sections introduce the two principal disciplines of optical scanning, remote sensing, 
and input/output scanning, in preparation for discussion of their characteristics and techniques.

Remote Sensing The applications for passive (noninvasive) remote sensing scanners are varied and 
cover many important aspects of our lives. A signature representative of the target is obtained to 
form a signal for subsequent recording or display. This process is operationally distinct from active 
scanning, as expressed further in this chapter. Table 1 lists typical applications of these techniques. 
Clearly, remote scanning sensors can be hand held to satellite-borne.

A variety of scanning methods has been developed to accomplish the formation of image (or 
imagelike) data for remote sensing. These methods may be roughly divided into framing, push-
broom, and mechanical. Generally stated, frame scanning requires no physical scan motion and 
implies that the sensor has a two-dimensional array of detectors which are read out by use of elec-
tronic means (e.g., CCD), electron beam, or light beam. Such an array requires an optical system 
that has two-dimensional wide-angle capability. Pushbroom methods typically employ some exter-
nal means to move the image of a linear array of detectors along the area to be imaged. Mechanical 
methods generally include one- and two-dimensional scanning techniques incorporating as few as 
one detector to multiple- detector arrays. As is the case for pushbroom methods, image formation 
by one-dimensional mechanical scanning requires that the platform containing the sensor (or in 

TABLE 1 Representative Applications of Passive 
Scanning Sensors

Medical Government
Cancer Forest fires
Arthritis Police
Whiplash Smuggling

Industrial Search and rescue
Energy management Military

  Thermal fault detection  Gun sights
Electronic circuit Night vision

  detection   Tactical
Nondestructive testing   Navigation

Scientific Missiles
Earth resources Strategic
Weather   Aircraft
Astronomy   ICBM

Surveillance
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some cases the object) be moved to create the second dimension of the image. The latter two meth-
ods are discussed further in later sections of this chapter.

Mechanical scanners can be configured to perform either one- or two-dimensional scan patterns. 
In the case of a one-dimensional scanner, the second dimension needed to form an image is most 
often generated by movement of the sensor platform.

A number of optical scanning systems have been invented to satisfy the wide variety of applica-
tions. In the early years of passive scanning systems, the entire optical system was often moved in 
order to produce either a one- or two-dimensional scan pattern. The advent of airborne mapping or 
reconnaissance electro-optical systems began during the 1950s. Typically, the scanner performed a 
one-dimensional scan in object-space, as defined under the section “Object-Space and Image-Space 
Scanners,” orthogonal to the flight direction of the aircraft, while the motion of the aircraft gener-
ated the second dimension of the image. The resultant video information is stored on a recording 
medium such as photographic film, digital tape, and the like. The design and resultant performance 
of a scanning system are governed by a variety of parameters that are related by trade-off equations 
and considerations. The selection of the scanner type typically has a strong influence upon the ulti-
mate system performance. In subsequent discussion, the more important parameters related to the 
scanner selection will be covered. The complexities of the total system design and optimization are 
not within the scope of this chapter.

Input/Output Scanning In contrast to remote sensing, which captures passive radiation, active 
input/output scanning illuminates an object or medium with a “flying spot,” derived typically from 
a laser source. Some examples appear in Table 2, divided into two principal functions: input (detect-
ing radiation scattered from the scanning spot) and output (recording or display). Input is modu-
lated by the target to form a signal; output is modulated by a signal.

Some merit clarification. Under input is laser radar—a special case of active remote sensing, 
using the same coherent and flying-spot scanning disciplines as the balance of those exemplified. 
Earth resources imaging is the recording of remotely sensed image signals. Finally, data/image display 
denotes the general presentation of information, which could include “hard copy” and/or actively 
projected and displayed images.

Active scanning is synonymous with flying-spot scanning, the discipline most identified with the 
ubiquitous cathode-ray tube (CRT). While the utilized devices and their performance differ signifi-
cantly, the distinctions between CRT and laser radiation are primarily their degrees of monochro-
maticity and coherence, as addressed later in this chapter.

Thus, most high-resolution and high-speed flying-spot scanning are now conducted using the 
laser as a light source. This work in input/output scanning concentrates on the control of laser 
radiation and the unique challenges encountered in deflecting photons, devoid as they are of the 
electric and magnetic fields accompanying the electron beam. Reference is provided1–3 for pursuit of 
the CRT scanning discipline.

TABLE 2 Examples of Input/Output Scanning

Input Output

Image scanning/digitizing Image recording/printing
Bar-code reading Color image reproduction
Optical inspection Medical image outputs
Optical character recognition Data marking and engraving
Optical data readout Microimage recording
Graphic arts camera Reconnaissance recording
Scanning confocal microscopy Optical data storage
Color separation Phototypesetting
Robot vision Graphic arts platemaking
Laser radar Earth resources imaging
Mensuration Data/Image display
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Scanner classification Following the nomenclature introduced in the early 1970s,4,5 laser scan-
ners are designated as preobjective, objective, and postobjective. Figure 1 indicates the scan regions 
within a general conjugate optical transfer of a fixed reference (object) point Po to a moving focal 
(image) point Pi. The component which provides principal focusing of the wavefront identifies the 
objective lens.

The scanner can perform two functions (see section “Objective, Preobjective, and Postobjective 
Scanning” later in this chapter): one is translation of the aperture with respect to the information 
medium. This includes translation of the lens element(s) or translation of the object, or both, and 
is identified as an objective scan. The other is angular change of the optical beam with respect to the 
information medium. Angular scanners are exemplified by plane mirrors on rotating substrates. 
Although lenses can be added to an angular scanner, it is seldom so configured. The scanner is 
either preobjective or postobjective. In holographic scanning, however, the hologram can serve as an 
objective lens and scanner simultaneously.

Radial symmetry and scan magnification A basic characteristic of some angular scanners is 
identified as radial symmetry. When an illuminating beam converges to or diverges from the nodal 
or rotating axis of an angular scanner, it is said to exhibit radial symmetry.6 The collimated beam 
which is parallel to the rotating axis is a special case of radial symmetry, in which the illuminating 
beam propagates to or from a very distant point on the axis. Scanners exhibiting radial symmetry 
provide unity angular optical change for unity mechanical change. That is, m d d/ 1, where 
is the optical scan angle and is the mechanical change. The parameter m is called the scan magnifica-
tion, discussed later under “Augmented Resolution, the Displaced Deflector” for Eq. (19). It ranges 
typically between 1 and approximately 2, depending on the scanner-illumination configuration, per 
Table 3. In remote sensing, m / k. (See “Compound Mirror Optics Configurations.”)

The prismatic polygon (see “Monogon and Polygon Scanners”) exhibits a variable m, depending 
on the degree of collimation or focusing of the output beam. When collimated, m  2. When focus-
ing, the value of m shifts from 2 according to the composite magnification

m r f2 / (1)

where f and r are according to Fig. 4 and Eq. (19). This is similar to the ratio of angular velocities of 
the scanned focal point along the arc of a limaçon,5

/
cos

/
2 1

1 f r
(2)

FIGURE 1 Conjugate imaging system, showing scan regions, as determined by position of scanning member relative to 
the objective lens. Translational (objective) scan and angular (pre/postobjective) scan can occur individually or simultaneously.4
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Note that when r  0 or when f , / 2. In holographic scanners which are not radially sym-
metric, m depends on the angles of incidence and diffraction of the input and first-order output beam,

m di osin sin / (3)

where i and o are the input and diffracted angles (with respect to the grating normal) and d is the 
grating spacing. For example, when i o  30°, m  1; when i o  45°, m 2.

30.3 SCANNED RESOLUTION

Remote Sensing Resolution and Data Rates

Figure 2 illustrates the scanning geometry for an airborne line-scanning system where the aircraft 
is flying along a “track” at a height H and velocity V. The total scanned field of view is max and the 
cross-track and along-track instantaneous fields of view are  and , respectively.  The direction 
directly below the aircraft and normal to the scanned surface is called the nadir. The instantaneous field 

TABLE 3 Typical Features of Pyramidal and Prismatic Polygon Scanners

Item Description Pyramidal Prismatic

1 Input beam directiona Radially symmetricb Perpendicular to axisc

(typically parallel to axis)
2 Output beam directiona Arbitrary angle to axis Perpendicular to axisc

(typically perpendicular)
3 Scan magnificationb 1 2b

(scanning constant)
3a Along-scan error 1 2b

magnification
3b Max. scan angle, max 2 /n 4 /nb

(n  no. of facets)
4 Output beam rotation Yes No

about its axisd

5 Aperture shapee Triangular/keystone Rectangular
(overilluminated)

6 Enlargement of along- No Yes f

scan beam width Dm D/cos 
7 Error due to axial Yes No

polygon shiftg

8 Error due to radial Yes Yes
polygon shiftg

9 Fabrication cost Greater Lower

aWith respect to rotating axis.
bSee sections “Radial Symmetry and Scan Magnification” and “Augmenting and Scan Magnification.” Output beam assumed col-
limated.
cAll beams typically in same plane perpendicular to axis. See Figs. 26 and 28.
dObservable when beam is nonisotropic; e.g., elliptic, polarized, etc. Rotation of isotropic beam normally not perceived. See 
“Image Rotation and Derotation.”
eSee Table 4.
f  angular departure from normal landing. See “Scanner-Lens Relationships.”
gShift of image focal point in noncollimated light. No error in collimated light.

Cross-track and along-track in remote sensing correspond to along-scan and cross-scan, respectively, in input/output scanning.
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of view is defined as the geometrical projection of the detector with spatial dimensions dct and dat by 
the optics having a focal length of F. Therefore,  dct/F and dat/F. Figure 2 shows the “bow-tie” 
distortion of the scanning geometry which will be discussed further under “Image Consequences.”

The basic equation relating the aircraft velocity to the angular velocity of the scanning system to 
produce contiguous scan lines at the nadir is V H s/ , where s is the scanning system’s scan rate in 
scans per second. For a system with n detector elements aligned in the flight direction, V H ns/ .

The number of resolution elements or pixels in a single scan line is

N max (4a)

2

360
max

°
(4b)

where  is in radians, max is the total field of view measured in radians in Eq. (4a) and in 
degrees in Eq. (4b), for the scanning means employed, taking due regard for the duty cycle given 

FIGURE 2 Scanning geometry for an airborne line-
scanning system with a total scanned FOV of max. The air-
craft is flying at height H and velocity V. The cross-track and 
across-track instantaneous FOVs are  and , respectively. 
(After Wolfe, Proc. IRE, 1958.)

DO
 N

OT
 D

UP
LI

CA
TE



30.8  INSTRUMENTS

in Eq. (23). The scan rate, in scans per second, may be expressed as a function of the scan mirror 
speed by

s
RS
60

(5)

where R is the scan mirror rpm and S is the number of scans produced by the scanning mechanism 
per revolution of the optics. It follows that the number of resolution elements or pixels per second 
per scan line is

N
RS2

60 360
max

. . (6)

The angle max (in degrees) is determined by the configuration of the scan mirror and is max 360 · k/S,
where k is the scanning constant or scan magnification  and can have values ranging from 1 to 2. The 
specific value is dependent upon the optical arrangement of the scanner as exemplified in Table 3. 
The pixel rate may now be written as

N
kR2

60
(7)

The information retrieval rate of a system is often expressed in terms of the dwell time  or the 
data bandwidth fe as

f
N

e

1
2 2

(8)

By combining the preceding equations, the data bandwidth for a multiple-detector system can be 
expressed as

f
k V H

nSe

( )/
(9)

which illustrates clearly the relationship between important system parameters such as fe being 
inversely proportional to instantaneous field-of-view solid angle ( ).

Input/Output Scanning

Resolution Criteria, Aperture Shape Factor The resolution of an optical scanner is expressed5,7 by 
the number N of spots or elements that can be conveyed along a contiguous spatial path. The path is 
usually (nearly) linear and traversed with uniform velocity. Although the elements  are analogous 
to the familiar descriptors pixels or pels (picture elements), such identification is avoided, for pixels 
often denote spatially digitized scan, where each pixel is uniform in intensity and/or color. Active 
optical scan, on the other hand, is typically contiguous, except as it may be subjected to modulation. 
Normally, therefore, the scanned spots align and convolve to form a continuous spatial function that 
can be divided into elements by modulation of their intensity. To avoid perturbation of the elemen-
tal point spread function (PSF) by the modulating (or sampling) process, we assume that the scan 
function is modulated in intensity with a series of (Dirac) pulses of infinitesimal width, separated by 
a time t such that the spatial separation between spot centers is w vt, where v is the velocity of the 

See “Radial Symmetry and Scan Magnification” regarding scan magnification m which represents a more general form of 
the scanning constant k.
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scanned beam. It is often assumed that the size  of the thus-established elemental spot corresponds 
to w; that is, the width of the imaged spot is equal to the spacing from its neighbor.

To quantify the number N of such spots, those which exhibit a Gaussian intensity distribu-
tion are usually considered overlapping at one of two widths; at their 1/e2 intensity points, or at 
their 50 percent intensity points [the latter denoted as full width at half maximum (FWHM)]. 
Their relationship is

FWHM 0 589
1 2.
/e

(10)

The resolution N is identified with its measurement criterion, for the same system will convey 
different apparent N, per Eq. (10). That is, it will count approximately 1. 7 times as many spots at 
FWHM than at 1/e2 intensity.

These distinctions are accommodated8 by their aperture shape factors a. For example, the above 
Gaussian aperture distribution is represented by shape factors

a
e1 2

4
1 27

/
. (11a)

a a
eFWHM 0 589 0 75

1 2. .
/ (11b)

When adapted to the applicable equation for spot size

aF (12)

where F f/D is the F-number of the cone converging over the distance f from beam width D, and 
is the radiation wavelength, the resulting Gaussian spot size becomes

1 2

4
1 27

/
.

e

f
D

F (13a)

when measured across the 1/e2 intensity points, and

FWHM 0 75. F (13b)

when measured across FWHM.
The factor a further accommodates the resolution changes due to changes in aperture shape, as 

for apodized and truncated Gaussians. Ultimate truncation is that manifest when the illuminating 
spatial distribution is much larger than the limiting aperture (overillumination or overfilling), form-
ing the uniformly illuminated aperture.  Familiar analytic examples are the rectangular and round 
(or elliptic) apertures, which generate (for the variable x) the normalized intensity distributions 
[sin(x)/x]2 and [2J1(x)/x]2, respectively, where J1(x) is the first-order Bessel function of the first kind.

Figure 3 illustrates† the MTFs9 of several uniformly illuminated apertures. Their intersections 
with the 0.5 MTF value identifies the spatial frequency at which their modulation is 50 percent. With 
the rectangular aperture as a reference (its straight line intersects 0.5 MTF at 50 percent of the limit 
frequency, forming a  1), the intersections of the others with MTF  0.5 yield corresponding spatial 
frequencies and relative a-values. Since the spatial frequency bandpass is proportional to D/f  1/F,
the apertures of the others must be widened by their a-values (effectively lowering their F-numbers) 
to render equivalent response midrange.

Although the illumination and resulting PSFs are of a coherent wave, scanning forms a sequence of incoherently related 
intensity measurements of the space-shifting function, yielding an incoherent MTF.

†See Figs. 23 and 24 and related discussion for reduced power throughput due to approaching uniform illumination within 
the aperture.
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Table 4 summarizes the aperture shape factors (a) for several useful distributions.8 Truncated, 
when applied, is two dimensional. Noteworthy characteristics are

1. Scanning is in the direction of the width D or W.

2. The a-value of 1.25 for the uniformly illuminated round/elliptic aperture corresponds closely to 
the Rayleigh radius value of 1.22.

3. The Gaussian-illuminated data requires that the width D, measured at the 1/e2 intensity points be 
centered within the available aperture W. Two conditions are tabulated: untruncated10 (W  1.7D)
and truncation at W D.

4. The Gaussian-illuminated data also provides the a-values for 50 percent MTF, allowing direct 
comparison with performance of the uniformly illuminated apertures.

This data relates to apertures which, if apodized, are truncated two dimensionally. However, one-
dimensional truncation of a Gaussian beam by parallel boundaries is not uncommon, typical of that for 
acousto-optic scanning. There, the limiting aperture width W is constant, as determined by the device, 
while the Gaussian width D is variable.4,5,11,12 Table 5 tabulates the shape factor a for such conditions.

TABLE 4 Aperture Shape Factor a

Uniformly Illuminated Gaussian Illuminated

 (Spot a (Untruncated) a (Truncated) 
Shape a Overlap) W  1.7 D W D

Rectangular 1.0 @ 1/e2 Intensity 1.27 1.83
Round/elliptic 1.25 @ 1

2 –Intensity 0.75 1.13
Keystone 1.5 for 50% MTF 0.85 1.38
Triangular 1.7  Beam width D @ 1/e2, intensity

Width D for 1.7  centered within aperture width W
50% MTF

FIGURE 3 Modulation transfer function versus relative spatial fre-
quencies for uniformly illuminated rectangular, round, keystone, and trian-
gular apertures. Spatial frequency at 50 percent modulation (relative to 
that of rectangular aperture) determines the a value.5
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To relate to data in Table 4, the case of W/D  0 represents illumination through a narrow slit. 
This corresponds to the uniformly illuminated rectangular aperture, whence a  1. When  1, then 
W D and the parallel barriers truncate the Gaussian beam at its 1/e2 intensity points. Compared to 
symmetric truncation, this allows more of the Gaussian skirts to contribute to the aperture width, 
providing a  1.15 versus 1.38. When  2, the Gaussian beam of half the width of the boundaries 
is effectively untruncated, halving the resolution (a  1.75 vs. 0.85), but maximizing radiometric 
throughput. (See Fig. 24, observing nomenclature, where D  2wx and W  2ro.)

Fundamental Scanned Resolution The section on “Input/Output Scanning” introduced the two 
forms of optical scan: translation and angular deflection. Beam translation is conducted by objective 
scan, while angular deflection is either preobjective or postobjective. Examples of each are provided 
later in this chapter.

The resolution Ns of translational scan, by a beam focused to spot size  executing a scanned 
path distance S, is simply,

N
S

s (14)

Extremely high resolutions are practical, but are often limited to moderate speeds and bandwidths. 
Common implementations provide Ns  3000 to 100,000.

The resolution N of angular scan,† represented schematically in Fig. 4, capable of much higher 
speeds, is given by4,5,7

N
D

a
o (15)

where  is the useful deflected optical angle and Do is the effective aperture width at its nodal center, 
discussed in the next section. Common implementations provide N  2000 to 30,000. Equation 
(15) is independent of spot size  and dependent only on the aperture characteristics of Do and a,
and the wavelength . The beam could be converging, collimated, or diverging. When collimated, 
Do D, the actual width of the illuminated portion of the aperture. When converging or diverging, 
resolution augmentation occurs (see next section).

The numerator of Eq. (9) is a form of the Lagrange invariant,13 expressed in this nomenclature as

n D n D' ' ' (16)

TABLE 5 Aperture Shape Factor a for One-
Dimensional Truncation of a Gaussian Intensity 
Distribution

Truncation Ratio Shape Factor a
W/D for 50% MTF

0 1.0
0.5 1.05
1.0 1.15
1.5 1.35
2.0 1.75

W  width of aperture.
D  width of Gaussian beam at 1/e2 intensity points.
W and D measured in scan direction.

A high-resolution laser printer provides N = 3000 to 10,000, and a high-resolution graphic arts imager N = 10,000 to 100,000.
†Derived from Eq. (4a) with sin  = a /Do.
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where the primed terms are the refractive index, (small) angular deviation, and aperture width, 
respectively, in the final image space. For the common condition of n n  in air, the D product 
and resolution N are conserved, invariant with centered optics following the deflector.

Augmented Resolution, the Displaced Deflector In general, a scanning system can accumulate reso-
lution N by adding the two processes described previously, augmentation of angular scan with linear 
translation, forming

N N Ns (17)

Augmentation occurs, for example, with conventional multielement scanners (such as polygons) 
having deflecting elements (facets) which are displaced from the rotating axis by a distance r, and 
whose output beam is noncollimated. One active element (of width D) and its focused output beam 
is illustrated in Fig. 4. For convenient analysis,6 the deflecting element appears as overilluminated 
with an incident beam. The resulting resolution equations and focal spot positions are independent 
of over- or underillumination (see “Duty Cycle”).

Augmentation for increased resolution is apparent in Fig. 4, in which the output beam is derived 
effectively from a larger aperture Do which is located at o. By similar triangles, Do D (1 r/f ), 
which yields from Eq. (15),

N
D

a
r
f

1 (18)

This corresponds to Eq. (17), for in the Ns term the aperture D executes a displacement component 
S r , which, with Eq. (12) forms Eq. (14).

Following are some noteworthy observations regarding the parenthetic augmentation term:

1. Augmentation goes to zero when r  0 (deflector on nodal axis) or when f  (output beam 
collimated).

2. Augmentation adds when output beam is convergent ( f positive) and subtracts when output 
beam is divergent ( f negative).

3. Augmentation adds when r is positive and subtracts when r is negative (output derived from 
opposite side of axis o).

The fundamental or nonaugmented portion of Eq. (18), N D/a , has been transformed to 
a nomograph, Fig. 5, in which the angle  is represented directly in degrees. D/a  is plotted as a 
radius, particularly useful when a  1 μm, whereupon D/a  becomes the aperture size D, directly 
in mm. The set of almost straight bold lines is the resolution N. Multiples of either scale yield cor-
responding multiples of resolution.

Augmenting and scan magnification Equation (18) develops from Fig. 4, assuming that the opti-
mal scan angle  is equal to the mechanical angle . This occurs only when the scanner exhibits 

f

D

o

Do

p

r

FIGURE 4 Deflecting element of width D (e.g., mirror of polygon) dis-
placed by radius r from axis o, propagating a converging beam to p over focal 
distance f. Effective larger aperture Do appears at rotating axis.4
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radial symmetry (see “Radial Symmetry and Scan Magnification”). When, however, m d /d  1, 
as for configurations represented in the section “Objective, Preobjective, and Postobjective 
Scanning,” account must be taken of scan magnification m. Thus, the more complete resolution 
equation is represented by6,14

N
D

a
r

mf
1 (19)

where  per Fig. 4,  optical scan angle (active)
D  scan aperture width

 wavelength (same units as D)
 a  aperture shape factor
m  scan magnification ( d /d )

 mechanical scan angle about o
  r  distance from o to D
  f  distance from D to p

[see variations for r and f under Eq. (18)].
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Considering m /  as a constant, another useful form is

N
D

a
m

r
f

(20)

whose augmenting term shows a composite magnification

m m r f/
(21a)

which, for the typical prismatic polygon becomes

m r f2 / (21b)

Duty Cycle The foregoing resolution equations refer to the active portion of a scan cycle. The full 
scan period almost always includes a blanking or retrace interval. The ratio of the active portion 
to the full scan period is termed the duty cycle . The blanking interval can include short overscan 
portions (straddling the active format), which are used typically for radiometric and timing calibra-
tion. The duty cycle is then expressed as

1 /T (22)

where  is the blanking interval time and T is the full scan period. A reduced duty cycle increases 
instantaneous bandwidth for a given average data rate. In terms of the scan angle of polygons, for 
example, it limits the useful component to

max (23)

where max is the full available scan angle (see Table 3).

Over- and Underillumination (Over- and Underfilling) In overillumination, the light flux encom-
passes the entire useful aperture. This is usually implemented by illuminating at least two adjacent 
apertures (e.g., polygon facets) such that the active one is always filled with light flux. This not only 
allows unity duty cycle, but provides for resolution to be maximized for two reasons: (1) blanking or 
retrace may be reduced to zero; and (2) the full available aperture width is operative as D through-
out scan. The trade-off is the loss of illuminating flux beyond the aperture edges (truncation) and 
attendant reduction in optical power throughput (see “Coherent Source” under Sec. 30.5, p. 30.26). 
An alternative is to prescan15 the light flux synchronously with the path of the scanning aperture 
such that it is filled with illumination during its entire transit.

In underillumination, the light flux is incident on a portion of the available aperture, such that this 
subtense delimits the useful portion D. A finite and often substantive blanking or retrace interval results, 
thereby depleting the duty cycle, but maximizing the transfer of incident flux to the scanned output.

30.4 SCANNERS FOR REMOTE SENSING

Early Single-Mirror Scanners

Early scanning systems comprised an object-space mirror followed by focusing optics and a detector 
element (or array). The first scanners were simple rotating mirrors oriented typically at 45° to the 
axis as illustrated in Fig. 6. The rotational axis of the scan mirror lies parallel to the flight direction. 
In Fig. 6a, the scan efficiency and duty cycle of the oblique or single ax-blade scanner (see monogon 
under “Monogon and Polygon Scanners”) is quite low since only one scan per revolution (S  1) is 
generated. The scan efficiency of the wedge or double ax-blade scanner shown in Fig. 6b is twice 
as great (S  2), although the effective optical aperture is less than half that of the oblique scanner 
for the same mirror diameter. The scanning constant is k  1 for both types (see “Remote Sensing 
Resolution and Data Rates” in Sec. 30.3).
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Compound Mirror Optics Configurations

The aforementioned scanners suffered from a varying optical aperture as a function of view 
angle. To overcome this difficulty that causes severe variation in the video resolution during a 
scan line, several new line scanner configurations were developed. Most notable among these was 
the rotating prism scanner invented by Howard Kennedy16 in the early 1960s and which forms 
the basis for most of the produced wide-field-of-view line scanners. Figures 7 and 8 illustrate two 

Axi
s Axi

s

(a) (b)

FIGURE 6 Early forms of scanners for remote sensing. The oblique or single 
ax-blade scanner is shown in (a) and the wedge or double ax-blade is shown in (b).

FIGURE 7 Basic split-aperture scanner with a three-
sided scan mirror developed in the early 1960s. This scanner 
features wide FOV, constant optical aperture versus scan 
angle, and compact mechanical configuration.

FIGURE 8 Basic split-aperture scanner with a four-
sided scan mirror developed in the early 1960s. This scanner 
features wide FOV, constant optical aperture versus scan 
angle, and compact mechanical configuration.
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configurations of this scanner. The three-sided scan mirror (SM) shown in Fig. 7 rotates about 
its longitudinal axis at a high rate and the concomitant folding mirrors (FMs) are arranged such 
that the scanned flux is directed onto suitable focusing optics (FO) which focuses the flux at the 
detector D. As may be seen in the drawing of a four-sided scanner shown in Fig. 8, the effective 
optical aperture is split into two portions such that their sum is a constant value as a function 
of view angle. The width of each portion varies as the view angle is changed, with the portions 
being of equal value at the nadir position. The isometric view in Fig. 8 shows a portion of the 
scanner comprising the scan mirror, one folding mirror, and the focusing mirror. For this design, 
the number of scans per rotation of the scan mirror is equal to the number of faces on the scan 
mirror, and the scanning constant is k  2, which is also known as optical doubling (see item 3 
of the prismatic polygon in Table 3). Also, two faces of the scan mirror are always used to form 
the total optical aperture. Another advantage of this scanner configuration is that it produces a 
compact design for the total scanner system, a major reason for its popularity for over a quarter 
of a century.

Image Consequences

In airborne sensing, it is reasonable to assume that the earth is flat beneath the aircraft. When view-
ing along the nadir, the detector spatial footprint on the ground is H  and H  in the across- and 
along-track directions, respectively. As the view angle ( ) moves away from the nadir, the geometric 
resolution on the ground changes as illustrated in Fig. 2, which creates the bow-tie pattern. In the 
cross-track direction, it is easily shown that the footprint dimension is H  · sec2 , while in the 
along-track direction, the footprint dimension is H  · sec . The change in footprint as a function 
of view angle can be significant. For example, if max  120°, then the footprint area at the extremes 
of the scan line is about eight times greater than at the nadir.

Image Relation and Overlap

When a linear array of n detectors is used, it is easily seen that the image of the detector array rotates 
by exactly the same amount as the view angle if the scanner is pyramidal as shown in Fig. 6. No such 
rotation occurs for the prismatic polygon, as in the Kennedy scanner, for which each scan comprises 
n adjacent detector footprints on the ground that form a segmented bow tie. The next scan footprint 
has significant overlap with the preceding scan(s) for  0. A means to compensate for the radio-
metric difficulties caused by the overlap of scans has been developed.17 In a single detector system, 
this artifact is easily compensated by electronic means.

Rotating Wedge Scanner

Figure 9 shows a simple rotating wedge scanner that allows the generation of a wide variety of scan 
patterns, including a line scan. By controlling the rotational rates and phasing of the wedges, such 
patterns as included in Fig. 10 can be realized.18

Circular Scan

In some cases, a circular scan pattern has found utility. Typically, the entire optical system is rotated 
about the nadir with the optical axis inclined at an angle  to the nadir. Figure 11 depicts an object-
plane scanner showing how the aircraft or satellite motion creates contiguous scans. Although the 
duty cycle is limited, an advantage of such a scanner is that, at a given altitude, the footprint has the 
same spatial size over the scanned arc.
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FIGURE 9 Basic geometry of a simple rotating wedge scanner. A wide variety of scan 
patterns can be produced by controlling the rotational rates and phasing of the wedges. In 
principal, the detector can view any point within the circular scanned FOV of the scanner. 
Figure 10 presents typical scan patterns for constant rotational rates. Two-dimensional 
raster scans can be generated if general positional control of each prism is allowed.

FIGURE 10 Typical scan patterns for a rotating wedge scanner. The ratio of the rotational fre-
quencies of the two prisms is m, the ratio of the prism angles is k, and the phase relation at time zero is 

 (  = 0 implies the prism apexes are oriented in the same direction). A negative value of m indicates 
that the prisms are counter-rotating. (After Ref. 18, Fig. 12, p. 12.)
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Pushbroom Scan

A pushbroom scanner comprises typically an optical system that images onto the ground a linear 
array of detectors aligned in the cross-track direction or orthogonal to the flight direction. The 
entire array of detectors is read out every along-track dwell time which is at /(V/H). Often, 
when a serial read-out array is employed, the array is rotated slightly such that the read-out time 
delay between detectors creates an image that is properly aligned to the direction of motion. Some 
state-of-the-art arrays can transfer the image data in parallel to a storage register for further process-
ing. The principal advantage of the pushbroom scanner is that no moving parts are required other 
than the moving platform upon which it is located.

Two-Dimensional Scanners

Two-dimensional scanners have become the workhorses of the infrared community during the past 
two decades even though line scanners still find many applications, particularly in the area of earth 
resources. Scanners of this category can be classified into three basic groups, namely, object-space 
scanner, convergent-beam or image-space scanner, and parallel-beam or intermediate space scanner. 
Figure 12 depicts the generic form of each group.

Object-Space and Image-Space Scanners

The earliest two-dimensional scanners utilized an object-space scan mechanism. The sim-
plest optical configuration is a single flat-mirror (see Fig. 12a) that is articulated in such a 
manner as to form a raster scan. The difficulty with this scan mechanism is that movement 
of a large mirror with the necessary accuracy is challenging. The size of the mirror aperture 
when in object space must be greater than that of the focusing optics. By using two mirrors 
rotating about orthogonal axes, the scan can be generated by using smaller mirrors, although 

ABCABC Portion of scanned 
ground path

utilized

Detector ground patch

Focusing optics

Detector system

Vehicle motion

Scanning mirror

FIGURE 11 Basic configuration of a circular or conical scanner. 
The normal of the scanning mirror makes an angle  with the nadir. 
The scan pattern of the ground forms a series of arcs illustrated by 
scans A, B, and C. (After Ref. 19, Fig. 8-3, p. 340.)
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the objective optics must have the capability to cover the entire field of view rather than the 
FOV of the detector. Figure 13 illustrates such a scanner21 where mirror SM1 moves the beam 
in the vertical direction at a slow rate while mirror SM2 generates the high-speed horizontal 
scan. Although the focusing optics is shown preceding the image-space scan mirrors, the optics 
could be placed following the mirrors which would then be in object space. Although the high-
F-number or low-numerical-aperture focusing lens before the mirrors must accommodate the 
FOV, it allows the use of smaller mirror facets. The left-hand side of Fig. 13 shows an integral 
recording mechanism that is automatically synchronized to the infrared receptor side. This fea-
ture is one of the more notable aspects of the configuration and sets the stage for other scanner 
designs incorporating the integrated scene and display scanner. A disadvantage of this scanner 
is the large size and weight of the vertical scan mirror, in part, to accommodate both scene and 
display scan.

A variation of the two-mirror object-space scanner is known as the discoid scanner, which 
produces a raster scan at TV rates.22 Figure 14 depicts the scanner configuration which uses a high-
speed, multiple-facet scan mirror SM1 to generate the horizontal scan and a small, oscillating flat 
mirror SM2 to produce the vertical scan. An advantage of this scanner is that only a single detector 
is needed to cover the FOV, although a linear array oriented in the scan direction is sometimes used, 
with time-delay integration, to improve sensitivity. A feature of the “paddle” mirror scanner is the 
maintenance of a relatively stable aperture on the second deflector without the use of relay optics 
(see Figs. 21 and 32 and the section on the “Parallel-Beam Scanner”).

FIGURE 12 The three basic forms of two-dimensional scanners are shown in (a), (b), and (c). The object-space 
scanner in (a) comprises a scan mirror located in object space where the mirror may be moved in orthogonal angular 
directions. Image-space or convergent-beam scanner in (b) forms a spherical image surface due to motion of the scan 
mirror (unless special compensation motion of the scan mirror is provided). The parallel-beam or intermediate-
space scanner is illustrated in (c). It is similar to the scanner in (a) except that the scan mirror is preceded by an afocal 
telescope. By proper selection of the afocal ratio and FOV, the scan mirror and focusing lens become of reasonable 
size. The scan mirror forms the effective exit pupil. (After Ref. 20, Figs. 7.1 and 7.10.)
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Figure 15 depicts a reflective polygon scanner that generates the high-speed horizontal scan (per 
facet) by rotation of mirror SM about its rotational axis and the vertical movement of the scan pattern 
by tilting the spinning mirror about pivots P1 and P2 using cam C and its follower CF.23 The path of 
the flux from the object reflects from the active facet A of the scan mirror to the folding mirror FM to 
the focusing mirror FO back through a hole in mirror FM to the detector located in dewar D. Almost 

FIGURE 13 Early slow-scan-rate, image-space scanner where the flux from 
the scanned scene is imaged by the focusing objective lens FO onto the detector. 
The scene is scanned by mirrors SM1 (vertical) and SM2 (horizontal). A raster 
image of the scene is formed by imaging the light source using lenses L1 and L2. 
The display image and the scanned scene are synchronized by using the same 
pair of mirrors. The light source is modulated by the output of the detector.

FIGURE 14 Real-time, object-space scanner that has a compact 
geometry. The exit pupil EP is located on the active facet of the hori-
zontal scan mirror SM1.

DO
 N

OT
 D

UP
LI

CA
TE



SCANNERS  30.21

all scanners of this type exhibit scanned-field distortion; that is the mapping of object to image 
space is nonrectilinear (e.g., see the target distortion discussion in the section “Image Consequences” 
on p. 30.16).

In general, convergent-beam, image-space scanners suffer from severe defocus over the scanned 
field of view due to the field curvature produced by the rotation of the scan mirror in a convergent 
beam. The use of this type scanner is therefore rather limited unless some form of focus correction 
or curved detector array is employed. A clever invention by Lindberg24,25 uses a high-speed refrac-
tive prism and a low-speed refractive prism to create the scanned frame. Figure 16 shows the basic 

FIGURE 15 Object-space scanner that generates a raster scan using a single mirror SM which is driven by motor M1. 
The vertical motion of the mirror is accomplished by tilting the housing containing the scan mirror SM about pivots P1 
and P2 using the drive mechanism comprising motor M2, cam C, and CF. The FOV of scanners of this type can exceed 30°.

FIGURE 16 Basic configuration of a refractive prism scanner. The scan 
is generated by rotation of the prism. As shown, four scans are produced per 
complete rotation of the prism. By proper selection of the refractive index of the 
prism, reasonably wide FOV can be realized. Although only one prism is shown, a 
second prism can be included to produce the orthogonal scan direction.
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configuration for a one-dimensional scanner where the cube P is rotated about the axis orthogonal 
to the page. By proper selection of the refractive index and the geometry of the prism, focus is main-
tained over a significant and useful field of view. As can be seen from the figure, flux from the object 
at a given view angle is focused by lens L onto surface I which is then directed to the detector D by 
the refraction caused by the rotated prism. Numerous commercial and military thermographic sys-
tems have utilized this principle for passive scanning. Since the field of view, maximum numerical 
aperture, optical throughput, and scan and frame rates are tightly coupled together, such scanners 
have a reasonably constrained design region.

Other image-space scanners used in a convergent beam are the “soupbowl” and carousel scan-
ners.20 The soupbowl scanner shown in Fig. 17 uses a rotating array of mirrors to produce a circu-
larly segmented raster scan. The mirror facets may be at the same angle to generate more frames per 
rotation, given a detector array that has adequate extent to cover the field of view. The facets could 
also be tilted appropriately with respect to one another to produce contiguous segments of the field 
of view if a small detector array is employed. Figure 18 illustrates the configuration of the carou-
sel scanner which uses an array of mirrors arranged such that they create essentially a rectangular 
scan of the field of view. Another scanning means that has been used for certain forward-looking 
infrared systems (FLIRs) was to mechanically rotate a detector array of angular extent  about the 

FIGURE 17 Rotating reflective or “soupbowl” scanner. (After Ref. 20, Fig. 7.21, p. 309.)

FIGURE 18 Rotating reflective carousel scanner. (After Ref. 20, Fig. 7.22, 
p. 309.)
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optical axis of the focusing optics such that one end of the array was located an angular distance os
from the optical axis. The rotating action generated a circular arc scan pattern similar to that of a 
windshield wiper. The inner radius of the scan pattern is os and the outer radius is os . Clearly, 
the scan efficiency is rather poor and the necessity to use slip rings or the equivalent to maintain 
electrical connections to the detector array complicated acceptance of this scanner. The windshield 
wiper scan can also be generated by rotating only the optics if the optics incorporates anamorphic 
elements. A pair of cylindrical lenses placed in an afocal arrangement, as illustrated in Fig. 19 at 
rotational angles  and  90°, will rotate the beam passing through it at twice the rotational rate of 
the optics.26 See “Image Rotation in Derotation” in Sec. 30.6.

Multiplexed Image Scanning

With the advent of detector arrays comprising significant numbers of elements, the use of a single 
scan mirror became attractive. Figure 20 presents the basic parallel-beam scanner configuration 
used for the common module FLIR and thermal night sights. The flat scan mirror SM is oscillated 
with either a sawtooth or a triangular waveform such that the detector array D (comprising 60, 120, 
or 180 elements) is scanned over the FOV in the azimuthal direction while the extent of the detec-
tor covers the elevation FOV. Since the detectors are spaced on centers two detector widths apart, 
the scan mirror is tilted slightly in elevation every other scan to produce a 2:1 interlaced scan of 
the FOV. As shown in Fig. 20, the back side of the scan mirror is used to produce a display of the 
scanned scene by coupling the outputs of the detectors to a corresponding array of LEDs which are 
projected to the user’s eye by lenses L1, L2, L3, and L4.

Parallel-Beam Scanner

A more complex two-dimensional, parallel-beam scanner configuration of the type shown in Fig. 12c
has been developed by Barr & Stroud and is illustrated in Fig. 21, which incorporates an oscillating 
mirror SM1, a high-speed polygon mirror SM2 driven by motor M2, and relay optics L1. (See discussion 

(a)

Scanned
scene

(b)

Scanned
scene

FIGURE 19 “Windshield wiper” scanner. The circular scan 
is generated by rotating the anamorphic optics about its optical 
axis. The detector array is located radially and offset from the 
optical axis. Two scans are produced for each complete rotation 
of the optics. The lens is shown in (a) at rotation angle  and in 
(b) at rotation angle  + 90°. Although the lens shown is focal, the 
lens could be afocal and followed by a focusing lens.

DO
 N

OT
 D

UP
LI

CA
TE



30.24  INSTRUMENTS

FIGURE 20 Basic configuration of the common module scanner. The front side of the flat 
scan mirror SM is used to direct the flux from the scanned scene to the detector D through the 
focusing lens. The outputs from the infrared detector array are used to modulate a correspond-
ing LED array. The LED array is collimated by L1 and scanned over image space by the back side 
of SM. Lenses L2–L4 are used to project the image of the LED array to the observer’s eye.

FIGURE 21 Compact real-time scanner. The horizontal scan mirror SM2 is 
shown in two positions to illustrate how the field of view is related to location on 
mirror L1. Mirror L1 serves as a relay mirror of the pupil on mirror SM1 to SM2.
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at end of Sec. 30.5.)27 An afocal telescope is located before the scanner to change the FOV, as is typi-
cal of parallel-beam scanners. Another innovative and compact two-dimensional scanner design by 
Kollmorgen is depicted in Fig. 22 and features diamond-turned fabrication technology for ease of 
manufacture and alignment of the mirrors and mounts.28 Another parallel-beam scanner that uses a 
simple scan mirror has been developed.29 The scan mirror is multifaceted with each facet tilted at an 
angle that positions the detector array in a contiguous manner in elevation. By having the nominal 
tilt angle of the facets be 45° to the rotation axis, minimal scanned-field distortion is realized.

30.5 SCANNING FOR INPUT/OUTPUT IMAGING

Power Density and Power Transfer

Incoherent Source This topic merits introduction as the predecessor to laser scanning—cathode-
ray tube (CRT), flying-spot scanning and recording.1,2,3 Adaptation to other forms of incoherent 
sources, such as light-emitting diodes (LEDs) will be apparent. Similarities and contrasts with the 
handling of coherent sources are expressed.

In a CRT, the electron beam power P (accelerating voltage beam current) excites a phosphor of 
conversion efficiency  and utilization factor . The resulting radiant power is transferred through 
an imaging system of optical transmission efficiency T and spectral power transfer  to a photosen-
sitive medium of area a during a time t. The resulting actinic energy density is given by3

E
T Pt
A

J/cm2 (24)

[1 J (joule)  1 W-s (watt-sec)  107 ergs].

FIGURE 22 Extremely compact, real-time scanner. Diamond-turned 
optics are used throughout this configuration. (After Ref. 28, Fig. 1.)
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The first four terms are transfer factors ( 1) relating to the CRT, but adaptable to other radiant 
sources. They are determined3 for a principal group of CRT recording phosphors having varying 
processes of deposition and aluminizing, and for two typical (silver halide) photosensitive spectral 
responses: noncolor sensitized and orthochromatic. The spectral transfer term  is determined from the 
relatively broad and nonanalytic spectral characteristics of the CRT phosphors and the photosensors,

i

n
i i

i

j

m
j

j

P

P

S

S

P

P

j i
1

1

max max

max

( ) (25)

where the Ps and the Ss are the radiant power and medium sensitivity, respectively, taken at signifi-
cant equal wavelength increments .

The optical transfer term T is composed of three principal factors, T TrTfTv, where Tr is the 
fixed transmission which survives losses due to, for example, reflection and scatter, Tf is the fixed 
geometric transfer, and Tv is the spectrally variable transmission of, for example, different glass 
types. The fixed geometric transfer is given by3

T
Mf

V

F

cos4

2 21 4 1( )
(26)

The numerator ( 1) is a transfer factor due to field angle  and vignetting30 losses, F is the lens 
F-number, and M is the magnification, image/object. The variable component Tv requires evaluation 
in a manner similar to that conducted for the . The resulting available energy density E is determined 
from Eq. (24) and compared to that required for satisfactory exposure of the selected storage material.

Coherent Source Determination of power transfer is much simplified by utilization of a mono-
chromatic (single-line laser) source. Even if it radiates several useful lines (as a multispectral source), 
power transfer is established with a finite number of relatively simple determinations. Laser lines are 
sufficiently narrow, compared to the spectral characteristics of most transmission and detection 
media, so that single point evaluations at the wavelengths of interest are usually adequate. The com-
plexity due to spectral and spatial distributions per Eqs. (25) and (26) are effectively eliminated.

In contrast to the incoherent imaging system described above, which suffers a significant geo-
metric power loss represented by Tf of Eq. (26), essentially all the radiant power from the laser 
(under controlled conditions discussed subsequently) can be transferred to the focal spot. Further, 
in contrast to the typical increase in radiating spot size with increased electron beam power of a 
CRT, the radiating source size of the laser remains essentially constant with power variation. The 
focused spot size is determined (per the section “Resolution Criteria, Aperture Shape Factor”) 
by the converging beam angle or corresponding numerical aperture or F-number, allowing for 
extremely high power densities. Thus, a more useful form of Eq. (24) expresses directly the laser 
power required to irradiate a photosensitive material as

P
sR
T

A
t

watts (27)

where  s  material sensitivity, J/cm2

  R  reciprocity failure factor, 1
  T  optical throughput efficiency, 1
  A  exposed area, cm2

  t  time over area, A

The reciprocity failure factor R appears in Eq. (27), since the exposure interval t (by laser) can 
be sufficiently short to elicit a loss in sensitivity of the photosensitive medium (usually registered by 
silver halide media). If the A/t value is taken as, for example, an entire frame of assumed uniform 
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exposure interval (including blanking), then the two-dimensional values of  must appear in the 
denominator, for they could represent a significant combined loss of exposure time.

The optical throughput efficiency T is a result of loss factors including those due to absorption, 
reflection, scatter, diffraction, polarization, diffraction inefficiency in acousto-optic and holographic 
elements, and beam truncation or vignetting. Each requires disciplined attention. While the radia-
tion from (fundamental mode) laser sources is essentially conserved in traversing sufficiently large 
apertures, practical implementation can be burdensome in scanners. To evaluate the aperture size 
consistent with throughput power transfer, Figs. 23 and 24 are useful. The data is generalized to 

y

x

Wx

Wy

roO

FIGURE 23 Irradiance of a single-mode laser 
beam, generalized to elliptical, centered within a circular 
aperture of radius ro.

31 Glossary as published; D (as used 
here) = 2wx and w (as used here) = 2ro.
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FIGURE 24 Variations of the encircled energy 100 × L(%) versus the ellipticity  and the ratio 
ro/wx as a parameter.31 Glossary as published; D (as used here) = 2wo and w (as used here) = 2ro.
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elliptic, accommodating the irradiance of typical laser diodes.31,32 Figure 23 shows an irradiance dis-
tribution having ellipticity wx/wy (w @ 1/e2 intensity) apertured by a circle of radius ro. Figure 24 
plots the encircled power (percent) versus the ellipticity, with the ratio ro/wx as a parameter. When 

 1, it represents the circular Gaussian beam. Another parameter closely related to this efficiency 
is the aperture shape factor (discussed previously) affecting scanned resolution. (Note: D  2wx
and w  2ro.)

Objective, Preobjective, and Postobjective Scanning

Classification Characteristics The scanner classifications designated as preobjective, objective, and 
postobjective were introduced previously and represented in Fig. 1 as a general conjugate optical 
transfer. This section expresses their characteristics.

Objective scan (transverse translational) Translation of an objective lens transverse to its axis 
translates the imaged focal point on the information surface. (Axial lens translation which optimizes 
focus is not normally considered scanning.) Translation of the information medium (or object) 
with respect to the objective lens forms the same effect, both termed objective scan.  The two forms 
of objective scan appear in Fig. 25, the configuration of a drum scanner.

Preobjective scan (angular) Preobjective scan can provide a flat image field.† This is exemplified 
by angularly scanning a laser beam into a flat-field or f-  lens,33 as illustrated in Fig. 26, an important 
technique discussed further under “Pyramidal and Prismatic Facets” and “Flat-Field Objective Optics.”

FIGURE 25 Drum configuration executing two forms of objec-
tive scan: (a) lens and its focal point translate with respect to storage 
medium and (b) storage medium translates with respect to lens during 
drum rotation.4

Objective scan is limited in speed because the translating lens elements or storage medium must execute the desired final 
scan velocity, limited by the articulation of relatively massive components.

†Applies beyond the small scan angle  arctan , which may be considered linear. Also, no separate dynamic focus to aid 
forming a flat field.
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Postobjective scan (angular) Postobjective scan which is radially symmetric per Fig. 27 generates 
a perfectly circular scan locus.  Departure from radial symmetry (e.g., focal point not on the axis of 
Fig. 27) generates noncircular (e.g., limacçon5) scan, except for when a postobjective mirror with its 
surface on its axis generates a perfectly circular scan locus, illustrated in Fig. 28. The input beam is 
focused beyond the axis at point o. Scan magnification m  2.

Placing the objective lens in the output beam and coupling it rigidly to the scanner (e.g., of Fig. 27) maintains the same 
characteristic. This is identified as objective scan (angular). The scanner and lens may be combined, as in a hologram.

FIGURE 26 Polygon preobjective scan. The rotating polygon reflects and scans the input beam through 
the angle . The flat-field lens transforms this  change to (nominally) linear x displacement along a straight 
scan line. The input beam and the scanned beam reside nominally in the same plane.4

FIGURE 27 Monogon postobjective scan. Generates a curved image. When input 
beam is focused on the axis (at point o), then system becomes radially symmetric, and 
image locus forms section of a perfect circle.4
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Objective Optics

The objective lens converges a scanned laser beam to a moving focal point. The deflector can appear 
before, at, or after the lens, forming preobjective, objective, and postobjective scanning, respectively 
(see previous discussion).

On-Axis Objective Optics The simplest objective lens arrangement is one which appears before 
the deflector, as in Fig. 27, where it is required only to focus a monochromatic beam on-axis. The 
(postobjective) deflector intercepts the converging beam to scan its focal point. Ideally, the process 
is conducted almost aberrationlessly, approaching diffraction-limited performance. Since the lens 
operates on-axis only (accommodates no field angle), if the F-number of the converging cone is 
sufficiently high (see “Resolution Criteria, Aperture Shape Factor”), it can be composed of a single 
lens element. This simple arrangement can scan a perfectly circular arc [see “Postobjective Scan 
(Angular)]”, the basis for the elegance of the internal drum scanner and the requirement for adapt-
ing the information medium to a curved surface.

Flat-Field Objective Optics Almost all other lens configurations are required to form a flat field 
by transforming the angular scan to a straight line.33 The deflector appears before the lens—
preobjective. The most common configuration is similar to that of Fig. 26, as detailed further in 
“Design Considerations” under “Monogon and Polygon Scanners,” in which the scanned beam is 
shown collimated. Application is not limited to polygon scanners. Similar lenses adapt to a variety 
of techniques, including galvanometer, acousto-optic, electro-optic, and holographic scanners. The 
lens must accept the scanned angle  from the aperture D and converge the beam throughout the 
scanned field to a best-focus along a straight-line locus. Depending on the magnitudes of  and D,
the F-number of the converging cone and the desired perfection of straight-line focus and linear-
ity, the lens assembly can be composed of from 2 to 7 (or more) elements, with an equal number 
of choices of index of refraction, 4 to 14 (or more) surfaces, and 3 to 8 (or more) lens spacings, all 
representing the degrees of freedom for the lens designer to accommodate performance. A typical 
arrangement of three elements is illustrated in Fig. 34.

FIGURE 28 Postobjective scan with mirror surface on rotating axis. Input beam is focused by objective lens 
to point o, intercepted by mirror and reflected to scanning circular locus. Scan magnification m  d /d 24.
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Telecentricity A more demanding arrangement is illustrated in Fig. 29, showing six elements 
forming a high-performance scan lens in a telecentric configuration.30 Telecentricity is represented 
schematically in Fig. 30, in which an ideal thin-lens element depicts the actual arrangement of Fig. 
29. Interposed one focal length f between the scanning aperture D (entrance pupil) and the flat 
image surface, the ideal lens transforms the angular change at the input to a translation of the out-
put cone. The chief ray of the ideal output beam lands normal to the image surface. The degree of 
telecentricity is expressed by the angular departure from normal landing. Telecentricity is applied 
typically to restrict the spread of the landing beam and/or to retroreflect the probing beam efficiently 

FIGURE 29 High-performance telecentric lens at output of pyramidal 
polygon scanner, see Fig. 34. (Lens elements shown cut for illustration only.)4

Ideal
lens

D

Entrance
aperture

Translating
output cone

Axis

Scanned
focal point

Image
plane

ff

FIGURE 30 Telecentric optical system. Schematic illustration of ideal lens transforming angular scan 
 from aperture D to translational scan landing normal to the image plane.4
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for internal system calibration. This facility comes dearly, however, for the final lens elements must 
be at least as wide as the desired scan format. A further requirement is the need to correct the non-
linearity of the simple system of Fig. 30, in which the spot displacement is proportional to the tan-
gent of the scan angle, rather than to the angle directly. As in all scan lenses, compensation to make 
displacement proportional to scan angle is termed the f-  correction.

Double-pass and beam expansion Another variation of the objective lens is its adaptation to 
double-pass,4,5,33 as depicted in Fig. 31. The lens assembly serves two functions: first, as the col-
limating portion of a lenticular beam expander 33 and second, upon reflection by the scanner, as 
a conventional flat-field lens. This not only provides compaction, but since the illuminating beam 
is normal to the undeflected facet, the beam and facet undergo minimum enlargement, conserving 
the size of the deflector. A slight skew of the input and output planes, per Fig. 31, avoids obstruc-
tion of the input and scanned beams at the folding mirror. An alternate input method is to make 
the lens array wide enough to include injection of the input beam (via a small mirror) from the 
side; at an angle sufficiently off-axis to avoid obstruction of the reflected scanned beam.33 This 
method imposes an off-axis angle and consequential facet enlargement and beam aberration, but 
allows all beams to remain in the same plane normal to the axis, avoiding the (typically) minor 

FIGURE 31 Prismatic polygon in double-pass configuration. Narrow input 
beam is focused by positive lens, expanded, and picked-off by folding mirror to be 
launched through flat-field lens (in reverse direction). Beam emerges collimated, 
illuminates facets and is reflected and scanned by rotating polygon to be recon-
verged to focus on scan line. Input and output beams are slightly skewed above and 
below lens axis to allow clear separation by folding mirror. (Flat-field lens elements 
shown cut for illustration.)4

Beam expansion/compression can also be achieved nonlenticularly with prisms.34 Introduction in 1964 of the phrase “beam 
expander” by Leo Beiser, and its dissemination to generic form, is summarized in App.1 of Ref. 6.
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scanned bow which develops in the aforementioned center-skewed method. Other factors relating 
to increased surface scatter and reflection need be considered.

The requirement for beam expansion noted here is fundamental to the formation of the aperture 
width D which provides a desired scanned resolution. Since most gas lasers radiate a collimated 
beam which is narrower than that required, the beam is broadened by propagating it through an 
inverted telescope beam expander, that is, an afocal lens group having the shorter focal length 
followed by the longer focal length.  Operation may be reversed, forming beam compression, as 
required. In the previously described double-pass system (Fig. 31), the objective lens provides the 
collimating portion (long-focal-length group) of a beam expander.

Conservation of Resolution A most significant role of objective optics following the scanner is 
its determination of the integrity of scanned format, not of scanned resolution, as discussed under 
“Input/Output Scanning”. Denoting N as the total number of scanned elements of resolution to 
be conveyed over a full format width, in first analysis, N is invariant with intervening ideal optics. 
In reasonably stigmatic systems, the lens determines the size of the spots, not their total number.
The number of spots is determined at the deflector, whether it be galvanometer, acousto-optic, 
electro-optic, polygonal, holographic, phased array, or any other angular scanner. This invariance 
is expressed as

I D D (28)

an adaptation of the Lagrange invariant [see “Fundamental Scanned Resolution,” Eq.(16)], which 
is illustrated effectively with telescopic operation. If the scanned beam is directed through a 
telescope (beam compression), as in Fig. 32, the demagnification of f2/f1 reduces D to D , but 
also expands  to  by the same paraxial factor, sustaining resolution invariance. If D were the 
deflecting aperture width and L1 were its objective lens (telecentric in this case), then the image 
along surface S would exhibit the same number of N spots as would appear if the output beam 
from D  were focused by another objective lens to another image plane. This schematic represents, 
effectively, a pupil-transferring optical relay.4,5 (See Chap. 17, “Lenses” and Chap. 18, “Afocal Systems” 
in this volume.)

D

L1

L2S

/2
/2

W/2

D

CL

f1 f1 f2 f2

FIGURE 32 Illustration of invariance I = D = D  with telescopic transfer of scanned angle  from aperture D.4
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30.6 SCANNER DEVICES AND TECHNIQUES

Many of the techniques addressed here for input/output imaging apply equally to remote sens-
ing. Their reciprocal characteristic can be applied effectively by reversing the positions (and ray 
directions) of the light source(s) and detector(s). Preobjective and postobjective scanning have 
their counterparts in object-space and image-space scanning. A notable distinction, however, is 
in the option of underillumination or overillumination of the deflecting aperture in input/out-
put imaging, while the aperture is most often fully subtended in collecting flux from a remote 
source. This leads to the required attention to aperture shape factor in input/output imaging, 
which is less of an issue in remote sensing. Another is the need to accommodate a relatively 
broad spectral range in remote sensing, while input/output operation can be monochromatic, or 
at least polychromatic. The frequent use of reflective optics in both disciplines tends to normalize 
this distinction.

Monogon and Polygon Scanners

The rotating mirrored polygon is noted for its capacity to render high data rate at high resolution. It 
is characterized by a multiplicity of facets which are usually plane and disposed in a regular array on 
a shaft which is rotatable about an axis. When the number of facets reduces to one, it is identified as 
a monogon scanner.

Pyramidal and Prismatic Facets Principal arrangements of facets are termed prismatic (Fig. 33) 
or pyramidal (see Fig. 34 and “Scanner-Lens Relationship”). Figure 27 is a single-facet pyramidal 
equivalent, while Fig. 28 is a single-facet prismatic equivalent (common galvanometer mount).

The prismatic polygon of Fig. 33 is oriented typically with respect to its objective optics in a 
manner shown in Fig. 26, while Fig. 34 shows the relationship of the pyramidal polygon to its flat-
field lens. The pyramidal arrangement allows the lens to be oriented close to the polygon, while, as 
in Fig. 26, the prismatic configuration requires space for clear passage of the input beam.  Design 
consideration for this most popular arrangement is provided later in this chapter.

In remote sensing, applying reciprocity, this is the detected beam.

FIGURE 33 Prismatic polygon (underilluminated). Input beam perpendicular to 
axis. Its width D illuminates a portion of facet width W. Rotation through angle  yields 
scanned angle  = 2 , till facet corner encounters beam. Scan remains inactive for fraction 
D/W, yielding duty cycle  = 1 Dm/W.4
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Table 3 lists significant features and distinctions of typical polygon scanners. Consequences of 
item 3, for example, are that the scan angle of the prismatic polygon is twice that of the pyramidal 
one for a given rotation. To obtain equal scan angles  of equal beam width D (equal resolutions 
N) and to provide equal duty cycle (see “Augmenting and Scan Magnification”) at equal scan rates, 
the prismatic polygon requires twice the number of facets, is almost twice the diameter, and rotates 
at half the speed of the pyramidal polygon. The actual diameter is determined with regard for the 
aperture shape factor (previously discussed) and the propagation of the beam cross section (pupil) 
across the facet during its rotation (see “Design Considerations”).

Image Rotation and Derotation When a beam having a round cross section is focused to an iso-
tropic point spread function (psf), the rotation of this distribution about its axis is typically unde-
tectable. If, however, the psf is nonisotropic (asymmetric or polarized), or if an array of 2 or more 
points is scanned to provide beam multiplexing,6 certain scanning techniques can cause an unde-
sired rotation of the point and the array of points on the image surface.

Consider a monogon scanner, per Fig. 27. As shown, the input beam overilluminates the rotating 
mirror. Thus, the mirror delimits the beam, establishing a rectangular cross section which maintains 
its relative orientation with respect to the image surface. Thus, if uniformly illuminated, the focal 
point on the image surface (having in this case a sinc2x · sinc2 y psf, x  along-scan and y  cross-
scan) maintains the same orientation along its scanned line. If, however, the input beam is polarized, 
the axis of polarization of the imaged point will rotate directly with mirror rotation within the rect-
angular psf. Similarly will be rotation for any radial asymmetry (e.g., intensity or ellipticity) within 
the aperture, resulting in rotation of the psf.

Consider, therefore, the same scanner underilluminated with, for example, an elliptical Gaussian 
beam (with major axis horizontal). The axis of the imaged elliptic spot (intended major axis vertical) 

FIGURE 34 Pyramidal polygon (overilluminated). Input beam, parallel to 
axis, is scanned (by 45° pyramidal angle) in plane perpendicular to axis. When 
input beam illuminates two facets (as shown), one facet is active at all times, 
yielding (up to) 100 percent duty cycle. Facet width is full optical aperture D,
minimizing polygon size for a given resolution, but wasting illumination around 
unused facet regions. Can operate underilluminated (per Fig. 33) to conserve 
throughput efficiency, but requires increased facet width (and polygon size) to 
attain high-duty cycle. (Flat-field lens elements shown cut for illustration.4)
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will rotate directly with the mirror. Similarly, if the scanner is illuminated with multiple beams 
displaced slightly angularly in a plane (to generate an in-line array of spots), the axis of the imaged 
array will rotate directly with mirror rotation.

This effect is transferrable directly to the pyramidal polygon which is illuminated per Fig. 34. It may 
be considered as an array of mirrors, each exhibiting the same rotation characteristics as the monogon 
of Fig. 27. The mirrors of Fig. 34 are also overilluminated, maintaining a stationary geometric psf dur-
ing scan (if uniformly illuminated), but subject to rotation of, for example, polarization within the psf. 
Similarly, it is subject to rotation of an elliptical beam within the aperture, or of a multiple-beam array.

Not so, however, for the mirror mounted per Fig. 28 (galvanometer mount), or for the prismatic 
polygon of Figs. 26 and 33, which may be considered a multifacet extension of Fig. 28. When the 
illuminating beam and the scanned beam form a plane which is normal to the axis of mirror rota-
tion, execution of scan does not alter the characteristics of the psf, except for the possible vignett-
ing of the optical aperture and possible alteration of reflection characteristics (e.g., polarization) 
with variation in incident angle. It is noteworthy that in the prior examples, the angles of incidence 
remained constant, while the image is subject to rotation; and here, the angles of incidence change, 
while the image develops no rotation.

The distinction is in the symmetry of the scanning system with respect to the illumination. The 
prior examples (maintaining constant incidence while exhibiting image rotation) are radially sym-
metric. The latter examples (which vary incidence but execute no image rotation) represent the limit 
of radial asymmetry. While mirrored optical scanners seldom operate in regions between these two 
extremes, holographic scanners can, creating possible complications with, for example, polarization 
rotation. This is manifest in the variation in diffraction efficiency of gratings for variation in p and s
polarizations during rotation. (See “Operation in the Bragg Regime.”)

Image Derotation Image derotation can be implemented by interposing another image-rotating 
component in the optical path to cancel that caused by the scanner. The characteristic of an image 
rotator is that it inverts an image.13 Thus, with continuous rotation, it rotates the image, develop-
ing two complete rotations per rotation of the component. It must, therefore, be rotated at half the 
angular velocity of the scanner.

While the Dove prism13 is one of the most familiar components used for image rotation, other 
coaxial image inverters include13

Three-mirror arrangement, which simulates the optical path of the Dove prism

Cylindrical/spherical lens optical relay

Pechan prism, which allows operation in converging or diverging beams

Design Considerations A commonly encountered scanner configuration is the prismatic polygon 
feeding a flat-field lens in preobjective scan, illustrated schematically in Fig. 26. The size and cost of 
the flat-field lens (given resolution and accuracy constraints) is determined primarily by its prox-
imity to the scanner and the demand on its field angle. A larger distance from the scanner (pupil 
relief distance) imposes a wider acceptance aperture for a given scan angle, and a wider scan angle 
imposes more complex correction for off-axis aberration and field flattening. The pupil relief dis-
tance is determined primarily by the need for the input beam (Fig. 26) to clear the edge of the flat-
field lens. Also, a wider scan angle reduces the accuracy requirement for pixel placement. Since the 
scan angle  subtends the desired number N of resolution elements, a wider angle provides a larger 
angular subtense per element and correspondingly larger allowed error in angle  for a desired 
elemental placement accuracy N. This applies in both along-scan and cross-scan directions, x
and y, respectively (see Sec. 30.7).

Subsequent consideration of the scanner-lens relationships requires a preliminary estimate of 
the polygon facet count, in light of its diameter and speed. Its speed is determined by the desired 
data rates and entails considerations which transcend the optogeometric ones developed here. 
Diffraction-limited relationships are used throughout, requiring adjustment for anticipated aberration 
in real systems. The wavelength  is a convenient parameter for buffering the design to accommodate 
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aberration. For example, an anticipated fractional spot growth of 15 percent due to systematic aber-
ration is accommodated by using  1.15 .

Performance characteristics which are usually predisposed are the resolution N (elements per 
scan), the optical scan angle , and the duty cycle . Their interrelationships are presented under 
“Input/Output Scanning,” notably by Eqs. (15) and (23). The values of N and  for a desired image 
format width must be deemed practical for the flat-field lens.

Following these preliminary judgments, the collimated input beam width D is determined from 
[see “Fundamental Scanned Resolution” Eq. (15)]

D Na / (29)

where a is the aperture shape factor and  is the wavelength. For noncollimated beams, see 
“Augmented Resolution, the Displaced Deflector,” notably Eq. (19). The number of facets is deter-
mined from Table 3 and Eq. (23),

n 4 / (30)

whereupon it is adjusted to an integer.

Scanner-lens relationships The polygon size and related scan geometry into the flat-field lens 
may now be determined.35 Figure 35 illustrates a typical prismatic polygon and its input and output 
beams, all in the same plane. One of n facets of width W is shown in three positions: undeflected and 
in its limit-rotated positions. The optical beams are shown in corresponding undeflected and limit 
positions, deflected by /2. A lens housing edge denotes the input surface of a flat-field lens. Angle 
 provides clear separation between the input beam and the down-deflected beam or lens housing. 

The pupil relief distance P (distance ac) and its slant distance Pe (distance bc) are system parameters 
which establish angle  such that cos P/Pe. Angle  represents the off-axis illumination on the 
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FIGURE 35 Polygon, beam, and lens relationships. Showing undeflected and limit facet and beam positions.4
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polygon which broadens the input beam on the facet. The beam width Dm on the facet is widened 
due to  and due to an additional safety factor t (1 t  1.4) which limits one-sided truncation of 
the beam by the edge of the facet at the end of scan. Applying these factors, the beam width becomes

D
Dt

m cos
(31)

Following Eq. (15), the duty cycle is represented by  1 − Dm/W, yielding the facet width

W Dm /( )1 (32)

from which the outer (circumscribed) polygon diameter is developed;35 expressed by

D
Dt

np ( )1 sin / cos
(33)

Solution of Eq. (33) or expressions of similar form36 entails determination of , the angle of off-
axis illumination on the facet. This usually requires a detailed layout, similar to that of Fig. 35. Series 
approximation of cos  allows transformation of Eq. (33) to replace  with more direct dependence 
on the important lens parameter P (pupil relief distance), yielding,

D
Dt

n
Ds P

p ( )sin1
1 2

1 82/
/

/
(34)

where, per Fig. 35, s  2 is a safety multiplier on D for secure input/output beam separation and clearance.
Orientation of the scanner and lens also requires the height h, the normal distance from the lens 

axis to the polygon center. This is developed35 as

h Rc sin / /( )2 4 (35)

where Rc is the radial distance oc, slightly shorter than the outer radius R, approximated to be

R R nc 1
1
4

2( )/ (36)

Holographic Scanners

General Characteristics Almost all holographic scanners comprise a substrate which is rotated 
about an axis, and utilize many of the concepts representative of polygons. An array of holographic 
elements disposed about the substrate serves as facets, to transfer a fixed incident beam to one which 
scans. As with polygons, the number of facets is determined by the optical scan angle and duty cycle 
(see “Duty Cycle”), and the elemental resolution is determined by the incident beam width and the 
scan angle [see Eq. (15)]. In radially symmetric systems, scan functions can be identical to those of 
the pyramidal polygon. While there are many similarities to polygons, there are significant advan-
tages and limitations.6 The most attractive features of holographic scanners are

1. Reduced aerodynamic loading and windage with elimination of radial discontinuities of the substrate

2. Reduced inertial deformation with elimination of radial variations

3. Reduced optical-beam wobble when operated near the Bragg transmission angle

Additional favorable factors are

1. Operation in transmission, allowing efficient beam transfer and lens-size accommodation

2. Provision for disk-scanner configuration, with facets disposed on the periphery of a flat surface, 
designable for replication
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3. No physical contact during exposure; precision shaft indexing between exposures allows for high 
accuracy in facet orientation

4. Filtering in retrocollection, allowing spatial and spectral selection by rediffraction

5. Adjustability of focus, size, and orientation of individual facets

Some limiting factors are

1. Need for stringent design and fabrication procedures, with special expertise and facilities in dif-
fractive optics, instrumentation, metrology, and processing chemistry.

2. Accommodation of wavelength shift: exposure at one wavelength (of high photosensitivity) and 
reconstruction at another (for system operation). Per the grating equation6 for first-order diffraction,

sin sin /i o d (37)

where i and o are the input and diffracted output angles with respect to the grating normal 
and d is the grating spacing, a plane linear grating reconstructs a collimated beam of a shifted 
wavelength at a shifted angle. Since wavefront purity is maintained, it is commonly employed,6

although it requires separate focusing optics (as does a polygon). When optical power is added 
to the hologram (to provide self-focusing), its wavelength shift requires compensation for aber-
ration.6 Further complications arise when intended for multicolor operation, even if plane linear 
gratings. Further, even small wavelength shifts, as from laser diodes, can cause unacceptable 
beam misplacements, requiring corrective action.6,37

3. Departure from radial symmetry develops complex interactions which require critical balancing 
to achieve good scan linearity, scan-angle range, wobble correction, radiometric uniformity, and 
insensitivity to input beam polarization.6,36 This is especially demanding in systems having opti-
cal power in the holograms.

4. Systems which retain radial symmetry to maintain scan uniformity may be limited in Bragg angle 
wobble reduction, and can require auxiliary compensation, such as anamorphic error correction.

Holographic Scanner Configurations A scanner which embodies some of the characteristics 
expressed above is represented in Fig. 36.38 A cylindrical glass substrate supports an array of equally 
spaced hololenses which image the input beam incident at o to the output point at P. Since point o
intersects the axis, the scanner is radially symmetric, whereupon P executes a circular (arced) scan 
concentric with the axis, maintaining magnification m /  1. A portion of the radiation inci-
dent on the image surface is backscattered and intercepted by the hololens, and reflected to a detec-
tor which is located at the mirror image o  of point o. The resolution of this configuration is shown 
to be analogous to that of the pyramidal polygon.6

An even closer analogy is provided by an earlier reflective form illustrated in Fig. 37, emulating 
the pyramidal polygon, Fig. 34. It scans a collimated beam which is transformed by a conventional 
flat-field lens to a scanned focused line. This is one of a family of holofacet scanners,6 the most 
prominent of which tested to the highest performance yet achieved in combined resolution and 
speed—20,000 elements per scan at 200 Mpixels/s. This apparatus is now in the permanent collec-
tion of the Smithsonian Institution.

Operation in the Bragg Regime The aforementioned systems are radially symmetric and utilize 
substrates which allow derivation of the output beam normal to the rotating axis. While operation 
with radial asymmetry was anticipated in 1967,39 it was not until operation in the Bragg regime was 
introduced6,40 that major progress developed in disk configurations. Referring to Fig. 38, the input 
and output beams I and O appear as principal rays directed to and diffracted from the holographic 
sector HS, forming angles i and o with respect to the grating surface normal.

For the tilt-error reduction in the vicinity of Bragg operation, the differential in output angle d o
for a differential in hologram tilt angle d  during tilt error  is given by

d do
i

o

1
cos

cos

( )

( )
(38)
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Hence, when i o, a small  is effectively nulled. While the i and o depart from perfect Bragg 
symmetry during hologram rotation and scan, the reduction in error remains significant. An anal-
ogy of this important property is developed for the tilting of a refractive wedge operating at mini-
mum deviation.6 When i o  45°, another property develops in the unbowing of the output 

P P

D

O

n

O

O

r

FIGURE 36 Transmissive cylindrical holographic scanner. Input beam underilluminates hololens which 
focuses diffracted beam to image surface. Dashed lines designate optional collection of backscattered radiation 
for document scanning.6

Axis

Input lens

Flat-field
lens
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rad

FIGURE 37 Reflective holofacet scanner, underilluminated. Flat-field microimage scanner (100 1p/mm 
over 11-mm format).
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scanned beam: the locus of the output beam resides (almost) in a plane normal to that of the paper 
over a limited but useful range.6,37 Further, the incremental angular scan for incremental disk rotation 
becomes almost uniform: their ratio m at small scan angles is shown to be equal to the ratio /d of 
the grating equation [see the section on “Radial Symmetry and Scan Magnification” and Eq. (3)].6 At 

i o  45°, m /d 2. This results in the output-scan angle to be 2 larger (in its plane) than 
the disk-rotation angle. While such operation provides the above attributes, it imposes two practical 
restrictions.

1. For high diffraction efficiency from relief gratings (e.g., photoresist), the depth-to-spacing ratio 
of the gratings must be extremely high, while the spacing d / 2 must be extremely narrow. 
This is difficult to achieve and maintain, and difficult to replicate gratings which provide efficient 
diffraction.

2. Such gratings exhibit a high polarization selectivity, imposing a significant variation in diffrac-
tion efficiency with grating rotation (see “Image Rotation and Derotation”).

Accommodation of these limitations is provided by reducing the Bragg angle and introducing a 
bow correction element to straighten the scan line. This is represented in Fig. 39; a high-performance 
scanner intended for application to the graphic arts. The Bragg angle is reduced to 30°. This reduces 
the magnification to m  1 /d (as in radially symmetric systems), increases d to equal  for more real-
izable deep-groove gratings, and reduces significantly the angular polarization sensitivity of the grating.

The elegance of the 45° Bragg configuration has been adapted6 to achieve self-focusing in less 
demanding tasks (e.g., laser printing). This is exemplified in Fig. 40, which includes a holographic 
lens to balance the wavelength shift of the laser diode,41,42,43 to shape the laser output for proper 
illumination of the scanner and to accommodate wavelength shift reconstruction. However, such 
multifunction systems are compounded by more critical centration requirements6 and balancing of 
characteristics for achievement of a discrete set of objectives.

Galvanometer and Resonant Scanners

To avoid the scan nonuniformities which can arise from facet variations (see Sec. 30.7) of polygons 
or holographic deflectors, one might avoid multifacets. Reducing the number to one, the polygon 
becomes a monogon. This adapts well to the internal drum scanner (Fig. 27), which achieves a high 

FIGURE 38 Holographic scanner in Bragg regime; 

i = o, in which output angle o is stabilized against tilt 
error  of holographic segment HS.
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duty cycle, executing a very large angular scan within a cylindrical image surface. Flat-field scan-
ning, however, as projected through a flat-field lens, allows limited optical scan angle, resulting in 
a limited duty cycle from a rotating monogon. If the mirror is vibrated rather than rotated com-
pletely, the wasted scan interval may be reduced. Such components must, however, satisfy system 
speed, resolution, and linearity. Vibrational scanners include the familiar galvanometer and resonant 
devices4,5,44,45 and the less commonly encountered piezoelectrically driven mirror transducer.5,45

FIGURE 39 Plane linear grating (hologon) holographic disk scanner. Bragg 
angle of 30° provides fabricatable and polarization-insensitive grating structure, 
but requires bow compensation prism. Useful scan beam is in and out of plane of 
paper. (After Holotek Ltd, Rochester, NY product data.)

FIGURE 40 Holographic disk scanner with corrective 
holographic lens, both operating in approximately Bragg regime, 
providing complex error balancing.42
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The Galvanometer Referring to Fig. 41a, a typical galvanometer driver is similar to a torque motor. 
Permanent magnets provide a fixed field which is augmented ( ) by the variable field developed 
from an adjustable current through the stator coils. Seeking a new balanced field, the rotor  executes 
a limited angular excursion ( /2). With the mirror and principal ray per Fig. 28, the reflected 
beam scans through /2, twice that of the rotor.

The galvanometer is a broadband device, damped sufficiently to scan within a wide range of 
frequencies, from zero to an upper value close to its mechanical resonance. Thus, it can provide the 
sawtooth waveform with a longer active linearized portion and shorter retrace time . This is repre-
sented in Fig. 42 (solid lines) showing rotation angle  versus time. As a broadband device, it can 
also serve for random access, positioning to an arbitrary location within its access-time limitations. 
For this feature of waveform shaping, the galvanometer was categorized as a low inertia scanner.5

The Resonant Scanner When damping is removed almost completely, large vibrations can be sus-
tained only very near the resonant frequency of the oscillating system. The resonant scanner is thus 
characterized by larger angular excursions at a fixed and usually higher frequency, executing near-per-
fect sinusoidal oscillations. A typical driver configuration is illustrated in Fig. 41b. Figure 42 (dashed 
lines) shows a sinusoid with the same zero-crossings as those of the sawtooth waveform. Contrary 
to its popular designation as “low-inertia,” the resonant scanner provides rigid time increments, as 
though it exhibits a high inertia. While the rotary inertia of the suspension system is low to allow high 
repetition rates, it permits no random access and no scan waveform shaping, as do the galvanometer, 
acousto-optic, electro-optic, and other wideband scanners designated as low-inertia devices.5

Suspension Systems In the vibrational scanners, the bearings and suspension systems are the prin-
cipal determinants of scan uniformity. The galvanometer shaft must be sufficiently stiff and long to 
inhibit cross-scan wobble. However, to maximize the oscillating frequency, the armature is restricted 
in size and mass. Fortunately, its reciprocating motion tends to retrace its path (and its perturba-
tions) faithfully over many cycles, making adjacent scans more uniform than if the same shaft 
rotated completely within the same bearings, as in a motor.

FIGURE 41 Examples of galvanometer and resonant scanner transducers. Fixed field of permanent 
magnet(s) is augmented by variable field from current through stator coils. (a) Galvanometer: torque rotates 
iron or magnetic core. Mirror surface (not shown) on extended shaft axis. (b) Resonant scanner: torque from 
field induced into single-turn armature coil (in plane perpendicular to paper) rotates mirror suspended between 
torsion bars. One stator coil may be nondriven and used for velocity pick-off.

Rotor types include moving iron, moving magnet, or moving coil. Figure 41a illustrates the first two and Fig. 41b exempli-
fies the moving coil type. Moving magnet types (having NdFeB high-energy magnetic material) can exhibit some advantage in 
lower inertia and higher torque.
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Some bearings are flexure, torsion, or taut-band devices which insert almost no along-scan per-
turbations.44 Because of their low damping, these suspensions are most often applied to the resonant 
scanner. When damped, they can serve for the galvanometer, suffering a small sacrifice in bandwidth 
and maximum excursion, but gaining more uniform scan with very low noise and almost unlimited 
life. Some considerations are their low radial stiffness and possible coupling perturbation from tor-
sion, shift of the axis of rotation with scan angle, and possible appearance of spurious modes when 
lightly damped. Most of these factors can be well-controlled in commercial instrument designs.

Adaptations and Comparisons Because the resonant scanner oscillates sinusoidally, and we seek 
typically a linearized scan, some significant adaptations are often required. As illustrated in Fig. 42 
(dashed lines), we must select from the sine function a central portion which is sufficiently linear 
to be linearized further by timing the pixels or extracting them out of memory at a corresponding 
rate.46 To limit the variation in pixel rate to 2:1 (i.e., velocity at zero crossover will be twice that at 
the same limit), then the useful excursion must be restricted to 60°/90° or 66.7 percent of its peak 
angle. When scanning with only one slope of the sinusoid (as for generation of a uniformly spaced 
raster), this represents a duty cycle of only 33.3 percent. To raise the duty cycle, one must accom-
modate a greater variation in data rate. If, for example, the useful scan is 80 percent of its full excur-
sion (40 percent when using one slope), then the velocity variation rises to 3.24 . That is, the data 
rate or bandwidth at crossover is 3.24 times that at the scan limit. Also, its bandwidth at crossover is 
approximately 2 1/2 times that of the galvanometer, as represented by their relative slopes in Fig. 42

There is a corresponding variation in the dwell time of the pixels, resulting in predictable but 
significant variation in image exposure or detectivity: 2:1 for 33.3 percent duty cycle and 3 1/4: 1 
for 40 percent duty cycle. This may require compensation over the full scan interval, using posi-
tion sensing and control.45–48 In contrast, the broadband galvanometer with feedback can provide a 
highly linearized scan44 at a duty cycle of approximately 70 percent.5

Acousto-Optic Scanners

Acousto-optic diffraction serves effectively for high-speed low-inertia optical deflection. It can provide 
random beam positioning within extremely short access times, or generate repetitive linear scans at 
very high rates, or divide a single beam into multiple beams for multiplexing applications. The trade-
off is, however, relatively low resolution, seldom providing more than N  1000 elements per scan.

0.7

–

+

0.4

Time

0.33

FIGURE 42 Waveforms (  vs. time) of vibrational scanners having same 
period and zero crossings. Solid line: galvanometer with linearized scan, providing 
70 percent duty cycle. Dashed line: Resonant scanner providing 33.3 percent duty 
cycle (unidirectional) with 2:1 slope change, or 40 percent duty cycle with 3.24:1 
slope change. Ratio of maximum slopes: resonant/galvanometer 2.6/1.4
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The principles of acousto-optics were formulated in 193249 and its attributes were applied only 
5 years later to the Scophony TV projection system.50 Its potential for laser scanning was explored 
in the mid-1960s.51,52 While various acousto-optic interactions exist, laser scanning is dominated by 
operation in the Bragg regime.5,53

Fundamental Characteristics Diffraction from a structure having a periodic spacing  is expressed 
as sin i  sin o n / , where i and o are the input and output beam angles respectively, n is the 
diffractive order, and  is the wavelength. Bragg operation requires that i o B. In a “thick” dif-
fractor, length L 2/ , wherein all the orders are transferred efficiently to the first, and the Bragg 
angle reduces to

B

1
2

(39)

Per Fig. 43, the grating spacing is synthesized by the wavefront spacing formed by an acoustic 
wave traveling through an elastic medium. An acoustic transducer at one end converts an electri-
cal drive signal to a corresponding pressure wave which traverses the medium at the velocity vs,
whereupon it is absorbed at the far end to suppress standing waves. The varying pressure wave in 
the medium forms a corresponding variation in its refractive index. An incident light beam of width 
D is introduced at the Bragg angle (angle shown exaggerated). An electrical drive signal at the center 
frequency fo develops a variable index grating of spacing  which diffracts the output beam at B
into position b. The drive signal magnitude is adjusted to maximize beam intensity at position b,
minimizing intensity of the zero-order beam at position a. When fo is increased to fs fo f, the 
grating spacing is decreased, diffracting the output beam through a larger angle, to position c. The 
small scan angle  is effectively proportional to the change in frequency f.

The scan angle is /  ( /vs) f. The beam width, traversed by the acoustic wave over the 
transit time  is D vs . Substituting into Eq. (15) and accounting for duty cycle per Eq. (22), the 
resolution of the acousto-optic scanner (total N elements for total f) is

N
f

a
T( )1 / (40)

The f component represents the familiar time-bandwidth product, a measure of information-
handling capacity.

Deflection Techniques Because the clear aperture width W of the device is fixed, anamorphic 
optics is often used to illuminate W with an adjusted beam width D—encountering selective trunca-
tion by the parallel boundaries of W. The beam height (in quadrature to D) can be arbitrarily nar-
row to avoid apodization by the aperture. This one-dimensional truncation of the Gaussian beam 
requires assignment of an appropriate aperture shape factor a, summarized in Table 5.

Additional topics in acousto-optic deflection are cylindrical lensing due to linearly swept fs,
53 cor-

rection for decollimation in random access operation,5 Scophony operation,54 traveling lens or chirp 
operation,55 correction for color dispersion,56 polarization effects,57 and multibeam operation.58

Electro-Optic (Gradient) Scanners

The gradient deflector is a generalized form of beam scanner4,5,59 in which the propagating wave-
fronts undergo increasing retardation transverse to the beam, thereby changing the wavefront spacing 
(wavelength) transverse to the beam. To maintain wavefront continuity, the rays (orthogonal trajec-
tories of the wavefronts) bend in the direction of the shorter wavelength. Referring to Fig. 44a, this 
bend angle  through such a deflection cell may be expressed as

k dn dy lo( )/ (41)
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where n is taken as the number of wavelengths per unit axial length l, y is the transverse distance, 
and ko is a cell system constant. For the refractive material form in which the wavefront traverses a 
change n in index of refraction and the light rays traverse the change in index over the full beam 
aperture D in a cell of length L, then the relatively small deflection angle becomes4,5

( )n n L Df/ / (42)

where nf is the refractive index of the final medium (applying Snell’s law and assuming sin ). 
Following Eq. (15), the corresponding resolution in elements per scan angle is expressed as

N n n L af( )/ / (43)

The n is given by

(for class I materials) n n r Eo ij z
3 (44a)

(for class II materials) n n r Ee ij z
3 (44b)
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Added diffraction,
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FIGURE 43 Bragg acousto-optic deflector (angles exaggerated for illustration). Electrical 
drive signal generates traveling acoustic wave in medium which simulates a thick optical grating. 
Relationship between the output beam position and the electrical drive frequency is tabulated.4
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where no,e is the (ordinary, extraordinary) index of refraction, rij is the electro-optic coefficient, 
and Ez V/Z is the electric field in the z direction (see Fig. 45).

Methods of Implementation An electroacoustic method of developing a time-dependent index 
gradient was proposed in 196360 utilizing the (harmonic) pressure variations in an acoustically 
driven cell (of a transparent elastic material). Although this appears similar to acousto-optic deflec-
tion (see “Acousto-Optic Scanners”), it differs fundamentally in that the cell is terminated reflec-
tively rather than absorptively (to support a standing wave). Also, the acoustic wavelength is much 
longer than the beam width, rather than much shorter for Bragg operation. A method of approach-
ing a linearly varying index gradient utilizes a quadrupolar array of electrodes bounding an electro-
optic material;61,62 and is available commercially.63

A continuous index gradient can be simulated by the use of alternating electro-optic prisms.59,64

A single stage biprism is illustrated in Fig. 44b and an iterated array for practical implementation 
appears in Fig. 45. Each interface imparts a cumulative differential in retardation across the beam. 
The direction and speed of retardation is controlled by the index changes in the electro-optic mate-
rial. While resolution is limited primarily by available materials, significant experiment and test is 
reported for this form of deflector.5

Drive Power Considerations The electrical power dissipated within the electro-optic material is 
given by5

P V Cf Q
1
4

2 / (45)

1 1

2
2

D Grad n (y)

(a)

y

x

1
1

2
2

D na nb

(b)

FIGURE 44 Equivalent gradient deflectors: (a) basic deflector cell 
composed of material having grad n(y). Ray 1, propagating through a 
higher refractive index, is retarded more than Ray 2, tipping the wavefront 
through angle  (including boundary effect). (b) Analogous prismatic cell, 
in which na > nb, such that Ray 1 is retarded more than Ray 2, tipping the 
wavefront through angle .4
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where V is the applied (p-p sinusoidal) voltage in volts, C is the deflector capacitance in farads, f is 
the drive frequency in hertz and Q is the material Q factor [Q  1/loss tangent (tan )  1/power 
factor, (Q > 5)].

The capacitance C for transverse electroded deflectors is approximately that for a parallel-plate 
capacitor of (rectangular) length L, width Y, and dielectric thickness Z (per Fig. 45)

C LY Z0 09. / picofarads (46)

where k is the dielectric constant of the material (L, Y, Z in centimeters).
The loss characteristics of materials which determine their operating Q are often a strong func-

tion of frequency beyond 105 Hz. The dissipation characteristics of some electro-optic materials are 
provided,5,65,66 and a resolution-speed-power figure of merit has been proposed.67

Unique Characteristics Most electro-optic coefficients are extremely low, requiring high drive 
voltages to achieve even moderate resolutions (to N  100). However, these devices can scan to very 
high speeds (to 105/s) and suffer effectively no time delay (as do acousto-optic devices), allowing use 
of broadband feedback for position control.

30.7 SCAN-ERROR REDUCTION

High-resolution scanners often depend on precise rotation of a shaft about its axis, said shaft sup-
porting a multiplicity of deflecting elements (facets, mirrors, holograms). The control of angular 
uniformity of these multielements with respect to the axis, and of the axis with respect to its frame, 
can create an imposing demand on fabrication procedures and consequential cost. Since uniformity 
of beam position in the cross-scan direction may not be approached by phasing and timing of the 
data (as can be the along-scan errors), several noteworthy techniques have been developed to allevi-
ate this burden.

FIGURE 45 Iterated electro-optic prism deflector. Indicating alternating crystallographic (z) axes. Input beam 
polarization for class 1 electro-optic coefficient (r63) materials.4
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Available Methods

The general field of cross-scan error reduction is represented in Table 6. Fabrication accuracy may be 
selected as the only discipline, or it may be augmented by any of the auxiliary methods. The active
ones utilize high-speed low-inertia (A-O or E-O) or piezoelectric deflectors5,68 or lower-speed (gal-
vanometer) deflectors which are programmed to rectify the beam-position errors. While open-loop 
programming is straightforward (while accounting for angular magnification/demagnification as a 
function of the accessed beam size), elegant closed-loop methods may be required to rectify pseudo-
random perturbations. This must, however, be cost-effective when compared to the alternatives of 
increased fabrication accuracy and of the passive techniques.

Passive Methods

Passive techniques require no programming. They incorporate optical principles in novel configura-
tions to reduce beam misplacement due to angular error in reflection or diffraction. Bragg-angle error 
reduction of tilted holographic deflectors is discussed in the section, “Operation in the Bragg Regime.”

Anamorphic Error Control Anamorphic control, the most prominent treatment, may be applied to 
any deflector. The basics and operational characteristics6 are summarized here.

Separating the nonaugmented portion of the resolution equation [Eq. (19)] into quadrature 
components and denoting the cross-scan direction as y, then the error, expressed in the number of 
resolvable elements, is

N
D

ay

y y (47)

where a  is assumed constant, y is the angular error of the output beam direction, and Dy is the 
height of the beam illuminating the deflector. The objective is to make Ny  0. Mechanical accuracies 
determine y, while anamorphics are introduced to reduce Dy; usually accomplished with a cylin-
drical lens focusing the illuminating beam in the y direction upon the deflector. [The quadrature 
(along-scan) resolution is retained by the unmodified Dx and scan angle x.] As Dy is reduced, the 
y displacement error is reduced. Following deflection, the y-direction scanned spot distribution 
is restored by additional anamorphics—restoring the nominal converging beam angle (via Fy, the 
F-number forming the scanning spot in the y direction).

The error reduction ratio is

R D Dy y/ (48)

where Dy  is the compressed beam height and Dy is the original beam height on the deflector.

TABLE 6 Techniques for Cross-Scan Error Reduction
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A variety of anamorphic configurations has been instituted, with principal variations in the 
output region, in consort with the objective lens, to reestablish the nominal Fy while maintaining 
focused spot quality and uniformity.

Double-Reflection Error Control In double-reflection (Table 6), the deflector which creates a cross-
scan error is reilluminated by the scanned beam in such phase as to tend to null the error. This can 
be conducted in two forms: internal and external.

An internal double-reflection scanner is exemplified by the pentaprism monogon69 in Fig. 46a;
a (glass) substrate having two of its five surfaces mirrored. This is an optically stabilized alternate 
to the 45° monogon of Fig. 27, operating preobjective in collimated light. Tipping the pentaprism 
cross-scan (in the plane of the paper) leaves the 90° output beam unaffected. A minor translation 
of the beam is nulled when focused by the objective lens. The pentamirror69 per Fig. 46b, requires, 
however, significant balancing and support of the mirrors, since any shift in the nominal 45° 
included angle causes twice the error in the output beam. A stable double-reflector is the open mir-
ror monogon70 of Fig. 46c. Its nominal 135° angle serves identically to maintain the output beam 
angle at 90° from the axis, independently of cross-scan wobble. With a rigid included angle and 
simple balancing, it can provide high-speed operation.

Two variations which double the duty cycle, as would a two-faceted pyramidal polygon or ax-blade 
scanner (see “Early Single-Mirror Scanners”) appear in Fig. 47. Figure 47a is effectively two pentamirrors 

Output
beam

Input
beam

Mirrored

Axis

Mirrored

45

(a)

Output
beam

Input
beam Axis

(b)

Output
beam

Input
beam Axis

(c)

135

FIGURE 46 Monogon scanners employing double-reflection: (a) pentaprism; (b) pentamirror; and (c) open mirror.4

FIGURE 47 Paired scanners employing double-reflection: (a) paired pertamirror “butterfly” scanner 
and (b) paired open mirror scanner. 4

DO
 N

OT
 D

UP
LI

CA
TE



SCANNERS  30.51

forming a butterfly scanner71 and Fig. 47b is effectively a pair of open mirrors.72 The absolute angles 
of each half-section must maintain equality to within half of the allowed error in the output beam. 
Also, the center section of Fig. 47a must be angularly stable to within one-quarter of the allowed error, 
because an increased included angle on one side forms a corresponding decrease on the other. Other 
dynamic considerations involve inertial deformation, and the beam displacements and mirror widths 
(not shown) to accommodate the distance of the input beam from the axis during rotation.

The need for near-perfect symmetry of the multiple double-reflectors can be avoided by transferring 
the accuracy requirement to an external element that redirects recurrent beam scans. One such form73 is 
illustrated in Fig. 48. A prismatic polygon illuminated with a collimated beam of required width (only 
principal rays shown) deflects the beam first to a roof mirror, which returns the beam to the same facet 
for a second deflection toward the flat-field lens. The roof mirror phases the returned beam such as to 
null the cross-scan error upon the second reflection. Several characteristics are noteworthy:

1. The along-scan angle is doubled. That is, scan magnification m  4 rather than 2.

2. This normally requires increasing the number of facets to provide the same angle with the same 
duty cycle.

3. However, during polygon rotation, the point of second reflection shifts significantly along the 
facet and sacrifices duty cycle.

4. The pupil distance from the flat-field lens is effectively extended by the extra reflections, requir-
ing a larger lens to avoid vignetting.

5. The roof mirror and flat-field lens must be sized and positioned to minimize obstruction of the 
input and scanned beams. Allow for finite beam widths (see “Scanner-Lens Relationships”).

30.8 AGILE BEAM STEERING

A class of low-inertia scanning, called agile beam steering74–77 was developed initially for such 
challenging tasks as laser radar (LIDAR) and forward-looking infrared (FLIR) systems. Further 
advancement may allow its extension to more general application. The motivation for this 

FIGURE 48 Method of external double-reflection—shown 
in undeflected position. Components and distances not to scale. 
Only principal rays shown.4
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work is to achieve the performance of the scanned mirror while avoiding some of the concomi-
tant burdens of size, weight, and inertia. This has been a long-envisioned goal of many earlier 
researchers in work having important similarities5 to the more current activity in agile beam 
steering. Recent research has harvested new resources such as liquid crystal E-O phase shift-
ers micromachined devices, and microlens techniques assembled in novel configurations. Two 
principal approaches have dominated investigation and development, viz., the phased array and 
the decentered microlens array; along with some of their principal variations. Although the basic 
operation of these two array types differ, they both develop the same form of the steered output 
wavefronts

Phased Array Beam Steering

The directing of radiation in the radio and microwave regions by driving antenna arrays with con-
trolled relative phase was especially familiar to the early radar specialist.78,79 Its adaptation to the 
optical spectrum, notably as radiated by lasers, was investigated80 in 1964 following the invention 
of the laser and continued81–83 through the early 1970s. The prospect of altering the direction of a 
laser beam with small adjustments on a group of radiators appeared very attractive. With the intro-
duction of electrostatically actuated membrane mirror arrays82 in 1971, and the programming of 
electro-optic crystal arrays83 in 1972, operational utility was affirmed. Beam steering with arrays of 
mirrors was investigated81 in 1967. Further work was conducted in mirror array beam steering in 
the infrared region, where mirror reflectance exceeds the transmittance of even the exotic infrared 
materials, and where the longer wavelength imposes lower requirements on mirror flatness. With the 
current use of faster acting electro-optic materials and novel design variations, substantive advances 
have been achieved.

The steering of an optical wavefront by phase variation is introduced with the effect of refractive 
prisms.84,87 Figure 49a illustrates a plane wavefront in air incident parallel to the plane surface of one 
dielectric wedge. Within the material of refractive index >1, the wavelength is compressed propor-
tionately, while the fronts remain parallel to the incident wavefront. A linearly increasing local phase 
delay results from the progressive retardation of the wavefronts across the enlarging wedge thick-
ness. Traversing the tilted boundary, the wavelength in air is reexpanded and its angle of propaga-
tion is refracted as illustrated. This is exemplified in the iterated prismatic deflector of Fig. 45 given 
the dynamics of the electro-optic material.

To provide a wide aperture, the single prism of Fig. 49a can exhibit substantive bulk. To relieve 
this, the long wedge profile is divided into an array of smaller wedge increments where each causes a 
linear phase delay of from 0 to 2 . As illustrated in Fig. 49b, when implemented as described below, 
it provides the same deflection as the continuous single wedge. Along with the need to accommodate 
both the slope and refractive index of the material, one must dimension the periods of the wedges 
such that they form 2  phase differentials (or multiples thereof, i.e., modulo 2 ) at the operating 
wavelength to assemble continuous nonstaircased wavefronts in the near field. This is functionally 
analogous to the reflective blazed grating, in which high efficiency is achieved when the angle of 
specular reflection (from the sawtooth slopes of the grating surfaces) coincides with the angle of 
diffraction at the selected wavelength. Thus, an array formed of such 2  phase differentials exhibits 
dispersion which limits efficient performance to narrow spectral-band (near-monochromatic) 
operation. Work conducted to alleviate this limitation is discussed in if “Development of Phased 
Arrays” subsection.

The above examples provide continuous phase retardation by virtue of their linear surface 
slopes; incremental or continuous. Incremental phase retardation can be controlled in transmis-
sion by an array of small electro-optic cells, and in reflection by precise actuation of individual 
mirrored pistons. An array of refractive phase retarders and the assembly of the radiated wavelets 
into contiguous wavefronts is represented in Fig. 49c. Operation is similar with pistons, except that 
the reflective piston requires displacement of only half of the 2  phase-retardation distance. A thin 
electro-optic retarder having a reflective ground plane requires not only half thickness, but attains a 
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FIGURE 49 Illustrative steps (a, b, and c) toward optical-phased array beam 
steering. (Wavefront enters parallel to each bottom surface.) (a) Single dielectric 
wedge, illustrating familiar refraction of plane wavefront. (b) Synthesis of (a) with 
array of wedges. Each wedge imparts a 2  phase delay over each array period. 
(c) Synthesis of (b) with multiple delay elements (4 per 2  period). Output wave-
lets superpose into wavefronts having idealized efficiency of 81 percent. Greater 
multiplicity provides higher efficiency. (After Refs. 84 and 87.)
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fourfold increase in switching speed which can be useful for a nominally slow liquid crystal retarder. 
An alternative option, shown in this figure, shows division of the full 2  phase change into four 
substeps per full cycle, which diffracts 81 percent of the energy into the first order. If more steps are 
available, then the diffraction efficiency is greater. For example, eight-step cycle attains an otherwise 
lossless efficiency of 95 percent. Figure 49 is a combination of three separated illustrations84,87 to 
unify their progression.74,85,86 The heuristic observations rendered above are affirmed by the consid-
erations which follow.

The Analytic Base

The angular beam relationships of the phased array are expressed by the diffraction grating 
equation,87

sin( ) sin( )i o /n (49a)

where i and o are the input and output beam angles with respect to the grating normal (bore-
sight), n is the diffraction order,  is the free space wavelength, and  is the grating (array) period, 
per Fig. 49b and c. As in Fig. 49c showing four delay elements per array period, for q delay ele-
ments, each separated by a fixed distance d, qd . Since the number of elements in each period 
is q  2 / , where  is the phase shift between elements, then ( )2 / d  is the distance required 
to assemble a one-wave phase difference. When i  0, the angle of first-order wave propagation 
(Fig. 49c) is given by

sin o / (49b)

/ /qd d2 (49c)

The normalized intensity I of the radiation pattern follows the analogy of the one-dimensional 
microwave phased array79 expressed as

I N N(sin sin )/ 2 (50)

with
d/ o(sin sin ) (51)

where  is the angle with respect to the grating normal at which the field in free space is measured, 
and N is the number of phase shifters in the array. The elemental spacing d provides uniform phase 
difference  between elements.

The efficiency q of a linear array having the nominal (blazed) 2  phase resets, illustrated in Fig. 
49b and c is expressed by

q

q
q q

sin

/
sinc

2

2 (52)

where q is number of elements per 2  array period. This may be recognized as similar to the 
Fourier transform13 of a uniformly illuminated linear aperture.87 Inserting values of q, i.e., 4 
and 8, Eq. (52) yields 4  0.81 and 8  0.95, respectively, as indicated earlier. With a reduced 
q, lower efficiency results from depletion of the main lobe to the sidelobes due to wavefront 
staircasing.
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Typical liquid crystal phase retarder elements exhibit a unique loss factor established by the 
minimum space required to relax its orientation from a 2  phase shift to zero. This “flyback” transi-
tion is analogous to the flyback time  of many conventional scanners as expressed in Eq. (22) as 
1 /T, where T is the full scan period. This represents a time loss burdening high-speed operation. 
The duty cycle for liquid crystal elements is given by 

( )1 2/ (53)

where the time terms are replaced with  representing the flyback width and  the full 2  width. 
The expression is squared to denote the radiated intensity rather than the time in Eq. (22), as 
illustrated by the solid line in Fig. 42. In addition, fill factor accounts for a cell having its operat-
ing portion occupy less than its full allotted area while the vignetting factor accounts for the loss 
of input illumination beyond the boundary of the array.

The far-field angular beamwidth B is expressed as a minor variation to the familiar diffraction 
relation

B a D/ (54a)

where a is the aperture shape factor87 modifying the beamwidth, discussed in Sec. 30.3. With the full 
aperture width D Nd,

B a Nd/ (54b)

The Resolution of Phased Arrays

Equation (54) denotes the output beamwidth, that is the breadth of the principal lobe of radiation. For 
scanned resolution (Sec. 30.3), the number N of these adjacent lobes which fill the field-of-view along a 
linear track represents the number of phase-shifting calls in a linear phased array. Analogous to Eq. (4a),

/ B (55)

Half of the full deflected field angle  is represented by the (positive) first diffracted order of 
grating [i.e., n 1 in Eq. (49)]. When the array is addressed in complementary phase sequence, the 
same deflection magnitude results in the opposite (n 1) direction. Thus, for typically small o in 
Eq. (49) and with D d, the numerator for Eq. (55) becomes

2 2
qd qD

(56)

With B a D/  providing the denominator of Eq. (55), and accounting for the central boresight 
position, the steered resolution reduces to

1
2

aq
(57a)

which is independent of wavelength. Although Eq. (57) appears to differ from the fundamental Eq. 
(15) for scanned resolution, substituting Eq. (56) into the fundamental equation and adding one for 
the boresight beam yields Eq. (57).

With a as a relative constant, the ratio of the two variables  and q dominates the total number of 
elements divided by the number of elements per phase reset. Thus, the number of phase resets is the prin-
cipal variable which determines the steered resolution and /q  D/ , where  is the array period. Since 
q is a parameter of the system, its adjustment also affects88 the closeness of the adjacent steering states.

When a is unity, it denotes uniform illumination upon a rectangular aperture. This yields a 
far-field intensity distribution89 of the sinc2(x) function having a main lobe within equispaced null 
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intervals. Rayleigh resolution requires this uniform illumination upon a rectangular aperture, and 
that the adjacent spots in the far field overlap such that the maximum of each main lobe coincides 
with the first null of each adjacent one. Further delimiting Eq. (57a) is that it is impractical to form 
a modulo 2  array in which q is less than three cells in view of the resulting disruption of the ramp 
wavefronts and the loss in efficiency. Letting a  1 and setting qmin  3, the steered resolution is often 
expressed as an assumed Rayleigh resolution yielding

max 1
2
3

(57b)

A common illumination (laser) is the Gaussian function, with adjustment of the aperture overfill 
(and/or with complementary Gaussian filtering) to control the intensity distributed across the full 
aperture width W. The degree of overfill is, however, moderated by the reduction in light through-
put due to aperture vignetting. As W is illuminated more uniformly, it may be limited by the 
appearance of fine structure beyond the main lobe when approaching the appearance of the sinc2

function.
To quantify this value of a, different conditions can be considered87 and tabulated, summariz-

ing its value for the Gaussian beam of width D, either falling substantially within the aperture W
(untruncated beam), or when the 1/e2 intensity of the input beam occurs at the aperture boundary 
(truncated beam). These are two typical illumination conditions of most conventional deflectors. 
For the rectangular aperture of width W > height, illumination with a Gaussian beam primarily 
in the W or scan direction is further evaluated and tabulated (Table 5) providing data of current 
interest. A variable beam width D (at 1/e2 intensity) illuminates the full width W of a linear array. 
Assigning a parameter  W/D, when  1, the 1/e2 beamwidth matches the full aperture width W.
At  1.5, the array is 1.5 times wider than that of the 1/e2 beamwidth. This terminates the Gaussian 
function at 3 , where its intensity tapers to a small fraction of its maximum value, representing a 
practical limit on the narrowness of the input beam. At the other extreme, when 0, the input 
beamwidth D W , extracting near-uniform illumination from the center of the beam, and impos-
ing extreme light loss beyond the aperture. This is the case of a 1. The aperture shape factors for 
the other two cases are determined; at  1, a  1.15 and at  1.5, a  1.35. Related to the topic of 
resolution is the finesse which is the smallest addressable increment of beam position. Consideration 
of this factor87 involves (a potentially nonuniform) adjustment of the values of q (number of delay 
elements per array period).

Development of Phased Arrays

Work using nematic-phase liquid crystal electro-optic retarders is detailed comprehensively in a 
1993 Air Force document.86 The materials are known as types E7 and PTTP-33 liquid crystals, hav-
ing birefringence ( ) .n ne o 0 2 in the infrared, requiring a cell be only 5 optical waves thick for 
a full-wave phase shift in transmission and only 2.5 waves thick in reflection. The thinner the cell, 
the shorter is its reorientation time. Switching speeds in the millisecond range with high-efficiency, 
diffraction-limited steering have been demonstrated at 10.6 pm with CO2 lasers, and at 1.06 μm and 
0.53 μm with Nd:YAG lasers. The cascading of tandem scanners by optical relaying5 is a means for 
adding the contributions of two or more deflectors with each operating optimally. One-dimensional 
arrays may be compounded having one for azimuth and one for elevation. Also, individual deflec-
tors requiring excessive spatial separation may be cascaded using relay optics to avoid walk-off of 
the beam from the second aperture by the action of the first deflector.89

Another approach to tandem arrays,90 named discrete/offset cascade, reduces potential “noise” 
(beam artifacts) n in the instances of large quantization mismatches when cascading phase-delayed 
groups. Experiments have demonstrated improved overall diffraction efficiency, along with requir-
ing a reduced number of control lines. (A similar approach was demonstrated with microlens 
arrays.91) Also significant is the use of an electro-optic phase retarder other than liquid crystal. The 
material selected was PLZT (lead lanthanum zirconate titanate) which exhibits a large electro-optic 
coefficient, broadband optical transmission, very fast switching, and good thermal stability,92 and is 
a well-documented ceramic material, familiar in electro-optic modulation and deflection. Mirrored 

DO
 N

OT
 D

UP
LI

CA
TE



SCANNERS  30.57

piston-like phase adjustment is also reviewed,76 and later work93 describes both continuous phase 
change and binary phase shift.

Problems in broadband operation of phased arrays are reviewed74 and early work was directed 
toward their solution.94,95 A wavelength-independent phase shift is achieved by polarization modu-
lation of chiral smectic liquid crystals (CSLC), providing action similar to the mechanical rotation 
of a waveplate. However, grating dispersion remains due to wavelength deviation from nominal 2
phase resets, rendering a variation in efficiency d similar to Eq. (52)

d sinc2 (58)

where  is the chromatic error due to mismatch of the nominal 2  phase reset. Not only is energy 
lost, but side-lobe amplitudes increase and nondiffracted components result in image blurring and 
interference from sources outside the desired acceptance angle. This dispersion is reduced with the 
application of achromatic Fourier transform optics,96 as investigated in more recent comprehensive 
work,97 yielding precautions regarding the ability to reduce dispersion completely and the difficulty 
in implementation of the technology. More conventional achromatic optics has been applied98 to 
the decentered lens; the second of the two major techniques for agile beam steering which is dis-
cussed next.

The Decentered Lens and Microlens Arrays

The decentering of one lens with respect to a matching afocal lens is an alternative to the phased 
array described above. Although its basic action differs from the phased systems, when smaller 
lenses are formed into a mating periodic array, the assembly can exhibit some of the characteristics 
of phased arrays, including functioning as blazed gratings.75 However, single lens-group operation 
can avoid some of the image faults of array steering as later discussed.

Consider Fig. 50a illustrating a pair of afocal lenses (denoted 1 and 2) oriented originally on 
a common axis, now with lens 2 shifted “downward” through a distance  (dotted axes). Beyond 
the focus of lens (left lens), the diverging beam continues into lens 2 shifted angularly off its axis, 
resulting in deflecting the recollimated output beam through an angle o. Thus, a transverse shift of 
one lens with respect to the other affects beam steering. The vignetting of the output beam and the 
related diversion of its residual output flux outside the lens is discussed subsequently. Constraining 
this simple two-lens technique is its limitation on the width of the lens aperture, consistent with the 
energy required for rapid  shift within a reasonable burden on acceleration of its more massive 
components.

Consider combining many lens pairs like lenses 1 and 2 (maintaining the F) to form an array 
of microlenses, as illustrated in Fig. 50b, and illuminating the group from the left by a single broad 
beam. The steered waves sum into the total field in a manner similar to those of the prior phased 
arrays and similar to Fig. 49b. This results in a significant decrease in mass for a given full aperture 
size and a decrease in shift distance  for the same steered angle. The effect is a reduction in  and 
in the acceleration/deceleration forces required for rapid beam steering. Although the composite 
wavefront is discontinuous, the segments are tipped at the same slopes such that the output exhibits 
the characteristics of a blazed grating. When, at the operating wavelength their junctions exhibit 
2  phase differentials, a sawtooth pattern is formed typified by a high-diffraction efficiency blazed 
grating. This technique is satisfactory for small steered angles, where high fill factors remain at the 
second lens array, and the spurious components are a small residue. At wider steering angles, how-
ever, when the vignetting and the disruptive effects of the spurious components become significant, 
remedies are required.

A classic method for the control of such vignetting is to include a field lens99 into the microlens 
array.75 Fig. 50c illustrates this as a variation of Fig. 50a with a field lens (FL) inserted at the com-
mon focal plane of the original two lenses. The bar over the output pair of lenses represents physical 
connection for simultaneous shift. With equal focal lengths for all lenses, the expanding light cone 
completely fills the lens pair during  shift. This technique for realizing output efficiency and spec-
tral quality is directly transferrable to the microlens array of Fig. 50b with an added plane of field 
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FIGURE 50 Beam steering with decentered lens of afocal pair shifted 
through distance . (a) Single lens pair, showing -shift deflecting major 
portion of output beam through angle o while upper portion of the beam 
by-passes lens 2. (b) Microlens arrays operating as in (a), but lighter and 
with smaller -shift. The desired outputs accumulate, while the by-pass 
portions become spurious. (c) Field lens (FL) added to (a) provides con-
stant filling of lens 2. When added to (b), the FLs maintain the wavefront 
synthesis of a blazed grating. (After Refs. 75 and 87.)

lenses affixed to the output array. The inertia can be accommodated by the force of piezoelectric or 
electrodynamic drive transducers. Alternatively, the single-element group may be shifted instead. A 
microlens-field lens design was fabricated and tested100 over a 1.6° field. Larger angles ( 17°) have 
been demonstrated,101 but with loss of beam quality.

Further consideration for reduction of the spurious beams during shift is represented in Fig. 51. 
The method of Fig. 51a provides75 some tolerance for beam displacement on lens 2 by changing 
the ratio of focal lengths. The initial condition of f1 f2 is adjusted to f f1 2 1/ . This forms a beam 
compressor (see Fig. 32) with a compression ratio 2 1: . A similar approach is investigated102 using 
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a positive-negative lens combination. Method in Fig. 51a employs the equivalent of a Keplerian tele-
scope and method in Fig. 51b that of a Galilean telescope. While the spurious components of Fig. 
50b may be abated over its initial range of operation, the fill factor at the second array is reduced. 
Although the energy is conserved in this reduced light cone, the ideal sawtooth pattern of the blazed 
grating is disrupted by the truncated sawtooth function. This, in turn, causes its own spurious 
noise75,102 which limits operation to a small range of shift. It is propsed102 that the second array 
be maximally filled ideally by reducing the lens separation in Fig. 51b toward zero. Practically, this 
is approached with the development of thin binary optics microlens arrays. Binary forms of Fresnel 
zone patterns are fabricated utilizing high-resolution etching and transfer techniques formed on 
substrate materials. Hundred percent fill factors of lenslet arrays are attainable, approximating a 
continuous phase profile in a stepwise manner, to allow achievement of high diffraction efficiency. 
As presented earlier for a phased array composed of q elements per 2  phase reset [Eq. (52)], the 
efficiency b of a multilevel binary optic of m levels within one width of a Fresnel feature is given 
by103

b sinc /2 1( )m . An experimental system102 utilized such arrays of F/5 microlenses; each having 
a 0.2 mm diameter. The second lenslet array was spaced from the first by 10 μm, allowing relative 
translation. This system steered a 6-mm HeNe beam over an 11.5° field using 0.1-mm travel at 
a 35-Hz sweep rate. Practical mask alignment, etch errors, and transfer errors during fabrication 
reduced the 95 percent theoretical efficiency to 84 percent and 72 percent for the positive and nega-
tive lens arrays, respectively. Overall efficiency of the unsteered beam measured approximately 50 
percent. The F/5 system exhibited low efficiency when steered. This is expected to improve with 
more precise fabrication and operation at lower F-numbers.

A variation to the above work was conducted using “phased-arraylike” binary optics.77 A con-
tinuous quadratic phase function was sampled at equal intervals of x, forming a stepwise matching 
of the continuous phase profile. The  shifts are conducted in integral increments of x, where the 
formerly disruptive region is shown analytically to render a continuous linear phase profile across 
the full aperture. Experimental binary micro-optics were designed to compare phased-arraylike and 
microlens arrays, fabricated simultaneously and adjacent on the same quartz substrate. Tests con-
firmed that the phased-arraylike structure provided approximately. 50 percent increased intensity in 
the steered mode, and less than 1 percent leakage into the immediate (local) sidelobes. While stron-
ger distant sidelobes developed, they were well separated from the steered mode.

As mentioned previously, achromatic optics applied to a single decentered lens system98 reduces 
dispersion and allows operation in the 2 to 5 μm IR band. The prototype design of Fig. 50c was 
altered to avoid the high power intensity focus and its potential damage within the field lens FL. 

FIGURE 51 Elimination of spurious radiation over a range of 
operation with increased focal length ratio f1/f2. (a) Similar to Fig. 50
(b) with f1/f2  2. (b) Analogous galilean form with f1/f2  2.5 and the 
beam energy is conserved. However, the spaced output beams represent 
diffraction from a discontinuous blazed grating. (After Refs. 75, 102 and 87).
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Thus, per Fig. 52a, the positive field lens of Fig. 50c was replaced with a negative one, requiring a 
focal length one-fourth that of the positive lens. The system was achromatized and optimized for 

22.5° maximum deflection, as represented in Fig. 52b. The negative field lens and the output lens 
now require unequal and opposite shift directions to implement scan. The 60-mm diameter output 
lens requires 30 mm of  shift. This work demonstrated that for some systems, a single group of 
three cemented achromatic doublets enables eliminating several problems associated with microlens 
arrays, such as spurious diffraction, multiple beam orders, blind spots, and large dispersion while 
accommodating relatively wide scan angles.

Digital Micromirror Device

In 1987, the first digital micromirror device (DMD) was created at Texas Instruments.104,105 Larry 
Hornbeck was granted the first patent for the DMD design in 1991.106 This initial design was the 
basis for current digital micromirror device chips which were incorporated into digital light pro-
cessing (DLP) projectors for both visible and infrared applications.107–109,110 Although the DMD is 
an all-digital spatial light modulator (SLM) rather than the more traditional optical scanners of this 

1/2 1/2

(a)

(b)

FIGURE 52 Adaptation for high power and achromatic opera-
tion. (a) Intense power at focus within the (positive) field lens FL of 
Fig. 50c is avoided by replacing it with a negative field lens (having 
1/2 the focal length of the positive lenses). (b) System (to scale) ach-
romatized and optimized for beam deflection of 22.5°. The field lens 
is shifted downward through distance , while the output lens is 
shifted upward through the greater distance . (After Ref. 98.)
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chapter, it is briefly discussed as it can be considered a binary-state scanner. Its impact on the display 
industry has been most significant.

A DMD is an array of “light switches” having a MEMS structure that is fabricated by using 
micromachining CMOS processes over a CMOS static random access memory (SRAM) integrated 
circuit.110,111 Each light switch has an aluminum mirror that can reflect light in one of two directions 
depending on the state of the underlying memory cell. With the memory cell in the On state, the 
mirror rotates to 10°. With the memory cell in the Off state, the mirror rotates to 10°. By combin-
ing the DMD with a suitable light source and projection optics, the mirror reflects incident light 
either into or out of the pupil of the projection lens. Thus, the On state of the mirror appears bright 
and the Off state of the mirror appears dark. Gray scale is achieved by binary pulsewidth modulation 
of the incident light while color is achieved by using color filters, either stationary or rotating, in com-
bination with one, two, or three DMD chips.

The DMD light switch is a MEMS structure consisting of a mirror that is rigidly connected to 
an underlying yoke. The yoke in turn is connected by two thin, mechanically compliant torsion 
hinges to support posts that are attached to the underlying substrate. Electrostatic fields developed 
between the underlying memory cell and the yoke and mirror cause rotation in the positive or neg-
ative rotation direction. The rotation is limited by mechanical stops to typically 10°. The use of 
semiconductor and MEMS processing technologies allow production of very large arrays of these 
individually controllable micromirrors having minimal defects and high reliability.112–114

Gimbal-Less Two-Axis Scanning Micromirrors

Gimbal-less two-axis scanning-micromirror devices (GSMD) have been recently developed by 
Mirrorcle Technologies, Inc. and are based on multilevel beam silicon-on-insulator micro-elec-
tromechanical (SOI-MEMS) fabrication technology.115 Due to their small scale and electrostatic 
actuation, these devices require ultralow power and can provide fast optical beam scanning in two 
axes when compared to the large-scale galvanometer-based optical scanners.116 Laser beams can 
be deflected to optical scanning angles of up to 32° at very high speeds in both axes. Continuous 
full-speed operation of the electrostatic actuators that drive the GSMD dissipates less than 1 mW 
of power. These devices are made entirely of monolithic single-crystal silicon, resulting in excel-
lent repeatability and reliability. The flat, smooth mirror surfaces can be coated with a thin film of 
metal with desired reflectivity. Larger mirrors can be bonded onto actuators for custom aperture 
sizes. In contrast to the two-state mirror movement of the DMD, the GSMD mirror movement is 
fully analog and can maintain a selected tilt angle or move dynamically upon command. At this 
time, huge arrays of micromirrors comprise typical DMD arrays, while GSMD arrays are presently 
limited to a few micromirrors; however, GSMD mirrors can be physically much larger than the 
DMD mirrors.

The GSMD are designed and optimized for point-to-point optical beam scanning mode of oper-
ation. A steady-state analog actuation voltage results in a steady-stage analog angle of rotation of the 
micromirror. Specifically, there is a one-to-one correspondence of actuation voltages and resulting 
angles that is highly repeatable. Positional precision in open-loop driving of the micromirrors is at 
least 14 bits, that is within 10 μrad. For a particular high-speed 3D tracking and position-measurement 
application, 16-bit precision has been demonstrated.117 Devices can be operated over a very wide 
bandwidth from DC (they maintain position at constant voltage) to several kilohertz. Such fast and 
broadband capability allows nearly arbitrary waveforms such as vector graphics, constant veloc-
ity scanning, point-to-point step scanning, and the like.118 The major advantage of the gimbal-less 
design is the capability to scan optical beams at equally high speeds in both axes. A typical GSMD 
with a 0.8-mm diameter micromirror achieves angular beam scanning of up to 600 rad/s and has 
first resonant frequency in both axes above 5 kHz. Devices with larger-diameter micromirrors are 
correspondingly slower due to the increased inertia.

The gimbal-less design combines one-axis electrostatic combdrive-based rotators,115 and allows 
their operation to be nearly independent of the other axis’ operation without the added inertia of a 
gimbal frame. A schematic diagram of the conceptual operation of the gimbal-less two-dimensional 

DO
 N

OT
 D

UP
LI

CA
TE



30.62  INSTRUMENTS

designs is shown in Fig. 53. Two one-axis rotators are utilized for each axis of the overall two-
dimensional scanner. For the x axis, actuators A and A  are utilized, and for the y axis, actuators B 
and B . The inside linkages are designed such that they allow torsion on the axis, specifically during 
the operation of the orthogonal axis. In other words, each linkage that connects a rotator to the cen-
tral micromirror is actually designed to be a two degree-of-freedom component.

GSMD can also operate in the dynamic, resonant mode. When operated near the resonant fre-
quency, devices give significantly more angle at lower operating voltages and sinusoidal motion. 
Resonant frequencies are in the range of several kilohertz, although in some cases one of the axes is 
made exceptionally stiff to achieve 16 kHz and faster actuation for video projection applications.119

The gimbal-less design lends itself inherently to a modular design approach, hence, several types 
of dual-axis actuator designs are available.120 Each actuator can utilize rotators of arbitrary length, 
arbitrarily stiff linkages, and arbitrarily positioned mechanical rotation transformers. In addition, 
the GSMD can have an arbitrarily large mirror diameter. Because of modularity, these devices can 
be customized for the requirements of a particular application. 

Silicon mirrors of up to 1.2 mm diameter can be fabricated as an integral (monolithic) part of some 
GSMDs. Due to the limitations of the fabrication steps of the actuator, the standard mirrors are rela-
tively thick (24 μm.) The inherent properties of the single crystal silicon substrate yield a polished sur-
face with nearly perfect flatness. Larger and customizable mirror sizes and shapes can be utilized by fab-
ricating those separately and assembling them on top of gimbal-less actuators. A SEM image of a 2-mm 
diameter bonded mirror on an actuator is shown in Fig. 54. Sets of electrostatic actuators optimized for 
speed, angle, area footprint, or resonant driving are designed and realized in a self-aligned deep reactive 
ion etching (DRIE) fabrication process.121 Metalized, ultralow inertia, single crystal mirrors stiffened 
by a backbone of thicker silicon beams (see Fig. 53) are created in a separate fabrication process. The 
diameter, as well as geometry, of the mirror is selected by customers, in order to optimize the trade-offs 
between speed, beam size, and scan angle for each individual application. The mirrors are subsequently 
bonded to the actuators. The modular approach allows either the absolute optimization of a device 
prior to fabrication, or the ability to economically adapt a small set of fabricated devices for a wide range 
of applications. Larger sizes up to 3.6 mm are regularly assembled in experiments and applications. 

Summary of Agile Beam Steering

Two basic methods for low-inertia laser beam steering are presented: the phased array and the 
decentered lens. Although their operating principles differ, as arrays, they both form diffraction 
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FIGURE 53 Schematic diagram of a gimbal-less two-axis scanning actuator based on four high aspect ratio rotators con-
nected to the central pedestal by two degrees-of-freedom (2 DOF) linkages. Cross-sectional depiction of device operation.116

(Diagram courtesy of Mirrorcle Technologies, Inc.).
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gratings yielding output wavefronts having the properties of a blazed grating. While this results 
in high diffraction-efficiency at a selected wavelength, typical grating dispersion limits broad-
band operation. Complicating corrective measures have been applied to both array systems to 
approach broadband operation. The single decentered lens group avoids array dispersion. And, 
if its increased size and inertia can be tolerated, lenticular dispersion remains controllable with 
familiar achromatizing techniques. The dominant phased arrays are completely electro-optic, 
while the microlens array requires very small translations of reasonably low inertia assemblies. 
An alternative phased array utilizes individual micromirrors requiring minute ( /4) axial dis-
placements. However, difficulty may be encountered in fabrication of high optical-integrity and 
in providing the high optical-fill-factor of the electro-optic types. Another alternative microlens 
array is formed of Fresnel-lens-type binary optics. For low F-number lenticules, whose theoretical 
steering efficiency is high, their minimum feature sizes become miniscule and presently are dif-
ficult to fabricate.

Auxiliary control facilities can impose burdens of mass, volume, and cost. Phased arrays utilize 
complex multielement electrical programming, while the lens arrays require small but very precise 
positioning of their assemblies. Though such additional requirements are generally not detailed in 
the literature, a comparative analysis121 provided some related observations. The authors preferred 
a microlens array over the liquid crystal phased array, thereby avoiding the “heavy burden” on 
electronic control of the many phase-delay elements. An x-y microlens array system was designed 
and built for test, and was compared to a two-galvanometer x-y system assembled of commercial 
components. Evaluations confirmed that the microlens system steered faster, consumed lower 
power, and packaged smaller and lighter. However, no comment appeared on design to minimize 
mirror inertia and to reduce the bulk of the components and their assembly. Nor was x-y relay 
optics5 considered to allow minimum-sized mirrors serve to reduce inertia. Also, meriting evalu-
ation is the single mirror suspended and actuated in x-y for precise two-dimensional scan.122,123 

Such diverse considerations are invaluable for rating design alternatives for their relative compli-
ance to system requirements.

FIGURE 54 SEM image of a 2.0-mm diameter micromirror bonded to dual-axis 
actuators. (Photograph courtesy of Mirrorcle Technologies, Inc.)
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116. V. Milanović, D. T. McCormick, and G. Matus, “Gimbal-Less Monolithic Silicon Actuators For Tip-Tilt-Piston 
Micromirror Applications,” IEEE J. Select Topics in Quantum Electron. 10(3):462–471, (May-Jun. 2004).
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31.1 GLOSSARY

Aba Einstein coefficient for spontaneous emission

ao Bohr radius

Bif Einstein coefficient for transition between initial state |i  and final state | f
e electron charge

ED electric dipole term

EDC Dirac Coulomb term

Ehf hyperfine energy

En eigenvalues of quantum state n

EQ electric quadrupole term

E(t) electric field at time t

E( ) electric field at frequency 

ga degeneracy of ground level

gb degeneracy of excited level

gN gyromagnetic ratio of nucleus

h Planck’s constant

Hso spin-orbit interaction Hamiltonian

I nuclear spin

I(t) emission intensity at time t

j total angular momentum vector given by j l  1/2

li orbital state

m electron mass

MD magnetic dipole term

n (T)  equilibrium number of photons in a blackbody cavity radiator at angular frequency  and 
temperature T
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QED quantum electrodynamics

Rnl
r( ) radial wave function

R Rydberg constant for an infinitely heavy nucleus

s spin quantum number with the value 1/2

si electronic spin

T absolute temperature

Wab transition rate in absorption transition between states a and b

Wba transition rate in emission transition from state b to state a

Z charge on the nucleus

e c2
04/ fine structure constant

natural linewidth of transition

D Doppler width of transition

o permittivity of free space

(r) spin-orbit parameter

B Bohr magneton

( ) energy-density at frequency 

R radiative lifetime

angular frequency

k mode k with angular frequency 

f V i| | matrix element of perturbation V

31.2 INTRODUCTION

This chapter outlines the physical basis of optical measurements in the wavelength/frequency and 
time domains. From the multiplicity of different apparatus, only simple examples are given of spec-
trometers designed for optical absorption, photoluminescence, and radiative decay measurements. 
Rather more detailed expositions are given of modern developments in laser spectrometers espe-
cially where high resolution is possible in both frequency and time domains. Included are specific 
developments for linewidth measurements down to tens of kilohertz using saturated absorption 
techniques as well as temporal decay characteristics in the sub-picosecond domain. A description is 
also given of a multiple resonance spectrometer including optically detected electron spin resonance 
and optically detected electron nuclear double resonance.

31.3 OPTICAL ABSORPTION SPECTROMETERS

General Principles

In optical absorption spectroscopy, electromagnetic radiation in the near-ultraviolet, visible, or 
near-infrared regions is used to excite transitions between the electronic states. Whereas atoms 
in low-pressure gas discharges exhibit very sharp lines, electronic centers in molecules and con-
densed matter display a variety of different bandshapes. In consequence, the absorbed intensity is 
a function of the photon wavelength (or energy). The most desirable experimental format plots 
the absorption coefficient  as a function of the radiation frequency v, because v is directly propor-
tional to the energy separation between the states involved in the transition. Nevertheless, optical 
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spectroscopists quote peak positions and linewidths in energy units E (eV, meV), in wave numbers 
v  (in cm 1), in frequency units (v or ), or in wavelength  [nanometers (nm) or micrometers 
( m)]. The following approximate relationships exist: 1 cm 1 1.24 10 4 eV; 1 eV 8066 cm 1;
and E(eV) 1.24/  ( m).

Very often the spectrometer output is given in terms of the specimen transmission, T I v I vo( ) ( )/
expressed as a percentage, or the optical density (or absorbance), OD log ( )10 1/T , which are related 
to the absorption coefficient  by

OD / /log ( ) ( ) .10 1 2 303T v l (1)

where l is the thickness of the sample. Typically one measures the absorption coefficient  over the 
wavelength range 185 to 3000 nm. Since  may be a function of both frequency v and polarization 
ˆ, we may use the designation ( , ˆ)v . For a center containing N noninteracting absorbing centers 
per unit volume, each absorbing radiation at a frequency v and polarization ˆ, the attenuation of a 
beam of intensity I vo( , ˆ) by a solid of thickness l is given by

I v I v v lo( , ˆ) ( , ˆ)exp[ ( , ˆ) ] (2)

Experimentally I vo( , ˆ) represents the transmission of the system in the absence of an absorbing 
specimen. In practice I vo( , ˆ) and I v( , ˆ) are measured and the value of the absorption coefficient 

( , ˆ)v  at a particular frequency is obtained using the formula

( , ˆ)
( , ˆ)

( , ˆ)
v

l

I v

I v
oln

1
(3)

( , ˆ)v  has units of cm 1 or m 1. The variation of the absorption coefficient with frequency is dif-
ficult to predict. In general, the absorption transition has a finite width, and the absorption strength, 

( , ˆ)v dv, is related to the density of absorbing centers and to the transition probability.
The value of the absorption coefficient in an isotropic material is related to the Einstein A coef-

ficient for spontaneous emission by1

( ) ( )v N
g

g
N A

c

v n
G va

b

a
b ba

2

2 28

1
(4)

where ga and gb are the statistical weights of the states, G(v) is the lineshape function [defined such 
that G v dv( ) 1], c/n is the velocity of light in the medium, and n is the refractive index. In Eq. (4), 
the population densities in the ground and excited states, Na and Nb, respectively, have been assumed 
to be invariant with time and unaffected by the absorption process. Under conditions of weak exci-
tation we can ignore the small value of Nb, and replace Na by N so that

( ) ( ) ( )v NA
v

v vba
b

a

c

n

g

g
G N G

2

2 28

1
(5)

where  is the absorption cross section per center. The absorption strength, i.e., the area under the 
absorption band, is related to  by

( )v dv N (6)
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If we ignore the refractive index and local field correction factors and assume a gaussian-shaped 
absorption band, then

Nfab o0 87 1017. ( )v v (7)

where (vo) is measured in cm 1, v, the full-width at half maximum absorption, is measured in 
eV, and N is the number of centers cm 3. Equation (7) is often referred to as Smakula’s formula. To 
obtain the oscillator strength from the area under the absorption band, one needs an independent 
determination of the density of centers. For impurity ions in solids, N may be determined by chemi-
cal assay or by electron spin resonance.

The Double-Beam Spectrophotometer

The first essential of an absorption spectrophotometer is a broadband source: deuterium, hydro-
gen, xenon, and tungsten lamps are commonly used. Their outputs cover different wavelength 
ranges: a hydrogen lamp is suitable for wavelengths in the range 150 to 350 nm whereas high-
pressure xenon lamps have usable light outputs in the range 270 to 1100 nm. For Xe arc lamps 
the output is relatively continuous in the wavelength range 270 to 800 nm apart from some sharp 
lines near 450 nm. In the infrared region 800 to 1100 nm, much of the most intense part of the 
output is in the form of sharp lines. In the arc lamp, radiation is due to the collision of Xe atoms 
with electrons which flow across the arc. Complete separation of the excited electrons from the 
atoms leads to ionization and the continuum output. The formation of Xe atoms in excited 
states leads to the sharp lines in the output from Xe arc lamps. Tungsten filament lamps may 
also be used in absorption spectrophotometers. The spectral output from such a heated filament 
is approximately that of a blackbody radiator at a temperature of 2000 K. In consequence, the 
emission intensity is a smooth function of wavelength with peak at 1500 nm, with the detailed 
curve following Planck’s thermal radiancy law. Accordingly, the peak in the distribution of light 
varies with filament temperature (and therefore current through the filament), being determined 
by max .T 2 898 10 3 mK. This relationship expresses Wien’s wavelength displacement law. 
Although containing all wavelengths from the ultraviolet into the infrared region, the total output 
is fairly modest compared with a high-pressure mercury lamp.

Accurate measurements of the absorption coefficient at different wavelengths are best made 
using a double-beam spectrophotometer: a schematic is shown in Fig. 1. The exciting beam from the 
broadband source passes through a grating monochromator: the resulting narrow band radiation 
is divided by a beam-splitting chopper into separate monochromatic beams which traverse the 
sample and a reference channel. Thus the light incident on the sample and that which passes 
through the reference channel have the same wavelengths and is square-wave modulated (on/
off) at some frequency in the range 1 to 5 kHz. The sample and reference beams are recombined 
at the phototube, and the magnitude and phase of sample and reference signals are amplified 
and compared by the lock-in detector. Chopping at a preselected frequency permits narrowband 
amplification of the detected signal. Thus any noise components in the signal are limited to a nar-
rowband centered at the chopping frequency. The dc output from the lock-in detector is plotted 
as a function of wavelength using a pen recorder. Alternatively, the signal may be processed using 
a microcomputer, so that the absorbed intensity may be signaled as the transmission, the optical 
density [Eq. (1)], or the absorption coefficient [Eq. (3)] of the sample as a function of wavelength 

, wave number v , or photon energy (E hv).
Ensuring a high light throughput in both sample and reference channels usually limits the 

resolution of the monochromator used in the spectrophotometer (Fig. 1). In consequence, very 
narrow absorption lines, < 0.1 nm, are normally broadened instrumentally. Note that because 
in an absorption spectrophotometer one measures the light transmitted by the sample relative to 
that transmitted by the reference chamber [Eqs. (2) and (3)], the absorption coefficient is inde-
pendent of the spectral dependencies of the lamp, the monochromator, and the detection system. 
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The measurement is also independent of the polarization properties of the monochromator sys-
tem. By taking ratios, many nonideal behaviors of the components cancel.

31.4 LUMINESCENCE SPECTROMETERS

General Principles

To study luminescence it is necessary to optically pump into the absorption spectrum using high-
intensity sources. Typical sources used in luminescence spectroscopy, which have broadbands in 
near ultraviolet and blue regions, include hydrogen and xenon arc lamps. The xenon arc lamp is 
particularly useful for exciting luminescence in the yellow-red region of the spectrum since xenon 
does not show interfering sharp line emission in this region. In general, high-pressure mercury (Hg) 
arc lamps have higher intensities than Xe arc lamps. However, the intensity is concentrated in sharp 
lines. Consequently, such lamps are utilized mainly with broadband absorbers or in situations that 
permit the individual lines to suit the absorption lines of the particular sample. In addition, a vari-
ety of lasers may be used, including Ar , Kr , He-Ne, and He-Cd lasers which have emissions at fixed 
wavelengths. Tunable dye lasers can be selected to closely match the absorption bands of particular 

Lamp

Monochromator

Beam-splitting
chopper

Signal

PT

Power
supply

Current
amplifier

Lock-in
detector
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recorder

Reference
signal

Wavelength
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FIGURE 1 Block diagram of a dual-beam absorption spectrometer.
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materials. Because of their low intensity, tungsten filament lamps are not normally used in lumines-
cence spectrometers.

The light emitted is resolved into its component lines/bands using a monochromator. For 
medium resolution a 1-m Czerny-Turner monochromator will give a spectral resolution of about 
0.02 nm. An order of magnitude lower resolution can be achieved using a grating spectrometer with 
focal length 0.25 m. The light emerging from the monochromator is detected using an electron mul-
tiplier phototube with associated high-voltage power supplies. Gallium arsenide phototubes operate 
with good quantum efficiency in the range 280 to 860 nm. For measurements in the near-infrared, 
a lead sulphide cell, cooled germanium photodetector, or special III-V compound photodiode may 
be used. Under steady-state optical pumping, a steady-state luminescence output is obtained and 
detected as a photocurrent which is amplified and converted to a voltage signal to be displayed on 
a pen recorder. Luminescence detection is inherently more sensitive than absorption measurements 
and sensitivities of 1011 centers cm 3 are routine.

Ideally, the excitation source should yield a constant light output at all wavelengths, the mono-
chromator must pass all wavelengths with equal efficiency, and be independent of polarization. In 
addition, the detector should detect all wavelengths with equal efficiency. Unfortunately, such ideal 
light sources, monochromators, and phototubes are not available and it is necessary to compro-
mise on the selection of components and to correct for the nonideal response of the luminescence 
spectrometer. Generally, luminescence spectra are recorded by selecting the excitation wavelength 
which results in the most intense emission and then scanning the wavelength of the emission mono-
chromator. In consequence, techniques must be developed to allow for the wavelength-dependent 
efficiency of the emission monochromator and photomultiplier tube. This is not required in 
absorption spectrophotometers where the ratio of I v I vo( , ˆ) ( , ˆ)|  are used to compute the values of 

( , ˆ)v  from Eq. (3).
Modern spectrometers use diffraction gratings in monochromators rather than prisms. This 

results in less interference from stray light and in greater dispersion. Stray light may also be reduced 
using narrow entrance and exit slits as well as double monochromators (i.e., monochromators 
incorporating two gratings). Nevertheless, the transmission efficiency of the grating monochroma-
tor is a strong function of wavelength, which can be maximized at any given wavelength by choice 
of the blaze angle: the efficiency is less at other wavelengths as Fig. 2 shows. The stray light levels are 
to some extent controlled by exit and entrance slits. Smaller slit widths also yield higher resolution 
as do gratings with greater numbers of grooves per unit area. The efficiency of a grating monochro-
mator also depends upon the polarization of the light. For this reason, the observed fluorescence 
intensities can be dependent upon the polarization of the emitted radiation. A typical plot of the 

FIGURE 2 Showing how the grating efficiency varies 
with wavelength for gratings blazed at 300, 500, and 1000 nm.
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wavelength dependence of the efficiency of a ruled grating as a function of polarization is shown in 
Fig. 3. As a consequence, the emission spectrum of a sample can be shifted in wavelength and altered 
in shape by the polarization properties of the monochromator. In modern spectrometers the mono-
chromators can be calibrated using standard lamps and polarizers, the information stored in the 
memory of the control computer, and the detected intensities corrected at the data processing stage 
of the experiment. Most manufacturers also provide data sheets describing monochromator perfor-
mance, and use can be made of such data for approximate corrections to the measured spectra.

Care must be taken with polarization anisotropy measurements. Thin-film polarizers have absorp-
tion properties which are strongly wavelength-dependent. Precise corrections can be made using 
computer-controlled facilities with provision for computerized data processing. However, it is prefera-
ble to use a Glan-Thompson prism made from quartz or calcite which has good transparency from the 
ultraviolet into the infrared. Furthermore, the polarization properties are not wavelength-dependent.

In general terms, the light signal is detected using a photomultiplier tube in which the photon 
flux produces an electrical current that is proportional to the light intensity. The basis of the device 
is the photoelectric effect. Incident photons cause photoelectrons to be emitted from a photocath-
ode with an efficiency dependent upon the incident wavelength. The photocathode is held at a high 
negative potential of 1000 to 2000 V. The photoelectrons are incident upon a series of dynodes 
which are also held at negative potentials in order to accelerate electrons toward the next dynode. 
Each photoelectron arriving at the first dynode chain causes the ejection of a further 10 to 20 elec-
trons, depending on the voltage difference between photocathode and first dynode. This process of 
electron multiplication and consequent current amplification continues down the dynode chain 
until a current pulse arrives at the anode. Although the photomultiplier tube responds to individual 
photons, the individual current pulses are generally detected as an average signal.

The anode current must be directly proportional to the light intensity. However, at wavelengths 
longer than the work function of the photocathode, the photomultiplier tube is no longer sensi-
tive to the incident photons. Thus, different photocathodes are used in different wavelength ranges. 
For phototubes used in the ultraviolet region, quartz windows are used. For the ultraviolet-visible 
region (200 to 550 nm) a K-Cs bialkali photocathode may be used; such devices have high quantum 
efficiency, up to 25 percent between 350 to 500 nm, high gain, and low dark current. Typically, the 
operating anode currents are of the order of a few microamps, whereas the dark current is in the 
nanoamp range. A somewhat more useful device, in that the quantum efficiency is almost constant 
from 300 to 860 nm, uses a GaAs photocathode. For longer wavelength operation, 800 to 1250 nm, a 
germanium photodiode may be used. In other words, spectroscopic studies over a wide wavelength 
range may require several different photodetectors to be used. Techniques for correcting for the 
nonideal wavelength-dependent properties of the monochromator, polarizers, and photomultiplier 
tubes have been described at length by Lackowicz.2
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FIGURE 3 Showing the effect of polarization on the efficiency of a ruled grating with 1200 grooves/mm 
and blazed at 500 nm.

DO
 N

OT
 D

UP
LI

CA
TE



31.8  INSTRUMENTS

Luminescence Spectrometers Using 
Phase-Sensitive Detection

Where phase-sensitive detection techniques are used, the excitation intensity is switched on and off 
at a certain reference frequency so that the luminescence intensity is modulated at this same fre-
quency. The detection system is then set to record signals at the reference frequency only. This effec-
tively eliminates all noise signals except those closely centered on the modulation frequency. A typi-
cal luminescence spectrometer is shown in Fig. 4. The pumping light is modulated by a mechanical 
light chopper operating at frequencies up to 5 kHz. A reference signal is taken from the chopper to 
one channel of a lock-in detector. The magnitude and phase of the luminescence signal is then com-
pared with the reference signal. Because of the finite radiative lifetime of the emission and phase 
changes within the electronics, the luminescence signal is not in phase with the reference signal. 
Hence, to maximize the output from the lock-in detector, the phase control of the reference signal 
is adjusted until input (luminescence) and reference signals to the lock-in detector are in phase. Of 
course, the phase of the reference signal may also be adjusted so that reference and luminescence 
signals are in quadrature giving zero output from the lock-in. This method of phase adjusting may 
enable one to separate the overlapping luminescence bands from different centers. In such experi-
ments, the chopping frequency is adjusted so that there is an appreciable reduction in the lumines-
cence intensity during the “off” half-cycle. This effectively puts an upper limit on the rate at which 
the lock-in system can operate.

FIGURE 4 Schematic of a spectrometer for measuring luminescence spectra by 
phase-sensitive detection techniques.
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The use of a mechanical chopper restricts the maximum modulation frequency to 5 kHz. 
Essentially, the mechanical chopper consists of a rotating blade of metal into which slots are cut at 
regular angular intervals. When the excitation beam is incident on the metal section, the excitation 
intensity at the sample is zero, and when on the slot, the sample receives the full intensity in the 
excitation beam. If the blade is rotated at a frequency of 1 Hz and there are n slots cut in the blade, 
then the excitation beam is essentially switched on/off at a rate of n Hz. Obviously, the modulation 
rate can be increased either by increasing the number of slots cut in the blade and/or by increasing 
the revolution rate. If the excitation is well-focused onto the chopper, then the modulation is in the 
form of a square wave with maximum modulation index M  1.

Other modulators impose sinusoidal variations in the excitation intensity, at frequencies up 
to 50 MHz.2 There are various means for providing sinusoidal intensity variations, including 
Kerr cells and Pockels cells. Both types require high electric fields to obtain the desired modula-
tion and such high driver voltages may interfere with the detection of weak signals. Kerr cells do 
not transmit ultraviolet light and so may only be used in the visible/near-infrared region. The 
Pockels cells may be used in the ultraviolet region as well as at visible and infrared wavelengths. 
They may also be operated at variable frequencies. However, since they require highly collimated 
light sources for efficient operation, they require a laser for excitation. The ultrasonic Debye-Sears 
modulator overcomes the experimental difficulties associated with both Pockel cells and Kerr 
cells. A vibrating quartz crystal is used to set up standing waves in a tank containing an ethanol-
water mixture. (The crystal restricts the device to operate at the fundamental and one or two 
harmonic frequencies only.) The standing waves act as a closely spaced refractive index diffrac-
tion grating normal to the incident exciting radiation. A slit permits only the undiffracted light 
to pass to the sample. The result is a sinusoidally varying light intensity with about 50 percent 
modulation index.

The emission signal is forced to respond to the modulated excitation at the same circular fre-
quency  as the excitation. However, the detected emission signal is delayed in phase by an angle 
relative to the excitation, and with reduced modulation depth. The radiative lifetime may be calcu-
lated from the measured phase angle  and demodulation factor m. For a single exponential decay 
the appropriate relations are3

tan R
(8)

and

m R1 2 2
1 2/

(9)

Even with more complex processes, where several decaying species are present, phase angles and 
demodulation factors can be measured and used to calculate actual lifetimes.3,4

Phase-sensitive detection techniques may also be used to “time-resolve” overlapping absorption/
luminescence spectra with different decay characteristics. The phase-sensitive detector (PSD) yields 
a direct-current signal proportional to the modulated amplitude and to the cosine of the phase dif-
ference between the detector phase D and the signal phase , i.e.,

I m ID s o D( , ) ( )cos( ) (10)

where  is the wavelength, Io( ) is the steady-state excitation intensity, and ms is the source modula-
tion index. Now suppose that there are two components A and B with lifetimes A B. The modu-
lated emission measured with the PSD results in an unmodulated signal given by

I m I m Is
A

o
A

D A s
B

o
B( , ) ( )cos( ) ( )cos(D DD B) (11)
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If the phase-control of the PSD is adjusted so that D B + 90°, then the second term in Eq. (11) is 
zero, and the output intensity is given by

I m ID s
A

o
A

B A( , ) ( ) ( )sin (12)

In other words, the emission output from species B has been suppressed. Species A can be sup-
pressed at the detector phase angle D A + 90°. If we now scan the wavelength, then the conse-
quence of Eq. (12) is that the steady-state spectrum of species A is recorded, i.e., Io

A( ), and con-
versely for species B.

In the example given in Fig. 5a, the steady-state fluorescence of a mixture of indole and dim-
ethylindole dissolved in dodecane is shown.5 With the detector phase angle set to 90° 9.7 and 
using a modulation frequency of 10 MHz in Fig. 5b, we resolve the indole emission with wavelength 
maximum at 306 nm. The phase angle of 9.7° corresponds to a radiative lifetime close to the isolated 
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FIGURE 5 (a) Steady-state emission spectra of a mixture of 
indole and dimethylindole in dodecane and (b) shows the phase-
resolved spectra of the indole and dimethylindole.5
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methylindole molecules in dodecane ( R  5 ns). The suppression of the indole signal gives the 
dimethylindole spectrum with peak at 323 nm at a phase angle of 28.6 – 90°, giving the R value of 
indole as 9.0 ns.

Luminescence Excitation Spectrometers

Some inorganic solids have strong overlapping absorption bands due to nonluminescent cen-
ters, which completely overwhelm the absorption spectrum related to a particular luminescence 
center. These difficulties are overcome by excitation spectroscopy, Fig. 6, in which the intensity 
of the luminescence output is recorded as a function of the wavelength of the excitation beam. 
Strong emission at a particular excitation wavelength signals that the emitting center absorbs 
strongly at that wavelength. In this way it is possible to determine the shape and position of the 

FIGURE 6 Schematic representation of a luminescence excitation spectrometer.
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absorption bands which excite the emission process. A low-resolution scanning monochroma-
tor is placed immediately after the chopper, and light from its exit slit is then focused onto the 
sample. This monochromator may be of focal length only 250 mm and have a grating of area 
5 cm 5 cm, ruled with only 600 lines per mm. Alternatively, it may be a double monochromator 
chosen to reduce stray light levels. In either case, an optical band pass filter may be used in front of 
the monochromator. Generally, the grating blaze is chosen to give high efficiency in the ultraviolet/
blue/green regions for the excitation monochromator (e.g., gratings blazed at 300 nm or 500 nm), 
whereas the emission monochromator is chosen to give high efficiency at visible and near-infrared 
wavelength (i.e., gratings blazed at 500 nm or 750 nm). With such an apparatus, it is possible to 
distinguish absorption transitions from several centers whose absorption bands partially or 
completely overlap. The example given in Fig. 7 shows the luminescence pattern emitted by 
F2 centers in magnesium oxide and the excitation spectrum associated with this emission. Other 
strong absorption bands due to Fe3  ions and F centers which overlap the F2-absorption bands are 
strongly discriminated against by selective detection of the F2-center luminescence.

31.5 PHOTOLUMINESCENCE DECAY TIME

Radiative Lifetime

In order to measure the radiative lifetime of a transition it is necessary to use a sharp intense pulse 
of excitation in the absorption band together with some means of recording the temporal evolu-
tion of the luminescence signal. Suitable excitation sources include pulsed lasers, flash lamps, or 
stroboscopes. Laser systems may produce pulses of duration 0.1 to 100 ps; flash lamps and strobo-
scopes will produce pulses of order 10 8 s and 10 5 s, respectively. A possible spectrometer system is 
shown in Fig. 8. Usually the luminescence yield following a single excitation pulse is too small for 
good signal-to-noise throughout the decay period. In consequence, repetitive pulsing techniques are 
used together with signal averaging to obtain good decay statistics. The pulse reproducibility of the 
stroboscope is advantageous in the signal averaging process in which the output from the detector is 
sampled at equally spaced time intervals after each excitation pulse. If the pulse is repeated N times 

FIGURE 7 Luminescence and excitation luminescence spectrum of F2 centers 
in MgO.
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then there is an N1/2 improvement in the signal-to-noise ratio. If a multichannel analyzer is used, the 
excitation pulse is used to trigger the analyzer, and hence the time between pulses need not be con-
stant. Of course the phase sensitive detection spectrometer may also be used to measure lifetimes, 
but only down to about 100 s.

An illustration of the data obtainable using the stroboscope technique is shown in Fig. 9. The 
luminescence signal detected is the broadband emission with peak at 780 nm from Cr3  ions in 
orthorhombic symmetry sites in magnesium oxide measured at 77 K. At low Cr3  ion concentra-
tion, the radiative lifetime of this luminescence center is 35 s. These data show that the evolution 
of the intensity during the pulse-decay cycle is not necessarily in the form of a single exponential 
decay. On sampling the emission at times long relative to R there is a component with charac-
teristic decay time of 11.4 ms, which is the lifetime of Cr3  ions occupying octahedral symmetry 
sites in magnesium oxide and which emit a characteristic R-line emission at 698.1 nm. This result 
implies that excitation is being transferred from excited Cr3  ions in octahedral sites to Cr3  in 
orthorhombic sites.

For rather faster decay processes (10 10 – 10 8 s), fast flashlamps are used to excite the lumi-
nescence. The gated flashlamps have extremely reproducible pulses, down to 0.8-ns width with 
repetition rates of up to 50 kHz.2 The usual gases for such lamps are hydrogen, deuterium, and air. 
Hydrogen has several advantages, not the least being the continuum output in the ultraviolet and 
visible ranges, with pulse profiles which are independent of wavelength. The combination of pulse-
sampling techniques and computer deconvolution of the decaying luminescence enables decay 
times to be measured down to 20 ps. However, judicious choice of photomultiplier tube and care-
ful design of the photomultiplier dynode chain is necessary to eliminate signal noise. It is usual to 
use coincidence single-photon counting techniques to obtain good decay data.2

FIGURE 9 Decay in the intensity of Cr3+ lumines-
cence in MgO. Detection of the broadband luminescence 
at 790 nm shows two components, one fast ( R = 35 s) 
and one slow ( R = 11.4 ms). Detection of the R-line at 
698.1 nm shows a single component with R = 11.4 ms.

FIGURE 8 Spectrometer for measuring 
luminescence decay times.
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Picosecond and Sub-Picosecond Relaxation

During the past two decades there have been quite remarkable developments in techniques for gen-
erating and measuring ultrashort pulses into the femtosecond domain. In semiconductors, a very 
wide range of ultrafast phenomena are being studied—electronhole plasma formation, exciton and 
biexciton formation dynamics, hot electron effects, phase-conjugate self-defocusing, and degener-
ate four-wave mixing. However, one very general optical phenomenon that may be addressed using 
ultrashort pulses involves nonradiative decay times in nonresonant fluorescence spectra. Such pro-
cesses include ionic relaxations around a center in decaying from an excited state, sometimes includ-
ing reorientations of anisotropic centers. Many picosecond phenomena, especially nonradiative 
decay processes, are studied by excite-and-probe techniques in which light pulses at wavelength 1
are used to excite a phenomenon of interest, and then a delayed optical pulse at wavelength 2 inter-
rogates a change of some optical property of this phenomenon. Ideally, two sources of picosecond 
pulses at different, independently tunable wavelengths are required, which must be synchronized on 
the picosecond timescale.

A convenient experimental system for studying vibrational relaxation at color centers and 
transition metal ions in ionic crystals is shown in Fig. 10.6 A mode-locked dye laser producing sub-
picosecond pulses at wavelength 1 is used both to pump in the absorption band and to provide 
the timing beam. Such pumping leads to optical gain in the luminescence band and prepares the 
centers in their relaxed state. The CW probe beam, collinear with the pump beam, operates at a 
longer wavelength, 2. The probe beam and gated pulses from the pump laser are mixed in a nonlin-
ear optical crystal and a filter allows only the sum frequency of the pump and probe beams, which 
is detected by a phototube. The photomultiplier tube actually measures the rise in intensity of the 
probe beam which signals the appearance of gain when the FA(Li)-centers have reached the relaxed 
excited state. The pump beam is chopped at low frequency to permit phase-sensitive detection. The 
temporal evolution gain signal is measured by varying the time delay between pump and gating 
pulses. Although specifically used by Mollenauer et al.6 to probe the relaxation dynamics of color 
centers, the spectrometer system shown in Fig. 10 is readily adapted to other four-level systems, 
including transition metal ions.

FIGURE 10 A sub-picosecond pump and probe spectrometer for measuring vibrational relaxation times 
in excited defects and transition metal ions.
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31.6 POLARIZATION SPECTROMETERS

General Principles

The absorbed intensity is sometimes dependent on the optical anisotropy of the sample. Whether or 
not a transition is allowed in a particular polarization is determined by examining the value of the 
square of the matrix element b aj , see “Optical Spectroscopy and Spectroscopic Lineshapes” 
(Chap. 10 in this volume), Eqs. (12) and (13), where a and b are the states involved in the transition, · j
is the appropriate component of the dipole operator summed over all j electrons involved in the 
transition. Optical transitions may be linearly or circularly polarized. For an electronic dipole tran-
sition, the dipole operator is e · E where e j jre is summed over the j electrons and E is the unit 
electric polarization vector parallel to the E-field of the radiation. The matrix element is evaluated 
using group theory, which shows how the symmetry properties of the states affect the transition 
rate.1 From this matrix element the selection rules of the transition are determined. The polariza-
tion of the radiation is defined in Fig. 11 by reference to the ẑ direction of the system, which itself 
is assumed to be parallel to an external perturbation (static electric or magnetic fields) or to unique 
symmetry direction in a crystal. For the -and -senses of linear polarization, the radiation travels 
in a direction perpendicular to ẑ with its electric field ˆ

E either parallel to ẑ ( -polarization) or 
perpendicular to ẑ ( -polarization). The electric dipole operators are then given by j j je z e zjr ˆ
for -polarization and j exj or j eyj for -polarization. The x̂  and ŷ  directions have been assumed
equivalent. In -polarization the radiation propagates along the unique symmetry axis, ẑ , with ˆ

E
anywhere in the x-y plane: in this case the electric dipole operator is also j exj or j eyj. We define 
right circularly polarized (RCP) radiation as having electric (and magnetic) polarization vectors 
which rotate clockwise when viewed from behind the direction of propagation. For electric dipole 
absorption transitions, the electric dipole operator for RCP light propagating in the z direction is 

j je x jy( ) / 2. Accordingly, in the case of LCP light, where the sense of rotation is anticlockwise, 
the electric dipole operator is j je x iy( ) / 2.

Polarized Absorption

Although the selection rules of dipole transitions provide for polarized spectra, the optical spectra 
of atoms in the absence of external fields and of electronic centers with octahedral symmetry in 
solids are isotropic. Since the unit polarization vector, ˆ

E, has direction cosines cos , cos , and 

FIGURE 11 Definitions of the senses of -, - and -polarized 
light beams relative to a local symmetry axis.1

DO
 N

OT
 D

UP
LI

CA
TE



31.16  INSTRUMENTS

cos , where the angles , , and  are defined in Fig. 12a, the square of the electric dipole matrix 
element is

| | | |b ax y zcos cos cos 2 (13)

When the center has octahedral symmetry the cross terms in Eq. (13) are zero so that the squared 
matrix element becomes

x y z
2 2 2 2 2 2cos cos cos (14)

using x xb a| | with similar expressions for y  and z . Since in octahedral symmetry

x y z
2 2 2 (15)

| ˆ |2 becomes x
2 and the strength of the transition is independent of the direction of the 

polarization of the incident radiation and the direction of propagation.
In octahedral solids, the local symmetry of an electronic center may be reduced by the applica-

tion of an external perturbation or internally through the presence of a nearby defect. In tetragonal 
symmetry with the z axis parallel to the symmetry axis, the transition probability is again given by 
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FIGURE 12 Showing (a) the orientation of the dipole moment μ relative to the x, y,
and z axes and (b) two different geometrical arrangements used for polarized excitation 
luminescence spectroscopy.
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Eq. (14) but with x y z
2 2 2. Since the transition probability for radiation at polarization 

ˆ
E is then proportional to

x z A B2 2 2 2 2 2(cos cos ) cos cos (16)

where A and B are constants, the spectroscopic properties of the center are anisotropic. In terms of 
the experimental situation referred to in Fig. 12b, in -polarization the angle  is always /4 radians, 
and the intensity is proportional to A. For -polarization, the angles are /4, /4 , and 

0, and the intensity is proportional to B. Similarly, for -polarization, the intensity is proportional 
to A. This shows that in tetragonal symmetry a rotation of the polarizer from the 0 to /4 in, 
for example, the y-z plane determines the magnitudes of A and B. The linear dichroism D is then 
given by D  (B A)/(A  B).

To illustrate these ideas, Fig. 13 shows the polarization of the 2
1 2

2
1 2

2
3 2S P P/ / /,  lines of atomic 

sodium, i.e., the D1 and D2 absorption lines, in the presence of an applied magnetic field. The 
Zeeman splittings of energy levels are much smaller than the spin-orbit splitting between the 2P1/2
and 2P3/2 levels. The wave functions are labeled in Fig. 11 by the MJ-values: the relevant Clebsch-
Gordan coefficients and theoretical intensities of the transitions for linear and circular polarizations 
are shown in Fig. 13, as are the theoretical intensities of the 2

1 2
2

1 2
2

3 2S P P/ /,  right circularly polar-
ized (RCP) and left circularly polarized (LCP) absorption transitions. The experimental pattern of 
lines for - and -polarizations are in excellent agreement with the predicted Zeeman pattern.

An analysis of the polarization properties of the sample absorption requires that a polarizer be 
inserted in the light path immediately prior to the sample chamber. For accurate measurements of 
the absorption anisotropy, the polarizers must be accurately positioned relative to the beam and 
rotatable. The angle of rotation about the beam must be accurately indexed so that the orientation-
dependence of the anisotropy may be determined. The polarizer should also be removable since 
it is unnecessary for measurements with optically isotropic solids. A sample which has different 
absorption coefficients in different crystallographic directions is said to be dichroic. The dichroism is 
defined as

D
( ) ( )
( ) ( )

( ) ( )
( ) ( )

1
l

I I
I I

(17a)

in the limit of small absorption coefficients.
Although discussion has focused on radiative absorption transitions via electric dipole transi-

tions, a similar analysis can be made for magnetic dipole transitions. In this case, the phase relation-
ships between the magnetic fields Bx and By are exactly the same as those between Ex and Ey, and the 
magnetic dipole operator is m B; where m je m l sj( ) ( )/2 2  and B is the unit vector along the 
direction of the magnetic field of the radiation. If the absorption transitions used to excite the lumi-
nescence are unpolarized, so too will be the resulting luminescence spectrum. However, as discussed 
above, the absorption spectrum of an atomic system may be made anisotropic by the application of 
an external field or by using polarized exciting radiation. The resulting emission spectrum will be 
correspondingly polarized. Absorption and luminescence spectra from optically isotropic solids can 
also be made anisotropic using similar techniques.

Polarized Absorption/Luminescence

Just as the absorption spectra of free atoms and isotropic solids are unpolarized, so too are the lumi-
nescence spectra, at least when exciting with unpolarized radiation. This is shown by simple exten-
sions to the arguments leading to Eq. (15) in which the electric dipole operators for luminescence 
are the complex conjugates of those for the appropriate absorption transitions. In practice, both 
absorption and emission properties are anisotropic. Although the host crystal may possess a cubic 
unit cell in which the electronic centers are anisotropic, a regular distribution of equivalent sites will 
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FIGURE 13 Zeeman splittings of 2S1/2
2P1/2,

2P3/2 levels of sodium. The electric 
dipole matrix elements and relative intensities of linearly and circularly polarized 
absorption transitions are compared with some experimental spectra.1
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still result in isotropic spectra. The use of polarized absorption/luminescence techniques can reveal 
details of the local site anisotropy. Such methods have been discussed by Henderson and Imbusch1

and in more detail by Feofilev.7

To measure the effects of polarization on the absorption coefficient [i.e., ( , ˆ)v ] it is necessary 
to place a polarizer immediately before the beam splitter in the double-beam spectrophotometer, 
Fig. 1. In polarized luminescence measurements, linear polarizers are placed immediately before the 
sample in the absorption channel and just after the sample in the emission channel of a lumines-
cence excitation spectrometer such as that shown in Fig. 6. The spectrometer may then operate in 
the “straight through” configuration or the emitted light may be collected in a direction at 90° to the 
direction of the excitation light, as illustrated in Fig. 13. Note that provision is made for rotatable 
polarizers in both excitation ( ) and detection channels ( ), and the measured emission signal will 
be a function of both  and .

The circular dichroism may be defined in an analogous manner to the linear dichroism, i.e., 
Eq. (17a). Since circular dichroism has a specific relevance to the Zeeman effect, we use Fig. 14a
and consider circularly polarized absorption transitions which are excited between two Kramers 
doublets. With light propagating along the direction of the magnetic field, the selection rule is that 
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FIGURE 14 Circularly polarized dipole 
transitions excited between Kramers states.
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-polarized light induces Ms 1 absorption transitions and -polarized light induces absorption 
transitions in which Ms 1. As a result of the Zeeman effect, the absorption peak splits into two 
overlapping bands (Fig. 14b) centered at different wavelengths with absorption coefficients ± in 

- and -polarizations that are different at particular frequencies. The peaks in the two oppositely 
polarized bands are separated in energy by (ge gg) BB, where the g-values refer to the excited e and
ground g states. The energy difference corresponds to a frequency splitting v g g eB me g( ) 4 ,
which for ge gg  2.0 and B  1 T gives a separation between band peaks of 0.04 nm for a band 
centered at 500 nm. In a magnetic field, the difference [ (v)] in the absorption coefficients for 
and  circularly polarized light is referred to as magnetic circular dichroism (MCD). In the limit of 
small absorption coefficient the circular dichroism is

( )
( ( ) ( ))

( ( ) ( ))
v

v v

v v

2 I I

l I I
(17b)

where l is the sample thickness and I (v), I (v) refer to the transmitted intensities of the  and 
circularly polarized light at frequency v.

In most cases, a splitting of only 0.04 nm would be hard to resolve directly by Zeeman effect 
measurements on a broadband. However, this Zeeman structure may be resolved by measuring 

(v) as a function of magnetic field, as can be seen from a simple estimate. We approximate the 
MCD signal, (v) for a sample of thickness l, as the product of the magnetic splitting v with the 
rate of change of the absorption coefficient with frequency which is given by d v dv vo( ) ( )/ / , for 
a symmetrical, structureless band. Hence

v
v

v
( )

( )l o

(18)

In a typical experiment, (v)l 10 5 and (vo)l ~ 1, hence v 10 5 . For a typical broadband, 
0.25 eV 2000 cm 1 and Eq. (18) yields v 0.02 cm 1 (i.e., ~ 0.05 nm) which is of the 

same order of magnitude as the Zeeman splitting calculated above. Although the intensity changes, 
which determine the magnitude of (v), may be quite small, they may be assumed very precisely 
using lock-in techniques. This is done very efficiently by replacing the circular polarizer in the 
excitation system by a stress-modulated quarter-wave plate, a device which transmits circularly 
polarized light, the polarization of which is switched between  and  at the vibration frequency 
of the plate, usually 50 kHz. Using this piezo-optic modulation, MCD signals as low as 10 6 can 
be measured.8

The MCD signal is strongly dependent on both frequency and temperature. Since at low tem-
peratures the populations N± of the Ms = 1/2 levels of the spin 1/2 ground state are different for a 
system in thermal equilibrium, the MCD signal [Eq. (17b)] is given by

( ) ( ) ( ) tanv v G vl
B

kTo h Bg

2
(19)

In this expression o(v) and the sample thickness, l, are experimental constants and, in conse-
quence, the MCD signal only varies through the Brillouin function for the s 1/2 ground state 
[i.e., tan /h g B k T( )B 2 ]. This MCD signal is paramagnetic, being strongest at high field and low 
temperature, and measurement of its magnitude probes the ground-state magnetization. In order 
to test Eq. (19) experimentally, it is best to work at either the positive or negative peak in Fig. 14 
and so maximize the MCD signal. Having thus obtained a suitable MCD signal, its variation with 
temperature and magnetic field can then be measured. Excitation of the Kramers’ system in Fig. 14 
with circularly polarized radiation of appropriate frequency results in the circularly polarized emis-
sion. The electric dipole operators for RCP and LCP emission are the complex conjugates of those 
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for absorption. The consequent change in emission intensity, Eq. (17), is referred to as the magnetic 
circular polarization (MCP).

Optically Detected Magnetic Resonance

In optical absorption spectroscopy, electronic transitions (usually) out of the ground state may 
result in one of a rich tapestry of possible bandshapes, depending upon the strength of the electron-
phonon coupling. Photoluminescence measurements involve transitions which originate on an 
excited electronic state and frequently the terminal state is the electronic ground state. Overlapping 
absorption and luminescence bands can cause difficulty in assigning individual optical absorption 
and luminescence bands to particular optical centers. Since the lifetimes of excited states are in the 
range 10 3 to 10 8 s, it is no trivial matter to measure excited-state electron spin resonance using the 
microwave detection techniques pioneered in ground-state studies. Geschwind et al.9 developed 
techniques in which the excited-state ESR was detected optically. In favorable cases this method 
enables one to correlate in a single experiment ESR spectra in the ground state and in the excited 
state with particular optical absorption and luminescence spectra. The technique of measuring 
the effect of resonant microwave absorption on the MCD and/or MCP signal may be termed opti-
cally detected magnetic resonance (ODMR). In ODMR measurements involving the MCD signal, 
microwave-induced transitions between the Zeeman levels of the ground state are detected by a 
change in intensity of the absorption (i.e., MCD) spectrum. Electron spin resonance transitions in 
the excited state are signaled by microwave-induced changes in the MCP signal.

Figure 15 is a schematic drawing of an ODMR spectrometer. There are three necessary channels: 
a microwave channel and channels for optical excitation and detection. The microwave system is 
relatively simple, comprising a klystron or Gunn diode operating at some frequency in the range 8.5 
to 50 GHz, followed by an isolator to protect the microwave source from unwanted reflected signals 
in the waveguide path. The microwave power is then square-wave modulated at frequencies up to 
10 kHz, using a PIN diode. A variable attenuator determines the power incident upon the resonant 
cavity, although for high-power operation a traveling-wave amplifier might be added to the wave-
guide system. The sample is contained in the microwave cavity, which is designed to allow optical 
access of the sample by linearly or circularly polarized light traveling either parallel or perpendicular 
to the magnetic field direction. The cavity is submerged in liquid helium to achieve as large a popu-
lation difference as possible between the Zeeman levels. The magnetic field is provided either by 
an electromagnet (B 0 2.0 T) or a superconducting solenoid (B 0 6.5 T). Radiation from the 
sample is focused onto the detection system, which in its simplest form consists of suitable filters, a 
polarizer, and photomultiplier tube. A high-resolution monochromator may be used instead of the 
filters to resolve sharp features in the optical spectrum. The signal from the phototube is processed 
using a phase-sensitive detector, or alternatively using computer data collection with a multichan-
nel analyzer or transient recorder. The recorded spectrum is plotted out using a pen recorder as 
a function of either magnetic field or photon energy (or wavelength). With such an experimental 
arrangement one may examine the spectral dependence of the ODMR signal on the wavelength of 
the optical excitation or on the wavelength of the detected luminescence by use of one of the two 
scanning monochromators.

In order to carry out ODMR, microwave radiation of fixed frequency v is introduced while the 
optical wavelength is kept at the positive or negative peak in Fig. 14c. The magnetic field is then 
adjusted until the ESR condition, hv g BB, is satisfied. Since ESR transitions tend to equalize the 
populations N  and N , resonance is observed as a decrease in (v), and as the microwave power 
is increased, the MCD gradually tends to zero. In certain circumstances the ground-state spin polar-
ization may be used to monitor excited-state ESR transitions because of the selectivity of the transi-
tions induced by circularly polarized radiation. This measurement technique is an example of trigger 
detection where one microwave photon in absorption triggers the detection of one optical photon 
emitted. The resulting enhancement in sensitivity relative to the normal ESR technique is approxi-
mately in the ratio of optical to microwave frequency (i.e., 1015/1010  105). At x-band ( 10 GHz), 
the ESR sensitivity is about 1010 spins per gauss linewidth so that ODMR sensitivity is of order 105
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FIGURE 15 A schematic representation of a spectrometer for measuring optically 
detected magnetic resonance spectra via circularly polarized absorption or emission transitions.

atoms in the excited state. With the ODMR technique, one may gather information on a wide range 
of important solid-state processes including spin-lattice and cross relaxation, spin memory, energy 
transfer, electron-hole recombination, phonon bottlenecks, and spin coherence effects.

A major attribute of the ODMR technique is illustrated in Fig. 16, showing the optical charac-
teristics of the ODMR spectrum of F centers in calcium oxide.10 These spectra were measured at 
18.7 GHz and 1.6 K with the magnetic field along a crystal 100  direction. A high-pressure xenon 
discharge lamp and monochromator (M1 in Fig. 15) set at 400 nm was used to excite the fluorescence, 
which was detected through monochromator M2. The spectrum consists of four equally spaced 
lines due to an S 1 state of a center with tetragonal symmetry. Then with the magnetic field set at 
the strongest ODMR line, the excitation wavelength is scanned using monochromator M1 (Fig. 15) 
over the visible and near-ultraviolet region. A single broad structureless excitation peak is observed 
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at 400 nm corresponding to the 1
1

1
1A Tg u absorption band of the F center (Fig. 16). Subsequently, 

the excitation monochromator is set at the peak of this excitation band and the same magnetic field 
while the detecting monochromator (M2 in Fig. 15) is scanned over the fluorescence spectrum. This 
spectral dependence (Fig. 16) shows a sharp zero-phonon line at a wavelength of 574 nm with an 
accompanying broad vibronic sideband with peak at 602 nm. In a single experiment, a unique and 
unambiguous relationship is established between the ESR spectrum, absorption, and fluorescence 
bands of an intrinsic lattice defect.

31.7 HIGH-RESOLUTION TECHNIQUES

Inhomogeneous broadening arises when individual atoms are distinguished by the frequency at 
which they absorb light. The absorption profile is then the sum of separate absorption lines. In 
atomic spectroscopy, the major source of the spectral linewidth is Doppler broadening; the fre-
quency shift is ( v/v)  ±(vz/c) due to an atom moving with velocity component vz towards ( ) or 
away from ( ) the observer. At thermal equilibrium, a gaussian lineshape is observed because of the 

FIGURE 16 The ODMR spectrum of triplet 
state of F-centers in CaO.
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Maxwell-Boltzmann velocity distribution. In solids, the distribution of internal strains is a source of 
inhomogeneous broadening. Because crystals contain imperfections, electronic centers experience 
crystal fields which vary slightly from site to site in the crystal; in consequence, zero-phonon lines 
may have linewidths of order 0.1 to 50 cm 1. The use of narrow-band laser excitation makes it pos-
sible to eliminate inhomogeneous broadening and to realize a resolution limited only by the homo-
geneous width of the transition, which in crystals can vary from kilohertz to gigahertz. This factor of 
103 to 104 improvement in resolution enables the spectroscopist to carry out high-resolution studies 
of the physical properties and electronic structures of centers and of the mechanisms responsible for 
homogeneous broadening. Contributions to homogeneous width come from population dynamics 
and random modulation of the optical frequency by phonons and nuclear spins.

Saturated Absorption and Optical Holeburning

The experimental basis of recovering the homogeneous width of an inhomogeneously broadened 
optical spectrum, so-called saturated absorption or optical holeburning (OHB) spectroscopy, is 
illustrated in Fig. 17. An inhomogeneously broadened line of width inh is produced by many nar-
row components of homogeneous width hom inh. Each component is centered at a different 

FIGURE 17 Optical holeburning (OHB) and fluorescence line narrowing 
(FLN) of an inhomogeneously broadened spectroscopic line.1
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frequency within the inhomogeneous line profile. If a narrow laser line of frequency vL and band-
width L < hom is incident upon an atomic assembly having an inhomogeneously broadened 
linewidth inh, the resulting absorption of laser radiation depletes only that subassembly of excited 
centers whose energies are within hom of the laser line frequency vL. Consequently, a “hole” is 
burned in the lineshape in the neighborhood of vL. Resolution of the homogeneous width requires 
that L hom inh. In holeburning spectroscopy, the narrow laser linewidth and high power 
make it possible to maintain a significant fraction of those atoms with transition frequency vL in 
the excited state, where they no longer contribute to the absorption at this frequency. To observe 
holeburning experimentally requires that 5 percent of those centers within the pump laser band-
width be transferred to the excited state.

The first measurements of optical holeburning or saturated absorption spectroscopy in atoms 
were made by the Stanford group on the H -line ( )n n2 3  in hydrogen using a pulsed dye 
laser.11 A schematic diagram of an appropriate absorption spectrometer is shown in Fig. 18. A strong 
laser beam interacts with those atoms that are moving with the right velocity to Doppler and shift 
them into resonance. If the laser beam is intense enough, it tends to equalize the population in the 
two levels, thereby reducing the intensity. The hole burned in the absorption profile, which extends 
over the natural width of the transition, is probed by a second beam at the same frequency but lower 
intensity and traveling in the opposite direction. This beam interacts with atoms having the same 
velocity but in the opposite direction to the saturating beam. When the laser is tuned to line center, 
both pump and probe beams interact with atoms moving with zero longitudinal velocity. The probe 
beam then measures the reduced absorption caused by the saturating beam. In experiments using 
pulsed lasers, very high intensity is required to achieve saturation and hence there must be very tight 
focusing and overlap of pump and probe beam. In consequence, CW lasers are preferred in both 
gas-phase and solid-state spectroscopy. Saturated absorption measurements on atomic hydrogen 
have been reviewed by Ferguson and Tolchard12 and OHB in solids by Selzer13 and by Yen.14

To burn a hole in a narrow absorption line in crystals requires that the laser be focused onto the 
sample for periods of order 102 to 103 s, depending upon the specific system. When the laser excita-
tion is switched off, the holes recover on some timescale characteristic of the physical process respon-
sible for holeburning. For short-lived holes the exciting beam is divided using a beam splitter into 
pump and probe beams. The weaker probe beam passes through an optoacoustic modulator which 
scans it backward and forward over the hole.13 To observe long-lived holes, the sample is irradiated 
for a short time in the zero-phonon line with a few hundred milliwatts of single-mode dye laser light 
with a width of a few megahertz. The shape of the hole is then displayed by reducing the laser inten-
sity to a few milliwatts and scanning the laser over the inhomogeneous line profile. Figure 19 shows 
an example of holeburning in the 601.28-nm line of Pr3 : LaCl3. The homogeneous width measured 
in this holeburning experiment is hom 10 MHz, which corresponds to a lifetime of 10 ns. There 
have been many reports of holeburning spectroscopy on transition metal ions, rare-earth ions, and 
color centers in inorganic materials. For rare-earth ions, holeburning with lifetimes determined 
by the nuclear spin relaxation processes have been reported to vary from 10 to 103 s. Many mea-
surements are aimed at the mechanisms leading to the homogeneous width of optical transitions. 

Sample
Lock-in
amplifier

Saturating beam

Chopper

Tunable laser

Probe beam

FIGURE 18 A spectrometer system for Doppler-free saturation spectroscopy.12
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In these cases, techniques have been developed for the detection of coherent transients (e.g., photon 
echo or free induction decay) because the measurements are made on the timescale of the dephasing 
and are not affected by spectral diffusion and other such processes.

Polarized Absorption Spectrometers

Polarized absorption spectroscopy is a technique related to sub-Doppler absorption spectros-
copy. However, in this case use is made of the circularly polarized absorption properties of 
atomic transitions. In the Wieman-Hansch experiment,11 the probe beam passes through crossed 
polarizers immediately before and after the sample. If the pump beam is unpolarized, the sample 
is optically isotropic and no light falls on the detector. However, if the s p transitions are 
excited using RCP light, the pump beam induces optical anisotropy in the medium with which it 
interacts. In consequence, as pump and probe beams are tuned to line center so that both inter-
act with the same class of atoms, the weak probe beam becomes slightly elliptically polarized 
and light is transmitted through the crossed polarizers. The advantage of the method is a factor 
of about 103 enhancement in sensitivity relative to saturation absorption spectroscopy. Sub-
Doppler two-photon absorption spectroscopy is also much used in atomic physics.15 The selec-
tion rule for two-photon absorption is that l 0 or 2. In consequence, for l  1 electron atoms 
S S and S D transitions are allowed.

 = 601.8 nm

LaCl3 : 0.5% Pr3+

5 GHz

1 GHz

Photon energy

A
bs

or
ba

n
ce

FIGURE 19 Optical holeburning in the 601.28-nm 
line of Pr3+ ions in LaCl3. The hole was burned using 
some 200 W cm−2 of single-frequency laser light with 
a bandwidth of 2 MHz. The zero-phonon line has an 
inhomogeneous width of 7.5 GHz. (After Harley and 
Macfarlane, 1986, unpublished.)
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Laser Stark Spectroscopy of Molecules

Sub-Doppler resolution enhancement is also used in studying the heterogeneously broadened 
rotational/vibrational spectra of molecules. Such spectra are generally observed in the mid-IR 
region and are studied using a wide variety of gas lasers (e.g., N2O, CO, and CO2). Such laser lines 
are not usually in exact resonance with the particular molecular transition: laser and molecular 
transition are brought into register using a variable electric field to tune the molecular system 
into resonance. In general, parallel-plate Stark cells are used in which free-space propagation of 
the short-wavelength infrared radiation occurs. This makes it easy to use both perpendicular and 
parallel polarization configurations in the electric resonance experiments so that both MJ 0 and 

MJ ±1 transitions are observed. The subject of laser Stark spectroscopy has been discussed at 
length by Duxbury.16

A schematic intracavity laser Stark spectrometer is shown in Fig. 20; the same basic principles 
are obtained as with optical holeburning spectroscopy. The effects of the saturating laser field are 
confined to a narrow frequency region centered on the velocity component of those molecules 
whose absorption is Doppler-shifted into resonance. In a standing wave field, two holes are burned, 
one on either side of the line center, corresponding to molecules moving toward or away from the 
detector. The applied electric field is used to tune the two holes to line center where they coalesce to 
give a sharp dip in the absorption coefficient at line center. Since the resonance method relies on the 
use of an electric field for tuning, it is necessary both to generate high uniform fields and to study 
molecules with appreciable Stark tuning coefficients. In order to generate high electric fields, which 
may approach 90 kV cm 1, narrow electrode spacings from 1 to 4 mm are commonly used. With 
such narrow gaps, the plates must be flat to one or two fringes of visible light, and must be held 
accurately parallel. The gas pressure used must also be restricted to the low-pressure region below 
100 mtorr. A potential difference of roughly 3000 V may be sustained without electrical breakdown 
across any gas at a pressure of 100 mtorr and below.

The electric field is then modulated at some convenient frequency to permit the use of phase-
sensitive detection techniques. In order to get above the principal noise region of the electric 
discharge lasers used in the 5- and 10-μm regions and as pumps for the FIR lasers, it is necessary 
to use electric field modulation frequencies in the range from 5 to 100 kH. The amplitude of the 
electric field modulation used to detect the signals is usually small compared to the equivalent 
electric field linewidth of the transitions. The most common modulation waveform is sinusoidal. 

FIGURE 20 Schematic diagram of an intracavity laser Stark spectrometer. PSD 
stands for phase sensitive detector, DVM for digital voltmeter, HV for high voltage, and 
MOD for modulation source.16
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If the modulation amplitude is much smaller than the linewidth, detection at the fundamental 
modulation frequency results in a first derivative lineshape as in analogous electron spin resonance 
spectra. In order to remove the effects of sloping baselines produced by transitions with a slow Stark 
effect, it is common to use detection at either the second or third harmonic of the modulation fre-
quency. Second-harmonic detection produces a second-derivative signal resembling a sharpened 
absorption line but with negative side lobes. Third-harmonic detection produces a third-derivative 
signal which resembles a sharpened first derivative, but which again possesses side lobes. Theoretical 
lineshapes are illustrated in Fig. 21. Second- and third-harmonic detection are particularly useful for 
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FIGURE 21 Lineshapes which occur when detecting at harmonics of the modu-
lation frequency when small-amplitude field modulation is used. Doppler-broadened 
line showing the Lamb dip. (a) 30-MHz scan of a partially saturated Doppler-
broadened line showing the Lamb dip; (b) 30-MHz scan with first-derivative detec-
tion; (c) 30-MHz scan with second-harmonic, second-derivative detection. The gain 
is increased by a factor of four from (a); and (d) 30-MHz scan with third-harmonic, 
third-derivative detection.
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the observation of narrow saturation features free from background effects. The detectors used are 
quantum-limited liquid nitrogen cooled devices, PbSnTe or CdHgTe in the 10-μm region and InSb 
or Au doped Ge in the 5-μm region. In the far infrared, Golay cells have been used but in order to 
achieve a better signal-to-noise ratio it is necessary to use detectors cooled by liquid helium.

Just as in atomic spectroscopy one may use atomic beam spectroscopy as an alternative to 
absorption saturations, so too may one use molecular beam systems in high-resolution studies of 
the rotational-vibrational spectra of molecules.

Fluorescence Line Narrowing

Fluorescence line narrowing (FLN) is a technique complementary to that of OHB. It may also 
be understood by referring to Fig. 17. A narrow laser line is used to pump within the inhomoge-
neous linewidth inh. The laser interacts only with the subset of levels spanning the bandwidth of 
the laser L. These centers reradiate to some lower lying level, with a fluorescence linewidth much 
narrower than the inhomogeneous width. The fluorescence linewidth approaches the homoge-
neous width. In fact, for centers involved in a resonance fluorescence transition, the total FLN 
lineshape is a convolution of the laser lineshape and twice the homogeneous lineshape (once for 
the pump bandwidth and once for the fluorescence). The FLN linewidth  is then usually written 
as L 2 h. Experimentally, FLN requires a little more sophistication than does holeburn-
ing spectroscopy. Of course, one still requires a stable, high-resolution laser. Care must be used 
in extracting the true homogeneous linewidth, especially for nonresonant fluorescence. Many of 
the experimental problems relative to solid samples are discussed in the review by Selzer,13 and 
numerous examples are given by Yen and Selzer.17 The CW FLN spectrum shown in Fig. 22 is for 
the Cr3  ion in aluminum oxide.18 The fluorescence lifetime is 3.4 ms at 4.2 K. Hence the homo-
geneous width is of the order 0.3 kHz. A direct-phonon relaxation process between the two 2E
levels, 2A and E, separated in energy by 29 cm 1, broadens the homogeneous width to 130 kHz. 
In CW measurements, a homogeneous width in excess of 100 MHz was reported.18 The problem 
is relaxations due to super-hyperfine interactions with neighboring aluminum nuclei. The appli-
cation of a dc magnetic field of only 40 mT has the effect of inhibiting relaxation due to local 
fields at the Cr3  ions due to the 17Al nuclear moments. A very considerable narrowing of the Cr3+

FLN spectrum is then achieved.

FIGURE 22 FLN in the R1 transition of ruby.18
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31.8 LIGHT SCATTERING

Light-scattering experiments are now a routine feature in many optical laboratories. The first obser-
vations of light scattering by small particles were reported by Tyndall.19 Subsequently, theoretical 
work by Lord Rayleigh20 showed both that the scattered intensity varied as the fourth power of the 
frequency and that the scattering was due to molecules rather than dust particles. Many of the early 
studies were concerned with the depolarization of the light after being scattered by the dust-free 
atmosphere. Of course, in the prelaser era, sufficient light intensity could only be achieved by use 
of strongly condensing lenses to focus light onto the gas cell. Very great care was then necessary to 
obtain reliable depolarization measurements. Even in the laser era it is still essential to avoid any 
effects due to parasitic light which often plague light-scattering experiments.

A significant early result from scattering of light by gases was that the scattered light intensity 
varied with the density of the gas being used as the sample. However, Lord Rayleigh discovered that 
the intensity scattered per molecule decreased by a factor of order 10 on condensation to the liquid 
phase. There is a somewhat smaller decrease in going from the liquid phase to the solid. Obviously, 
some scattering experiments become rather difficult in the solid state. The classical experimental 
geometry for studying Rayleigh scattering is in the 90° orientation for the scattered radiation. This is 
also the most useful orientation for Raman scattering in solids.21

One important feature of the structure of solids is the periodic disturbance of the crystal struc-
ture by the propagation of quantized elastic waves (i.e., phonons). Those elastic waves which travel 
at the velocity of sound (i.e., sonic waves) are essentially thermal density fluctuations in the elastic 
medium. Brillouin predicted that such fluctuations should give rise to fine structure in the Rayleigh 
scattered light when the Bragg coherence condition 1 2 2p sin( )/  is obeyed. Here 1 is the wave-
length of light, p is the wavelength of those phonons responsible for scattering the light, and  is the 
scattering angle. Because the scattering centers are in motion, the scattered light is frequency shifted 
by the Doppler effect. It is an easy matter to show that the Doppler shift, v, is given by

v v v cp 2 21( ) ( )v/ sin / (20)

where vp is the frequency of the density fluctuations in the medium and v is the velocity of sound in the 
medium. For light in the visible region then, that part of the phonon spectrum probed by the Brillouin 
scattering is in the gigahertz frequency region. In addition, the Brillouin components are completely 
polarized for 90° scattering. Before the advent of lasers, the study of Brillouin scattering effects in solids 
was exceedingly difficult. It remains a technique more used in gases than in condensed media.

Raman was one of numerous scientists engaged in research into light scattering during the 
decade 1920 to 1930. Much of his work was carried out using sunlight as a source. However, in 
experiments using monochromatic light, he observed in the spectrum of light scattered at 90° by liq-
uid samples, new lines at wavelengths not present in the original light.21 The frequency displacement 
of these new lines from source frequency was found to be independent of the wavelength of the 
incident light. This was contrary both to fluorescence excitation and Brillouin scattering [Eq. (20)]; 
hence was born a new scattering phenomenon for which Raman was awarded the Nobel prize and 
which now bears his name. The frequency shifts in the Raman spectrum of a particular substance 
are related to but not identical to infrared absorption frequencies. In general, infrared transitions 
occur when there is a change in the electric dipole moment of a center as a consequence of the local 
atomic vibrations. The Raman lines occur when a change in polarizability is involved during atomic 
vibrations. This usually means that infrared transitions occur only between states of opposite parity 
whereas Raman transitions occur between states of the same parity. Thus the infrared and Raman 
spectra give complementary information about the vibrational spectra of spectroscopic centers.

Raman scattering measurements have found wide application in condensed matter physics. The 
spectrometer systems have much in common with fluorescence spectrometers, although lasers pro-
vide the excitation source almost without exception. Single-frequency lasers (He-Ne, Ar , Ke ) and 
tunable dye lasers and solid-state lasers have all been used. Most lasers provide a polarized output 
and it is necessary to modify this to allow the excitation polarization to be varied. The scattered 
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light is observed via a monochromator in a direction normal to the laser beam. Again, provision 
is made for the polarization of the scattered radiation to be analyzed. To permit observation closer 
to the laser line, double or triple monochromators are used to eliminate all traces of stray light. 
Furthermore, one must take trouble to separate out the Raman-scattered light from any fluores-
cence signal. Since the Raman signal is instantaneous, it is comparatively straightforward to recover 
the desired signal from the decaying fluorescence signal using time-resolution techniques.

An example of the application of Raman spectroscopy in color center physics is shown in Fig. 23. 
The intensity of scattering versus wavelength shift from the Ar  laser excitation is shown for F-centers 
in NaCl22 for which the longitudinal optic frequency is 270 cm 1. The major Raman-shifted spectrum 
occurs below 200 cm 1, showing that the vibrational interaction is due to ionic displacements close 
to the defect. These local modes have broad peak centers near  175 cm 1. A comparison of the 
polarized and unpolarized excitation spectra shows that the local mode scattering is supplemented by 
a lattice vibrational contribution covering much of the 0 to 500 cm 1 frequency shift.
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32.1 GLOSSARY

A area

a amplitude 

C ratio of peaks to valleys 

d distance

E electric field

F finesse

FSR free spectral range

I intensity

Ji(  ) Bessel function

L length

m integer

N number of fringes

n refractive index

p optical path difference

R reflectance

r radius

T transmittance

v velocity

wavelength

angle

frequency

phase

phase difference

angular velocity
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32.2 INTRODUCTION

Optical interferometers have made possible a variety of precision measurements using the interfer-
ence phenomena produced by light waves.1,2 This chapter presents a brief survey of the basic types 
of interferometers and discusses some of their applications.

32.3 BASIC TYPES OF INTERFEROMETERS

Interferometric measurements require an optical arrangement in which two or more beams, 
derived from the same source but traveling along separate paths, are made to interfere. 
Interferometers can be classified as two-beam interferometers or multiple-beam interferometers 
according to the number of interfering beams; they can also be grouped according to the methods 
used to obtain these beams.

The Fizeau Interferometer

In the Fizeau interferometer, as shown in Fig. 1, interference fringes of equal thickness are formed 
between two flat surfaces separated by an air gap and illuminated with a collimated beam. If one of 
the surfaces is a standard reference flat surface, the fringe pattern is a contour map of the errors of 
the test surface. Absolute measurements of deviations from flatness can be made by an intercom-
parison of three surfaces. Modified forms of the Fizeau interferometer are also used to test convex 
and concave surfaces by using a converging or diverging beam.3

The Michelson Interferometer

The Michelson interferometer, shown schematically in Fig. 2, uses a beam splitter to divide and 
recombine the beams. As can be seen, one of the beams traverses the beam splitter three times, 
while the other traverses it only once. Accordingly, a compensating plate of the same thickness as 
the beam splitter is introduced in the second beam to equalize the optical paths in glass. With an 
extended source, the interference pattern is similar to that produced in a layer of air bounded by the 
mirror M1 and M2

, the image of the other mirror in the beam splitter. With collimated light, fringes 
of equal thickness are obtained. The Michelson interferometer modified to use collimated light (the 
Twyman-Green interferometer) is used extensively in optical testing.4

FIGURE 1 The Fizeau interferometer.
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The Mach-Zender Interferometer

The Mach-Zehnder interferometer uses two beam splitters and two mirrors to divide and recombine 
the beams. As shown in Fig. 3, the fringe spacing and the plane of localization of the fringes obtained 
with an extended source can be controlled by varying the angle between the beams and their lateral 
separation when they emerge from the interferometer. The Mach-Zehnder interferometer has been 
used for studies of gas flows and plasmas.

The Sagnac Interferometer

In the Sagnac interferometer, as shown in Fig. 4, the two beams traverse the same closed path in 
opposite directions. Because of this, the interferometer is extremely stable and easy to align, even 
with an extended broadband light source.

FIGURE 3 The Mach-Zehnder interferometer.

FIGURE 2 The Michelson interferometer.
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The Sagnac interferometer has been used for rotation sensing. When the interferometer is 
rotated with an angular velocity  about an axis making an angle  with the normal to the plane of 
the interferometer, a phase difference  is introduced between the beams given by the relation

( )8 A ccos / (1)

where A is the area enclosed by the light path,  is the wavelength, and c is the speed of light.

Polarization Interferometers

Polarization interferometers are used in interference microscopy.5 The Nomarski interferometer, shown 
schematically in Fig. 5, uses two Wollaston (polarizing) prisms to split and recombine the beams. If the 
separation of the beams in the object plane (the lateral shear) is small compared to the dimensions of 
the object, the optical path difference corresponds to the phase gradients in the test object.

Grating Interferometers

Gratings can be used as beam splitters in the Michelson and Mach-Zender interferometers. Such an 
arrangement is very stable, since the angle between the beams is affected only to a small extent by the 
orientation of the gratings. Figure 6 is a schematic of an interferometer that has been used to test fine-
ground surfaces at grazing incidence utilizing two diffraction gratings to split and recombine the beams.6

Shearing Interferometers

Shearing interferometers are widely used for optical testing, since they eliminate the need for a refer-
ence surface. As shown in Fig. 7, in a lateral shearing interferometer two images of the test wavefront 
are superimposed with a mutual lateral displacement, while in a radial shearing interferometer one 
of the images is contracted or expanded with respect to the other.7,8

The Fabry-Perot Interferometer

The Fabry-Perot interferometer9 is used widely in high-resolution spectroscopy. It consists of two 
flat, parallel surfaces with highly reflecting, semitransparent coatings. If the surfaces are separated 
by a distance d and the medium between them has a refractive index n, the normalized value of the 
transmitted intensity at a wavelength  for rays traversing the interferometer at an angle  is

I T R RT ( ) ( )2 21 2/ cos (2)

FIGURE 4 The Sagnac interferometer.

DO
 N

OT
 D

UP
LI

CA
TE



INTERFEROMETERS  32.5

FIGURE 6 Grating interferometer used to test fine-ground surfaces 
at grazing incidence. (From Ref. 6.)

where T and R are, respectively, the transmittance and reflectance of the surfaces and 
( ) cos4 / nd . With an extended source of monochromatic light, the fringes seen by transmis-

sion are narrow, concentric rings. The free spectral range (FSR), which corresponds to the range of 
wavelengths that can be handled without successive orders overlapping, is given by the relation

FSR /2 2nd (3)

FIGURE 5 The Nomarski interferometer.
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while the width of the peaks at half the maximum intensity corresponds to a change in  given by 
the relation

2 1 1 2( ) /R R/ (4)

The ratio of the free spectral range to the width of the fringes at half maximum intensity is known 
as the finesse F, and is given by the relation

F R R1 2 1/ ( )/ (5)

Two useful variants of the Fabry-Perot interferometer are the multiple-passed Fabry-Perot inter-
ferometer and the confocal Fabry-Perot interferometer. With the conventional Fabry-Perot interfer-
ometer, the ratio of the intensity at the maxima to that at the minima between them is

C R R[( ) ( )]1 1 2/ (6)

x

y

S

(a)

(b)

d2d1

FIGURE 7 Fields of view in (a) lateral and (b) radial 
shearing interferometers.
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and for typical values of reflectance ( . ),R 0 95  the background due to a strong spectral line may 
mask a neighboring weak satellite. A much higher contrast factor may be obtained by double- or 
multiple-passing the interferometer.10,11

The confocal Fabry-Perot interferometer uses two spherical mirrors whose spacing is chosen, as 
shown in Fig. 8, so that their foci coincide. Any ray, after traversing the interferometer four times, 
then emerges along its original path.12 The confocal Fabry-Perot interferometer has a higher through-
put than the plane Fabry-Perot interferometer and produces a uniform output field. It is, therefore, 
the preferred form for operation in a scanning mode by using piezoelectric spacers to vary the sepa-
ration of the mirrors.

32.4  THREE-BEAM AND DOUBLE-PASSED 
TWO-BEAM INTERFEROMETERS

Because of the sinusoidal intensity distribution in two-beam interference fringes, it is difficult to 
estimate their position visually to better than 1/20 of their spacing. However, it is possible to detect 
much smaller optical path variations using the intensity changes in a system of interference fringes.

Three-Beam Interferometers

Zernike’s three-beam interferometer, shown schematically in Fig. 9, uses three beams produced by 
division of a wavefront at a screen containing three parallel, equidistant slits.13 In this arrangement, the 
optical paths of all three beams are equal at a point in the back focal plane of the lens L2. The two outer 
slits provide the reference beams, while the beam from the middle slit, which is twice as broad, is used 
for measurements. The intensity at any point in the interference pattern is then given by the relation

I I0 3 2 2 4[ ]cos cos cos (7)

where  is the phase difference between the two outer beams, and  is the phase difference between 
the middle beam and the two outer beams at the center of the field. The intensities at adjacent max-
ima are equal only when  is an odd multiple of /2. Two positions of the plane of observation can 

FIGURE 8 Ray paths in a confocal Fabry-Perot inter-
ferometer.

FIGURE 9 Zernike’s three-beam interferometer.
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be found that satisfy this condition, one inside and the other outside the focus, and any small change 
in the optical path of the middle beam can be measured from the shift in these positions.

Three-beam fringes can also be produced with an optical system similar to that in the Jamin 
interferometer.14 Settings are made by means of a compensator in the middle beam and can be 
repeated to /200 by visual observation, and to better than /1000 with a photoelectric detector.15

Double-Passed Two-Beam Interferometers

Fringes whose intensity is modulated in the same manner as three-beam fringes can be produced by 
reflecting the beams emerging from a two-beam interferometer back through the interferometer.16

In this case also, the intensity of the adjacent fringes is equal when the phase difference between the 
single-passed beams is

( )2 1 2m / (8)

where m is an integer. Measurements can be made with a precision of /1000.

32.5 FRINGE-COUNTING INTERFEROMETERS

One of the main applications of interferometry has been in accurate measurements of length using 
the wavelengths of stabilized lasers. Electronic fringe counting has become a practical technique for 
such measurements.17

The very narrow spectral line widths of lasers make it possible to use a heterodyne system. In one 
implementation of this technique, a He-Ne laser is forced to oscillate simultaneously at two frequen-
cies, v1 and v2, separated by a constant frequency difference of about 2 MHz, by applying an axial 
magnetic field.18 These two waves, which are circularly polarized in opposite senses, are converted to 
orthogonal linear polarizations by a /4 plate.

As shown in Fig. 10, a polarizing beam splitter reflects one beam to a fixed reflector, while the 
other is transmitted to a movable reflector. A differential counter receives the beat frequencies from 
the photodetector Ds and a reference photodetector DR. If the two reflectors are stationary, the two 
beat frequencies are the same, and the net count is zero. However, if one of the reflectors is moved, 
the change in the optical path is given by the net count.

FIGURE 10 Heterodyne fringe-counting interferometer. (After Ref. 18 © Copyright 
Hewlett-Packard Company. Reproduced with permission.)
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32.6 TWO-WAVELENGTH INTERFEROMETRY

If a length is known within certain limits, the use of a wavelength longer than the separation of 
these limits permits its exact value to be determined unambiguously by a single interferometric 
measurement. One way to synthesize such a long wavelength is by illuminating the interferometer 
simultaneously with two wavelengths 1 and 2. The envelope of the fringes then corresponds to the 
interference pattern that would be obtained with a synthetic wavelength

s 1 2 1 2/| | (9)

This technique can be implemented very effectively with a carbon dioxide laser, since it can oper-
ate at a number of wavelengths that are known very accurately, yielding a wide range of synthetic 
wavelengths.19

Two-wavelength interferometry and fringe-counting can be combined to measure lengths up to 
100 m by switching the laser rapidly between two wavelengths as one of the mirrors of a Twyman-
Green interferometer is moved over the distance to be measured.20

32.7 FREQUENCY-MODULATION INTERFEROMETERS

New interferometric techniques are possible with laser diodes which can be tuned electrically over a 
range of wavelengths.21 One of these is frequency-modulation interferometry.

Figure 11, shows a frequency-modulation interferometer that can be used to measure absolute 
distances, as well as relative displacements, with high accuracy.22 In this arrangement, the signal 
beam reflected from the movable mirror returns as a circularly polarized beam, since it traverses the 

/8 plate twice. The reference beam reflected from the front surface of the /8 plate interferes with 
the two orthogonally polarized components of the signal beam at the two detectors to produce out-
puts that vary in quadrature and can be fed to a counter to determine the magnitude and sign of any 
displacement of the movable mirror.

To make direct measurements of the optical path difference, the frequency of the laser is ramped 
linearly with time by using a function generator to vary the injection current of the laser. An optical 

IsolatorLaser diode

Polarizing
beam splitter

Detector

Detector

Movable
mirror

Fixed reflector
( /8 plate)

Fringe counter Storage CRO

Function
generator

FIGURE 11 Frequency-modulation interferometer for measurements of distance. 
(From Ref. 22.)
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path difference p introduces a time delay p/c between the two beams, so that they produce a beat 
signal with a frequency

f p c dv dt( )( )/ / (10)

where dv/dt is the rate at which the laser frequency is varying with time.

32.8 HETERODYNE INTERFEROMETERS

In heterodyne interferometers, a frequency difference is introduced between the two beams by 
means of two acousto-optic modulators operated at slightly different frequencies. The output signal 
from a square-law detector then contains an ac component at the difference frequency whose phase 
corresponds to the phase difference between the interfering light waves.23

Heterodyne techniques can also be used for measurements of very small changes in length.24,25 In 
the setup shown in Fig. 12, the frequency of a laser is locked to a transmission peak of a Fabry-Perot 
interferometer formed by attaching two mirrors to the ends of the sample. The beam from this slave 
laser is mixed at a photodetector with the beam from a stable reference laser. Changes in the separa-
tion of the mirrors can be evaluated from the changes in the beat frequency.

A simple arrangement for measuring small displacements uses two diode lasers with external cavi-
ties. A displacement of the reflecting mirror of one cavity results in a change in the beat frequency.26

32.9 PHASE-SHIFTING INTERFEROMETERS

In phase-shifting interferometers, the phase difference between the two beams in the interferom-
eter is varied linearly with time and the values of intensity at any point in the interference pat-
tern are integrated over a number of equal segments covering one period of the sinusoidal signal. 

FIGURE 12 Heterodyne interferometer for measurements of thermal expansion. 
(From Ref. 24.)
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Alternatively the phase difference between the two beams can be changed in a number of equal 
steps, and the corresponding values of intensity at each data point are measured and stored. In both 
cases, the values obtained can be represented by a Fourier series, whose coefficients can be evaluated 
to obtain the original phase difference between the interfering beams at each point.27,28 Typically, 
four measurements are made at each point, corresponding to phase intervals of 90°. If I1, I2, I3, and 
I4 are the values of intensity obtained, the phase difference between the interfering beams is given by 
the relation

tan ( , ) ( ) ( )x y I I I I/1 3 2 4
(11)

Phase-shifting interferometers are used widely in optical testing, since a detector array can be used 
in conjunction with a microcomputer to make measurements simultaneously at a large number of 
points covering the interference pattern.

Figure 13 is a schematic of a compact optical system (the Mirau interferometer) used for phase-
shifting interference microscopy. In this setup, the phase-steps are introduced by mounting the 
sample on a piezoelectric transducer (PZT) to which an appropriately varying voltage is applied. 
In a Fizeau interferometer, it is possible to use a laser diode as the light source and vary its output 
frequency.29 If the initial optical path difference between the beams in the interferometer is p, a fre-
quency shift v in the output of the laser diode introduces an additional phase difference between 
the beams

( )2 p v v/ (12)

Another way of shifting the phase of a beam of light is by a cyclic change in its state of polarization. 
Since the resulting phase shift (the Pancharatnam phase) is very nearly achromatic, measurements 
can be made with white light, so that phase ambiguities at steps are eliminated.30

32.10 PHASE-LOCKED INTERFEROMETERS

The output intensity from an interferometer depends on the phase difference between the beams. 
In phase-locked interferometers, any variation in the output intensity is detected and fed back 
to a phase modulator in the measurement path so as to hold the output intensity constant. The 
changes in the optical path can then be estimated from the changes in the drive signal to the phase 
modulator.31

FIGURE 13 Schematic of a compact opti-
cal system (the Mirau interferometer) used for 
phase-stepping interference microscopy.
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Drifts can be eliminated by using an ac amplifier. If the phase of one beam in the interferometer 
is subjected to a sinusoidal modulation

( )t tsin (13)

with an amplitude << , the output signal at the modulation frequency has an amplitude

I t I I J( ) ( ) ( )4 1 2
1 2

1
/ sin (14)

and drops to zero when m , where m is an integer. Since, at this point, both the magnitude and 
the sign of this signal change, it can be used as the input to a servo system that locks the phase dif-
ference between the beams at this point.

With a laser diode, it is possible to compensate for changes in the optical path difference by a 
change in the illuminating wavelength. A typical setup is shown in Fig. 14. The injection current of 
the laser then consists of a dc bias current io, a control current ic, and a sinusoidal modulation cur-
rent i t i tm m( ) cos  whose amplitude is chosen to produce the required phase modulation.32

Direct measurements of changes in the optical path are possible by sinusoidal phase-modulating 
interferometry, which uses a similar setup, except that in this case the amplitude of the phase 
modulation is much larger (typically around  radians). The modulation amplitude is determined 
from the amplitudes of the components in the detector output corresponding to the modulation 
frequency and its third harmonic. The average phase difference between the beams can then be 
determined from the amplitudes of the components at the modulation frequency and its second 
harmonic.33

32.11 LASER-DOPPLER INTERFEROMETERS

Light scattered from a moving particle undergoes a frequency shift, due to the Doppler effect, that 
is proportional to the component of its velocity in a direction determined by the directions of 
illumination and viewing. With laser light, this frequency shift can be evaluated by measuring the 
frequency of the beats produced by the scattered light and a reference beam, or by the scattered light 
from two illuminating beams incident at different angles.34,35

Amplifier

Mixer

Laser diode

Object

CCD array

( )

( )

FIGURE 14 Schematic of a phase-locked interferometer using a laser 
diode source. (From Ref. 32.)

DO
 N

OT
 D

UP
LI

CA
TE



INTERFEROMETERS  32.13

Laser-Doppler interferometry can be used for measurements of the velocity of moving materials,36

as well as for measurements, at a given point, of the instantaneous flow velocity of a moving fluid to 
which suitable tracer particles have been added.37 A typical optical system for measurements on flu-
ids is shown in Fig. 15. If the two illuminating beams in this arrangement make equal but opposite 
angles  with the viewing direction, the frequency of the beat signal is given by the relation

f v( sin )2| | / (15)

where v is the component of the velocity of the particle in the plane of the beams at right angles 
to the direction of observation. To distinguish between positive and negative flow directions, the 
frequency of one of the beams is offset by a known amount by means of an acousto-optical modula-
tor. Simultaneous measurements of the velocity components along two orthogonal directions can 
be made by using two pairs of beams in orthogonal planes. Interactions between the two pairs of 
beams are avoided by using different laser wavelengths.

Laser diodes and optical fibers can be used to build very compact laser-Doppler interferometers.38,39

A frequency offset can be introduced between the beams either by using a piezoelectric fiber-
stretcher driven by a sawtooth waveform in one path, or by ramping the injection current of the 
laser diode linearly.

Laser-Doppler interferometry can also be used to measure vibration amplitudes. Typically, one 
of the beams in an interferometer is reflected from a point on the vibrating specimen, while the 
other, whose frequency is offset, is reflected from a fixed reference mirror. The output from a photo-
detector then consists of a component at the offset frequency (the carrier) and two sidebands. The 
amplitude of the vibration can be determined from a comparison of the amplitudes of the carrier 
and the sidebands.40 This technique can measure vibration amplitudes down to a few thousandths 
of a nanometer.41

32.12 LASER-FEEDBACK INTERFEROMETERS

Laser-feedback interferometers use the fact that the output of a laser is strongly affected if, as shown 
in Fig. 16, a fraction of the output beam is reflected back into the laser cavity by an external mirror 
M3. The output of the laser then varies cyclically with the position of M3, one cycle of modulation 
corresponding to a displacement of M3 by half a wavelength.42

FIGURE 15 Optical arrangement used for laser-Doppler 
velocimetry.

FIGURE 16 Schematic of a laser-feedback interferometer.
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The operation of such an interferometer can be analyzed by considering the two mirrors M3
and M2 as a Fabry-Perot interferometer that replaces the output mirror of the laser. A variation in 
the spacing of M3 and M2 results in a variation in the reflectivity of this interferometer for the laser 
wavelength and, hence, in the gain of the laser.

A very compact laser-feedback interferometer can be set up with a single-mode laser diode.43

Small displacements can be detected by measuring the changes in the laser output when the laser 
current is held constant. Measurements can be made over a larger range by mounting the laser on a 
piezoelectric transducer and using an active feedback loop to stabilize the length of the optical path 
from the laser to the mirror.44

Laser-feedback interferometers can also be used for velocimetry. If the light reflected from the 
moving object is mixed with the original oscillating wave inside the laser cavity, the beat signal can 
be observed in the beam leaving the rear end of the laser.45,46 Very high sensitivity can be obtained 
with a laser diode operated near threshold.47 If a separate external cavity is used, as shown in Fig. 17, 
to ensure single-mode operation, measurements can be made at distances up to 50 m.

32.13 FIBER INTERFEROMETERS

Analogs of conventional two-beam interferometers can be built with single-mode optical fibers. 
High sensitivity can be obtained with fiber interferometers because it is possible to have very long 
optical paths in a small space. In addition, because of the extremely low noise level, sophisticated 
detection techniques can be used.

Fiber-Interferometer Rotation Sensors

Fiber interferometers were first used for rotation sensing, by replacing the ring cavity in a conven-
tional Sagnac interferometer with a closed, multiturn loop made of a single-mode fiber.48 For a loop 
rotating with an angular velocity  about an axis making an angle  with the plane of the loop, the 
phase difference introduced between the two counterpropagating beams is

( )4 Lr ccos / (16)

where L is the length of the fiber, r is the radius of the loop,  is the wavelength, and c is the speed of 
light. High sensitivity can be obtained by increasing the length of the fiber in the loop. In addition, 
very small phase shifts can be measured, and the sense of rotation determined, by introducing a 
nonreciprocal phase modulation in the beams and using a phase-sensitive detector.49

FIGURE 17 Feedback interferometer using a diode laser for velocimetry.  
(From Ref. 47.)
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Figure 18 is a schematic of a typical all-fiber interferometric rotation sensor.50 In this arrangement, 
the beam splitters are replaced by optical couplers, and a phase modulator consisting of a few turns of 
the fiber wound around a piezoelectric cylinder is located near one end of the optical fiber coil.

Fiber-interferometer rotation sensors have the advantages of small size and low cost. If care is 
taken to minimize noise due to back scattering and nonreciprocal effects due to fiber birefringence, 
performance close to the limit set by photon noise can be obtained.51

Generalized Fiber-Interferometer Sensors

The optical path length in a fiber is affected by its temperature and also changes when the fiber is 
stretched, or when the pressure changes. Accordingly, an optical fiber can be used in an interferom-
eter to sense changes in these parameters.52

Figure 19 is a schematic of an all-fiber interferometer that can be used for such measurements.53

A layout analogous to a Mach-Zehnder interferometer avoids optical feedback to the laser. Optical 

FIGURE 18 Fiber-interferometer for rotation sensing. (From Ref. 50.)

FIGURE 19 Schematic of a typical fiber-interferometer sensor. (From Ref. 53.)
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fiber couplers are used to divide and recombine the beams, and measurements can be made with 
either a heterodyne system or a phase-tracking system. Detection schemes involving either laser-
frequency switching or a modulated laser source can also be used. Optical phase shifts as small as 
10–6 radian can be detected.

Fiber interferometers can also be used for measurements of magnetic or electric fields with a 
fiber sensor bonded to a magnetostrictive element54 or jacketed with a piezoelectric polymer.55 

Phase ambiguities can be overcome by using a birefringent fiber56 or by fiber-optic low-coherence 
interferometry, using a broad-band source.57

Multiplexed Fiber-Interferometer Sensors

Fiber-interferometer sensors can be multiplexed to measure different quantities at different loca-
tions with a single light source and detector and the same set of transmission lines. Techniques 
developed for this purpose include frequency-division multiplexing, time-division multiplexing, 
and coherence multiplexing.58–62

32.14 INTERFEROMETERIC WAVE METERS

Tunable lasers have created a need for instruments that can measure their output wavelengths with 
an accuracy commensurate with their narrow line width. Dynamic wave meters have greater accu-
racy but can be used only with continous wave (cw) sources; static wave meters can also be used 
with pulsed lasers.

Dynamic Wave Meters

A dynamic wave meter typically consists of a two-beam interferometer in which the number of 
fringes crossing the field is counted as the optical path is changed by a known amount. In one form, 
shown in Fig. 20, two beams, one from the laser whose wavelength is to be determined and another 
from a frequency stabilized He-Ne laser, traverse the same two paths in opposite directions.63 The 
fringe systems formed by these two lasers are imaged on the two detectors D1 and D2, respectively. If, 
then, the end reflector is moved through a distance d, we have

1 2 2 1/ /N N (17)

where N1 and N2 are the numbers of fringes seen by D1 and D2, respectively, and 1 and 2 are the 
wavelengths in air. To obtain the highest precision, it is also necessary to measure the fractional 
order numbers. This can be done by phase-locking an oscillator to an exact multiple of the frequency 

FIGURE 20 Optical system of a dynamic interferometric wave meter. 
(From Ref. 63.)
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of the ac signal from the reference channel, or by digitally averaging the two signal frequencies.64

It is also possible to use a vernier method in which the counting cycle starts and stops when the 
phases of the two signals coincide.65 With these techniques, a precision of 1 part in 109 can be 
obtained.

Another type of dynamic wave meter uses a scanning Fabry-Perot interferometer in which the 
separation of the mirrors is changed slowly. If this interferometer is illuminated with the two wave-
lengths to be compared, peak transmission will be obtained for both wavelengths at intervals given 
by the condition

m m p1 1 2 2 (18)

where m1 and m2 are the changes in the integer order and p is the change in the optical path dif-
ference.66 A precision of 1 part in 107 can be obtained with a range of movement of only 25 mm, 
because the Fabry-Perot fringes are much sharper than two-beam fringes.

Static Wave Meters

The simplest type of static wave meter is based on the Fizeau interferometer.67 As shown in Fig. 21, 
a collimated beam from the laser is incident on two uncoated fused-silica flats separated by about 
1 mm and making an angle of about 3 min of arc with each other. The intensity distribution in the 
fringe pattern formed in the region in which the shear between the two reflected beams is zero is 
recorded by a linear detector array.68 In the first step, the integral interference order is calculated 
from the spatial period of the interference pattern: the exact value of the wavelength is then calcu-
lated from the positions of the maxima and minima.

32.15  SECOND-HARMONIC AND PHASE-CONJUGATE 
INTERFEROMETERS

Nonlinear optical elements are used in second-harmonic and phase-conjugate interferometers.69

FIGURE 21 Schematic of a static interferometric wave meter. 
(From Ref. 67.)
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Second-Harmonic Interferometers

One type of second-harmonic interferometer, shown in Fig. 22, is an analog of the Mach-Zehnder 
interferometer.70 In this interferometer, the infrared beam from a Q-switched Nd: YAG laser 
( . )1 1 06 m  is incident on a frequency-doubling crystal. The green ( . )2 0 53 m  and infrared 
beams emerging from this crystal traverse the test piece and are then incident on another frequency-
doubling crystal.

The fringe number at any point in this interferometer is

N n n d( )1 2 2/ (19)

where n1 and n2 are the refractive indices of the test specimen at 1.06 and 0.53 m, respectively, and 
d is its thickness.

Phase-Conjugate Interferometers

In a phase-conjugate interferometer, the wavefront that is being studied is made to interfere with its 
conjugate.71 Such an interferometer has the advantage that a reference wavefront is not required; in 
addition, the sensitivity of the interferometer is doubled.

Figure 23 is a schematic of a phase-conjugate interferometer that is an analog of the Fizeau 
interferometer.72 In this interferometer, the signal beam is incident on a conventional, partially 
reflecting mirror placed in front of a single crystal of barium titanate which functions as an inter-
nally self-pumped phase-conjugate mirror.

An interferometer in which both mirrors have been replaced by phase-conjugating mirrors 
is unaffected by misalignment of the mirrors and the field of view is normally completely dark. 
However, because of the delay in the response of the phase conjugator, dynamic changes in the opti-
cal path difference are displayed.73,74

FIGURE 22 Second-harmonic interferometer: analog of the Mach-
Zehnder interferometer. (From Ref. 70.)

FIGURE 23 Schematic of a phase-conjugate Fizeau 
interferometer. (From Ref. 72.)
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Interferometric Optical Switches

Nonlinear optical effects have also been exploited to develop high-speed interferometric optical 
switches.75

32.16 STELLAR INTERFEROMETERS

A star can be considered as an incoherent light source whose dimensions are small compared to 
its distance from the earth. Accordingly, the complex degree of coherence between the fields at two 
points on the earth’s surface is given by the normalized Fourier transform of the intensity distribu-
tion over the stellar disc.

Michelson’s Stellar Interferometer

Michelson used the interferometer shown schematically in Fig. 24 to make observations of the vis-
ibility of the fringes formed by light from a star, for different separations of the mirrors. The separa-
tion at which the fringes disappeared was used to determine the angular diameter of the star. The 
problems encountered by Michelson in making measurements at mirror separations greater than 6 m 
have been overcome in new versions of this interferometer.76

The Intensity Interferometer

The intensity interferometer77 uses measurements of the correlation between the fluctuations in the 
intensity at two photodetectors separated by a suitable distance, which is proportional to the square 
of the modulus of the degree of coherence of the fields. Atmospheric turbulence only affects the phase 
of the incident waves and has no effect on the measured correlation. In addition, since the spectral 
bandwidth is limited by the electronics, it is only necessary to equalize the optical paths to within a 
few centimeters. It was therefore possible to use light collectors separated by distances up to 188 m.

FIGURE 24 Michelson’s stellar interferometer.
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Heterodyne Stellar Interferometers

In heterodyne stellar interferometers, as shown in Fig. 25, light from the star is mixed with light from 
two CO2 lasers, whose frequencies are offset by 5 MHz with respect to each other, at two photodetec-
tors, and the resulting heterodyne signals are multiplied in a correlator. The output signal from the 
correlator is a measure of the degree of coherence of the wave fields at the two photodetectors.78–80

As in the intensity interferometer, it is only necessary to equalize the two paths to within a few 
centimeters. However, higher sensitivity is obtained, because the output is proportional to the prod-
uct of the intensities of the laser and the star.

Nulling Interferometers and Interferometric Arrays

Problems arise when trying to detect a planet near a star. Nulling interferometers reduce the flux 
from the star, relative to its surroundings, by making the light from the star interfere with itself.81

Multiplier

Delay lines

DetectorDetector

LaserLaser

5-MHz offset

Telescope Telescope

Heterodyne signals (<1500 MHz)

5-MHz signal

Processor

Fringe amplitude

Computer

FIGURE 25 Schematic of an infrared heterodyne stellar interferometer. (From Ref. 78.)
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Another advance is the application of multielement interferometric arrays to obtain high-resolution 
images of stellar objects.82,83

32.17 GRAVITATIONAL-WAVE INTERFEROMETERS

Gravitational waves produced by cosmic sources, such as binary systems of neutron stars, collaps-
ing supernovas and black holes, can be thought of as an alternating strain that propagates through 
space, affecting the dimensions and spacing of all material objects.

Since gravitational waves are transverse quadrupole waves, the effect of a gravitational wave on 
a Michelson interferometer would be a change in the difference of the lengths of the two arms.84

However, to obtain the required sensitivity to strains, of the order of 1 part in 1021, unrealistically 
long arms (>100 km) would be needed. In the LIGO project, higher sensitivity is obtained by using, 
as shown in Fig. 26, two identical Fabry-Perot interferometers (d = 4 km) at right angles to each 
other, with their mirrors mounted on freely suspended masses.85 The separations of the mirrors are 
compared by locking the frequency of a laser to a transmission peak of one interferometer and using 
a servo system to adjust the length of the other interferometer continuously, so that its peak trans-
mittance is also at the same frequency.

Even higher sensitivity is obtained by making use of the fact that, to avoid overloading the detec-
tor, the interferometer is normally adjusted so that observations are made on a dark fringe. Most of 
the light is then returned to the source. This light is recycled by using an extra mirror to reflect it 
back into the interferometer with the right phase.

FIGURE 26 Gravitational-wave detector using two Fabry-Perot interferometers. (See also color insert.) 
(From Ref. 85.)
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33.1 GLOSSARY

A wave amplitude

a diameter of viewing lens in speckle imaging system

d fringe spacing

dsp characteristic speckle diameter

E electric field vector

ê polarization unit vector

f wave frequency

I field irradiance

IH irradiance of the field in plane of hologram

K proportionality constant

k propagation constant

r radial position coordinate

T transmittance of the hologram

distance from lens to image plane in speckle imaging system

1, 2 object and reference beam angles

wavelength

wave phase

complex field amplitude

H complex field amplitude in plane of hologram

O complex amplitude of object wave field

R complex amplitude of reference wave field

T complex amplitude of field transmitted by hologram
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33.2 INTRODUCTION

The three-dimensional imagery produced by holography accounts for much of the popular interest 
in this technique. Conceptual applications, such as the holodeck seen on the television series Star 
Trek: The Next Generation, and actual applications, like the widespread use of embossed holograms 
on book and magazine covers, gift wrapping, product packaging, and credit cards, have fascinated 
and captured the imagination of millions. Holography was discovered in 1947 by Gabor and revived 
in the early 1960s through the work of Leith and Upatnieks. Since that time, most practitioners in the 
field believe that technical applications, rather than imaging, have represented the utility of holography 
in a more significant way. This chapter is a brief overview of some of the more important technical 
applications, particularly as they relate to a variety of instrumentation problems. The discussion 
addresses several ways holography has been used to observe, detect, inspect, measure, or record 
numerous physical phenomena. The second section presents a brief review of the basic principles of 
wavefront reconstruction. The third section (Sec. 33.4) addresses one of the more important applica-
tion of holography—holographic interferometry. Included in this section is a review of electronic or 
television holography which takes this powerful interferometric technique into the real-time domain. 
Section 33.5 addresses several instrumental applications of holographic optical elements (HOEs). 
Sections 33.6 and 33.7 discuss ways in which holography has been applied in the semiconductor 
industry. Section 33.8 briefly addresses the holographic storage of information.

33.3 BACKGROUND AND BASIC PRINCIPLES

Holography is a method of recording and reconstructing wavefronts residing anywhere in the electro-
magnetic spectrum or acoustic spectrum. This chapter addresses optical holography as practiced in or 
near the visible region of the electromagnetic spectrum. The principals of wavefront reconstruction 
were discovered by Gabor1–3 in an attempt to improve the resolving power of the electron microscope. 
The original purpose was never accomplished, but this basic discovery evolved into one of the most 
significant new fields of study in the twentieth century. Gabor’s early work received little attention 
because the lack of a light source with sufficient coherence severely limited the quality of the images 
produced. However, the invention of the laser in the early 1960s heralded a holographic renaissance. 
During this period, Leith and Upatnieks4,5 recognized the parallels between their work in coherent radar 
and Gabor’s wavefront reconstruction concepts. Their experiments in the optical region of the spectrum 
with the newly available HeNe laser produced the first high-quality, three-dimensional images. The 
publication of this work created an explosive interest in the field as well as many unrealistic predictions 
about what might be accomplished with holographic three-dimensional imagery. The work of numer-
ous researchers established the medium’s true capabilities and limitations; consequently, many successful 
applications ensued. Progress continues to be made in the development of new materials and techniques 
sustaining a high level of interest in holography and its technical, commercial, and artistic applications.

Holography is most often associated with its ability to produce striking three-dimensional 
images. Therefore, a logical place to start in understanding holography is to compare this imaging 
science with its two-dimensional predecessor—photography. A light wavefront is characterized by 
several parameters; the two most important of these are its intensity (or irradiance) and its local 
direction of propagation. Photography records only one of these parameters—intensity—in the 
plane of the recording medium or photographic film. The intensity distribution of a light wave ema-
nating from an object may be recorded by simply exposing a film plate placed in proximity to the 
object; however, this will not produce a discernible image. Recording a photograph is accomplished 
by imaging the object onto the film with a lens, thereby establishing a correspondence between 
points on the object and points in the film plane.

Holography also records the intensity distribution of a wavefront; in addition, the local propa-
gation direction (or phase) is recorded through the process of optical interference. The process in 
its simplest form is illustrated in Fig. 1. The light from a laser is split into two parts, expanded with 
a short-focal-length lens (usually a microscope objective), and spatially filtered with a pinhole to 
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remove intensity variations caused primarily by nonuniformities in the lens. One of the split beams 
(object beam) is directed to the object; the other (reference beam) is incident directly on the record-
ing medium (such as high-resolution silver halide film). The light reflected from and scattered by 
the object combines with the reference beam at the plate to form an interference fringe field. These 
fringes are recorded by the film. The spacing of these fringes d is given by the grating equation

d
(sin sin )1 2

(1)

where  is the wavelength of the light, and 1 and 2 are the angles made by the object and refer-
ence beams relative to the normal. For visible light and common recording geometries, the fringe 
frequency (1/d) can exceed 2000 fringes (or line-pairs) per millimeter. Therefore, the recording 
material must be of very high resolution relative to conventional photographic film which is usually 
in the range of 50 line-pairs per millimeter. The stability of the fringe is extremely sensitive to the 
mechanical motion of the object and optical components. To record holograms with good fringe 
stability, the optical system must be stable enough to prevent motions greater than a fraction of a 
wavelength. For this reason, the common practice is to use rigid optical components placed on a 
stable, vibration-isolated table.

Illumination of the developed hologram by the reference beam alone reveals a three-dimensional 
image which is essentially identical to the original object as viewed in laser light. Observing the 
holographic image of the object is exactly like looking at the object through the window formed by 
the plate with full parallax and look-around capability. The object wave is reconstructed when the 
illumination (reference) wave is diffracted by the grating formed in the recording medium. This 
grating is formed by variation of the optical transmittance or optical thickness of the material along 
the fringe lines. The amplitude hologram formed with silver halide film may be converted to a phase 
hologram by bleaching; this results in a significant increase in diffraction efficiency. Other materials 
(such as photopolymer film) produce phase holograms directly.

The holographic recording and reconstruction process may be described in general mathemati-
cal terms as follows. The object and reference fields satisfy the Helmholtz equation

2 2 0E Ek (2)

where E is the electric field vector and k 2 / is the propagation constant.

FIGURE 1 Typical optical arrangement for making a 
simple laser transmission hologram.
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A spherical wave solution of this equation may be expressed in the form

E e eAeikr i ft2 ˆ (3)

where A is the amplitude of the wave, f is the frequency, and ê is the polarization unit vector.
The complex field amplitude  is defined as

Aei (4)

where kr  is the phase. The irradiance of the field is given by

I

A

E E e eˆ ˆ

| |2 2
(5)

where  denotes the complex conjugate.
The field in the plane of the hologram H is the sum of the object and reference fields:

H O R
(6)

and the irradiance of the field at the hologram is given by (assuming parallel polarization of the waves):

IH H H O R O R

O R O R

( )( )

| | | |2 2
R O

(7)

After processing, and apart from a constant term, the transmittance T of the hologram is propor-
tional to the irradiance of the field at the hologram;

T K O R O R R O[| | | | ]2 2 (8)

When illuminated by the reference wave, the field transmitted by the hologram T is given by the 
hologram transmittance multiplied by the reference wave field:

T R O R R O R OK[ (| | | | ) | | ]2 2 2 2 (9)

The first term in this equation for T is simply the transmitted wave altered by an attenuation 
factor. The second term is the original object wave multiplied by an amplitude factor; this term rep-
resents the virtual holographic image of the object. The third term is the conjugate object wave. In 
off-axis holography, the real image formed by this wave is weak, lies out of the field of view, and does 
not make a significant contribution to the imaging process. However, for Gabor’s original in-line 
holography, this term represented an objectionable twin image which overlapped and obstructed 
viewing of the desired image. An important contribution of the Leith and Upatnieks off-axis refer-
ence scheme was the elimination of this twin image.

Many different types of holograms can be made by varying the location of the object relative to 
the recording medium, the directions and relative angles of the object and reference beams, and 
the wavefront curvature of these beams. The properties of these hologram types vary greatly; much 
research has been performed to characterize and successfully apply the different formats. Vigorous 
work is still being pursued in both areas of imaging and technical applications. For a thorough 
explanation of holography and its many applications, the reader may consult any of several standard 
texts on the subject (e.g., Refs. 6–11).

33.4 HOLOGRAPHIC INTERFEROMETRY

Interferometry provides a means of measuring optical path differences through the analysis of 
fringe patterns formed by the interference of coherent light waves. Optical path differences of inter-
est may be produced by mechanical displacements, variations in the contour of one surface relative 

DO
 N

OT
 D

UP
LI

CA
TE



HOLOGRAPHY AND HOLOGRAPHIC INSTRUMENTS 33.5

to another, and variations in the refractive index of a material volume. Classical interferometry 
involves the interference of two relatively simple optical wavefronts which are formed and directed 
by optical components. These components must be of sufficient quality that they do not introduce 
random phase variations across the field that compete with or totally mask the optical path length 
differences of interest. Typical examples of classical interferometry include the use of configura-
tions such as the Michelson or Twyman Green and Mach-Zehnder interferometers to determine 
the surface figure of optical components, study the refractive index variation in optical materials, 
and visualize the properties of flowing gases. The need for high-quality optical surfaces in classi-
cal interferometry is a consequence of the difficulty, using classical optical methods, of generating 
two separate but identical optical wavefronts of arbitrary shape. Although it was not immediately 
recognized by early holography researchers, the ability to holographically record then replay an 
arbitrary wavefront in a predictable fashion obviated this basic limitation of classical interferometry. 
With holographic interferometry, polished optical surfaces are not required and diffusely reflecting 
objects of any shape may be studied.

In holographic interferometry, a wavefront is stored in the hologram and later compared inter-
ferometrically with another wavefront. Phase differences between these two wavefronts produce 
fringes that can be analyzed to yield a wide range of both qualitative and quantitative information 
about the system originating these two wavefronts. Several researchers working independently made 
experimental observations related to this fact.12–17 Once the full implication of this discovery was 
realized, a period of intense research activity began to develop a solid theoretical understanding 
of this powerful new technique. Holographic interferometry quickly became the most important 
application of the relatively young science of holography. Although other branches of holography 
have successfully matured, most notably HOEs, holographic interferometry remains today the area 
in which holography has probably made the greatest impact.

As stated earlier, holographic interferometry involves the interferometric comparison of two 
wavefronts separated in time. This comparison can be made in a variety of ways which constitute 
the basic methods of holographic interferometry: real-time, double-exposure, and time-average. 
Real-time interferometry is realized by the interference of a holographically reconstructed object 
wave with the wave emanating from the actual object. This is accomplished as follows. The holo-
graphic plate is exposed, developed, then replaced in its holder in its original position. Reference- 
and object-beam intensities are adjusted so that the illuminated object and its holographic image 
are of approximately equal brightness. Since the reconstructed object wavefront is 180° out of phase 
with the object wavefront, the object should be dark when viewed through the holographic plate. 
In practice, one or two broad fringes usually appear across the object due to emulsion shrinkage 
effects and lack of complete mechanical precision in returning the holographic plate to its original 
position. Any disturbance of the object which results in a mechanical displacement of its surface will 
now produce a fringe system which can be viewed in real time. The structure and periodicity of the 
fringes are related to the surface displacement. The mechanical surface deformation can result from 
an applied force, change in pressure, change in temperature, or any combination of the three. The 
quantitative details of this surface deformation can be derived from an analysis of this fringe system.

In double-exposure holographic interferometry, the two wavefronts to be compared are stored 
in the same hologram. This is done by holographically recording the image of the object under 
study in two exposures separated in time in the same holographic plate. If nothing is done to alter 
the object wavefront between these two exposures, the resulting image will appear as for a single-
exposure hologram. However, if the object is perturbed in some way between these two exposures, 
an interference fringe system will appear in the final image. Again, this fringe system is related to the 
mechanical deformations of the object surface caused by the disturbance. Real-time holographic 
interferometry allows one to study the effects of object perturbation of varying types and degrees 
over any desired length of time and in real time. In contrast, double-exposure holographic inter-
ferometry examines a particular change of the state of the object between two particular points in 
time. A double-exposure holographic interferogram then might be thought of as a single data point 
record. The interferogram might be a record of the change of the object from one stable state to 
another, which might be recorded with a continuous wave laser. Or the interest might be to compare 
two states of a rapidly varying system most effectively recorded using a pulsed laser.
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In some respects, the double-exposure holographic interferogram involves less experimental 
complexity, because both exposures are made in a single hologram plate held in a fixed position. 
Mechanical registration of the plate to a baseline position is not required. Emulsion shrinkage due to 
wet process development of silver halide film affects the holographic fringe systems for both expo-
sures in the same way; therefore, it is not a problem for double-exposure interferometry. Another 
feature which may or may not be of benefit, depending on the parameters of the experiment, is that 
the superimposed images for the two exposures are in phase, thereby producing a bright baseline 
image. Double-exposure interferometry has been used very effectively to record fast events such as 
the flight of a bullet passing through a chamber.18 The first exposure is made of the chamber alone 
before passage of the bullet; the second exposure is made with the bullet in midflight. The interfero-
gram is an interference recording of the refractive index variations in the chamber created by the 
disturbance of the bullet.

Vibrating surfaces may be studied using either real-time or time-average holographic 
interferometry.16,19 A vibrating object presents a continuum of surface configurations or surface 
deformations to an interferometric system. A unique interferometric fringe system is associated 
with each state of the surface for any particular point in time during the vibrating cycle. In real-
time interferometry, the interference fringes are formed by the addition of wavefronts from the 
surface of the object at rest and from the vibrating surface at some point during its vibrating cycle. 
The fringe pattern observed is a visual time average of this continuum set of interferogram fringe 
systems. A time-average holographic interferogram is made by exposing the holographic plate while 
the object is vibrating; the exposure time is usually multiple vibration periods. This hologram may 
be thought of as a continuum set of exposures, each recording the interference of the object wave 
with its temporal counterparts in the rest of the continuum over one cycle. The end result is a fringe 
pattern, directly related to the surface vibration pattern, in which the fringe lines represent contours 
of constant vibration amplitude. A more physical view of the process derives from observing that 
holographic fringe movement in the recording medium due to object movement nullifies the holo-
graphic recording. Thus, regions of a vibrating surface in motion (antinodes) will appear dark while 
regions at rest (nodes) will appear bright.

Stroboscopic illumination has long been used to study objects in motion. Coupling this tech-
nique with holographic interferometry produces interferograms of vibrating objects with enhanced 
fringe visibility and greater information content. The technique may be used to make real-time 
observations or to record double-exposure holograms of vibrating surfaces. In the real-time con-
figuration, the hologram of the test object at rest is made in the usual fashion. The object is then 
vibrated and strobed with a laser set to flash at a particular point in the vibrating cycle. The fringe 
system formed is produced by interference of the wavefront from the object at rest and the wave-
front from the object at this particular point in the cycle. The timing of the laser flash may be varied 
to observe the evolution of the surface vibration throughout its entire cycle. A double-exposure 
interferogram is formed by exposing the hologram plate to two flashes from the strobed laser. In 
this manner, any two states of the vibrating surface may be compared during its cycle by varying 
the timing of the laser flashes and their separation. The actual exposure may extend over several 
vibration cycles. This method results in fringes of much higher contrast than those yielded by time-
average holography.

An interesting variant of hologram interferometry is contour generation.20–22 This is accom-
plished by making two exposures of an object with a refractive index change in the medium sur-
rounding the object or a change in the laser wavelength between exposures. Either method yields 
fringes on the surface of the object. The fringe positions are related to the height of points on the 
object relative to a fixed plane. The two-wavelength method may be implemented in real-time by 
first making a hologram of an object in the usual manner at one wavelength, then illuminating both 
the object and the processed hologram (carefully placed in its original position) at a different wave-
length. Both methods have been successfully applied in a variety of situations.

In many cases, the interpretation of the fringe pattern produced by a holographic interfero-
gram is a simple matter of qualitative assessment. For example, defects or flaws may be identified 
by anomalous local variations in a background fringe pattern. The presence or absence of these 
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anomalies may provide all the information required in a nondestructive evaluation experiment. 
However, a detailed quantitative assessment of the mechanical deformation of the surface may 
be desired—this can involve a complex mathematical analysis of the fringe system. Quantitative 
analysis of the fringe pattern is often complicated by the fact that the fringes are not necessarily 
localized on the surface of the object. The interpretation of holographic interferograms and analysis 
of the fringe data have been the subject of considerable study.23–27 Numerous methods such as 
sandwich holographic interferometry,28,29 fringe linearization interferometry,30 difference holo-
graphic interferometry,31 and fringe carrier techniques32 have been developed to facilitate this 
interpretation. In addition, the development of automatic fringe reading systems and data reduc-
tion software have greatly aided this process. However, fringe data reduction remains a challenge for 
many situations despite the progress that has been made.

The basic methods of holographic interferometry (real-time, double-exposure, and time-
average) are in widespread use and continue to be the mainstay of this technique. However, 
important refinements have been made which have greatly added to the power of holographic 
interferometry. These advances include the use of real-time recording media33,34 and heterodyne 
holographic interferometry35 Real-time holographic recording materials (such as photorefractive 
crystals) provide an adaptive feature that makes the interferometer less sensitive to vibration, air 
currents, and other instabilities. The reliability of the interferometric process in a hostile environ-
ment is thus improved. Heterodyne techniques using two separate reference waves and a frequency 
shift between these two waves upon reconstruction has greatly improved the accuracy of holo-
graphic interferometry. Measurements with accuracies as high as /1000 can be made using hetero-
dyne methods. Holographic moiré,36 infrared holographic interferometry,37 and the use of optical 
fibers38 have also significantly extended the capabilities of holographic interferometry.

In the laboratory, where conditions are well-controlled, silver halide film has been the recording 
material of choice for holographic interferometry due to its relatively high sensitivity, low cost, and 
reliability. However, in field applications such as the factory floor, the wet processing requirements 
of silver halide film make this material much less attractive and, for some time, inhibited the use of 
holographic interferometry in many situations. Other materials that do not require wet processing 
(such as photopolymer films) are available, but these materials have very low sensitivity. The devel-
opment of the thermoplastic recording material,39 which does not require wet processing but retains 
the high sensitivity of silver halide film, made possible the much more convenient application of 
holographic interferometry in industrial situations. Several companies have commercially marketed 
holocamera systems using this material. A holographic interferogram made using one of these holo-
camera systems is shown in Fig. 2.

Holographic interferometry has been applied to an enormous range of problems; this is a 
simple testimony to its utility and versatility. The classical interferometric testing of the figure 
of optical components during fabrication can be augmented with holographic interferometry to 
test for figure during the grinding process since the surface of the test object does not need to be 
polished.21 The ability of holographic interferometry to make precise measurements of very small 
mechanical displacements has enabled it to be used in stress-strain measurements in materials, 
components, and systems. Mechanical displacements observed with holographic interferometry 
are often the result of thermal disturbances. Measurement of these thermally induced mechani-
cal displacements with holographic interferometry can provide an accurate determination of the 
heat transfer properties of the material or system under study.40 Similarly, diffusion coefficients in 
liquids can be determined using holographic interferometry.41,42 Flow visualization and the accu-
rate determination of fluid-flow properties using holographic interferometry has been an intense 
area of study.43–45 As noted earlier, the technique can also be used to study high-speed events using 
short-pulse lasers in the double-pulse mode. Vibration analysis is one of the more powerful appli-
cations of holographic interferometry. In this area, the technique has been applied to a diverse 
array of problems including studies of the vibration properties of musical instruments,46 vibration 
patterns in the human eardrum,47 and vibration properties of mechanical parts such as turbine 
blades.48 The application of holographic interferometry to turbine blade mechanics is illustrated 
in Fig. 3. One of the great virtues of holographic interferometry is that a tremendous wealth of 
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FIGURE 2 Time-average holographic interferogram of a loudspeaker vibrating at 
resonance. (Photo courtesy of Newport Corporation.)

FIGURE 3 Time-average holographic interfero-
gram displaying one of the vibration modes of a turbine 
blade. (Photo courtesy of Karl Stetson, United Technologies 
Research Center.)
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information can be garnered from its application without destroying the test object or system. As 
a result, nondestructive evaluation or nondestructive testing has been one of the most important 
areas of application for this technique. As an example, holographic interferometry has been suc-
cessfully used to observe subsurface defects in solid opaque objects. Even though the interference 
pattern is produced strictly by mechanical surface deformations, these surface variations are often 
indicative of subsurface changes (e.g., ply separations in automobile tires and interlayer delamina-
tion in composite materials).49 Subsurface defects are usually manifest in local anomalies of the 
fringe pattern and a qualitative examination of the interferogram will often discern the effect. 
The literature is replete with articles describing these and many other applications of holographic 
interferometry. For the reader interested in an in-depth discussion of the theory and application of 
holographic interferometry, numerous textbooks and review articles are available (see, for example, 
Refs. 6–8 and 50–57).

Electronic Holography

Even with the use of thermoplastic recording media, holographic interferometry remains a chal-
lenge and, in many cases, unacceptable technique for industrial applications—particularly those 
that involve on-line quality testing in a production environment. Speckle-pattern interferometry,58

another technique closely associated with holographic interferometry, alleviates many shortcomings 
of the traditional holographic approach when combined with electronic image recording and pro-
cessing equipment.

Speckle is the coarse granular or mottled intensity pattern observed when a diffuse surface 
is illuminated with coherent light. Wavelets reflected from the randomly oriented facets of 
an optically rough surface interfere to produce this effect when the size of the facets is on the 
order of a wavelength or larger. Although this interference occurs throughout the space occu-
pied by the wave scattered by the surface, the interference that produces the observable pattern 
takes place in the plane of the detector or recording medium (i.e., the retina of the eye or the 
film plane of a camera). The speckle-pattern recorded by an imaging system (eye or camera) is 
known as subjective speckle, while the intensity variation detected by a scanning detector above 
a coherently illuminated diffuse surface is referred to as objective speckle. Objective speckle is 
the resultant sum of the waves scattered from all parts of the surface to a point in space; in sub-
jective speckle, wave summation in the observation plane is limited to the resolution cell of the 
system. The objective-speckle scale depends only on the plane in space where it is viewed, not 
on the image system used to view it. The size of the image plane or subjective speckle depends 
on the aperture of the viewing or imaging system. For subjective speckle, the characteristic 
speckle diameter, dsp is given by59

d
asp

2 4. (10)

where  is the wavelength,  is the distance from the lens to the image plane, and a is the diameter 
of the viewing lens aperture.

A fringe pattern is formed when the speckle patterns of the diffuse surface in its original and 
displaced positions are properly combined. The formation of this fringe pattern is known as 
speckle-pattern interferometry, of which there are two basic types: speckle-pattern photography 
and speckle-pattern correlation interferometry. Both techniques, which form the basis for electronic 
speckle-pattern interferometry (ESPI), and other forms of electronic holography will be discussed in 
this section. The remarks made here are derived from Ref. 58, which contains a thorough discussion 
of the topic.

By varying the recording and viewing configurations, speckle-pattern interference fringes 
can be made sensitive to in-plane and out-of-plane displacements, displacement gradients, and 
the first derivative of displacement gradients. Speckle-pattern interferometry has two distinct 
advantages over holographic interferometry: (1) the direction of the magnitude sensitivity of 
the fringes can be varied over a larger range, and (2) the resolution of the recording medium 
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for speckle-pattern interferometry does not need to be nearly as high. Therefore, speckle-
pattern interferometry is a much more flexible technique, although the fringe definition is not 
nearly as good as with holographic interferometry due to the degradation of the images by the 
speckle pattern.

In speckle-pattern photography, the object is illuminated by a single light beam; no reference 
beam is involved. Some of the light scattered by the object is collected by a lens and recorded 
on photographic film. The film plane may be an image plane (in-focus) or some other plane 
(out-of-focus). The location of the film plane determines whether the resulting interferometric 
fringes are sensitive to in-plane or out-of-plane motion. Two exposures of the film are made: one 
with the object in its original position, the second with the object deformed or displaced. Proper 
illumination of the film negative with coherent light produces a fringe pattern in the observation 
plane which is related to the object motion. With the use of appropriate recording and viewing 
geometries, the fringes may be made to superimpose an image of the object. If the object is illu-
minated by a plane wavefront and the film is in the focal plane of a lens, the fringes are related 
to out-of-plane displacement gradients. Illumination of the object by a diverging wavefront in 
the proper geometry yields fringes related to the tilt of the object. Speckle-pattern photography 
can be used to make time-average stroboscopic and double-pulse measurements just as in holo-
graphic interferometry. In speckle-pattern correlation interferometry, a reference beam (either 
specular or diffuse) is incident upon the observation or recording plane in addition to the light 
scattered by the object. Interferometric fringes are produced by the correlation of the speckle 
patterns in the observation plane for the displaced and undisplaced object. Real-time or live-
correlation fringes may be produced as follows. The object and reference beams are recorded 
with the object in its original position using photographic film. The film is developed and the 
film negative is replaced in its original position. The negative is illuminated with object and 
reference light, and the object is displaced. Correlation fringes are produced by the process of 
intensity multiplication. Because of the contrast reversal of the film negative, minimum trans-
mission is found in areas of maximum correlation between the pattern recorded and the pattern 
produced by the displaced object. Unfortunately, the correlation fringes produced using this 
technique are of low contrast.

The variation in the correlation of the two speckle patterns which produces the fringes may be 
made sensitive to different components of surface displacement by using different object and refer-
ence beam geometries. One of the most important configurations uses a specular in-line reference 
beam introduced with a beam splitter or mirror with a pin hole. This configuration may be used to 
make dynamic displacement measurements or to observe the behavior of vibrating objects in real 
time. This particular optical geometry is also the most popular arrangement for ESPI.

In ESPI, the photographic film processing methods used for speckle-pattern photography and 
speckle-pattern correlation interferometry are replaced by video recording and display technology. 
The concept of using video equipment for this purpose was originated by several researchers work-
ing independently during the same period.60–63 For speckle-pattern interferometry, the minimum 
speckle size is usually in the range of 5 to 100 μm so that standard television (TV) cameras can be 
used to record the pattern. The main advantage of using TV equipment is the high data rate. Real-
time correlation fringes may be produced and displayed on the TV monitor at 30 frames per second. 
In addition, the full array of modern video image processing technology is available to further 
manipulate the image once it is recorded and stored in the system. Another advantage is the rela-
tively high light sensitivity of TV cameras which operate at low light levels, thus enabling satisfac-
tory ESPI measurements with relatively low power lasers.

The ready availability of advanced video recording and processing equipment, its ease of use, 
and its flexible adaption to various applications make ESPI a near-ideal measurement system in 
many instances—particularly, industrial situations (such as an assembly line) where rapid data 
generation and retrieval, and high throughput are required. ESPI overcomes many of the objec-
tions of holographic interferometry and has been used extensively for industrial measurements.

Intensity correlation fringes in ESPI are produced by a process of video subtraction or addi-
tion. In the subtraction process, the image of a displaced object is subtracted from an electronically 
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stored image of the object in its original position to produce the correlation fringes. To observe 
these fringes, the subtracted video signal is rectified and high-pass filtered, then displayed on a video 
monitor. This video processing is analogous to the reconstruction step in holography.

For the addition method, both original and displaced images are added optically at the photo 
cathode of the TV camera. The TV camera detects the light intensity and, again, the signal is full-
wave rectified, high-pass filtered, and displayed on the TV monitor. Because of the persistence 
of the TV tube, the two images need not be recorded simultaneously; however, they must be 
presented to the camera within its persistence time, usually on the order of 100 ms. The vari-
ous optical configurations used in speckle-pattern correlation interferometry, employing both 
specular and diffuse reference beams, may be used in ESPI as well. The most popular of these 
configurations uses a specular in-line reference beam and may be used to make real-time vibra-
tion studies. ESPI has been used for this purpose more than any other application. This optical 
configuration is shown in Fig. 4. The object and reference beams in Fig. 4 are derived from the 
same laser with the use of a beam splitter, not shown for simplicity. In holographic interferometry, 
a high-resolution film is used and the reference beam angle may be any practical value desired. In 
ESPI, the recording medium (TV camera) has a resolution two orders of magnitude lower than 
holographic film (on the order of 30 line-pairs per millimeter). Therefore, in ESPI, an in-line 
reference beam must be used. Furthermore, the aperture of the system must be small enough to 
keep the interference angle below 1 . All the usual modes of holographic interferometry (real-
time, time-average, stroboscopic, and double-exposure) may be performed with ESPI. A time-
average ESPI interferogram of an object made with the system operating in the subtraction mode 
is shown in Fig. 5a. For comparison, a holographic interferogram of the same object is shown in 
Fig. 5b. ESPI has been applied to a wide range of measurement problems. These applications are 
discussed in numerous books, technical papers, and review articles.64–71

Despite the flexibility of ESPI and its ease of use, fringe definition is poor compared to holographic 
interferometry—this has somewhat limited its use. Speckle-averaging and video-processing techniques 
have provided some improvement in interferogram quality, but very fine interference fringes are still 
difficult to discern with ESPI. A significant improvement in interferogram quality has been achieved 
with a newer technique: electro-optic holography (EOH).72–74 This technique uses the same speckle 
interferometer optical configuration as ESPI, but processes the video images in a different manner. 
In EOH, a phase-stepping mirror is added to the reference leg to advance the phase of the reference 
beam by 90° between successive video frames. Subsequent processing of these phase-stepped images 
combined with frame and speckle averaging provides interferograms in real-time with nearly the same 

FIGURE 4 Typical ESPI optical arrangement with in-line 
reference beam.
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FIGURE 5 Time-average interferograms of a pulley made with (a) ESPI and (b) holo-
graphic interferometry.
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resolution and clarity of the traditional film-based holographic interferogram. An interferogram made 
with an EOH system is shown in Fig. 6.

33.5 HOLOGRAPHIC OPTICAL ELEMENTS

An optical element with the power to direct and/or focus a light wave can be made by recording the 
fringe pattern formed by two interfering light beams. HOEs or diffractive optical elements, thus pro-
duced, have several features that distiuguish them from conventional optics. A compilation of articles 
on diffractive optics may be found in Ref. 75. References 76 and 77 provide past reviews of the field.

Different types of elements may be produced by varying the curvature of the interfering wave-
fronts, interbeam angle, and configuration of the recording surface. Lenses with mild or very strong 
focusing power and plane or focusing mirrors are easily produced. The recording substrate may 
be plane or any arbitrarily curved shape. An element combining diffractive power with refractive 
power can be made by placing the recording medium on a curved surface. This method may be used 
to reduce the aberration of the combined optic since the achromatic dispersion of diffraction and 
refraction are of opposite sign. Although any of the many types of holographic recording materials 
may be used to make an HOE, dichromated gelatin and photoresist are preferred because of their 
high resolution and extremely low optical scatter. Dichromated gelatin has the additional advantage 
of forming HOEs of very high diffraction efficiency. Photoresist forms a surface relief hologram 
which makes possible the economical mass production of HOEs with straightforward mechanical 
replication means. Since the power of an HOE is derived from diffraction at the element’s surface, 
the HOE may be very thin and lightweight. HOEs may be produced by the direct interference of 
physical light waves, or by calculating the desired interference pattern and printing this pattern 
onto a substrate by either photographic or electron beam lithographic means. Computer-generated 
HOEs are advantageous when the required optical wave-fronts are difficult to create physically.

The use of the term “holographic optics” is not technically correct because the definition of 
holography implies that at least one of the wavefronts being combined to produce an interference 
record is an information carrier. Consequently, the term “diffractive optics” has gained popularity 

FIGURE 6 An interferogram illustrating a vibrating mode of a center-
mounted rectangular plate made with an electronic holography system. (Photo 
courtesy of Karl Stetson, United Technologies Research Center.)
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and, when applied to gratings, the term “interference gratings” is certainly more appropriate. In this 
brief discussion, however, we will continue to use the “holographic” terminology.

Certainly one of the most common and successful applications of holographic optics is as a grat-
ing in spectrographic instruments.78–80 The main advantage of holographic gratings  are that they can 
be made free of the random and periodic groove variation found in even the finest-ruled gratings, 
and they have low light scatter. This latter property is especially important when even a small amount 
of stray light is objectionable (such as in the study of Raman spectra of solid samples). To produce 
high-quality holographic gratings, extreme care must be used in the fabrication process. Photoresist 
is the preferred recording material for reasons mentioned above; however, it is very insensitive and 
requires long exposure times, often many hours. Therefore, a highly stable optical system is essen-
tial. The recording room must be free of air currents, the air must be filtered and dust-free, and the 
photoresist coating must be defect-free. Stray light scatter from optical mounts and other objects in 
the recording setup must be eliminated by proper baffling and masking. The interfering beams must 
be appropriately conditioned by spatial filtering to ensure diffraction-limited performance. If beam-
forming optics are used, for example, to produce collimated beams for making plane holographic 
gratings, these optics must be aberration-free and of diffraction-limited quality.

After exposure and chemical development, the surface relief pattern is metalized and the holographic 
grating is replicated as conventional master-ruled gratings are replicated. Both positive and negative pho-
toresists are available for making holographic gratings, however, the negative resist is seldom used.

Grating-diffraction efficiency in the various orders is determined by the groove profile. In a 
ruled grating, the groove is profiled by appropriately shaping the diamond tool. Holographic grat-
ings have a sinusoidal profile; blazing, in this case, is accomplished by ion etching. A wide range of 
groove spacing is possible with ruled gratings, however, holographic gratings offer more flexibility 
with respect to the groove pattern. For example, groove curvature may be used in holographic grat-
ings to reduce aberrations in the spectrum, thereby improving the throughput and resolution of 
imaging spectrometers. The grooves in ruled gratings are produced by the traveling diamond tool, 
one after another. In holographic gratings, all grooves are produced in parallel; thus, the fabrication 
time for holographic gratings can be considerably shorter.

Another important instrumental HOE application is in optical beam scanning; the most com-
mon example of this is the supermarket scanner.81 Laser beam scanning is usually accomplished by 
either mechanical means (e.g., rotating mirror) or with the use of some transparent medium whose 
optical properties are changed by some sort of stimulation (e.g., acousto-optic cell). Holographic 
scanners offer advantages over both of these more conventional methods.

The working principle of the holographic scanner may be illustrated by considering the transla-
tion of a focusing lens through an unexpanded laser beam. As the beam intercepts the lens from one 
side to the other, it is simultaneously deflected and focused at the lens focal point on the lens axis. 
Thus, moving the lens back and forth causes the laser beam to sweep back and forth in the focal 
plane of the lens. In its basic form, a holographic scanner is simply an HOE lens or mirror translat-
ing through the scan beam. The principal advantage of the holographic scanner over conventional 
scanning means is the ability to combine beam deflection and focusing into a single element. The 
form of both the deflection and focusing function can be tailored in a very flexible way by proper 
design of the HOE formation optical system. For example, the scan element may be easily made a 
line segment rather than a focal spot, and the locus of the scanned focal spot or line may be placed 
on either plane or curved surfaces. Multiple scan beams with multiple focal points may be gener-
ated by a scanner in the form of a segmented rotating disk. Each segment or facet of this disk has 
different deflection and focal properties. As the disk rotates through the beam, a multiplicity of 
scan beams is produced which can densely fill the desired scanned volume. This feature is especially 
important in a supermarket application because it allows products of varying sizes and shapes to be 
rapidly scanned. A further advantage of the HOE scanner is that the scanner disk can be small, thin, 
and lightweight, thereby greatly reducing the demands on the drive system. The disk format also 
produces little air movement due to windage and is very quiet in operation.

The discussion here on holographic gratings is taken largely from Ref. 80. The author is indebted to Christopher Palmer of 
the Milton Roy Company for making an advance copy of this material available.
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In addition to serving as the beam deflector, the holographic scanner also collects the light scat-
tered from the laser spot on the product and directs it to the optical detector. This scattered light 
illuminates the holographic scanner along the conjugate object beam path and is diffracted into 
the fixed conjugate reference or primary scan beam path where it is accessed by a beam splitter. The 
light scattered from all points in the scan volume is thus directed to a single, fixed detector position. 
An optical schematic for a point-of-sales scanner is shown in Fig. 7.

The ability to combine several optical functions into a single HOE makes this device attractive 
in many situations. Significant savings in space, weight, and cost can often be realized by replac-
ing several conventional elements with a single HOE device. This feature has been incorporated 
into an optical head for compact disk applications with the use of a multifunctional HOE.82 An 
optical diagram of the device is shown in Fig. 8. The objective lens images the light-emitting point 

FIGURE 7 Schematic of a holographic supermarket scanner. (Reprinted 
from Ref. 81, p. 9; courtesy of Marcel Dekker, Inc.)

FIGURE 8 Diagram of compact disk 
optical head employing a holographic opti-
cal element. (Diagram courtesy of Wai-Hon 
Lee, Hoetron, Inc.)
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of the laser diode (LD) to the compact disk. The light scattered from this focal point on the disk 
is reimaged by the objective lens through the HOE to the photodetector (PD). In this application, 
the HOE serves as a spherical lens, beam splitter, aberration-correcting lens, and cylindrical lens. 
In addition to simplifying the optical system, the HOE provides a better means of aligning the 
optical system.

Holography has even been applied to one of the oldest instrumental functions known—the 
keeping of time. This has been accomplished by using an HOE as a holographic sundial.83

33.6 HOLOGRAPHIC INSPECTION

Quality assurance inspection and testing, important functions in any industrial manufactur-
ing process, have also benefited from advances in holography. Holographic methods have been 
applied to the quality control problem in several areas, such as identifying and locating sub-
surface mechanical defects and determining the presence or absence of certain surface features. 
Holographic interferometry has been successfully applied to some of these problems,84–86 and 
optical processing methods have also yielded good results in many cases.87 Matched and spatial 
filtering in the Fourier transform plane of an optical processing system have proved to be espe-
cially powerful means of identifying features and determining surface detail. In this section, we 
describe a unique combination of holography and classical optical processing methods that made 
possible a very successful means of rapidly detecting defects in devices with highly regular and 
repetitive patterns.

Defects in integrated circuit photomasks and wafers at various stages of processing can greatly 
diminish the final device yield. Since the economics of wafer production is strongly influenced by 
yield, there has been an ever-present incentive to increase this yield by minimizing the number of 
defects introduced at various points in the production process. One way to increase yield is to iden-
tify these defects early, and eliminate them before they cascade in a multiplicative manner through 
the various stages of the process.

For years, the inspection of integrated circuit photomasks and wafers was performed by either 
manual microscopic examination or automated serial scanning using an optical detector. The latter 
method involves comparison of the detector signal from a magnified portion of the test pattern to 
a similar portion of a reference pattern, adjacent pattern, or digital design database. In either case, 
the inspection process was long and tedious, often requiring many hours or days to inspect a single 
photomask or wafer. These methods are very slow because of the large number of pixels involved 
and the serial pixel-by-pixel nature of the inspection. Clearly, a great advantage would be afforded 
by the ability to examine all the pixels in parallel rather than serial format.

This observation prompted a number of researchers to consider optical processing methods 
for integrated circuit inspection and for addressing other types of problems involving highly 
repetitive patterns such as cathode-ray tube masks and TV camera tube array targets.88–90 The 
concept in all cases was to eliminate perfect pattern information and highlight defect areas of the 
image by spatial filtering in the Fourier transform plane. These methods met with only limited 
success because of the difficulty in fashioning effective blocking filters and the need for extremely 
high quality, large-aperture, low F-number Fourier transform lenses. Despite considerable work 
in this area, none of these efforts resulted in the development, production, and in-process use of 
integrated circuit inspection systems using Fourier optical processing concepts.

This situation was reversed by the adaption of a holographic documentation system used to docu-
ment the surface microstructure of high-energy laser optical component test samples.91,92 A sche-
matic diagram of the holographic documentation optical system is shown in Fig. 9. An F/3.42 lens 
was used to image the test target onto the hologram film and an argon laser operating at a wavelength 
of 514.5 nm was the illumination source. A polarizing beam-splitting cube and a half-wave plate 
were used to split the beam into object and reference beams, and to adjust the beam ratios. A second 
polarizing beam-splitting cube and quarter-wave plate were used to efficiently illuminate the test tar-
get and direct the reflected light to the holographic plate. The holographic image was reconstructed 

DO
 N

OT
 D

UP
LI

CA
TE



HOLOGRAPHY AND HOLOGRAPHIC INSTRUMENTS 33.17

with the conjugate reference beam by removing mirror M4. The test target was removed and the 
holographic image of the sample was examined with the aid of a microscope. The calculated resolu-
tion of this system (classic Rayleigh resolution limit) was 4.0 μm. A photograph of the holographic 
reconstruction of the standard Air Force resolution target made with this system is shown in Fig. 10. 
The smallest bars in this target are on 4.4-μm centers. Thus, the resolution observed with this system 
was comparable to the calculated value.

In considering how the documentation system might be adapted to other applications (includ-
ing the integrated circuit inspection problem), Fusek et al. observed that because the real image of 
the test target was being examined by conjugate reconstruction, both functions of the classic Fourier 
optical system (i.e., transform and inverse transform) were performed in the documentation 
system.93,94 Because of reverse ray tracing, a high-quality matched pair of specially designed Fourier 
transform lenses is no longer required to produce a diffraction-limited output image. As with 
previous work, the objective was to attenuate the image area where the pattern is defect-free and 
highlight the defects. This is done simply by placing the appropriate blocking filter in the Fourier 
transform plane. The method works effectively only if the filter efficiently blocks the light associated 
with defect-free areas of the image and efficiently transmits the defect light. Fortunately, this is the 
case for integrated circuit masks and wafers which consist of regular patterns of circuit elements 
repeated many times over the area of the wafer. For such patterns, the intensity distribution in the 
Fourier transform plane is a series of sharp spikes or bright points of light. Low spatial frequencies 
associated with slowly varying features (such as line-spacing) are represented by light points near 
the optical axis of the imaging lens. High spatial frequencies, representing such features as edge and 
corner detail, lie farther out in the Fourier transform plane. The Fourier transform plane intensity 
pattern for a production-integrated circuit photomask is shown in Fig. 11. Since defects are usually 
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FIGURE 9 Holographic documentation optical system. (Reprinted from Ref. 92, p. 87; courtesy of Oxford 
University Press.)
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FIGURE 10 Magnified image of the holographic reconstruction of 
the Air Force resolution target. (Reprinted from Ref. 92, p. 88; courtesy of 
Oxford University Press.)

FIGURE 11 Optical Fourier transform of a production-integrated circuit photo-
mask. (Reprinted from Ref. 92, p. 98; courtesy of Oxford University Press.)
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of a nonregular nature, the light associated with defects is generally spread out fairly uniformly over 
the Fourier transform plane. Thus, a filter designed to block the regular-pattern light passes most of 
the light associated with defects.

The most straightforward way to produce the blocking filter is by photographic means, with the 
film placed in the Fourier transform plane. The filter is made first, then the hologram is exposed 
with the object beam passing through this filter. Thus, the reconstructed wave that produces the 
output image is effectively filtered twice. A problem with this method of filter fabrication is the 
extremely large range of intensities in the Fourier transform plane which can cover as many as 
ten orders of magnitude. If the filter is properly exposed near the axis where the transform light 
is brightest, high-spatial-frequency components away from the axis will be underexposed and 
inadequately filtered. However, if high frequencies are properly exposed, low frequencies will be 
overexposed, and too much defect light will be filtered. An effective means of alleviating this inten-
sity-range problem is dynamic range compression by multistep filter generation. The process is as 
follows. With a mask in place, a holographic plate is exposed to the Fourier transform pattern with 
exposure parameters set to record the intensity distribution in the low-frequency region near the 
optical axis. After processing, this plate (Stage 1 filter) is replaced in the Fourier transform plane 
and a hologram of the mask is made through this filter. The hologram is illuminated by the con-
jugate reference beam and a second filter plate (Stage 2 filter) is exposed to the resulting Fourier 
transform intensity pattern. This pattern now has its low-frequency components attenuated 
because of the action of the Stage 1 filter. The Stage 2 filter can now be used to record a Stage 3 
filter. The process may be repeated as many times as necessary to produce a filter with the desired 
attenuation properties. Because the defect light is of much lower intensity in the Fourier transform 
plane than the light corresponding to nondefect areas, defect light does not contribute significantly 
to the exposure of the filter, and the object under test (containing defects) may be used to generate 
the filter. Stage 1 and 2 filters for a defect calibration test mask (Master Images VeriMask™) are 
shown in Fig. 12.

Performance of the breadboard documentation system using the VeriMask is shown in Fig. 13. 
Figure 13a is a photo of a magnified region of the VeriMask containing a pinhole defect. Figure 13b
shows the Stage 2 filter image of this same defect which is clearly enhanced. In addition, dimen-
sional variations in the mask pattern from die to die are also highlighted.

The breadboard holographic inspection technology developed by Fusek and coworkers was 
further advanced and placed into production by Insystems of San Jose, California.95–98 This com-
pany produced a series of mask and wafer inspection machines based on the holographic optical 
processing technique. The optical configuration of the Insystems Model 8800 Wafer Inspection 
System is shown in Fig. 14. The commercial instrument used an argon ion laser as the light source, 
and the system functioned in an optical manner identical to that of the original breadboard device. 
However, many refinements were incorporated into the commercial system which yielded substan-
tially improved performance over the breadboard system. These refinements, which included a 
sophisticated Fourier transform lens design, made possible adequate performance without using the 
multistep filter generation technique. The wafer test piece and the hologram were placed on a rotat-
ing stage under a microscope and a video camera so that the filtered image of the defect and the 
microscopic image of the defect on the actual wafer could be viewed simultaneously. Figure 15 illus-
trates the advanced filtering capability of the commercial instrument. This instrument was sensitive 
to defects as small as 0.35 m.

Disadvantages of the holographic defect detection system are the inconvenience and time delays 
associated with the wet processing of the silver halide holographic recording material. The use of 
photorefractive crystals, which operate in real time and do not require wet processing, has been 
studied as a means of eliminating these disadvantages.97 The dual functions of image recording and 
spatial filtering are combined by placing the crystal in the Fourier transform plane and adjusting 
the reference beam intensity to the level of the defect light intensity. Since the light in the Fourier 
transform plane associated with defects is much lower in intensity than nondefect light, only the 
defects will be recorded with high diffraction efficiency. Practical use of photorefractive crystals in 
this application has not been realized, however, because these crystals have relatively low sensitivity 
and are not available in large sizes with good optical quality.
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FIGURE 12 Fourier transform plane blocking filters for a defect calibration test mask: 
(a) first-stage initial filter and (b) second-stage dynamic range compressed filter. (Reprinted from 
Ref. 92, p. 101; courtesy of Oxford University Press.)
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FIGURE 13 Images of the holographic reconstruction of a 2.01-μm pinhole on a calibration 
test mask: (a) unfiltered and (b) filtered. (Reprinted from Ref. 92, pp. 102–103; courtesy of Oxford 
University Press.)
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33.7 HOLOGRAPHIC LITHOGRAPHY

The lithographic transfer of an integrated circuit photomask pattern to a resist-coated integrated 
circuit wafer has been accomplished by several methods, including contact printing, proximity 
printing, and step-and-repeat imaging. Each method has advantages and disadvantages. Contact 
printing is a simple, straightforward method suitable for printing large wafer areas, but damage to 

FIGURE 14 Optical schematic for the Insystems Model 8800 holo-
graphic wafer inspection system. (Diagram courtesy of Insystems.)

FIGURE 15 Metal layer defect in an integrated circuit wafer highlighted by the Insystems Model 8800 wafer inspec-
tion system: (a) filtered image and (b) unfiltered image. (Photo courtesy of Insystems.)
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the mask and contamination of the wafer are common problems. Proximity printing is resolution-
limited because of near-field diffraction. The diffraction problem can be eliminated by imaging the 
mask onto the wafer, but full-field imaging systems do not provide the resolution required over the 
full area of the wafer. Stepper systems, which image only a small area of the mask at a time, pro-
vide the required resolution; however, they are complex and expensive because of the resolution 
demands placed on the optical imaging system and the mechanical difficulty in accurately stitching 
together the multiple image patterns over the full area of the wafer.

Clearly, a full-field method of printing the image onto the full area of the wafer with the required 
resolution is desirable. A holographic system capable of accomplishing this task was developed by 
Holtronic Technologies Limited.98–100 Rather than using a lens system to image the mask on to the 
wafer, the Holtronic holographic system used real-image projection by conjugate illumination to 
overlay the mask image onto the wafer. Near-field holography was used to record the mask image by 
placing the mask in close proximity to the recording medium (100-μm separation) and illuminat-
ing the mask from the back with a collimated laser beam (364-nm line from an argon ion laser). To 
allow the introduction of an off-axis reference beam, an image of the mask could be relayed to the 
hologram plane with a lens. The approach taken was to eliminate the need for this lens with the use 
of the total internal reflection holography scheme of Stetson.101 A diagram illustrating the optical 
principle is shown in Fig. 16.

Light transmitted and diffracted by the mask is incident directly on the holographic recording 
material which is deposited onto the opposing surface of a prism. Reference light is introduced 
through the diagonal surface of the prism and reflected at the holographic coating/air interface by 
total internal reflection. The recording medium was Dupont photopolymer. The holographic expo-
sure was made with an expanded reference beam illuminating the entire hologram area.

Since three beams pass through the photosensitive material, three gratings are formed: (1) a 
reflection grating formed by the incident and reflected reference beams, (2) a reflection grating 
formed by the object beam and the incident reference beam, and (3) a transmission grating formed 

Reference beam

Recording layer
100 m

Object beam

(a)

(b)

1  photomask

Illumination beam

Hologram
100 m

Wafer

FIGURE 16 Basic optical arrangement for total 
internal reflection holographic lithography: (a) holo-
gram exposure and (b) reconstruction onto a resist-
coated substrate. (Reprinted from Ref. 99; courtesy of 
PennWell Publications.)
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by the object beam and the reflected reference beam. To reconstruct the mask wavefront, an illu-
mination beam conjugate to the reflected reference beam is introduced through the prism. This 
incident illumination beam interacts with the transmission object grating to form the conjugate real 
image of the mask. The totally internally reflected and the Lippmann-reflected illumination beams 
interact with the reflection object grating to reinforce the mask image.

During reconstruction and exposure of the photoresist-coated wafer, a small-area illumination 
beam is scanned over the hologram surface. Dynamic focusing of this scanned exposure beam 
eliminates the requirement that the mask and wafer substrates be ultraflat. Figure 17 illustrates 
the 0.3- m resolving capability of the holographic lithography process in 0.3-mm thick resist. 
The lines shown were printed on a silicon wafer coated with Olin Hunt HPR 204 i-line photore-
sist and developed using the Hunt HPRD 429 developer. The effective numerical aperture of the 
system was greater than 0.7.

33.8 HOLOGRAPHIC MEMORY

The information storage capability of holograms has been the subject of considerable study over 
the years with several applications in mind. With the parallel information storage and processing 
capability of holograms, and the promise of shorter access times, computer memory has received 
particular attention. Two review articles provide good summaries of this field of research through 
1990.102,103 However, little mention is made of the work of Russian scientists who have also been 
very active in this field (see, for example, Refs. 104–116).

Of all the holographic material recording possibilities available, volume storage in photorefrac-
tive crystals has received the most attention. There are two main reasons for this emphasis: (1) the 
large information storage capacity of these crystals, and (2) their capability to meet the write-read-
erase requirement in real time with no wet-chemical or other material-processing delays. However, 
no commercial memory systems using holographic storage have been developed. One reason for 
this is the relatively large volume of space occupied by the laser beam-steering equipment and 
other optical components required in such a system, even though the actual holographic storage 
element may occupy a volume of less than a few cubic centimeters. However, the primary reason 

FIGURE 17 Scanning electron micrograph of 0.3-μm lines and spaces printed in 
photoresist by holographic lithography. (Photo courtesy of Holtronic Technologies Ltd.)
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is the limitations of the recording material. Despite their distinct advantages over other record-
ing material candidates, photorefractive crystals have some significant limitations. It is difficult 
to grow large crystals with good optical quality and to achieve stable, long-term storage without 
destructive readout.

Work by Redfield and Hesselink117–119 was directed toward overcoming these previous limita-
tions. Rather than concentrating on developing large, high-quality crystals, their approach was to 
form a large-volume memory element by using an array of small crystallites of strontium barium 
niobate in the form of small cubes or crystalline fibers. Techniques have also been developed for 
accessing the holographic information stored in these crystallites without destructive readout. 
Information is stored in the memory structure by recording Fourier holograms of checkerboard 
patterns (pages) of digital information. Access times were projected to be 100 to 1000 times faster 
than with conventional magnetic disk drives.

33.9 CONCLUSION

This chapter has briefly reviewed some of the more important instrumental applications of holog-
raphy and demonstrated how holographic methods have been used to creatively solve a variety of 
measurement and recording problems. These successful applications should pave the way for addi-
tional advances in this field. Consequently, we anticipate that the list of technical applications of 
holography will expand significantly in the future.
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34
XEROGRAPHIC SYSTEMS

Howard Stark
Xerox Corporation
Corporate Research and Technology
Rochester, New York

34.1 INTRODUCTION AND OVERVIEW

The xerographic process was invented in the 1930s by Chester Carlson, who was looking for a simple 
process to copy office documents. The process consists of the creation of an electrostatic image on 
an image receptor, development of the image with dyed or pigmented charged particles referred to 
as toner, transfer of the toner from the image receptor to the paper, fusing the toner to the paper, 
cleaning the residual toner from the image receptor, and finally, erasing whatever is left of the origi-
nal electrostatic image. The process is then repeated on the cleaned, electrostatically uniform image 
receptor. In the most common embodiment of the process, the electrostatic image is created opti-
cally from either a digital or a light lens imaging system on a charged photoreceptor, a material that 
conducts electric charge in the light and is an insulator in the dark. These steps are shown schemati-
cally in Fig. 1, in which the photoreceptor drum is shown to be rotating clockwise. In this review we 
summarize the more common ways in which these steps are carried out.

The process just outlined is the heart of copying and digital printing systems whose speeds can 
range from a few to 180 copies per minute. Repeating the process several times (once for each color 
and black if needed) can produce full-color images. Often the system contains means for either 
input or output collation and stapling or binding. The cost of these systems can range from hun-
dreds of dollars to several hundred thousand dollars.

This review will not attempt to give complete references to the technical literature. There are several 
excellent books that do this.1–4 In addition, there are older books that give an interesting historical 
perspective on the development of the technology.5,6

34.2 CREATION OF THE LATENT IMAGE

This section covers the creation of the electrostatic field image. First the more common optical 
systems are considered. Here, exposing a charged photoconductor to the optical image creates the 
latent electrostatic image. Then, ion writing systems, in which an insulator is charged imagewise 
with an ion writing head or bar to create the latent electrostatic image, are briefly discussed.

Retired.
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Optical Systems

We consider here ways in which the photoreceptor is charged, the required physical properties of the 
photoreceptor, and common exposure systems.

Charging Figure 2 schematically shows the charging and exposure of the photoreceptor. In this 
case the charging is shown to be positive. The two devices commonly used to charge the photore-
ceptor, the corotron and the scorotron, are shown schematically in Fig. 3. The corotron approximates 
a constant-current device, the scorotron a constant-voltage device.

The operational difference between the two devices is that the scorotron has a control screen. In 
both cases, a high potential, shown negative here, is applied to the corotron wires, creating a cloud 
of negative ions around the wires. In the case of the corotron, the negative ions drift under the influ-
ence of the electric field between the wires and the photoreceptor. Since the charging voltage of the 
photoreceptor is significantly less than that of the corona wires, the electric field and the resulting 
photoreceptor-charging current remain roughly constant. The charge voltage of the photoreceptor is 
then simply determined from the current per unit length of the corotron, the photoreceptor velocity 
under the corotron, and the capacitance per unit area of the photoreceptor.

In the case of the scorotron, the photoreceptor voltage and the voltage on the control grid deter-
mine the charging field. Thus, when the photoreceptor reaches the grid voltage, the field and the 
current go to zero. Hence the constant-voltage-like behavior.

Photoreceptor The discharge of the photoreceptor is accomplished by charge transport through 
the photoconductive medium. There are many materials that have been used as photoconductors. 

ExposeCharge

Erase

Clean

Paper path

Transfer
Fuse

Photoreceptor
drum

Develop

FIGURE 1 Schematic of xerographic process.

FIGURE 2 Charging and exposure of photoreceptor.
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The first photoreceptors were films 50 or 60 μm thick of amorphous selenium on a metallic substrate. 
These were followed by amorphous films of various selenium alloys, which were panchromatic and 
in some cases more robust. Other materials that have been used include amorphous silicon, which 
is quite robust as well as being panchromatic. Organic photoreceptors are used in most of the recent 
designs. Here the photoreceptor consists of a photogeneration layer on the order of 1 μm and a 
transport layer on the order of 20 μm thick.

The photoreceptor discharge process is shown in Fig. 4. The photoconductor is negatively charged, 
creating an electric field between the deposited charge and the ground plane. Light is shown to be 
incident on the generator layer. A hole is released that drifts upward under the influence of the electric 
field. Ideally the hole reaches the surface and neutralizes the applied surface charge. The electron that 
remains in the generator layer neutralizes the positive charge in the ground plane. Important charac-
teristics of this process include the dark decay of the photoreceptor—how well the photoreceptor holds 
its charge in the dark—the quantum efficiency of the generation process, the transit time of the hole 
across the transport layer, whether or not it gets trapped in the process, and whether or not there are 
any residual fields remaining across the generator layer.

In order for the photoreceptor to hold its charge in the dark (Ref. 2, pp. 104–112), the charge on 
the surface must not be injected into the transport layer and drift to the substrate. There must be no 
bulk generation of charge in the transport layer. Finally, there must be no injection and transport 
of charge from the conductive ground plane into the transport layer. Modern photoreceptors dark-
decay at rates of less than a few volts per second.

Corona wires
neg. several

kV

Corona wires
neg. several

kV

Scorotron Corotron

Control
screen

Photoreceptor

FIGURE 3 Scorotron and corotron.

Mylar substrate

Generation layer
Conductive layer

grounded

+ Hole

Incident light

Transport layer

FIGURE 4 Photoreceptor discharge process.
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The transport time of the photogenerated charge through the transport layer determines the rate 
at which the electrostatic latent image builds up. This limits the shortest time between exposure and 
development.

Charge trapped within the bulk of the photoreceptor can cause electrostatic ghosts of earlier 
images that may be developed. Proper erase procedures as well as careful photoreceptor processing 
are required to eliminate ghosts.

Exposure At present, both conventional light lens and digital exposure systems are in use. 
Conventional systems include both full-frame flash and slit scanning systems. Belt photoreceptors 
allow for a flat focal plane that permits a quite conventional exposure system; a full-frame flash 
exposure is used from a flat platen. More interesting is the system that is shown in Fig. 1. Here a slit 
is exposed at a fixed position on the rotating drum. To accommodate the movement of the drum, 
the image must move with it within the exposure slit. This is done with a moving platen for the 
document or a fixed platen with a moving exposure system and pivoting mirrors. Often a selfoc lens 
is used to conserve space.

The “original” in a digital imaging system is a document stored in computer memory. The idea 
includes both computer printers and digital copiers. The two most common means of optically 
writing the image on the photoreceptor are scanning lasers and image bars. In its simplest form an 
image bar exposes a line at a time across the photoreceptor. It consists of a full-width array of adja-
cent light-emitting diodes, one for each pixel. As the photoreceptor rotates under the image bar the 
diodes are turned on and off to write the image.

Laser scanning systems, also known as raster output scanning (ROS) systems, in their simplest 
embodiment use a laser diode that is focused and scanned across the photoreceptor by a rotating 
polygon. A so-called f-  is used to achieve constant linear velocity of the spot across the photo-
receptor. Often two or more diodes are focused several raster lines apart in order to write several 
lines at the same polygon speed. The laser diodes are modulated appropriately with the image 
information.

Prior to the development of laser diodes, HeNe lasers were used with acousto-optical modula-
tors. In order to accommodate the slow response time of the acousto-optical crystal, the Scophony7

system developed in the 1930s was used. The acousto-optic modulator consists of a piezoelectric 
transducer, which launches an acoustical wave in a transparent medium whose index of refraction 
is pressure sensitive. The acoustic wave, which is modulated with the image information, creates a 
phase-modulated diffraction pattern. The laser beam is expanded, passed through the crystal and 
by a stop that blocks the zeroth order of the diffraction pattern. The image of the acousto-optic 
modulator is then focused on the photoreceptor. Because of the phased imaging system, the result-
ing image is intensity modulated. However, the diffraction pattern is moving and thus the pixels 
are moving on the photoreceptor surface. To compensate for this motion, the image of the modu-
lator is scanned in the opposite direction by the polygon at precisely the same speed at which the 
pixels are moving.

Ion Writing Systems

In an ion writing system the electrostatic image is created by depositing ions on a dielectric receiver 
in an imagewise fashion. It is typically used in high-speed applications. The requirements for the 
dielectric receiver are that it be mechanically robust and that it hold the charge through the develop-
ment process. Transfer, fusing, and cleaning are essentially the same as in conventional xerography. 
Since (in principle at least) the photoreceptor can be replaced by a more durable dielectric receiver 
and since charging is eliminated, the process promises to be cheaper and more robust.

At least two techniques have been used commercially for writing the image: stylus writing and 
ion writing heads. In both cases the limitation appears to be resolution. A stylus writing head con-
sists of an array of styli, one for each pixel. The dielectric receiver is moved under the array and a 
voltage greater than air breakdown is applied to each stylus as appropriate. The ion writing heads 
are an array of ion guns, which uses an electrode to control the ion flow to the receiver.
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34.3 DEVELOPMENT

The role of the developer system is to apply toner to the appropriate areas of the photoreceptor. In 
the case of conventional exposure, these areas are the charged areas of the photoreceptor. This sys-
tem is referred to as charged area development (CAD). For digital systems where lasers or image bars 
are employed, the designer has a choice; the regions to be developed can be left charged as in the 
conventional system. Alternatively, the photoreceptor can be discharged in the regions to be toned. 
This is referred to as discharged area development (DAD). Image quality and reliability drive the 
choice. For either CAD or DAD, charged toner is electrostatically attracted to the photoreceptor.

There are many different techniques for developing the electrostatic latent image. We consider 
first two-component magnetic brush development and, in that context, outline many of the more 
general considerations for all development systems. Other interesting systems will then be described.

Two-Component Magnetic Brush Development

The developer in two-component magnetic brush development consists of magnetized carrier beads 
and toner. Here the toner is typically 10 μm and the carrier 200 to 300 μm. The two components are 
mixed together and, by means of triboelectric charging, charge is exchanged between the toner and 
carrier. The much smaller toner particles remain attached to the carrier beads so that in a properly 
mixed developer there is little or no free toner. The role of the carrier is thus twofold: to charge the 
toner and, because of its magnetic properties, to enable the transport of the two-component devel-
oper. As will be seen, the conductivity of the carrier plays an important role in development. The 
carrier often consists of a ferrite core coated with a polymer chosen principally to control the charg-
ing characteristics of the developer.

The toner is a polymer containing pigment particles. For black systems the pigment is carbon 
black; for full color the subtractive primaries (cyan, magenta, and yellow) are used. In highlight 
color systems (black plus a highlight color) the pigment is the highlight color or perhaps a com-
bination of pigments yielding the desired color. The choice of the polymer and, to some degree, 
the colorants is also constrained by the charging properties against the carrier and by the softening 
temperature, which is set by the fusing requirements. The covering power of the toner is deter-
mined by the concentration of the pigment. Typically a density of 1 is achieved on the order of 
1 mg/cm2 of toner.

A typical magnetic brush development system is shown schematically in Fig. 5.
The developer roll transports the developer (beads and carrier) from the sump to the nip 

between the developer roll and the photoreceptor where development takes place. The magnetic 
fields hold the developer on the roll and the material is moved along by friction. A carefully spaced 
doctor blade is used to control and limit the amount of developer on the roll.

Doctor blade

Stationary magnets

Rotating
developer roll

Developer layer

Photoreceptor drum with
electrostatic image

Sump containing two
component developer

FIGURE 5 Magnetic brush development system.
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Key to the development process is the triboelectric charge on the toner particle. The charge 
exchange between the toner and carrier can be thought of in terms of the alignment of the Fermi 
levels of the two materials in order to reach thermodynamic equilibrium. Thus a knowledge of the 
work functions (the energy required to lift an electron from the Fermi level to vacuum) gives a first-
order estimate of the toner charge. Impurities and the pigments also play a large role in the tribo-
electric charging, as do the manufacturing processes. Often charge control agents are used to control 
the toner charging. The toner adheres to the carrier bead because of electrostatic attraction (they are 
of opposite polarity) and whatever other adhesion forces there are. Figure 6 schematically shows the 
details of the nip between the charged photoreceptor and the development roll.

The Development of Solid Areas The principal driving force for development is the electric field 
E = (Vpr − Vc)/d where it is assumed that the developer is an insulator. (The conductive case will be 
considered presently.) Vpr is the voltage on the photoreceptor and Vc is a small voltage used to sup-
press development in background regions by reversing the field. The toner, however, is attached to 
the carrier beads and must be detached before it can be deposited on the photoreceptor. The electric 
field plays a role in this, as do the mechanical forces that result from impaction with the photorecep-
tor and the mixing of the developer within the nip. The density of the developer in the nip, the toner 
concentration, the magnetic field, and the electric field thus all affect the rate of toner deposition. 
Developed toner may also be scavenged from the photoreceptor by, say, an oppositely charged car-
rier bead impacting on the developed area. Development proceeds until the two rates are equal or 
until the photoreceptor emerges from the nip.

The voltage Vc is used to provide a reverse electric field to prevent toner deposition in what 
should be toner-free regions. This is required to prevent toner from adhering to the photoreceptor 
for nonelectrostatic reasons. Developers may contain a small amount of wrong-sign toner for which 
this field is a development field. This requires careful formulation of the developer and as well as 
judicious sizing of the cleaning field.

As development proceeds and toner is deposited on the photoreceptor, current flows from the 
developer roll to the photoreceptor, neutralizing the charge on the photoreceptor. This process may 
be viewed as the discharging of a capacitor—the photoreceptor—through a resistor—the devel-
oper. Thus, as a first-order approximation, the time constant for development is simply determined 
from the capacitance per unit area of the photoreceptor and the resistivity of the developer. The nip 
design must be such that the photoreceptor is in the nip on the order of a time constant or more. 
Typically development takes place to 50 percent or more of complete neutralization of the photore-
ceptor and is roughly a linear function of the development field until saturation is reached.

The resistivity of the developer plays a large role in the rate of development. Two cases may be 
considered: the insulating magnetic brush (IMB) and the conductive magnetic brush (CMB). In the 
case of conductive development (CMB) the effective spacing to the development electrode or roller 
is smaller than d (see Fig. 6), thereby increasing the apparent electric field and the rate of develop-
ment. Ideally development proceeds to neutralization for CMB. If the resistivity of the developer is 

FIGURE 6 Details of nip between charged 
photoreceptor and developer roll.
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large, the spacing is larger and the development is slower. In addition, space charge may develop in 
the nip, further slowing down development.

The Development of Lines For solid-area development with a highly resistive developer, the electric 
field that controls development is given by E = (Vpr − Vc)/d (Fig. 6). For lines this is no longer true. 
It was recognized early on that lines develop much faster than solids due to the fact that the electric 
field at the edge of a large solid area is quite a bit stronger than at the center. This edge-enhancing 
effect was quite prominent in early xerographic development systems. A general approach to under-
standing line development is to calculate the modulation transfer function (MTF) or sine-wave 
response. It is relatively straightforward to calculate the electric fields above a sinusoidal charge dis-
tribution (Ref. 2, pp. 25–37), as shown in Fig. 7. The question is what field to use and whether or not 
a linear analysis is appropriate in what would appear to be a very nonlinear system.

As development proceeds, the fields decrease due to the neutralization of the charge on the pho-
toreceptor. Furthermore, the fields fall off approximately exponentially in distance from the surface 
of the photoreceptor. Finally, space charge can accumulate in the developer nip; thus the assumption 
of a well-defined dielectric constant is questionable. Shown in Fig. 8 (taken from Ref. 2) is the nor-
mal component of the initial electric field 27 μm above the photoreceptor surface. The photorecep-
tor is 60 μm thick. The dielectric constant is 6.6, and the photoreceptor is charged to an average field 
of 15 V/μm. The dielectric constant of the nip is assumed to be 21 and the thickness of the nip is 
assumed to be 1700 μm. Here it is seen that, at least initially, lines with a spatial frequency of, say, 
5 lines per mm develop at a rate 4 times faster than a solid area. If development is designed to go 
close to completion, this ratio can be much reduced.

FIGURE 7 Calculating electric fields above a sinusoidal charge distribution.

FIGURE 8 The normal electric field as 
a function of spatial frequency.
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Measuring Toner Charge

The measurement of the charge on the toner is fundamental to characterization of a developer, 
that is, a toner and carrier bead mix. A Faraday cage is used with screens on either end (Fig. 9). The 
screen mesh is such that toner can pass through and the carrier cannot.

The developer is loaded into the cage. A jet of air is blown through the cage, removing the toner. 
Both the charge and the weight of the removed toner are measured. The quotient is referred to as the 
tribo and is measured in units of microcoulombs per gram. The results depend on how the devel-
oper is mixed. Useful, properly mixed developers have tribos ranging between 10 and, say, 30 μC/g.

The distribution of the charge can be obtained from what is called a charge spectrograph.8 (See 
Fig. 10.) The charged toner is blown off the developer mixture and inserted into the laminar air 
stream flowing in the tube. An electric field is applied normal to the toner flow. Within the tube the 
toner is entrained in the air and drifts transversely in the direction of the electric field. It is collected 
on the filter. The displacement of the toner d can be calculated from the charge on the toner Qt, the 

FIGURE 9 Faraday cage used to measure charge on toner.

Laminar
flow

Toner inserted

FIGURE 10 Charge spectrograph.
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electric field E, and the viscous drag, which is proportional to the radius rt of the particle and the 
viscosity of the air . Thus

d Q r Et t( )( )/ /6

Using a computerized microscope to measure the number of toner particles as well as the radius 
and displacement, it is possible to obtain the charge and size distribution of the toner. This tech-
nique is particularly important as it yields the amount of wrong-sign toner in the developer.

Other Development Systems

Among the other useful development systems are inductively charged single-component develop-
ment, powder cloud development, and electrophoretic or liquid immersion development (LID).

Single-Component Development In inductively charged single-component development the toner 
is both conductive and magnetic. The system is shown schematically in Fig. 11. The toner is charged 
inductively in response to the electric field with charge injected from the developer roll. The charge 
is transferred to the toner closest to the developer roll. The toner then is attracted to the photore-
ceptor. The materials issues are to ensure charge injection from the developer roll while at the same 
time preventing charge transfer from the toner to the photoreceptor.

Powder Cloud Development A powder cloud development system is shown in Fig. 12. Here toner 
is injected above the grid, drifts through the grid, acquires a negative charge, and is transported to 
the photoreceptor by the electric field. As is seen, at the edge of a charged area, the fields are such as 
to prevent toner from entering into the region near the edge, thus diminishing edge development.

Liquid Immersion Development An electrophoretic developer consists of toner particles suspended 
in a nonconducting fluid. Charge exchange takes place between the fluid and the toner particles. 

V = Vc

Charged
photoreceptor

+V
Single-component

developer

Rotating developer
roll and magnets

d

FIGURE 11 Single-component development.

Grounded
photoreceptor

Grid at –1500 V

Turbulent toner

FIGURE 12 Powder cloud development system.
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The charged toner then follows the field lines to the photoreceptor. The development rates can be 
determined from the toner charge and the image-driven electric field. In commercial systems, the 
developer fluid is pumped between the photoreceptor and a development roll. Controlling the toner 
charge is a major materials problem. The details of preparation play an important role. Surface-
active agents also play an important role in the charging of the toner.

34.4 TRANSFER

After development, the toner is held on the photoreceptor by electrostatic forces. Electrostatic 
transfer is accomplished by applying an electric field either by means of a corotron or a bias transfer 
roll to attract the toner to the paper (Fig. 1). The paper is brought into contact with the image on 
the photoreceptor if nonelectrostatic forces are assumed negligible; it is possible to calculate9 where 
the toner splits as a function of the applied field and the thickness of the photoreceptor, toner 
layer, and paper. The nonelectrostatic forces, say, Van der Waals forces, between toner particles and 
between the toner and the photoreceptor can play an important role. Transfer efficiencies can run 
over 90 percent.

The difficult engineering problem is to bring the possibly charged paper into and out of contact 
with the photoreceptor without causing toner disturbances due possibly to air breakdown or pre-
mature transfer resulting in a loss of resolution. Bias transfer rolls with a semiconductive coating 
having carefully controlled relaxation times are required.

34.5 FUSING

After transfer the toner must be permanently fixed to the paper. This can be accomplished with the 
application of heat and possibly pressure. The idea is to have the toner flow together as well as into 
the paper. Surface tension and pressure play important roles. Many different types of fusing systems 
exist, the simplest of which is to pass the paper under a radiant heater. Here the optical absorption 
of the toner must be matched to the output of the lamp. This usually requires black toner.

Roll fusing systems are quite common. Here the paper is passed between two rolls, with the 
heated roll on the toner side. The important parameters are the roll temperature and dwell time 
of the image in the nip of the rollers. Release agents are used to assist the release of the paper from 
the rollers.

The fusing system imposes material constraints on the toner. Low-melt toners are preferred for 
fusing, but they cause the developer to age faster.

34.6 CLEANING AND ERASING

There are many ways of removing the untransferred toner from the photoreceptor in preparation 
for the next imaging cycle. Vacuum-aided brushes are common. Here a fur brush is rotated against 
the photoreceptor; the toner is removed from the photoreceptor by the brush and from the brush by 
the vacuum. These systems tend to be noisy because of the vacuum assist. Electrostatic brushes have 
also been used. Here a biased conductive brush removes the toner from the photoreceptor and then 
“develops” it onto a conductive roller, which in turn is cleaned with a blade. A development system 
biased to remove toner from the photoreceptor has also been used. The simplest of the cleaning sys-
tems is a blade cleaner; it is compact, quiet, and inexpensive.

Along with the removal of untransferred toner, the photoreceptor must be returned to a uniform 
and preferably uncharged state. Ghosting from the previous image may result from trapped charge 
within the photoreceptor. Erasing is accomplished using strong uniform exposure.
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34.7 CONTROL SYSTEMS

Proper operation of the xerographic system requires system feedback control to maintain excellent 
image quality. Among the things to be controlled are charging, exposure, and toner concentra-
tion and development. At a minimum, toner gets used and must be replaced. The simplest control 
system counts pages, assumes area coverage, and replenishes the toner appropriately. The photore-
ceptor potential after charging and after exposure can be measured with an electrostatic voltmeter. 
Changes to the charging and exposures can then be appropriately made. The toner optical density of 
a developed patch on the photoreceptor of known voltage contrast can be measured with a densi-
tometer. In digital systems the actual area coverage can be determined by counting pixels. These two 
measurements allow the control of toner concentration.

34.8 COLOR

There are many full-color and highlight-color copiers and printers available commercially. All of 
the recent designs are digital in that the image is either created on a computer or read in from an 
original document and stored in a digital format. Thus in a full-color process the half-toned cyan, 
magenta, yellow, and black separations are written on the photoreceptor by the ROS or image bar. 
The process is then essentially repeated for each separation.

Full Color

The xerographic processor can be configured in several different ways for full color. In a cyclic pro-
cess a system like the one shown in Fig. 13 is used. The paper is attached to the bias transfer roll 
and the cycle is repeated four times for full color. The significant new issues are the need for four 
developer housings, registration, and the fusing of the thicker toner layers. The cyan image must be 
developed with just cyan. It is also important not to disturb the cyan image on the photoreceptor as 
it passes through the other housings. The developer housings are therefore mechanically or electri-
cally switched in or out depending on the image written.

Charge

Erase

Clean

Paper in

Fuse

Photoreceptor
drum
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Cyan
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Black

Develop

Bias
transfer

roll

Paper out

FIGURE 13 Cyclic full-color process.
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34.12  INSTRUMENTS

In Fig. 13 the transfer roll and the photoreceptor are the same diameter. Registration is accom-
plished by writing the image on the same place on the photoreceptor in each cycle. The temperature 
and dwell time in the fuser are controlled to achieve a good fuse.

Tandem configurations are also used. Here four separate processors are used as shown in Fig. 14. 
A belt transfer system is shown. The paper is attached to the belt and moved from station to station. 
The rollers shown behind the belt are used to apply the bias required for transfer. The order of 
development, shown here with yellow first, is chosen to minimize the effects of contamination. 
Other transfer systems are also possible. The image can be transferred directly to the belt and then, 
after the last station, to the paper.

Comparison of these two systems is interesting. The cyclic system has fewer parts and is therefore 
less expensive and likely more reliable. The tandem system has more parts but is a factor of 4 faster 
for full color than the cyclic system.

Highlight Color

Highlight color is black plus one color, say red, which is used to accentuate or highlight important 
parts of the image. It can be achieved with the full-color systems just discussed. Also, the full-color 
system can be modified to contain just the black plus the highlight color. A single-pass highlight 
color system was developed at Xerox that retains much of the simplicity and throughput of a single-
color system. Referred to as Tri-Level,10,11 it encodes the black and highlight color on the photore-
ceptor as different voltages. The electrostatic arrangement is shown in Fig. 15. The photoreceptor is 
discharged to three levels. In this case full charge is black, the highlight is discharged to a low level, 
and white is maintained at some intermediate level.

Two developer housings are used, one for each color. In this case the black toner is negative 
and the color toner is positive. The housings are biased as shown. The image is passed sequentially 
through the two housings. The black region appears as a development field for black. Both the back-
ground and highlight color regions are cleaning fields for black and no development takes place. The 
same considerations apply to the highlight color. On the photoreceptor the resulting image contains 
opposite-polarity toner. The images are passed under a pretransfer corotron to reverse the sign of 
one of the toners. Thus, at the cost of an additional housing and a pretransfer charging device and 
no cost in throughput, a black-plus-one-color system can be designed.

The difficulties of the system are under consideration. Since the maximum charging voltage 
is limited, the voltage contrast is reduced by more than a factor of 2. The first image must not be 
disturbed when passing through the second developer housing. Both of these constraints require 
sophisticated developer housing design.
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FIGURE 14 Tandem full-color process.
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35
PRINCIPLES OF OPTICAL 
DISK DATA STORAGE

Masud Mansuripur
College of Optical Sciences
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Tucson, Arizona

35.1 INTRODUCTION

Since the early 1940s magnetic recording has been the mainstay of electronic information storage 
worldwide. Audiotapes provided the first major application for the storage of information on mag-
netic media. Magnetic tape has been used extensively in consumer products such as audiotapes and 
videocassette recorders (VCR); it has also found application in backup/archival storage of computer 
files, satellite images, medical records, etc. Large volumetric capacity and low cost are the hallmarks 
of tape data storage, although sequential access to the recorded information is perhaps the main 
drawback of this technology. Magnetic hard disk drives have been used as mass-storage devices in 
the computer industry ever since their inception in 1957. With an areal density that has doubled 
roughly every 2 years, hard disks have been and remain the medium of choice for secondary storage 
in computers.  Another magnetic storage device, the floppy disk, has been successful in areas where 
compactness, removability, and rapid access to the recorded information have been of primary 
concern. In addition to providing backup and safe storage, inexpensive floppies with their moder-
ate capacities (2 Mbytes on a 3.5-in-diameter platter is typical) and reasonable transfer rates have 
provided the crucial function of file/data transfer between isolated machines. All in all, it has been a 
great half-century of progress and market dominance for magnetic storage which is only now begin-
ning to face a serious challenge from the technology of optical recording.

Like magnetic recording, a major application of optical data storage is the secondary storage of 
information for computers and computerized systems. Like the high-end magnetic media, optical 
disks can provide recording densities in the range of 107 bits/cm2 and beyond. The added advan-
tage of optical recording is that, like floppies, these disks can be removed from the drive and stored 
on the shelf. Thus the functions of the hard disk (i.e., high capacity, high data transfer rate, rapid 
access) may be combined with those of the floppy (i.e., backup storage, removable media) in a single 
optical disk drive. Applications of optical recording are not confined to computer data storage. 
The enormously successful compact audio disk (CD) which was introduced in 1983 and has since 

Achievable densities on hard disks are presently in the range of 107 bits/cm2; random access to arbitrary blocks of data in 
these devices can take on the order of 10 ms, and individual read-write heads can transfer data at the rate of several megabits 
per second.
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35.2  INSTRUMENTS

become the de facto standard of the music industry, is but one example of the tremendous poten-
tials of the optical disk technology.

A strength of optical recording is that, unlike its magnetic counterpart, it can support read-only, 
write-once, and erasable/rewritable modes of data storage. Consider, for example, the technology of 
optical audio/video disks. Here the information is recorded on a master disk which is then used as a 
stamper to transfer the embossed patterns to a plastic substrate for rapid, accurate, and inexpensive 
reproduction. The same process is employed in the mass production of read-only files (CD-ROM, 
O-ROM) which are now being used to distribute software, catalogs, and other large databases. Or 
consider the write-once-read-many (WORM) technology, where one can permanently store mas-
sive amounts of information on a given medium and have rapid, random access to them afterward. 
The optical drive can be designed to handle read-only, WORM, and erasable media all in one unit, 
thus combining their useful features without sacrificing performance and ease of use. Moreover, 
the media can contain regions with prerecorded information as well as regions for read/write/erase 
operations on the same platter, thus offering opportunities for applications that have heretofore 
been unthinkable.

This chapter presents the conceptual basis for optical storage systems, with emphasis on disk tech-
nology in general and magneto-optical (MO) disk in particular. Section 35.2 is devoted to a discus-
sion of some elementary aspects of disk data storage including the concept of track, definition of the 
access time, and the physical layout of data. Section 35.3 describes the function of the optical path; 
included are properties of the semiconductor laser diode, characteristics of the beam-shaping optics, 
and features of the focusing (objective) lens. The limited depth of focus of the objective lens and the 
eccentricity of tracks dictate that optical disk systems utilize closed-loop feedback mechanisms for 
maintaining the focused light spot on the right track at all times. Automatic focusing and automatic 
track-following schemes are described in Secs. 35.4 and 35.5. The physical process of thermomag-
netic recording is the subject of Sec. 35.6, followed by a discussion of MO readout in Sec. 35.7. 
Certain important characteristics of MO media are summarized in Sec. 35.8. Concluding remarks 
and an examination of trends for future optical recording devices are the subject of Sec. 35.9.

Alternative methods of optical data storage such as reversible phase-change, photochemical spec-
tral hole burning, three-dimensional volume holographic storage, photon echo, photon trapping, 
etc., will not be discussed in this chapter. The interested reader may consult the following references 
for information concerning these alternative storage schemes:

Proceedings of the International Symposium on Optical Memory, ISOM’89, published as supplement 
28-3 of the Japanese Journal of Applied Physics, vol. 28 (1989).

Proceedings of the Optical Data Storage Conference, SPIE, vol. 1316 (1990).

Proceedings of the Optical Data Storage Conference, SPIE, vol. 1499 (1991).

Proceedings of the Optical Data Storage Conference, SPIE, vol. 1663 (1992).

R. G. Zech, “Volume Hologram Optical Memories: Mass Storage Future Perfect,” Optics and 
Photonics News, vol. 3, no. 8, pp. 16–25 (1992).

35.2 PRELIMINARIES AND BASIC DEFINITIONS

The format and physical layout of recorded data on the storage medium as well as certain opera-
tional aspects of disk drive mechanism will be described in the present section.

The Concept of Track

The information on magnetic and optical disks is recorded along tracks. Typically, a track is a narrow 
annulus at some distance r from the disk center, as shown in Fig. 1. The width of the annulus is 
denoted by Wt, while the width of the guard band, if any, between adjacent tracks is denoted by Wg.
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Hole

Hub

Disk

Track width
(exaggerated)
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FIGURE 1 Physical appearance and general features of 
an optical disk. The read-write head gains access to the disk 
through a window in the jacket; the jacket itself is for protection 
purposes only. The hub is the mechanical interface with the 
drive for mounting and centering the disk on the spindle. The 
track shown here is of the concentric-ring type, with radius r0
and width Wt.

The track-pitch is the center-to-center distance between neighboring tracks and is therefore equal to 
Wt + Wg. A major difference between the magnetic floppy disk, the magnetic hard disk, and the opti-
cal disk is that their respective track-pitches are presently of the order of 100, 10, and 1 μm. Tracks 
may be fictitious entities, in the sense that no independent existence outside the pattern of recorded 
marks may be ascribed to them. This is the case, for example, with the compact audio disk format 
where prerecorded marks simply define their own tracks and help guide the laser beam during read-
out. In the other extreme are tracks that are physically engraved on the disk surface before any data 
is ever recorded. Examples of this type of track are provided by pregrooved WORM and magneto-
optical disks. Figure 2 shows micrographs from several recorded optical disk surfaces. The tracks 
along which data is written are clearly visible in these pictures.

It is generally desired to keep the read-write head stationery while the disk spins and a given 
track is being read from or written onto. Thus, in an ideal situation, not only should the track be 
perfectly circular, but also the disk must be precisely centered on the spindle axis. In practical sys-
tems, however, tracks are neither precisely circular, nor are they concentric with the spindle axis. 
These eccentricity problems are solved in low-performance floppy drives by making tracks wide 
enough to provide tolerance for misregistrations and misalignments. Thus the head moves blindly 
to a radius where the track center is nominally expected to be, and stays put until the reading or 
writing is over. By making the head narrower than the track-pitch, the track center is allowed to 
wobble around its nominal position without significantly degrading the performance during read-
write operations. This kind of wobble, however, is unacceptable in optical disk systems which have 
a very narrow track, about the same size as the focused beam spot. In a typical situation arising in 
practice the eccentricity of a given track may be as much as 50 μm, while the track-pitch is only 
about 1 μm, thus requiring active track-following procedures.

A popular method of defining tracks on an optical disk is by means of pregrooves, which are 
either etched, stamped, or molded onto the substrate. The space between neighboring grooves is 
called land (see Fig. 3a). Data may be written in the groove with the land acting as a guard band. 
Alternatively, the land may be used for recording while the grooves separate adjacent tracks. The 
groove depth is optimized for generating an optical signal sensitive to the radial position of the 
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35.4  INSTRUMENTS

read-write laser beam. For the push-pull method of track-error detection (described in Sec. 35.5) 
the groove depth is in the neighborhood of /8, where  is the wavelength of the light beam.

In digital data storage each track is divided into small segments called sectors. A sector is 
intended for the storage of a single block of data which is typically either 512 or 1024 bytes. The 
physical length of a sector is thus several millimeters. Each sector is preceded by header information 
such as the identity of the sector, identity of the corresponding track, synchronization marks, etc. 
The header information may be preformatted onto the substrate, or it may be written directly on the 
storage layer. Pregrooved tracks may be “carved” on the optical disk either as concentric rings or as a 
single continuous spiral. There are certain advantages to each format. A spiral track contains a suc-
cession of sectors without interruption, whereas concentric rings may each end up with some empty 
space that is too small to become a sector. Also, large files may be written onto (and read from) spi-
ral tracks without jumping to the next track, which is something that occurs when concentric tracks 
are used. On the other hand, multiple-path operations such as write-and-verify or erase-and-write 
which require two paths each for a given sector, or still-frame video are more conveniently handled 
on concentric-ring tracks.

Another suggested track format is based on the idea of a sampling servo. Here the tracks are 
identified by occasional marks placed permanently on the substrate at regular intervals, as shown in 
Fig. 3b. Details of track-following by the sampled-servo scheme will follow shortly (see Sec. 35.5), 
suffice it to say at this point that servo marks help the system identify the position of the focused 
spot relative to the track center. Once the position is determined it is fairly simple to steer the beam 
and adjust its position on the track.

FIGURE 2 Micrographs of several types of optical 
storage media. The tracks are straight and narrow with a 
1.6-μm pitch, and are diagonally oriented in each frame. 
(a) Ablative, write-once tellurium alloy. (b) Ablative, 
write-once organic dye. (c) Amorphous-to-crystalline, write-
once phase-change alloy GaSb. (d) Erasable, amorphous 
magneto-optic alloy GdTbFe. (e) Erasable, crystalline-
to-amorphous phase-change tellurium alloy. ( f ) Read-
only CD-Audio, injection-molded from polycarbonate 
with a nickel stamper. (From Ullmann’s “Encyclopedia 
of Industrial Chemistry,” Verlagsgesell-schaft, mbH, 
Weinheim, 1989.)
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Disk Rotation Speed

When a disk rotates at a constant angular velocity , a track of radius r moves with the constant 
linear velocity V r . Ideally, one would like to have the same linear velocity for all the tracks, but 
this is impractical except in a limited number of situations. For instance, when the desired mode of 
access to the various tracks is sequential, such as in audio- and video-disk applications, it is possible 
to place the head in the beginning at the inner radius and move outward from the center thereafter 
while continuously decreasing the angular velocity. By keeping the product of r and  constant, one 
can achieve constant linear velocity for all tracks.  Sequential access mode, however, is the exception 
rather than the norm in data storage systems. In most applications, the tracks are accessed randomly 
with such rapidity that it becomes impossible to adjust the rotation speed for constant linear velocity. 
Under these circumstances the angular velocity is kept constant during normal operation. Typical 

In compact audio disk players the linear velocity is kept constant at 1.2 m/s. The starting position of the head is at the inner 
radius rmin 25 mm, where the disk spins at 460 rpm. The spiral track ends at the outer radius rmax 58 mm, where the disk’s 
angular velocity is 200 rpm.

FIGURE 3 (a) Lands and grooves in an 
optical disk. The substrate is transparent, and 
the laser beam must pass through it before 
reaching the storage medium. (b) Sampled-servo 
marks in an optical disk. These marks which are 
offset from the track center provide information 
regarding the position of focused spot.
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rotation rates are 1200 and 1800 rpm for slower drives, and 3600 rpm for the high-end systems. 
Higher rotation rates (5000 rpm and beyond) are certainly feasible and will likely appear in future 
generations of optical storage devices.

Access Time

The direct access storage device used in computer systems for the mass storage of digital infor-
mation is a disk drive capable of storing large quantities of data and accessing blocks of this data 
rapidly and in random order. In read-write operations it is often necessary to move the head to 
new locations in search of sectors containing specific data items. Such random relocations are usu-
ally time-consuming and can become the factor that limits performance in certain applications. 
The access time a is defined as the average time spent in going from one randomly selected spot 
on the disk to another. The access time a can be considered the sum of seek time s, which is the 
average time needed to acquire the target track, and a latency l , which is the average time spent 
on the target track waiting for the desired sector; thus a s + l. The latency is half the revolution 
period of the disk, since a randomly selected sector is, on the average, halfway along the track from 
the point where the head initially lands. Thus, for a disk rotating at 1200 rpm l 25 ms, while at 
3600 rpm l 8.3 ms. The seek time, on the other hand, is independent of the rotation speed, but 
is determined by the travel distance of the head during an average seek, as well as by the mechanism 
of head actuation. (It can be shown that the average length of travel in a random seek is one-third of 
the full stroke.) In magnetic disk drives where the head/actuator assembly is relatively lightweight, 
(a typical Winchester head weighs about 5 g) the acceleration and deceleration periods are short, 
and seek times are typically around 10 ms. In optical disk systems, on the other hand, the head, 
being an assembly of discrete elements, is fairly large and heavy (typical weight 50 to 100 g), 
resulting in values of ts that are several times greater than those obtained in magnetic recording. The 
seek times reported for commercially available optical drives presently range from 20 msec in high-
performance 3.5-in drives to 100 ms in larger drives. One must emphasize, however, that the optical 
disk technology is still in its infancy; with the passage of time the integration and miniaturization 
of the elements within the optical head will surely produce lightweight devices capable of achieving 
seek times in the range of several milliseconds.

Organization of Data on Disk

For applications involving computer files and data, each track is divided into a number of sectors 
where each sector can store a fixed-length block of binary data. The size of the block varies among 
the various disk/drive manufacturers, but typically it is either 512 or 1024 bytes. As long as the disk 
is dedicated to a particular drive (such as in magnetic hard drives) the sector size is of little impor-
tance to the outside world. However, with removable media the sector size (among other things) 
must be standardized, since now various drives need to read from and write onto the same disk.

A block of user data cannot be directly recorded on a sector. First, it must be coded for protec-
tion against errors (error-correction coding) and for the satisfaction of channel requirements (mod-
ulation coding). Also, it may be necessary to add synchronization bits or other kinds of information 
to the data before recording. Thus a sector’s capacity must be somewhat greater than the amount 
of raw data assigned to it. A sector also must have room for “header” information. The header is 
either recorded during the first use of the disk by the user, as in formatting a floppy disk, or is writ-
ten by the manufacturer before shipping the disk. The header typically contains the address of the 
sector plus synchronization and servo bits. In magnetic disks the header is recorded magnetically, 
which makes it erasable and provides the option of reformatting at later times. On the negative side, 
formatting is time-consuming and the information is subject to accidental erasure. In contrast, the 
optical disk’s sector headers may be mass-produced from a master at the time of manufacture, thus 
eliminating the slow process of soft formatting. The additional space used by the codes and by the 
header information constitutes the overhead. Depending on the quality of the disk, the degree of 
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sophistication of the drive, and the particular needs of a given application, the overhead may take as 
little as 10 percent and as much as 30 percent of a disk’s raw capacity.

35.3 THE OPTICAL PATH

The optical path begins at the light source which, in all laser disk systems in use today, is a semicon-
ductor GaAs diode laser. Several unique features of the laser diode have made it indispensable for 
optical recording applications: its small size ( 300 × 50 × 10 μm) makes possible the construction 
of compact head assemblies, its coherence properties allow diffraction-limited focusing to extremely 
small spots, and its direct modulation capability eliminates the need for external intensity modula-
tors. The operating wavelength of the laser diode can be selected within a limited range by proper 
choice of material composition; presently, the shortest wavelength available from the III-V class of 
semiconductor materials is 670 nm.

Figure 4a shows a typical plot of laser power output versus input current for a GaAs-based laser 
diode. The lasing starts at the threshold current, and the output power rapidly increases beyond that 
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FIGURE 4 (a) Optical output power versus 
forward-bias current for a typical diode laser. 
Different curves were obtained at different ambi-
ent temperatures. (b) Variations of wavelength 
as function of case temperature for typical diode 
laser. The output power is fixed at Po 30 mW. 
(From Sharp Laser Diode User’s Manual.)
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point. Below threshold, the diode operates in the spontaneous emission mode and its output is inco-
herent. After threshold, stimulated emission takes place, yielding coherent radiation. Of course, the 
output power cannot increase indefinitely and beyond a certain point the laser fails catastrophically. 
Fortunately, the required optical power levels for the read/write/erase operations in present-day 
data storage systems are well below the failure levels of these lasers. Available lasers for data storage 
applications have threshold currents around 40 mA, maximum allowable currents of about 100 mA, 
and peak output powers [CW (continuous wave) mode] around 50 mW. The relationship between 
the injection current and the output light power is very sensitive to the operating temperature of the 
laser, as evidenced by the various plots in Fig. 4a. Also, because the semiconductor material’s band-
gap is a function of the ambient temperature, there is a small shift in the operating wavelength of 
the device when the temperature fluctuates (see Fig. 4b). For best performance it is usually necessary 
to mount the laser on a good heat-sink, or try to steady its temperature by closed-loop feedback.

The output optical power of the laser can be modulated by controlling the injection current. One 
can apply pulses of variable duration to turn the laser on and off during the recording process. The 
pulse duration can be as short as a few nanoseconds, with rise and fall times which are typically less 
than 1 ns. This direct-modulation capability of the laser diode is particularly welcome in optical disk 
systems, considering that most other sources of coherent light (such as gas lasers) require bulky and 
expensive devices for external modulation. Although readout of optical disks can be accomplished 
at constant power level in CW mode, it is customary (for noise reduction purposes) to modulate the 
laser at a high frequency in the range of several hundred MHz.

Collimation and Beam Shaping

Since the cross-sectional area of the active region in a laser diode is only about 1 μm2, diffraction 
effects cause the emerging beam to diverge rapidly. This phenomenon is depicted schematically in 
Fig. 5a. In practical applications of the laser diode, the expansion of the emerging beam is arrested 
by a collimating lens, such as that shown in Fig. 5b. If the beam happens to have aberrations (astig-
matism is particularly severe in diode lasers), then the collimating lens must be designed to correct 
this defect as well.

In optical recording it is most desirable to have a beam with circular cross section. The need for 
beam shaping arises from the special geometry of the laser cavity with its rectangular cross section. 
Since the emerging beam has different dimensions in the directions parallel and perpendicular to 
the junction, its cross section at the collimator becomes elliptical, with the initially narrow dimen-
sion expanding more rapidly to become the major axis of the ellipse. The collimating lens thus pro-
duces a beam with elliptical cross section. Circularization may be achieved by bending various rays 
of the beam at a prism, as shown in Fig. 5c. The bending changes the beam’s diameter in the plane of 
incidence, but leaves its diameter in the perpendicular direction intact.

The output of the laser diode is linearly polarized in the plane of the junction. In some applica-
tions (such as readout of compact disks or read-write on WORM media) the polarization state is 
immaterial as far as interaction with the storage medium is concerned. In such applications one 
usually passes the beam through a polarizing beam splitter (PBS) and a quarter-wave plate, as in 
Fig. 6, and converts its polarization to circular. Upon reflection from the disk, the beam passes 
through the quarter-wave plate once again, but this time emerges as linearly polarized in a direc-
tion perpendicular to the original direction of polarization. The returning beam is thus directed 
away from the laser and toward the detection module, where its data content is extracted and its 
phase/amplitude pattern is used to generate error signals for automatic focusing and tracking. By 
thoroughly separating the returning beam from the incident beam, one not only achieves efficiency 
in the use of the optical power, but also succeeds in preventing the beam from going back to the 
laser where it causes instabilities in the laser cavity and, subsequently, increases the noise level. 
Unfortunately, there are situations where a specific polarization state is required for interaction 
with the disk; magneto-optical readout which requires linear polarization is a case in point. In 
such instances the simple combination of PBS and quarter-wave plate becomes inadequate and one 
must resort to other (less efficient) means of separating the beams.
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Focusing

The collimated and circularized beam of the laser is focused on the surface of the disk using an 
objective lens. The objective is designed to be aberration-free, so that its focused spot size is limited 
only by the effects of diffraction. Figure 7a shows the design of a typical objective made from spheri-
cal optics. According to the classical theory of diffraction, the diameter of the beam, d, at the objec-
tive’s focal plane is

d
NA

(1)

Y

X

d1

d2

90

1

2

(b)

(c)

(a)

FIGURE 5 (a) Away from the facet, the 
output beam of a diode laser diverges rapidly. 
In general, the beam diameter along X is differ-
ent from that along Y, which makes the cross 
section of the beam elliptical. Also, the radii 
of curvature Rx and Ry are not the same, thus 
creating a certain amount of astigmatism in 
the beam. (b) Multielement collimator lens for 
laser diode applications. Aside from collimat-
ing, this lens also corrects astigmatic aberrations 
of the beam. (c) Beam-shaping by deflection at 
a prism surface. 1 and 2 are related by the 
Snell’s law, and the ratio d2/d1 is the same as 
cos 2/cos 1. Passage through the prism circu-
larizes the elliptical cross section of the beam.
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where  is the wavelength of light and NA is the numerical aperture of the objective. In optical 
recording it is desired to achieve the smallest possible spot, since the size of the spot is directly 
related to the size of marks recorded on the medium. Also, in readout, the spot size determines the 
resolution of the system. According to Eq. (1) there are two ways to achieve a small spot: reducing 
the wavelength and increasing the numerical aperture. The wavelengths currently available from 
GaAs lasers are in the range of 670 to 840 nm. It is possible to use a nonlinear optical device to 
double the frequency of these lasers, thus achieving blue light. Good efficiencies have been dem-
onstrated by frequency doubling. Also recent developments in II-VI materials have improved the 
prospects for obtaining green and blue light directly from semiconductor lasers. Consequently, there 
is hope that in the near future optical storage systems will operate in the wavelength range of 400 to 
500 nm. As for the numerical aperture, current practice is to use a lens with NA 0.5–0.6. Although 
this value might increase slightly in the coming years, much higher numerical apertures are unlikely, 
since they put strict constraints on the other characteristics of the system and limit the tolerances. 
For instance, the working distance at high NA is relatively short, making access to the recording layer 
through the substrate more difficult. The smaller depth of focus of a high-NA lens will make attaining/
maintaining proper focus more difficult, while the limited field of view might restrict automatic 
track-following procedures. A small field of view also places constraints on the possibility of read/
write/erase operations involving multiple beams.

The depth of focus of a lens, , is the distance away from the focal plane over which tight focus 
can be maintained (see Fig. 7b). According to the classical theory of diffraction,

NA2
(2)

Thus for 700 nm and NA 0.6 the depth of focus is about 1 μm. As the disk spins under the 
optical head at the rate of several thousand rpm, the objective must stay within a distance of f
from the active layer if proper focus is to be maintained. Given the conditions under which drives 
usually operate, it is impossible to make rigid enough mechanical systems to yield the required posi-
tioning tolerances. On the other hand, it is fairly simple to mount the objective lens in an actuator 
capable of adjusting its position with the aid of closed-loop feedback control. We emphasize that by 
going to shorter wavelengths and/or larger numerical apertures (as is required for attaining higher 
data densities) one will have to face a much stricter regime as far as automatic focusing is concerned. 
Increasing the numerical aperture is particularly worrisome, since drops with the square of NA.

y

x

z

Y

X

FIGURE 6 Separation of incident and reflected beams at the polarizing 
beam splitter (PBS). The quarter-wave plate converts the linearly polarized 
incident beam into one with circular polarization and converts the returning 
beam back to linear, but with its polarization vector orthogonal to that of the 
incident beam. This 90° rotation of polarization is responsible for the diver-
sion of the reflected beam toward the detection channel.
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A source of spherical aberrations in optical disk systems is the substrate through which the light 
must pass in order to reach the active layer. Figure 7c shows the bending of the rays at the surface of 
the disk, which causes the aberration. This problem can be solved by taking into account the effects 
of the substrate in the design of the objective, so that the lens is corrected for all aberrations, includ-
ing those arising at the substrate. Recent developments in molding of aspheric glass lenses have gone 
a long way in simplifying the lens design problem. Figure 8 shows a pair of molded glass aspherics 

f

Objective Focal
plane

(b)

(c)

Entrance
pupil Exit
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(a)

 (depth of focus)
d (spot diam
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Active layerSubstrate

Optical
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FIGURE 7 (a) Multielement lens design for 
a high-NA videodisc objective. (After D. Kuntz, 
“Specifying Laser Diode Optics,” Laser Focus, March 
1984.) (b) Various parameters of the objective lens. 
The numerical aperture is NA sin . The spot 
diameter d and the depth of focus  are given by 
Eqs. (1) and (2), respectively. (c) Focusing through 
the substrate can cause spherical aberration at the 
active layer. The problem is corrected by a proper 
design for the objective lens, which takes the sub-
strate into account.DO
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designed for optical storage applications; both the collimator and the objective are single-element 
lenses and are corrected for axial aberrations.

Laser Noise

Compared to other sources of coherent light such as gas lasers, laser diodes are noisy and unstable. 
Typically, within a diode laser’s cavity several modes compete for dominance. Under these circum-
stances, small variations in the environment can cause mode-hopping which results in unpredict-
able power-level fluctuations and wavelength shifts. Unwanted optical feedback is specially trouble-
some, as even a small fraction of light returning to the cavity can cause a significant rise in the noise 
level. Fortunately, it has been found that high-frequency modulation of the injection current can 
be used to instigate power sharing among the modes and thereby reduce fluctuations of the output 
optical power. In general, a combination of efforts such as temperature stabilization of the laser, 
antireflection coating of the various surfaces within the system, optical isolation of the laser, and 
high-frequency modulation of the injection current can yield acceptable levels of noise for practical 
operation of the device.

35.4 AUTOMATIC FOCUSING

Since the objective lens has a large numerical aperture (NA 0.5) its depth of focus  is shallow 
( 1 μm at 780 nm). During all read/write/erase operations, therefore, the disk must remain 
within a fraction of a micrometer from the focal plane of the objective. In practice, however, the 
disks are not flat and are not always mounted rigidly parallel to the focal plane, so that during any 
given revolution movements away from focus (by as much as 50 μm) may occur. Without auto-
matic adjustment of the objective along the optic axis, this runout (or disk flutter) will be detrimen-
tal to the operation of the system. In practice, the objective is mounted on a small actuator (usually 
a voice coil) and allowed to move back and forth to keep its distance from the disk within an accept-
able range. Since the spindle turns at a few thousand rpm, if the disk moves in and out of focus a few 
times during each revolution, then the voice coil must be fast enough to follow these movements in 
real time; in other words, its frequency response must extend from DC to several kHz.

The signal that controls the voice coil is obtained from the light reflected from the disk. There are 
several techniques for deriving the focus error signal (FES), one of which is depicted in Fig. 9a. In 
this so-called obscuration method a secondary lens with one-half of its aperture covered is placed in 
the path of the reflected light, and a split-detector is placed at the focal plane of this secondary lens. 
When the disk is in focus, the returning beam is collimated and the secondary lens will focus the 

FIGURE 8 Molded glass aspheric lens pair for optical disk 
application. These singlets can replace the multielement spherical 
lenses shown in Figs. 5b and 7a.
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beam at the center of the split-detector, giving a difference signal S equal to zero. If the disk now 
moves away from the objective, the returning beam will become converging, as in Fig. 9b, sending all 
the light to detector 1. In this case S will be positive and the voice coil will push the lens toward the 
disk. On the other hand, when the disk moves close to the objective, the returning beam becomes 
diverging and detector 2 receives the light (see Fig. 9c). This results in a negative S which forces the 
voice coil to pull back and return S to zero.

A given focus error detection scheme is generally characterized by the shape of its focus error 
signal S versus the amount of defocus Z. One such curve is shown in Fig. 9d. The slope of the 
FES curve near the origin is of particular importance, since it determines the overall performance 
and stability of the servo loop. In general, schemes with a large slope are preferred, although certain 
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FIGURE 9 Focus error detection by the obscuration method. In (a) the
disk is in focus, and the two halves of the split detector receive equal amounts 
of light. When the disk is too far from the objective (b) or too close to it (c), the 
balance of detector signals shifts to one side or the other. A plot of the focus 
error signal versus defocus is shown in (d), and its slope near the origin is iden-
tified as the FES gain, G.
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other aspects of system performance should also be taken into consideration. For instance, varia-
tions of the FES during seek operations (where multiple track-crossings occur) should be kept at a 
minimum, or else the resulting “feedthrough” might destabilize the focus servo. Also, it is important 
for a focus-error-detection scheme to be insensitive to slight imperfections of the optical elements, 
as well as to the positioning and mechanical misalignments; otherwise, the manufacturing cost of 
the device may become prohibitive. Finally, the focusing scheme must have a reasonable acquisition 
range, so that at start-up (or in those occasions where focus is lost and needs to be acquired again) 
the system can move in the proper direction to establish focus.

35.5 AUTOMATIC TRACKING

Consider a circular track with a certain radius, say, r0, and imagine viewing a portion of it through 
the access window (see Fig. 1). It is through this window that the read-write head gains access to the 
disk and, by moving in the radial direction, reaches the various tracks. To a viewer looking through 
the window, a perfectly circular track centered on the spindle axis will look stationary, irrespective 
of the rotational speed of the disk. However, any track eccentricity will cause an apparent motion 
toward or away from the center. The peak-to-peak radial distance traveled by a track (as seen 
through the window) might depend on a number of factors, including centering accuracy of the 
hub, deformability of the disk substrate, mechanical vibrations, manufacturing tolerances, etc. For 
a 3.5-in plastic disk, for example, this peak-to-peak motion can be as much as 100 μm. Assuming a 
rotation rate of 3600 rpm, the apparent radial velocity of the track will be a few millimeter per second. 
Now, if the focused spot (which is only about 1 μm) remains stationary while trying to read or write 
on this track (whose width is also about 1 μm), it is clear that the beam will miss the track for a good 
fraction of every revolution cycle.

Practical solutions to the above problem are provided by automatic track-following techniques. 
Here the objective lens is placed in a fine actuator, typically a voice coil, which is capable of moving 
the necessary radial distances and maintaining a lock on the desired track. The signal that controls 
the movement of this actuator is derived from the reflected light itself, which carries information 
about the position of the focused spot relative to the track. There exist several mechanisms for 
extracting the track-error signal (TES) from the reflected light. All these methods require some 
sort of structure on the disk surface to identify the position of the track. In the case of read-only 
disks (CD, CD-ROM, and video disk) the embossed pattern of data provides ample information for 
tracking purposes. In the case of write-once and erasable disks, tracking guides are impressed on the 
substrate during the manufacturing process. The two major formats for these tracking guides are 
pregrooves (for continuous tracking) and sampled-servo marks (for discrete tracking). A combina-
tion of the two schemes, known as continuous/composite format, is often used in practice. This 
format is depicted schematically in Fig. 10 which shows a small section containing five tracks, each 
consisting of the tail end of a groove, synchronization marks, a mirror area for adjusting offsets, a 
pair of wobble marks for sampled tracking, and header information for sector identification.

FIGURE 10 Servo offset fields in continuous/
composite format contain a mirror area and offset 
marks for tracking. (Marchant, 1990.)
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Tracking on Grooved Regions

As shown in Fig. 3a, grooves are continuous depressions that are embossed, etched, or molded onto 
the substrate prior to deposition of the storage medium. If the data is recorded on the grooves, 
then the lands are not used except for providing a guard band between neighboring grooves. 
Conversely, the land regions may be used to record the information, in which case grooves provide 
the guard band. Typical track widths are about one wavelength of the light. The guard bands are 
somewhat narrower, their exact shape and dimensions depending on the beam size, required track-
servo accuracy, and the acceptable levels of crosstalk between adjacent tracks. The groove depth is 
typically around one-eighth of one wavelength ( /8) which gives the largest TES in the push-pull 
method. The geometrical shape of the groove’s cross section might be rectangular, trapezoidal, 
triangular, or some smooth version of these curves.

When the focused spot is centered on a given track, it is diffracted symmetrically from the two 
edges, resulting in a balanced far-field pattern. As soon as the spot moves away from the center, the 
symmetry breaks down and the far-field distribution tends to shift to one side or the other. A split 
photodetector placed in the path of the reflected light can therefore sense the relative position of the 
spot and provide the appropriate feedback signal (see Fig. 11). This is the essence of the push-pull 

FIGURE 11 (a) Push-pull sensor for tracking on grooves. (Marchant, 1990.) (b) Light intensity distribution at the detector plane 
when the disk is in focus and the beam is centered on the track. (c) Light intensity distribution at the detector plane when the disk is in 
focus and the beam is centered on the groove edge. (d) Same as (c) except for the spot being on the opposite edge of the groove.
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method. Figure 11 also shows intensity plots at the detector plane after reflection from various loca-
tions on the grooved surface. Note how the intensity shifts to one side or the other depending on 
whether the spot moves to the right edge or to the left edge of the groove.

Sampled Tracking

Since dynamic track runout is usually a slow and gradual process, there is actually no need for con-
tinuous tracking as done on grooved media. A pair of embedded marks, offset from the track center 
as in Fig. 12a, can provide the necessary information for correcting the relative position of the 
focused spot. The reflected intensity will indicate the positions of the two servo marks as two succes-
sive short pulses. If the beam happens to be on track, the two pulses will have equal magnitudes and 
there shall be no need for correction. If, on the other hand, the beam is off-track, one of the pulses 
will be stronger than the other. Depending on which pulse is the stronger, the system will recognize 
the direction in which it has to move and will correct the error accordingly. Sampled-servo mark 
pairs must be provided frequently enough to ensure proper track-following. In a typical applica-
tion, the track might be divided into groups of 18 bytes, 2 bytes dedicated as servo offset areas and 
16 bytes filled with other format information or left blank for user data. Figure 12b shows a small 
section from a sampled-servo disk containing a number of tracks, three of which are recorded with 
user data. The track-servo marks in this case are preceded by synch marks (also prerecorded on the 
servo offset area). Note in Fig. 12b that the format marks repeat a certain pattern every four tracks. 
This pattern is known as a “gray code,” and allows the system to recognize and correct minor track-
counting errors during the seek operation.

Preformatted
servo marks

Focused
spot

Recorded
marks

Servo fields

(b)

Data fields

(a)

FIGURE 12 (a) In sampled tracking a pair of preformatted 
servo marks helps locate the position of the focused spot relative 
to the track center. (b) servo fields occur frequently and at regular 
intervals in sampled servo format. The data area shown here has 
data recorded on three tracks. (Marchant, 1990.)
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Track Counting During the Seek Operation

In the seek operation the coarse actuator moves the head assembly across the disk to a new location where 
the desired track is located. In order to avoid landing on a nearby track and being forced to perform a 
second (fine) seek, most systems in use today count the tracks as they are being crossed. In this way the 
head can land on the correct track and thereby minimize the overall seek time. The sampled-servo format 
is not suitable for this purpose, since the servo marks do not occur frequently enough to allow uninter-
rupted counting. In contrast, grooved media provide the necessary information for track-counting.

During a seek operation the focus servo loop remains closed, maintaining focus as the head 
crosses the tracks. The tracking loop, on the other hand, must be opened. The zero crossings of the 
TES then provide the track count. Complications may arise in this process, however, due to eccen-
tricities of tracks. As was mentioned earlier, to an observer looking through the access window, an 
eccentric track moves in and out radially with a small (but not insignificant) velocity. As the head 
approaches the desired track and slows down to capture it, its velocity might fall just short of the 
apparent track velocity. Under these circumstances, a track which has already been counted may 
catch up with the head and be counted once again. Intelligence must be built into the system to rec-
ognize and avoid such problems. Also, through the use of gray codes and similar schemes, the system 
can be made to correct its occasional miscounts before finally locking onto the destination track.

35.6 THERMOMAGNETIC RECORDING PROCESS

Recording and erasure of information on a magneto-optical disk are both achieved by the ther-
momagnetic process. The essence of thermomagnetic recording is shown in Fig. 13. At the ambient 
temperature the film has a high magnetic coercivity  and therefore does not respond to the externally 
applied field. When a focused laser beam raises the local temperature of the film, the hot spot 
becomes magnetically soft (i.e., its coercivity drops). As the temperature rises, coercivity drops 
continuously until such time as the field of the electromagnet finally overcomes the material’s resis-
tance to reversal and switches its magnetization. Turning the laser off brings the temperatures back 
to normal, but the reverse-magnetized domain remains frozen in the film. In a typical situation 
in practice, the film thickness may be around 300 Å, laser power at the disk 10 mV, diameter of 
the focused spot 1 μm, laser pulse duration ~50 ns, linear velocity of the track 10 m/s, and the 
magnetic field strength 200 gauss. The temperature may reach a peak of 500 K at the center of the 
spot, which is certainly sufficient for magnetization reversal, but is not nearly high enough to melt 
or crystalize or in any other way modify the structure of the material.

The materials of MO recording have strong perpendicular magnetic anisotropy. This type of anisot-
ropy favors the “up” and “down” directions of magnetization over all other orientations. The disk is 
initialized in one of these two directions, say, up, and the recording takes place when small regions are 
selectively reverse-magnetized by the thermomagnetic process. The resulting magnetization distribution 
then represents the pattern of recorded information. For instance, binary sequences may be represented 
by a mapping of zeros to up-magnetized regions and ones to down-magnetized regions [non-return 
to zero (NRZ) scheme]. Alternatively, the non-return to zero inverted (NRZI) scheme might be used, 
whereby transitions (up-to-down and down-to-up) are used to represent the ones in the bit sequence.

Recording by Laser Power Modulation

In this traditional approach to thermomagnetic recording, the electromagnet produces a constant 
field, while the information signal is used to modulate the power of the laser beam. As the disk 
rotates under the focused spot, the pulsed laser beam creates a sequence of up/down domains along 

Coercivity of a magnetic medium is a measure of its resistance to magnetization reversal. For example, consider a thin 
film with perpendicular magnetic moment saturated in the +Z direction, as in Fig. 13a. A magnetic field applied along −Z will 
succeed in reversing the direction of magnetization only if the field is stronger than the coercivity of the film.
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the track. The Lorentz electron micrograph in Fig. 13b shows a number of domains recorded by 
laser power modulation (LPM). The domains are highly stable and may be read over and over again 
without significant degradation. If, however, the user decides to discard a recorded block and to use 
the space for new data, the LPM scheme does not allow direct overwrite; the system must erase the 
old data during one revolution and record the new data in a subsequent revolution cycle.

During erasure, the direction of the external field is reversed, so that up-magnetized domains in 
Fig. 13a now become the favored ones. Whereas writing is achieved with a modulated laser beam, 
in erasure the laser stays on for a relatively long period of time, erasing an entire sector. Selective 
erasure of individual domains is not practical, nor is it desired, since mass data storage systems 
generally deal with data at the level of blocks, which are recorded onto and read from individual 
sectors. Note that at least one revolution cycle elapses between the erasure of an old block and its 
replacement by a new block. The electromagnet therefore need not be capable of rapid switch-
ings. (When the disk rotates at 3600 rpm, for example, there is a period of 16 ms or so between 
successive switchings.) This kind of slow reversal allows the magnet to be large enough to cover 
all the tracks simultaneously, thereby eliminating the need for a moving magnet and an actuator. 
It also affords a relatively large gap between the disk and the magnet tip, which enables the use of 
double-sided disks and relaxes the mechanical tolerances of the system without overburdening the 
magnet’s power supply.

The obvious disadvantage of LPM is its lack of direct overwrite capability. A more subtle con-
cern is that it is perhaps unsuitable for the pulse width modulation (PWM) scheme of representing 
binary waveforms. Due to fluctuations in the laser power, spatial variations of material properties, 
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vectors
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FIGURE 13 (a) Thermomagnetic recording process. The field of 
the electromagnet helps reverse the direction of magnetization in the area 
heated by the focused laser beam. (b) Lorentz micrograph of domains 
written thermomagnetically. The various tracks shown here were written at 
different laser powers, with power level decreasing from top to bottom.
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lack of perfect focusing and track-following, etc., the length of a recorded domain along the track 
may fluctuate in small but unpredictable ways. If the information is to be encoded in the distance 
between adjacent domain walls (i.e., PWM), then the LPM scheme of thermomagnetic writing may 
suffer from excessive domain-wall jitter. Laser power modulation works well, however, when the 
information is encoded in the position of domain centers [i.e., pulse position modulation (PPM)]. 
In general, PWM is superior to PPM in terms of the recording density, and methods that allow 
PWM are therefore preferred.

Recording by Magnetic Field Modulation

Another method of thermomagnetic recording is based on magnetic field modulation (MFM), and 
is depicted schematically in Fig. 14a. Here the laser power may be kept constant while the informa-
tion signal is used to modulate the direction of the magnetic field. Photomicrographs of typical 
domain patterns recorded in the MFM scheme are shown in Fig. 14b. Crescent-shaped domains are 
the hallmark of the field modulation technique. If one assumes (using a much simplified model) 
that the magnetization aligns itself with the applied field within a region whose temperature has 
passed a certain critical value, Tcrit, then one can explain the crescent shape of these domains in the 
following way: with the laser operating in the CW mode and the disk moving at constant velocity, 
temperature distribution in the magnetic medium assumes a steady-state profile, such as that in 
Fig. 14c. Of course, relative to the laser beam, the temperature profile is stationary, but in the frame 

FIGURE 14 (a) Thermomagnetic recording by magnetic field modulation. The power 
of the beam is kept constant, while the magnetic field direction is switched by the data signal. 
(b) Polarized-light microphotograph of recorded domains. (c) Computed isotherms produced by 
a CW laser beam, focused on the magnetic layer of a disk. The disk moves with constant velocity 
under the beam. The region inside the isotherm marked as Tcrit is above the critical temperature 
for writing, thus its magnetization aligns itself with the direction of the applied magnetic field. 
(d) Magnetization within the heated region (above Tcrit) follows the direction of the applied mag-
netic field, whose switchings occur at times tn. The resulting domains are crescent-shaped.
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of reference of the disk the profile moves along the track with the linear track velocity. The isotherm 
corresponding to Tcrit is identified as such in the figure; within this isotherm the magnetization always 
aligns itself with the applied field. A succession of critical isotherms along the track, each obtained 
at the particular instant of time when the magnetic field switches direction, is shown in Fig. 14d.
From this picture it is not difficult to see how the crescent-shaped domains form, and also to under-
stand the relation between the waveform that controls the magnet and the resulting domain pattern.

The advantages of magnetic field modulation recording are that (1) direct overwriting is pos-
sible, and (2) domain wall positions along the track, being rather insensitive to defocus and laser 
power fluctuations, are fairly accurately controlled by the timing of the magnetic field switchings. 
On the negative side, the magnet must now be small and fly close to the disk surface if it is to pro-
duce rapidly switched fields with a magnitude of a few hundred gauss. Systems that utilize magnetic 
field modulation often fly a small electromagnet on the opposite side of the disk from the optical 
stylus. Since mechanical tolerances are tight, this might compromise the removability of the disk 
in such systems. Moreover, the requirement of close proximity between the magnet and the storage 
medium dictates the use of single-sided disks in practice.

Thermal Optimization of the Media—Multilayer Structures

The thermal behavior of an optical disk can be modified and improved if the active layer is incor-
porated into a properly designed multilayer structure, such as that shown in Fig. 15. In addition to 
thermal engineering, multilayers allow protective mechanisms to be built around the active layer; 
they also enable the enhancement of the signal-to-noise ratio in readout. (This latter feature is fur-
ther explored in Sec. 35.7.) Multilayers are generally designed to optimize the absorption of light 
by creating an antireflection structure, whereby a good fraction of the incident optical power is 
absorbed in the active layer. Whereas the reflectivity of bare metal films is typically over 50 percent, 
a quadrilayer structure can easily reduce that to 20 percent or even less, if so desired. Multilayers can 
also be designed to control the flow of heat generated by the absorbed light. The aluminum reflect-
ing layer in the quadrilayer of Fig. 15, for instance, may be used as a heat sink for the magnetic layer, 
thus minimizing the undesirable effects of lateral heat diffusion within the magnetic medium.

Reflector
(aluminum ~50 nm)

Dielectric layers
(AIN or SiN)

~100 nm)

Protective
coating
(~10 m)

Magneto-
optic film
(~30 nm)

Substrate
(glass or
polymer,
1.2 mm)

FIGURE 15 Quadrilayer magneto-optical disk structure. 
This particular design is for use in the substrateincident mode, 
where the light goes through the substrate before reaching the MO 
layer. The thicknesses of the various layers can be optimized for 
enhancing the read signal, increasing the absorbed laser power, and 
controlling the thermal profile. Note in particular that the aluminum 
layer can play the dual roles of light reflector and heat sink.
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35.7 MAGNETO-OPTICAL READOUT

The information recorded on a perpendicularly magnetized medium may be read with the aid of 
the polar magneto-optical Kerr effect. When linearly polarized light is normally incident on a per-
pendicular magnetic medium, its plane of polarization undergoes a slight rotation upon reflection. 
This rotation of the plane of polarization, whose sense depends on the direction of magnetization in 
the medium, is known as the polar Kerr effect. The schematic representation of this phenomenon in 
Fig. 16 shows that if the polarization vector suffers a counterclockwise rotation upon reflection from 
an up-magnetized region, then the same vector will rotate clockwise when the magnetization is 
down. A magneto-optical medium is characterized in terms of its reflectivity R and its Kerr rotation 
angle k.  In MO readout, it is the sign of the rotation angle that carries the information about the 
state of magnetization of the medium, i.e., the recorded bit pattern.

The laser used for readout is usually the same as that used for recording, but its output power 
level is substantially reduced in order to avoid erasing (or otherwise obliterating) the previously 
recorded information. For instance, if the power of the write/erase beam is 20 mW, then for the 
read operation the beam is attenuated to about 3 or 4 mW. The same objective lens that focuses 
the write beam is now used to focus the read beam, creating a diffraction-limited spot for resolving 
the recorded marks. Whereas in writing the laser was pulsed to selectively reverse-magnetize small 
regions along the track, in readout it operates with constant power, i.e., in CW mode. Both up- and 
down-magnetized regions are read as the track passes under the focused light spot. The reflected 
beam, which is now polarization-modulated, goes back through the objective and becomes colli-
mated once again; its information content is subsequently decoded by polarization-sensitive optics, 
and the scanned pattern of magnetization is reproduced as an electronic signal.

In reality, the reflected state of polarization is not linear, but has a certain degree of ellipticity. One may consider the 
reflected polarization as consisting of two linear components: E|| which is parallel to the direction of incident polarization, 
and E  which is perpendicular to it. Now, if E|| is in phase with E , the net magneto-optic effect will be a pure rotation of the 
polarization vector. On the other hand, if E|| and E  are 90° out of phase, then the reflected polarization will be elliptical, with 
no rotation whatsoever. In practice, the phase difference between E|| and E is somewhere between 0° and 90°, resulting in a 
reflected beam which has some degree of ellipticity k, with the major axis of the polarization ellipse rotated by an angle 

k (relative to the incident E vector). By inserting a Soleil-Babinet compensator in the reflected beam’s path, one can change 
the phase relationship between E|| and E  in such a way as to eliminate the beam’s ellipticity; the emerging polarization then 
will become linear with an enhanced rotation angle. In this chapter, reference to Kerr angle implies the effective angle which 
includes the above correction for ellipticity.

M

E

M

k

k

FIGURE 16 Schematic diagram describing the polar magneto-optical Kerr 
effect. Upon reflection from the surface of a perpendicularly magnetized medium, 
the polarization vector undergoes a rotation. The sense of rotation depends on the 
direction of magnetization M, and switches sign when M is reversed.
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FIGURE 17 Differential detection scheme utilizes a polarizing beam splitter and 
two photodetectors in order to convert the rotation of polarization to an electronic 
signal. E|| and E  are the reflected components of polarization; they are, respectively, 
parallel and perpendicular to the direction of incident polarization. The diagram in 
(b) shows the orientation of the PBS axes relative to the polarization vectors.

Differential Detection

Figure 17 shows the differential detection system that is the basis of magneto-optical readout in 
practically all erasable optical storage systems in use today. The beam splitter (BS) diverts half of 
the reflected beam away from the laser and into the detection module. The polarizing beam splitter 
(PBS) splits the beam into two parts, each carrying the projection of the incident polarization along 
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one axis of the PBS, as shown in Fig. 17b. The component of polarization along one of the axes goes 
straight through, while the component along the other axis splits off to the side. If, upon reflection 
from the disk, the polarization did not undergo any rotations whatsoever, then the beam entering 
the PBS would be polarized at 45° to the PBS axes, in which case it would split equally between the 
two branches. Under this condition, the two detectors generate identical signals and the differential 
signal S will be zero. Now, if the beam returns from the disk with its polarization rotated clockwise 
(rotation angle k), then detector 1 will receive more light than detector 2, and the differential 
signal will be positive. Similarly, a counterclockwise rotated beam entering the PBS will generate 
a negative S. The electronic signal S thus reproduces the pattern of magnetization along the 
scanned track.

Enhancement of the Signal-to-Noise Ratio by Multilayering

The materials suitable for optical recording presently have very small Kerr angles (typically 

k 0.5°), with the result that the signal S is correspondingly small. Multilayering schemes 
designed for the enhancement of the MO signal increase the interaction between the light and 
the magnetic medium by encapsulating a thin film of the MO material in an antireflection-type 
strucure. By providing a better index match between the MO film and its surroundings, and also 
by circulating the light through the MO film, multilayered structures manage to trap a large frac-
tion of the incident light within the magnetized medium, and thus increase the Kerr rotation 
angle. These efforts inevitably result in a reduced reflectivity, but since the important parameter is 
the magneto-optically generated component of polarization, E R ksin , it turns out that a net 
gain in the signal-to-noise ratio can be achieved by adopting the multilayering schemes. Reported 
enhancements of E  have been as large as a factor of 5. The popular quadrilayer structure 
depicted in Fig. 15 consists of a thin film of the MO material, sandwiched between two transpar-
ent dielectric layers, and capped off with a reflecting metallic layer. The entire structure, which is 
grown on a transparent substrate (through which light must travel to reach the MO film), is pro-
tected by a lacquer layer on the top. Numbers shown in Fig. 15 for the various layer thicknesses 
are representative of currently designed quadrilayers.

The advantage of sending the light through the substrate is that the front facet of the disk 
stays out of focus during operation. In this way, small dust particles, finger prints, and scratches 
will not block the passage of light, and their deteriorating effects on the quality of the focused 
spot (which affects the integrity of both writing and readout) will be minimized. Any optical 
storage medium designed for removability ought to have the kind of protection that illumina-
tion through the substrate provides. The note of caution with substrate-side illumination is 
that, if the objective is simply designed for focusing in the air, then the oblique rays will bend 
upon entering the substrate and deviate from nominal focus, causing severe aberrations (see 
Fig. 7c). Therefore, the substrate thickness and refractive index must be taken into account in 
the objective’s design.

Sources of Noise in Readout

The read signal is always accompanied by random noise. The effective noise amplitude (relative to 
the strength of the signal) ultimately limits the performance of any readout system. Part of the noise 
is thermal in nature, arising from random fluctuations of charge carriers within the photodiodes, 
resistors, and amplifiers. In principle, this source of noise can be mitigated by reducing the operat-
ing temperature of the device. However, since operating below the normal room temperature is not 
very practical for data storage systems, one must accept some of the limitations brought about by 
the thermal noise.

Another source of readout noise is shot noise which, in classical language, is due to random 
arrival of photons at the photodetector(s). This noise is a permanent companion of the read signal 
and cannot be eliminated, but the system parameters may be adjusted to minimize its effect. One 
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property of the shot noise is that its rms amplitude is proportional to the square root of the available 
optical power Po. Since the signal strength is directly proportional to Po, it is clear that by increasing 
the read power of the laser one can enhance the ratio of signal-to-shot noise. There is, however, an 
upper limit on the laser read power, since the rise in the temperature of the medium will force the 
decline of its magneto-optical response.

Other sources of noise in magneto-optical readout include the laser noise, the media noise, 
and the data noise. Laser noise is caused by amplitude/phase fluctuations of the electromagnetic 
radiation that comprises the optical beam. Media noise arises from variations in the reflectivity/
magneto-optic activity of the medium across its surface. The presence of grooves with rough 
and nonuniform edges can be a source of media noise as well. The term data noise refers to the 
unpredictable variations of the read signal arising from the imperfect shape/position of the 
recorded marks.

Figure 18 shows the various components of noise in a typical MO readout system, as detected by 
a spectrum analyzer. In (a) the light beam is blocked and the trace on the analyzer screen is solely 
due to the thermal noise. The trace in (b) where the beam reaches the detectors but the disk is sta-
tionary shows the combined effect of thermal, shot, and laser noise. Trace (c) corresponds to reading 
an erased track on a spinning disk; the noise here includes all of the above plus the media noise. 
When a single-frequency tone was recorded on the track and the read-back signal was fed to the 
spectrum analyzer, trace (d) was obtained. The narrow pulse at frequency f0 is the first harmonic of 
the recorded signal; the corresponding second harmonic appears at 2f0. The noise level in this case is 
somewhat greater than that from the same track before the data was recorded. This difference is due 
to “data noise” and arises from jitter and nonuniformity of the recorded marks.

A commonly used measure of performance for optical recording media is the carrier-to-noise 
ratio (CNR). This is the ratio of the signal amplitude at the carrier frequency f0 to the average level 
of noise. On a logarithmic scale the ratio is simply the difference between the two levels; in Fig. 18 
the CNR is 53 decibels (dB).

FIGURE 18 Spectra of the various noise components 
in magneto-optical readout.
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35.8  MATERIALS OF MAGNETO-OPTICAL RECORDING

Amorphous rare earth transition metal alloys are presently the media of choice for erasable opti-
cal data storage applications. The general formula for the composition of the alloy may be written 
(TbyGd1−y)x(FexCo1−z)1−x where terbium and gadolinium are the rare earth (RE) elements, while 
iron and cobalt are the transition metals (TM). In practice, the transition metals constitute roughly 
80 atomic percent of the alloy (i.e., x 0.2). In the transition metal subnetwork the fraction of 
cobalt is usually small, typically around 10 percent, and iron is the dominant element (z 0.9).
Similarly, in the rare earth subnetwork Tb is the main element (y 0.9) while the Gd content 
is small or it may even be absent in some cases. Since the rare earth elements are highly reactive, 
RE-TM films tend to have poor corrosion resistance and, therefore, require protective coatings. In 
a disk structure such as that shown in Fig. 15, the dielectric layers that enable optimization of the 
medium for the best optical/thermal behavior also perform the crucial task of protecting the MO 
layer from the environment.

The amorphous nature of the material allows its composition to be continuously varied until a 
number of desirable properties are achieved. (In other words, the fractions x, y, z of the various ele-
ments are not constrained by the rules of stoichiometry.) Disks with large surface areas are coated 
uniformly with thin films of these media, and, in contrast to polycrystalline films whose grains 
and grain boundaries scatter the light beam and cause noise, these amorphous films are smooth 
and substantially noise-free. The films are deposited either by sputtering from an alloy target, or 
by cosputtering from multiple elemental targets. In the latter case, the substrate moves under the 
various targets and the fraction of a given element in the alloy film is determined by the time spent 
under the target as well as the power applied to that target. Substrates are usually kept at a low tem-
perature (by water cooling, for instance) in order to reduce the mobility of deposited atoms and to 
inhibit crystal growth. Factors that affect the composition and short-range order of the deposited 
films include the type of the sputtering gas (argon, krypton, xenon, etc.) and its pressure during 
sputtering, the bias voltage applied to the substrate, deposition rate, nature of the substrate and its 
pretreatment, temperature of the substrate, etc.

Ferrimagnetism

The RE-TM alloys of interest in MO recording are ferrimagnetic, in the sense that the magnetiza-
tion of the TM subnetwork is antiparallel to that of the RE subnetwork. The net magnetic moment 
exhibited by the material is the vector sum of the two subnetwork magnetizations. Figure 19 shows 
a typical temperature dependence of RE and TM magnetic moments, as well as the net saturation 
moment of the material. The exchange coupling between the two magnetic subnetworks is strong 
enough to give them the same critical temperature Tc. At T 0 K the rare earth moment is stron-
ger than that of the transition metal, giving the material a net moment along the direction of the 
RE magnetization. As the temperature rises, thermal disorder competes with interatomic exchange 
forces that tend to align the individual atomic dipole moments. The decrease of MRE with the 
increasing temperature is faster than that of MTM, and the net moment Ms begins to approach zero. 
At the compensation point temperature Tcomp, the net moment vanishes. Between Tcomp and Tc the 
net moment is dominated by the TM subnetwork and the material is said to exhibit TM-rich behav-
ior (as opposed to when T < Tcomp, where it exhibits RE-rich behavior). At the Curie temperature, 
thermal agitations finally break the hold of the exchange forces on magnetic dipoles, and the mag-
netic order disappears. Beyond Tc the material is in the paramagnetic state.

The composition of the materials of magneto-optical storage is chosen so that Tcomp appears 
near the ambient temperature of Ta 300 K. Thus, under normal conditions, the net magnetization 
of the material is close to zero. Figure 20 shows a schematic drawing of the magnetization pattern in 
the cross section of a recorded track. Note that, although the net magnetization is nearly zero every-
where, the subnetwork moments have opposite orientations in adjacent domains. During readout 
the light from the GaAs laser interacts mainly with the transition metal subnetwork; thus, the MO 
Kerr signal is strong even though the net magnetization of the storage layer may be small. The magnetic 
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electrons of iron and cobalt are in the 3d electronic shell, which forms the outer layer of the ion 
once the 4s electrons have escaped into the sea of conduction electrons. The magnetic electrons of 
Tb and Gd, in contrast, are within the 4f shell, concealed by the 5s, 5p, and 5d shells, even after the 
6s electrons escape to the conduction band. A red or near-infrared photon is not energetic enough 
to penetrate the outer shell and interact with the magnetic 4f electrons, but it readily interacts with 
the exposed 3d electrons that constitute the magnetic moment of the TM subnetwork. It is for this 
reason that the MO Kerr signal in the visible and in the infrared is a probe of the state of magnetiza-
tion of the TM subnetwork.

Perpendicular Magnetic Anisotropy

An important property of amorphous RE-TM alloy films is that they possess perpendicular mag-
netic anisotropy. The magnetization in these films favors perpendicular orientation even though 
there is no discernible crystallinity or microstructure that might obviously be responsible for this 
behavior. It is generally believed that atomic short-range order, established in the deposition process 
and aided by the symmetry-breaking at the surface of the film, gives preference to perpendicular 
orientation. Unequivocal proof of this assertion, however, is not presently available due to a lack of 
high-resolution observation instruments.

The perpendicular magnetization of MO media is in sharp contrast to the in-plane ori-
entation of the magnetization vector in ordinary magnetic recording. In magnetic recording, 
the neighboring domains are magnetized in head-to-head fashion, which is an energetically 
unfavorable situation, since the domain walls are charged and highly unstable. The boundary 
between neighboring domains in fact breaks down into zigzags, vortices, and all manner of jag-
ged, uneven structure in an attempt to reduce the magnetostatic energy. In contrast, adjacent 
domains in MO media are highly stable, since the pattern of magnetization causes flux closure, 
which reduces the magnetostatic energy.

Recorded
track

Land
Groove

Substrate

Magnetic
film

RE
moment

TM
moment

FIGURE 20 Schematic diagram showing the 
pattern of magnetization along a recorded track. The 
rare earth and the transition metal moments couple 
antiferromagnetically, so that the net magnetization 
everywhere is small. However, since the read beam 
interacts mainly with the TM subnetwork, the read- 
out signal is not necessarily small.

FIGURE 19 Temperature dependence of mag-
netization in amorphous RE-TM films. The moments 
of RE and TM subnetworks decrease monotonically, 
until they both vanish at the critical (Curie) tem-
perature Tc. The net magnetization is the difference 
between the two subnetwork moments, and goes 
through zero at the compensation point Tcomp.

DO
 N

OT
 D

UP
LI

CA
TE



 PRINCIPLES OF OPTICAL DISK DATA STORAGE  35.27

Coercivity and the Hysteresis Loop

Typical hysteresis loops of an amorphous RE-TM thin film at various temperatures are shown in 
Fig. 21a. These loops, obtained with a vibrating sample magnetometer (VSM), show several char-
acteristics of the MO media. (The VSM applies a slowly varying magnetic field to the sample and 
measures its net magnetic moment as a function of the field.) The horizontal axis in Fig. 21a is the 
applied field, which varies from −12 to +12 kOe, while the vertical axis is the measured magnetic 
moment per unit volume (in CGS units of emu/cm3). The high degree of squareness of the loops 
signifies the following:

1. The remanent magnetization Mr is the same as the saturation magnetization Ms. Thus, once the 
sample is saturated with the help of an applied field, removing that field does not cause a reduc-
tion of the magnetic moment.

2. Transitions of the magnetization from up to down (or from down to up) are very sharp. The 
reverse field does not affect the magnetization until the critical value of Hc, the coercive field, is 
reached. At the coercive field the magnetization suddenly reverses direction, and saturation in 
the opposite direction is almost immediate.
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FIGURE 21 (a) Hysteresis loops of an amor-
phous Tb27(FeCo)73 film, measured by VSM at three 
different temperatures. The saturation moment Ms,
the remanent moment Mr, and the coercive field Hc
are identified for the loop measured at T 200 K. 
(b) Coercivity as function of temperature for the 
above sample. At the compensation temperature, 
Tcomp 400 K, the coercivity is infinite; it drops to zero 
at the Curie point Tc 450 K.
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The fact that Mr is very nearly equal to Ms in MO media is significant, since it means that 
the recorded domains remain fully saturated and exhibit maximum signal during readout. The 
coercivity Hc, in addition to being responsible for the stability of recorded domains, plays an 
important role in the processes of thermomagnetic recording and erasure. The coercivity at room 
temperature, being of the order of several thousand oersteds, prevents fields weaker than Hc from 
destroying (or disturbing) any recorded data. With the increasing temperature, the coercivity 
decreases and drops to zero at the Curie point, Tc. Figure 21b is the plot of Hc versus T for the 
same sample as in (a). Note that at the compensation point the coercivity goes to infinity, simply 
because the magnetization vanishes, and the external field does not see any magnetic moments to 
interact with. Above Tcomp the coercive field decreases monotonically, which explains the process 
of magnetization reversal during thermomagnetic recording: M switches sign once the coercivity 
drops below the level of the applied field.

35.9 CONCLUDING REMARKS

In this chapter we have reviewed the basic characteristics of optical disk data storage systems, 
with emphasis on magneto-optical recording. The goal has been to convey the important con-
cepts without getting distracted by secondary issues and less significant details. As a result, we 
have glossed over several interesting developments that have played a role in the technological 
evolution of optical data storage. In this final section some of these developments are briefly 
described.

Multiple-Track Read-Write with Diode Laser Arrays

It is possible in an optical disk system to use an array of lasers instead of just one, focus all the lasers 
simultaneously through the same objective lens, and perform parallel read/write/erase operations on 
multiple tracks. Since the individual lasers of an array can be modulated independently, the parallel 
channels thus obtained are totally independent of each other. In going from a single-channel drive 
to a multiple-channel one, the optics of the system (i.e., lenses, beam splitters, polarization-sensitive 
elements, focus and track servos, etc.) remain essentially the same; only the lasers and detectors 
proliferate in number. Parallel track operations boost the sustainable data rates in proportion to the 
number of channels used.

Diffractive Optics

The use of holographic optical elements (HOEs) to replace individual refractive optics is a prom-
ising new development. Diffractive optical elements are relatively easy to manufacture, they are 
lightweight and inexpensive, and can combine the functions of several elements on a single plate. 
These devices are therefore expected to help reduce the cost, size, and weight of optical heads, making 
optical drives more competitive in terms of price and performance.

An example of the application of HOEs in MO systems is shown in Fig. 22, which shows a 
reflection-type element consisting of four separate holograms. The light incident on the HOE at an 
angle of 60° has a p component which is the original polarization of the laser beam, and an s com-
ponent (parallel to the hologram’s grooves) which is the magneto-optically generated polarization 
at the disk. Nearly 90 percent of the s and 70 percent of the p polarization in this case are reflected 
from the HOE without suffering any diffraction (i.e., in the zero-order beam); they are captured 
in the differential detection module and yield the MO read signal. The four holograms deflect 
20 percent of the incident p-polarized light in the form of first-order diffracted beams and bring 
them to focus at four different spots on a multielement detector. The two small holograms in the 
middle, H3 and H4, focus their first-order beams on detectors P3 and P4, to generate the push-pull 
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tracking-error signal. The other two holograms, H1 and H2, send the diffracted beams to a four-
element detector in order to generate a focus-error signal based on the double knife-edge scheme. 
This HOE, therefore, combines the functions of beam splitting, masking, and focusing all in one 
compact unit.

Alternative Storage Media

The GaAlAs lasers of the present optical disk technology will likely be replaced in the future by light 
sources that emit in the blue end of the spectrum. Shorter wavelengths allow smaller marks to be 
recorded, and also enable the resolving of those marks in readout. Aside from the imposition of 
tighter tolerances on focusing and tracking servos, operation in the blue will require storage materials 

FIGURE 22 Application of holographic optical element (HOE) in 
optical recording. (a) Configuration of MO head using a polarization-
sensitive reflection HOE. (b) Geometrical relation between holograms and 
detectors. (After A. Ohba et al., SPIE Proceedings, Vol. 1078, 1989.)
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FIGURE 23 Direct overwrite in exchange-
coupled magnetic multilayers involves the formation 
of domains that do not extend through the entire 
thickness of the magnetic medium.

that are sensitive to the short wavelengths. The current favorites for erasable optical recording media, 
the amorphous RE-TM alloys, may not be suitable for readout in the blue, since their magneto-optic 
Kerr signal drops at short wavelengths. A new class of magnetic materials which holds promise for 
future-generation device applications is the class of TM/TM superlattice-type media. The best-known 
material in this class is the Co/Pt-layered structure which consists of very thin layers of cobalt (typically 
one or two atomic layers), separated by several atomic layers of platinum. These polycrystalline films 
which have very small crystallites (grain diameter 200 Å) are prepared either by electron beam 
evaporation or by sputtering. Co/Pt films have large perpendicular magnetic anisotropy, good signal-
to-noise ratios in the blue, sufficient sensitivity for write/erase operations, and are environmentally 
more stable than the RE-TM media.

Direct Overwrite in Magneto-Optical Systems

The problem of direct overwrite (DOW) on MO media has been the subject of extensive research in 
recent years. Some of the most promising solutions have been based on exchange-coupled magnetic 
multilayered structures. The basic idea of recording on exchange-coupled bilayers (or trilayers) is 
simple and involves the writing of reverse domains that do not extend through the entire film thick-
ness, such as those shown schematically in Fig. 23. Such domains are under pressure from their 
excessive wall energies to collapse and can readily be erased with a moderate-power laser pulse. 
DOW on exchange-coupled media is thus achieved by writing (i.e., creating reverse domains) with a 
high-power pulse, and erasing (i.e., eliminating domains) with a moderate-power pulse. An external 
magnetic field is usually required for writing on such media, but neither the direction nor the mag-
nitude of this field needs to change during erasure.

Optical recording is an evolving technology, which will undoubtedly see many innovations and 
improvements in the coming years. Some of the ideas and concepts described here will hopefully 
remain useful for some time to come, while others may have a shorter lifetime and limited usefulness. 
It is the author’s hope, however, that they all serve as a stepping-stone to profound new ideas.

35.10 FURTHER INFORMATION

Proceedings of the Optical Data Storage Conference are published annually by SPIE, the International 
Society for Optical Engineering. These proceedings document each year the latest developments in 
the field of optical recording.

Two other conferences in this field are the International Symposium on Optical Memory (ISOM) 
whose proceedings are published as a special issue of the Japanese Journal of Applied Physics, and the 
Magneto-Optical Recording International Symposium (MORIS) whose proceedings appear in a spe-
cial issue of the Journal of the Magnetics Society of Japan.
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Index note: The f after a page number refers to a figure, the n to a note, and the t to a table. 

Abbe numbers, 29.36
and axial chromatic aberrations, 17.22
of binary optics, 23.6, 23.6f
in gradient index optics, 24.3, 24.7
of molded microlenses, 22.12, 22.12t
of reflective and catadioptric objectives, 29.17

Abbe sine condition, 29.36
and reflective and catadioptric objectives, 29.34
of stigmatic conditioning, 1.30–1.31, 17.10

Abbe-Porter experiments, 11.1
Abbe’s prisms, 19.3t, 19.7, 19.7f–19.8f
ABC model, of surface finish, 8.14–8.15
Abel transform, 8.13
Abelès method, 12.11–12.12
Aberrated wavefronts, 2.12, 2.13
Aberration(s):

in binary optics, 23.4–23.7, 23.5f, 23.6f
chromatic, 1.91–1.92
defined, 1.28
defocus as, 1.85–1.86
and general aspheres, 29.3
higher-order, 29.37
in instrumental optics, 1.85
of point images, 1.85–1.92, 1.88f
polarization, 15.35–15.37, 15.35f–15.37f
pupil, 1.76
ray, 1.87–1.88, 1.88f
Seidel, 29.38
spherical, 1.90, 29.7, 29.8, 29.15, 29.21, 

29.37, 29.38
and stop position, 1.92
and stop size, 1.92
in systems with rotational symmetry, 1.89–1.90
third-order, 1.90–1.91, 29.38
transverse primary chromatic, 17.22
wavefront, 1.86–1.88, 1.86f

Aberration theory, in gradient index optics, 24.3
Ablation, microscopes, 28.54

Absolute instruments, 1.29
Absorption cross section, 7.5
Absorption cross section, 31.3
Absorption index, 12.6
Acceptance (étendue), 1.22, 1.81, 13.7
Access time, for optical disk data, 35.6
Accessories, for cameras, 25.16–25.17, 25.18f
Achromatic doublets (lenses), 17.22–17.25, 

17.23f–17.25f, 17.24t
Achromatic retardation plates, 13.48–13.52, 

13.50f, 13.53t
Acousto-optic cells, 11.8–11.9, 11.9f
Acousto-optic correlators, 11.10–11.12, 11.11f
Acousto-optic scanners, 30.44–30.45
Active autofocus systems, for cameras, 

25.11–25.12, 25.12f
Active devices:

fabrication of, 21.14
for integrated optics, 21.25–21.31, 

21.26f–21.31f
Active layer removal, in PIC manufacturing, 21.19
Active pixel sensors, 26.2, 26.8–26.9, 26.8f
Active scanning, 30.4
Active-passive transitions, in PICs, 21.19–21.20
Addition, as analog operation, 11.2
Aerial cameras, 25.20
Aerial images, 1.26
Aerosol Polarimeter Sensor, 15.38
Affine transformations, 1.57
Afocal Cassegrain-Mersenne telescope 

objective, 29.9
Afocal Gregorian-Mersenne telescope 

objective, 29.12
Afocal lenses, 18.1–18.22

for binoculars, 18.13–18.14, 18.14f
catadioptric, 18.21–18.22, 18.22f
Galilean, 18.15–18.17, 18.15f, 18.16f
Gaussian, 1.45, 1.46f, 1.53–1.54, 1.53f, 1.54f

The combined index for all five volumes can be downloaded from www.HandbookofOpticsOnline.com.
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Afocal lenses (Cont.):
Gaussian analysis, 18.4–18.6

and focusing lenses, 18.2–18.4, 18.3f, 18.5f
and optical invariant, 18.7
subjective aspects of, 18.6, 18.7f

Keplerian, 18.7–18.14
and eye relief manipulation, 18.8–18.10, 

18.9f, 18.10f
field-of-view limitations in, 18.11
finite conjugate afocal relays, 

18.11–18.12, 18.12f
thin-lens model of, 18.7–18.8, 18.8f

paraxial matrix methods, 1.70
for periscopes, 18.19, 18.19f
reflecting, 18.19–18.21, 18.20f, 18.21f
in relay trains, 18.17–18.19, 18.17f, 18.18f
for scanners, 18.13, 18.13f
for telescopes, 18.10–18.11, 18.11f

Afocal magnification, 18.5–18.6
Afocal objectives, 29.9, 29.12, 29.29–29.30
Agile beam steering, 30.51–30.63

with decentered-lens and mircolens arrays, 
30.57–30.60, 30.58f–30.60f, 30.62–30.63

with digital micromirror devices, 30.60–30.61
with gimbal-less two-axis scanning 

micromirrors, 30.61–30.62, 30.62f
phased-array, 30.52–30.57, 30.53f,

30.62–30.63
Ahrens method of spar cutting, 13.12
Ahrens Nicol prisms, 13.16f, 13.17
Ahrens prisms, 13.14
Aircraft, synthetic aperture radar for, 

11.6–11.7, 11.7f
Airy disks:

in confocal microscopy, 28.50
defined, 3.26
of DIC microscopes, 28.39
of microscopes, 28.17–28.19, 28.18f, 28.19f
of solid-state cameras, 26.15
and vector diffraction, 3.33

Airy equation, 12.10
Airy pattern, 17.38
Airy-Drude formula, 16.5
Altenhof objectives, 29.32–29.33
Alternative Paul three-mirror objective, 29.28
Alvarez plates, 22.16
Alvarez-Humphrey plates, 22.37
Amici lenses, 17.10, 17.10f
Amici prisms, 19.3t, 19.11, 19.12f, 20.6f
Amplitude, of waves, 2.4, 2.5, 12.5

Amplitude division, interference by, 
2.14, 2.19–2.28

and extended sources, 2.20
and Fizeau interferometers, 2.24–2.26, 2.25f
and fringes of equal inclination, 2.20–2.22, 

2.21f, 2.22f
and fringes of equal thickness, 2.22–2.24, 2.23f
and Michelson interferometers, 2.26–2.28, 

2.26f–2.27f
plane-parallel plate, 2.19, 2.20f, 2.30–2.33, 

2.30f, 2.32f, 2.33f
thin films, 2.24

Amplitude penetration depth, 12.5
Amplitude reflection coefficients, Fresnel, 

12.7–12.8, 12.10
Amplitude scattering matrix, 7.10, 7.13

(See also Jones matrix)
Amplitude transmission coefficients, Fresnel, 12.8
Amplitude-shift-keyed (ASK) transmission, 21.30
Analog optical signal and image processing, 

11.1–11.20
Fourier transforms in, 11.3–11.5, 11.3f, 11.5f
and fundamental analog operations, 11.2–11.3
incoherent processing, 11.17–11.20, 

11.18f, 11.19f
and spatial filtering, 11.5–11.6, 11.6f
of synthetic aperture radar data, 11.6–11.8, 

11.7f–11.8f
of temporal signals, 11.8–11.12, 11.9f–11.11f
of two-dimensional images, 

11.12–11.17, 11.13f
Analog transmission, 21.32–21.34, 21.33f, 21.34f
Analytical signal representation, in coherence 

theory, 5.2–5.3
Analyzed states, of polarizers, 15.19
Analyzer vectors, 15.11
Anamorphic afocal attachments 

(anamorphosers), 18.16–18.17, 18.16f
Anamorphic error control, 30.49, 30.50
Anastigmatic (term), 29.36
Anastigmatic objectives, 29.12–29.13
Angle characteristic function, 1.14–1.15, 

1.15f, 1.17
Angle of incidence, 1.23, 1.39, 13.48
Angle-point characteristic function, 1.16, 1.17
Angular change, of optical beams, 30.5
Angular correction function, 5.6, 5.7f
Angular magnification, 1.52, 1.78, 18.4
Angular scan, 30.28–30.29
Angular spectrum representation, 5.14–5.15, 5.14f
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Anisotropy, perpendicular magnetic, 35.26
Annealed proton exchange (APE) process:

for fiber optic gyroscopes, 21.35, 21.36, 21.36t
for LiNbO3 waveguides, 21.16–21.17

Anomalous diffraction, 7.5, 7.6f
Antinodal points, of lens systems, 17.7
Antiprincipal points, of lens systems, 17.7
Aperture(s), 1.74–1.76, 1.75f

circular
diffraction of light from, 3.6–3.7, 3.6f, 3.7f,

3.9–3.11
Fraunhofer patterns for, 3.25, 3.26, 3.27f

double-slit, 3.26–3.28, 3.27f, 3.28f
image space numerical, 1.79
linear, 30.54
rectangular, 3.19–3.20

Fraunhofer patterns for, 3.25, 3.26
Fresnel diffraction from, 3.19–3.20, 3.20f

uniformly illuminated, 30.9, 30.10, 30.10f
Aperture, numerical, 1.79, 17.9
Aperture stops, 1.74, 1.75f, 17.8, 29.5, 29.36
Aperture-scanning microscopy, 28.53–28.54
Aplanatic (term), 29.36
Aplanatic lenses, 17.5, 17.11–17.12, 17.11f
Aplanatic objectives, 29.11–29.13
Arbitrary phase profiles, 23.8
Arbitrary systems, paraxial matrix methods 

for, 1.67
Area-solid-angle-product, 1.22

(See also Étendue)
Arrayed waveguide gratings (AWGs), 21.24
Aspherical surfaces:

and axial gradients, 24.3
and reflective/catadioptric objectives, 29.3
in systems of revolution, 1.35

Astigmatic difference (term), 1.43
Astigmatism, 1.90, 1.91, 29.34, 29.37
Astronomical telescopes, 18.10
Astronomy, radio, 5.23
Atmospheric particles, scattering by, 7.2
Atoms:

electronic structure of, 10.12–10.16, 
10.13f–10.15f

multielectron, 10.10–10.11
one-electron, 10.7–10.9, 10.8f, 10.9f
spectra of, 10.3

Augmented resolution, 30.12–30.14, 30.13f
Autofocus, of cameras, 25.11–25.15, 

25.12f–25.15f
Autofocus SLRs, 25.12–25.14, 25.13f

Automatic focusing, optical disks and, 
35.12–35.14, 35.13f

Automatic tracking, on optical disks, 
35.14–35.17, 35.14f–35.16f

Average degree of polarization (average DoP), 
14.32–14.33

Axial astigmatism, 29.34, 29.37
Axial color, 1.91, 29.9, 29.37
Axial gradient lenses, 24.3–24.5, 24.4f
Axial image point, 1.27
Axial (longitudinal) magnification, 1.28, 

1.52, 17.5
Axicons, 11.7, 11.7f
Axis wander, of prisms, 13.15
AxoScan Mueller matrix polarimeters, 15.33
Azimuth, 15.10, 16.16

Babinet compensators, 13.53–13.55, 13.54f
Babinet principle, 3.9–3.11, 3.10f, 3.11f, 3.13
Babinet-Soleil compensators, 13.55–13.56, 13.55f
Back focal length (BFL), of camera lenses, 

27.2, 27.3f–27.5f, 27.7f–27.16f,
27.18f–27.22f, 27.25

Backscatter and backscattering:
coherent, 9.14–9.15, 9.14f
enhanced, 6.5–6.7, 6.5f

Baker relays, 18.18, 18.18f
Baker super-Schmidt objective, 29.21
Baker-Nunn objective, 29.22
Balmer -spectra, 10.7–10.8, 10.8f
Balmer -transition, 10.9
Barrel distortion, 1.91
Barrel length (BRL), of camera lenses, 27.3f–27.5f,

27.7f–27.16f, 27.18f–27.22f, 27.25
Beam deviation and displacement, 19.2
Beam diffusers, 23.13
Beam propagation method (BPM), 21.8
Beam shapers and shaping:

in binary optics, 23.13
for optical disks, 35.8, 35.9f, 35.10f

Beam splitters, polarizing, 13.41–13.42
Beam steering (see Agile beam steering)
Beam-splitter gratings, 23.11, 23.12

Dammann approach, for binary gratings, 23.12
Beam-splitter prisms, 13.18–13.22

Foster, 13.7, 13.18f, 13.21–13.22
Glan-Thompson, 13.18f, 13.22
Rochon, 13.7, 13.18–13.21, 13.18f, 13.24
Sénarmont, 13.7, 13.18, 13.18f, 13.21
Wollaston, 13.7, 13.18, 13.18f, 13.21, 13.24
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Becke line, 28.27
Beilby-layer polarizers, 13.28
Benes architecture, for switches, 21.34–21.35
Berremann calculus, 15.32
Bertrand lenses, 28.8, 28.44f
Bertrand-type Feussner prisms, 13.23
Bessel functions, 7.12, 7.14–7.15, 17.38, 28.17
Bidirectional reflectance distribution function 

(BRDF), 8.4, 15.38–15.39, 15.38f–15.40f
Bifocal lenses, 23.12, 23.12f
Billet’s split lens, 2.16, 2.17f
Binary optics, 23.1–23.17

fabrication of
mask layout, 23.14–23.16, 23.15f, 23.15t
micromachining techniques, 23.16, 

23.16f, 23.17
and geometrical optics, 23.2–23.9

aberration correction, 23.4–23.7, 
23.5f, 23.6f

analytical models, 23.2–23.4, 23.6
micro-optics, 23.7–23.8, 23.7f–23.8f
optical performance, 23.8–23.9, 

23.9f, 23.10t
and scalar diffraction theory, 23.10–23.13, 

23.11t, 23.12f, 23.13f
and vector diffraction theory, 

23.13–23.14, 23.14f
Binoculars, 18.13–18.14, 18.14f
Binomial vectors, of space curves, 1.19
Biotar lenses, 17.28
Biplates, 13.56
Birefringence, 15.6, 15.41
Bistatic radar cross-section (RCS), in surface 

scattering, 8.3, 8.4
Blocks (optical disk data), 35.6–35.7
Bohr frequency condition, 10.4
Bohr’s theory of hydrogen, 10.3
Born series, 9.4
Born-Oppenheimer approximation, 10.19, 

10.20, 10.22
Bound modes, of optical waveguides, 21.3
Brace half-shade plates, 13.57
Bragg cell spectrum analyzers, 11.9–11.10, 11.10f
Bragg cells, 11.11–11.12, 11.19
Bragg diffraction, 11.9, 11.9f
Bragg reflection filters, 21.30
Bragg reflectors, 21.8, 21.30
Bragg regime, 30.39–30.41, 30.41f, 30.42f
Brashear-Hastings prisms, 19.3t, 19.25, 19.25f
Bravais biplates, 13.56

Brewster angle:
and Airy equation, 12.10
defined, 12.12
and extinction ratio, 12.18, 12.22, 12.22f,

12.23f, 12.24
and polarization, 12.15

Brewster angle prisms, 13.13
Brewster angle reflection polarizers, 12.16–12.18, 

12.16f, 12.17f, 13.34–13.37, 13.34t–13.36t
Brewster angle transmission polarizers, 

12.18–12.24, 12.19t–12.20t, 12.21f,
13.37–13.39, 13.38t–13.39t

Bright field microscopy, 28.25, 28.27–28.28, 28.27f
Brillouin scattering, 31.30
Broadening, of lineshapes, 10.7
Brownian fractals, 8.9, 8.17
Brownian movement, 28.28
Buckbee Mears wire-grid polarizers, 13.31
Bunsen-Kirchhoff spectrometers, 20.5f
Butterfly scanners, 30.50f, 30.51

Cable television (CATV), 21.2, 21.32–21.34
Caged compounds, in microscopy, 28.55
Calcite:

double refraction in, 13.2–13.6, 13.2f–13.3f,
13.4t–13.5t

Feussner prisms of, 13.23
Rochon prisms of, 13.20

Camera formula, for solid-state cameras, 26.13
Camera lenses:

classification system for, 27.17, 27.23t, 27.24
design limitations of, 27.1–27.2
fish-eye, 27.6
inverted telephoto, 27.2, 27.6, 27.7f–27.14f

extreme wide-angle, 27.6, 27.13f, 27.14f
highly complex extreme speed, 27.6, 

27.9f–27.12f
very compact moderate speed, 27.6, 

27.7f–27.8f
SLR normal lenses, 27.2, 27.3f–27.4f
telephoto lenses, 27.6, 27.13, 27.15f–27.16f
wide-angle lenses, 27.2, 27.5f
zoom lenses, 27.17, 27.20f–27.22f

Cameras, 25.3–25.26
accessories for, 25.16, 25.17, 25.17f
aerial, 25.20
and autoexposure, 25.10–25.11
and autofocus, 25.11–25.15, 25.12f–25.15f
characteristics of, 25.3–25.4
clandestine, 25.21
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Cameras (Cont.):
critical features of, 25.8, 25.9f
display types, 25.6–25.7
endoscopic, 25.21, 25.21f
features of, 25.8, 25.18, 25.19f
film for, 25.5, 25.6
and flash, 25.16, 25.17f
formats for, 25.18
high-speed, 25.21–25.22, 25.22f
and image, 25.5
images from, 25.7
and instant pictures, 25.8
large-format, 25.18–25.20
and red eye, 25.16
and resolution of fine detail, 25.5–25.6, 25.6f
sewer, 25.22–25.23
solid-state (see Solid-state cameras)
stereo, 25.23–25.24, 25.23f
streak, 25.24, 25.24f
thermal imaging, 25.25
and time lag, 25.8–25.9, 25.9f
underwater, 25.25
video, 25.7–25.8
view, 25.18–25.20, 25.19f
for wide-angle photography, 25.25, 25.26f

Canon EOS A2E camera, 25.14f, 25.15, 
25.16, 25.15f

Cantor sets, 8.9
Cardinal points, of lenses, 1.44, 17.7
Carl Zeiss prism system, 19.3t, 19.16, 19.16f
Carlisle objectives, 29.8
Carlson, Chester, 34.1
Carrier effects, in integrated optics, 21.10–21.12
Carrier-to-noise ratio (CNR), 35.24
Cartesian coordinates, 1.20, 1.21
Cassegrain objectives, 29.6, 29.7

afocal Cassegrain-Mersenne telescope, 29.9
dual magnification, 29.9–29.10
with field corrector and spherical secondary, 

29.8–29.9
Houghton-Cassegrain, 29.22–29.23
Mangin-Cassegrain with correctors, 29.24
reflective Schmidt-Cassegrain, 29.17
Schmidt-Cassegrain, 29.16–29.17
Schmidt-meniscus Cassegrain, 29.21
with Schwarzschild relay, 29.32
solid Makutsov-Cassegrain, 29.19
spherical-primary, with reflective field 

corrector, 29.9
three-mirror, 29.30

Cassegrainian telescopes, 18.21
Catadioptric (term), 29.37
Catadioptric Herschelian objective, 29.27
Catadioptric lenses:

afocal, 18.21–18.22, 18.22f
systems of, 1.9

Catadioptric objectives (see Reflective and 
catadioptric objectives)

Cathode ray tube (CRT) monitors, 25.6–25.7
Cathode-ray tubes (CRTs), 30.4, 30.25–30.26
Catoptric systems, 1.9
Caustics, ray densities and, 1.88
Center, of afocal lens, 1.54
Channels, for wave propagation, 9.16
Characteristic functions (geometrical optics), 

1.13–1.18
angle characteristic function, 1.14–1.15, 

1.15f, 1.17
angle-point characteristic function, 1.16, 1.17
and expansions about rays, 1.16
and expansions about the axis, 1.16–1.17
ideal, 1.17–1.18
mixed, 1.13
paraxial forms of, 1.17
and paraxial matrices, 1.74
point characteristic function, 1.14
point eikonal, 1.14, 1.17
point-angle characteristic function, 1.15–1.17

Charge injection devices (CIDs), 26.6–26.7, 
26.6f–26.8f

Charge spectrographs, 34.8, 34.8f
Charge-coupled devices (CCDs), 25.7, 

26.3–26.5, 26.4f–26.6f
Charged area development (CAD), 

in xerographic systems, 34.4
Chebyshev polynomials, 7.15
Chemical beam epitaxy (CBE), 21.17, 21.18
Chief rays, 1.75, 17.8, 29.20, 29.37
Chiolite, 13.42
Chiral particles, scattering by, 7.2
Cholesky decomposition, 14.41, 14.42
Chromatic aberration correction, 

23.5–23.6, 23.6f
Chromatic aberrations, 1.91–1.92
Chromatism, of axial gradients, 24.3–24.6
Circle (Zernike) polynomials, 1.90, 23.3
Circuits, in integrated optics, 21.21–21.31

for active devices, 21.25–21.31, 21.26f–21.31f
for passive devices, 21.21–21.25, 21.22f–21.25f

Circular analyzers, of polarized light, 15.18, 15.19
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Circular apertures:
diffraction of light from, 3.6–3.7, 3.6f,

3.7f, 3.9–3.11
Fraunhofer patterns for, 3.25, 3.26, 3.27f

Circular polarizers, 15.17–15.19
Circular scan, 30.16, 30.18f
Clandestine cameras, 25.21
Clausius-Mosotti theory, 7.16
Cleaning, in xerographic systems, 34.10
Clebsch-Gordon coefficients, 31.17
Coated spheres, scattering by, 7.14
Coddington’s equations, 1.44
Coefficient of finesse (interference), 2.31
Coercivity, of optical disk data, 35.17n, 35.27, 

35.27f, 35.28
Cogging, of streak cameras, 25.24
Coherence, 5.1–5.23, 6.2–6.13

analytical signal representation, 5.2–5.3
applications of, 5.22–5.23
in binary optics, 23.7, 23.8f
classical, 5.1–5.2
coherence area, 5.3
and coherence functions, 5.4–5.9

angular correction function, 5.6, 5.7f
complex degree of coherence, 5.4
complex degree of spectral coherence, 5.5
cross-spectral density function, 5.5
efficient sampling of, 6.10–6.12, 6.11f
higher-order functions, 5.8–5.9
intensity, 5.7
mutual coherence function, 5.4
radiance, 5.8
radiant emittance, 5.7–5.8
radiant intensity, 5.8
spectrum and normalized spectrum, 5.5–5.6

coherence time, 5.3
complex degree of, 2.37, 5.4
and enhanced backscatter, 6.5–6.7, 6.5f
and general linear systems, 6.3–6.4
and image formation, 6.9–6.10, 6.9f
and interference, 2.13, 2.36–2.42

laser sources, 2.41–2.42, 2.42f
Michelson stellar interferometers, 

2.40–2.41, 2.40f
mutual coherence function, 2.36–2.38, 2.36f
spatial coherence, 2.38–2.40, 2.38f–2.39f
temporal coherence, 2.41

and Koehler-illumination, 6.12–6.13, 6.12f
and laser modes, 5.23
and Lau effect, 6.7–6.8, 6.8f
of light sources, 5.9–5.13

Coherence (Cont.):
and Lukosz-type super-resolving systems, 

6.9–6.10, 6.9f
measurements of coherence, 5.3–5.4
and noncosmological red shift, 5.23
and optical image enhancement, 

11.14–11.17
partial, 2.38
and polarization effects, 5.22
propagation in, 5.13–5.19, 5.14f–5.16f, 6.4
and radio astronomy, 5.23
scalar field amplitude, 5.3
spatial coherence, 5.3
and speckle, 5.22
and spectral representation, 5.22
and spectrum of light, 5.19–5.22, 5.20f
and statistical radiometry, 5.22
temporal, 2.41, 5.3
time averages in, 6.4–6.5

Coherence area, 5.3
Coherence length, 2.19
Coherence time, 5.3
Coherence volume, 5.3
Coherency matrix, 12.29–12.30, 14.41
Coherent arrays, scattering by, 7.2–7.3
Coherent backscattering, 9.14–9.15, 9.14f
Coherent mode representation (spectrum 

of light), 5.20–5.21
Coherent optical image enhancement, 

11.14–11.17
Coherent radiation, 30.2, 30.25–30.26
Coherent scattering, 7.3, 9.2, 9.3, 9.5–9.7, 9.6f
Collimation, 35.8, 35.9f, 35.10f
Collineation, 1.56–1.63

of conjugate lines, 1.59
of conjugate planes, 1.58–1.59
coordinate systems and degrees of freedom 

for, 1.57
equations of, 1.57–1.58
general properties of, 1.62–1.63
matrix representation of, 1.59–1.60
of rotationally symmetric lenses, 

1.60–1.62, 1.62f
Colocalization, single molecule 

high-resolution, 28.23
Color:

axial, 1.91, 29.9, 29.37
in human visual system, 26.18
lateral, 1.91–1.92
in xerographic systems, 34.11–34.12, 

34.11f–34.13f
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Color filter arrays (CFAs), in solid-state 
cameras, 26.18

Coma, 1.31, 24.7, 29.37
Coming’s glass molding process, 22.9, 22.9f
Compact disks (CDs), 35.1–35.2, 35.5n
Compensators, 13.53–13.56, 13.54f,

13.55f, 28.38
Complementary aperture screens, 3.9–3.11
Complementary metal-oxide semiconductors 

(CMOSs), 26.8–26.9
Complex amplitude, 2.4, 2.5, 11.2
Complex degree of coherence, 2.37, 5.4
Complex degree of spectral coherence, 5.5
Complex refractive index, 7.12–7.13, 12.5, 12.6
Composite retardation plates, 13.52, 13.53
Compound microscopes, 17.10
Compound mirror optics configurations, 

30.15–30.16, 30.15f
Conductance channels, in speckle patterns, 9.16
Conductive magnetic brush (CMB), 34.6
Conductivity, diffraction and, 3.32–3.33
Configurational coordinate model, 

of lineshapes, 10.22, 10.23f
Confocal Cassegrainians (telescopes), 18.21
Confocal microscopy, 28.49–28.51, 28.49f, 28.51f
Confocal parabolas, 18.20, 18.20f, 18.21
Conic constant (term), 1.34, 29.37
Conic mirrors, 29.3f, 29.4f
Conical surfaces, in systems of revolution, 

1.34–1.35
Conjugate lines, collineation of, 1.59
Conjugate matrices, 1.68–1.71, 1.73
Conjugate planes:

collineation of, 1.58–1.59
in microscopes, 28.4–28.5

Conscopic imaging, 28.8–28.9
Conservation of étendue, law of, 1.22
Constructive interference, 2.7
Continuous wave (CW) dye lasers, 10.8
Contrast, in microscopy:

bright field microscopy, 28.25, 
28.27–28.28, 28.27f

dark field microscopy, 28.28
Hoffman modulation contrast, 28.29
interference microscopy, 28.33–28.44, 28.35f,

28.37f, 28.38f, 28.40f, 28.42f, 28.43f
and modulation transfer function, 

28.24–28.25, 28.25f, 28.26f
phase contrast, 28.28–28.29, 28.29f
SSEE microscopy, 28.29, 28.30, 

28.30f–28.33f, 28.33

Contrast transfer function (CTF), 4.7–4.8, 
4.8f, 28.24

Cook objectives, 29.31
Coordinate systems:

for aberrations of point images, 1.86
for collineation, 1.57
for Fresnel equations, 12.6–12.7, 12.7f
left-handed, 12.6
for Mueller matrices, 14.19–14.20

Cornu’s spiral, 3.16–3.19, 3.18f
Corotron, in xerographic systems, 34.2, 34.3f
Correctors, for reflective and catadioptric 

objectives:
aplanatic, anastigmatic Schwarzschild with 

aspheric corrector plate, 29.13
Cassegrain with spherical secondary and 

field corrector, 29.8–29.9
Mangin-Cassegrain with correctors, 29.24
Ritchey-Chretien telescope with two-lens 

corrector, 29.8
spherical-primary Cassegrain with reflective 

field corrector, 29.9
three-lens prime focus corrector, 29.10

Correlated double sampling (CDS), 26.11
Correlators, acousto-optic, 11.10–11.12, 11.11f
Cosine condition, of stigmatic imaging, 

1.30, 1.30f
Cosine-to-the-fourth approximation, 1.81
Cotton polarizers, 13.21
Couder objective, 29.12
Coulomb repulsion, 10.10, 10.12, 10.16
Coupled-dipole method, 7.15
Couple-mode theory, in integrated optics, 21.8
Coverslip correction, 28.10–28.11, 28.12f, 28.13
Critical illumination, 28.7
Cross-spectral density function, 5.5, 5.9, 

5.10, 5.16
Crystalline-quartz retardation plates, 

13.46–13.48
Curie temperature, 35.25
Curvature:

of space curves, 1.18–1.19
vertex (paraxial), 1.32–1.33

Curved surfaces, radial gradients with, 24.7
Cylinders, scattering by, 7.14
Cylindrical lenses, 22.45, 22.46f
Cylindrical wavefronts, 3.13–3.21, 3.14f

and Cornu’s spiral, 3.16–3.19, 3.18f, 3.19t
and opaque strip construction, 3.20–3.21
from rectangular apertures, 3.19–3.20
from straight edges, 3.14–3.16
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Czerny-Turner monochromators, 31.6
Czerny-Turner mounts, 20.8f, 20.14t

Dall-Kirkham objective, 29.8
Dammann approach, for binary gratings, 23.12
Dark decay, of xerographic photoreceptors, 34.3
Dark field microscopy, 28.28
Data noise, 35.24
Data rates, 30.6–30.8
Data-reduction equations, polarimetric, 

15.14–15.15
Decentered lens arrays, for agile beam 

steering, 30.57–30.60, 30.58f–30.60f,
30.62–30.63

Decomposition:
of conjugate matrices, 1.71–1.72
of Mueller matrices, 14.33

Cholesky decomposition, 14.41, 14.42
polar decomposition, 14.39–14.40
SVD, 15.25–15.27

Weyl’s plane-wave, 3.23
Deep reactive ion etching (DRIE), 22.7, 

22.23, 30.62
Deep x-ray lithography (DXRL), 22.7
Defocus, 1.82, 1.83, 1.83f, 1.85–1.86, 1.90, 1.91
Degenerate integrated structures, 21.12
Degree of circular polarization (DoCP), 15.10
Degree of coherence, 2.37
Degree of linear polarization (DoLP), 15.10
Degree of polarization (DoP), 

12.14–12.15, 15.9
Degree of polarization (DoP) surfaces 

and maps, 14.31–14.32, 14.32f
Density (coherency) matrix, 

12.29–12.30, 14.41
Depolarization:

defined, 15.7
and diagonal depolarizers, 14.30
Mueller matrices for, 14.30–14.39

depolarization index, 14.32
generators of, 14.33–14.39, 14.36f, 14.37f

and volume scattering, 9.16–9.17, 9.17f
Depolarization index, 14.32
Depth of field, 1.84, 17.37, 28.22–28.23
Depth of focus, 1.84, 17.37, 17.37f, 28.22
Derivative matrices, 1.73
Derotation, of polygon scanners, 30.35–30.36
Destructive interference, 2.7
Development, in xerographic systems, 

34.5–34.10, 34.5f–34.9f

Diagonal depolarizers, 14.30
Dialytes (lenses), 17.25, 17.25f
Diamagnification, 1.23
Diamond turning, 22.15–22.18, 22.16t,

22.17f, 22.18f
Diattenuation and diattenuators, 14.6, 15.7

linear, 14.8, 14.17
Mueller matrices for, 14.16–14.19, 14.16f

Dichroic polarizers, 13.24–13.33, 
13.26f, 13.27f

coatings as, 13.28
measuring polarization of, 13.33
pyrolytic-graphite polarizers, 

13.28–13.29, 13.29f
sheet polarizers, 13.25–13.28

Dichroism, 15.19, 15.41, 31.17, 31.20, 31.21
Dielectric impermeability, 21.9
Differential detection, of optical disk data, 

35.22–35.23, 35.22f
Differential geometry, of rays, 1.19–1.21
Differential scattering cross-sections (DSCs), 

7.8, 8.3, 8.4
Differential-interference contrast (DIC) 

microscopy, 28.27, 28.39–28.41, 28.40f
Differential-phase-shift-keyed (DPSK) 

transmission, 21.30, 21.32
Diffraction, 3.2–3.3, 3.3f

anomalous, 7.5, 7.6f
Bragg, 11.9, 11.9f
from circular apertures, 3.6–3.7, 3.6f, 3.7f
and Cornu’s spiral, 3.16–3.17
of cylindrical wavefronts, 3.13–3.21, 3.14f

Cornu’s spiral, 3.16–3.19, 3.18f, 3.19t
opaque strip construction, 3.20–3.21, 3.21f
from rectangular apertures, 3.19–3.20, 3.20f
from straight edge, 3.14–3.16, 3.14f, 3.15f

definition of, 3.6
from disks, 3.7–3.8
Fraunhofer, 3.24–3.28, 3.24f–3.26f

Airy diffraction as, 28.17
conducting screens for, 3.33f
and gratings, 20.3

Fresnel-Kirchhoff formula, 3.21, 3.22, 3.32
Green’s function, 3.22–3.23
Huygens-Fresnel construction, 3.4–3.13

Babinet principle, 3.9–3.11, 3.10f, 3.11f
circular apertures and disks, light from, 

3.6–3.9, 3.6f–3.9f
Fresnel zones, 3.4–3.6
zone plates, 3.11–3.13
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Diffraction (Cont.):
mathematical theory of, 3.21–3.29

diffraction grating, 3.28–3.29, 3.29f, 3.30f
Fraunhofer diffraction, 3.24–3.28
Fresnel and Fraunhofer approximations, 

3.23–3.24
Rayleigh-Sommerfeld, 3.9, 3.10, 3.23, 3.29
and resolution of microscopes, 28.19–28.22, 

28.20f, 28.21f
scalar diffraction theory, 23.10–23.13, 23.11t,

23.12f, 23.13f
by spheres, 7.4
stationary phase approximation for, 3.29, 

3.31–3.32
vector, 3.32–3.37, 3.32f–3.37f,

23.13–23.14, 23.14f
Diffraction efficiency, 23.9, 23.9f, 23.10t
Diffraction gratings, 3.28–3.29, 3.29f, 3.30f, 20.4

arrayed waveguide, 21.24
beam-splitter, 23.11, 23.12
binary, 23.13
dispersive gratings vs., 20.3–20.4
interference, 33.14
multiple beam, 2.28–2.29, 2.29f, 2.30f
for PICs, 21.19
as polarizers, 13.30–13.33

Diffraction patterns, three-dimensional, 
28.19–28.22

Diffraction-limited depth of focus, 28.22
Diffraction-limited lenses, 17.37–17.39, 

17.41f–17.42f
Diffraction-type polarizers, 13.30–13.33
Diffractive optics, 33.13, 35.28, 35.28f, 35.29
Diffusers, 6.5, 6.5f, 6.7, 23.13
Diffusion approximation, of radiative 

transfer, 9.11–9.12
Digital holographic microscopy (DHM), 28.42, 

28.43
Digital light processing (DLP), 30.3, 30.60
Digital micromirror devices (DMDs), 22.23, 

30.60–30.61
Digital transmission, in integrated optics, 

21.31–21.32
Digitized Green’s function, 7.15, 7.16
Dioptric systems, 1.9
Dipole approximation, discrete, 7.16
Dipole model of light, 3.33–3.36, 3.37f
Dirac delta function, 5.9, 5.12, 6.8
Dirac equation, for one-electron atom, 10.10
Dirac series, 30.8

Direct overwrite (DOW), of optical disks, 
35.30, 35.30f

Direct-vision prisms, 19.2
Discharged area development (DAD), 34.4
Discrete dipole approximation, 7.16
Discrete signals, incoherent processing of, 

11.17–11.20, 11.18f, 11.19f
Disk rotation speed, of optical disks, 35.5–35.6
Disks, as aperture screens, 3.7–3.11, 3.8f
Dispersion, 20.1
Dispersive prisms and gratings, 20.1–20.15

configurations of, 20.4–20.15
diffraction gratings vs., 20.3–20.4
Eagle configuration, 20.7, 20.11f
Ebert-Fastie configuration, 20.8, 20.12f
Littrow configuration, 20.7f, 20.10
Paschen-Runge configuration, 20.7, 20.11f
Pfund configuration, 20.8f, 20.10, 20.13f
in spectrometers, 20.2–20.3, 20.3f
in spectroradiometers, 20.1, 20.2f, 20.14t
Wadsworth configuration, 20.5f, 20.8, 20.12f

Displays, of cameras, 25.6–25.7
Distances:

in Gaussian lenses, 1.51–1.53
hyperfocal, 1.85

Distortion, 29.37
barrel, 1.91
nonrectilinear, 27.6
of objectives, 29.6
pincushion, 1.91
pupil, 1.78
rectilinear, 27.6, 27.13f, 27.14f

Distortion-free focusing lenses, 18.4
Distributed Bragg reflector (DBR) lasers, 21.25, 

21.30, 21.32, 21.37, 21.37f
Distributed feedback (DFB) lasers, 21.25, 

21.29, 21.30, 21.32, 21.38, 21.42
Distributed index of refraction, 24.1 [See also

Gradient index (GRIN) optics]
Distributed-index planar microlenses, 

22.26–22.31, 22.27f–22.30f, 22.27t, 22.31t
Disturbance of wavefront, 3.5–3.6, 

3.14–3.15, 3.14f
Division-of-amplitude photopolarimeter 

(DOAP), 16.15, 16.15f, 16.16
Division-of-amplitude polarimeters, 15.5–15.6
Division-of-aperture polarimeters, 15.5
Division-of-wavefront photopolarimeter 

(DOWP), 16.14, 16.14f
Doppler broadening, 10.2, 10.7, 31.23
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Doppler shift, 2.13, 5.23, 11.6, 31.30
Double Dove prisms, 19.3t, 19.10, 19.10f
Double refraction, in calcite, 13.2–13.6, 

13.4t–13.5t
Double-beam spectrophotometers, 

31.4–31.5, 31.5f
Double-Gauss lenses, 17.27–17.28, 17.28f, 27.2
Double-pass monochromators, 20.9f
Double-pass objective optics, 30.32–30.33, 30.32f
Double-passed two-beam interferometers, 32.8
Double-reflection error control, 30.50–30.51, 

30.50f, 30.51f
Double-slit apertures, 3.26–3.28, 3.27f, 3.28f
Doublets, achromatic (lenses), 17.22–17.25, 

17.23f–17.25f, 17.24t
Dove prisms, 19.3t, 19.9, 19.9f, 19.10, 19.10f
Drude model, 21.10
Dual magnification Cassegrain objective, 

29.9–29.10
Dual rotating retarder polarimeters, 15.16, 15.16f
Dummond, D. G., 13.47
Duty cycle, for input/output scanning, 30.14
Dynamic range, of solid-state cameras, 

26.11, 26.14
Dynamic scattering, 9.7–9.8, 9.7f
Dyson interference microscopes, 28.41, 

28.42, 28.42f
Dyson lenses, 18.21, 18.22, 18.22f

Eagle configuration, of dispersive prisms, 
20.7, 20.11f

Ebert-Fastie configuration, 20.14t
Ebert-Fastie configuration, of dispersive 

prisms, 20.8, 20.12f
Eccentric field arrangement, of lenses, 18.22
Eccentricity, 1.34, 15.10
Edge response, OTF and, 4.7
Effective focal length (EFL):

of camera lenses, 27.3f–27.5f, 27.7f–27.16f,
27.18f–27.22f, 27.25

of Gaussian lenses, 1.48
of microlenses, 22.10

Effective index method, 12.11, 12.12, 21.4
Effective medium theories (EMTs), 16.4, 16.9
Effective-medium representation, of volume 

scattering, 9.8
Efficiency factors, for scattering by particles, 

7.5, 7.6f
E-folding distance, 7.13
Eigenpolarization, 15.7

Eikonals, 1.12–1.14
Einstein coefficients:

for spontaneous emission, 31.3
for stimulated absorption, 10.6

Eisenburg and Pearson two-mirror, three 
reflection objective, 29.25

Elastic scattering, 7.3
Electric fields, 2.3–2.4, 3.2, 3.3
Electromagnetic dipole model of light, 

3.33–3.36, 3.37f
Electromagnetic theory, 12.4
Electronic holography, 33.9–33.14, 33.11f–33.13f
Electronic structure, of atoms, 10.12–10.16, 

10.13f–10.15f
Electronic-speckle pattern interferometry 

(ESPI), 33.9–33.13, 33.11f–33.13f
Electrons:

lifetimes of, 10.6
in multielectron atoms, 10.10–10.11
in one-electron atoms, 10.7–10.9, 10.8f, 10.9f
and optical spectra, 10.12–10.16, 10.13f–10.15f

Electro-optic holography (EOH), 33.11–33.13, 
33.12f, 33.13f

Electro-optic (gradient) scanners, 30.45–30.48, 
30.46f–30.48f

Electro-optic tensors, 21.10
Electro-optical modulators, 15.23
Ellipsometers, 16.10–16.18, 16.10f–16.12f

for azimuth measurements, 16.16
four-detector photopolarimeters, 

16.14–16.16, 16.14f–16.16f
interferometric arrangements of, 16.18
normal-incidence rotating-sample, 16.18
null, 16.11, 16.12
perpendicular-incidence, 16.17–16.18, 16.18f
photometric, 16.12–16.14, 16.13f, 16.14f
return-path, 16.16–16.17, 16.17f
rotating-analyzer, 16.13, 16.13f, 16.14
rotating-detector, 16.14, 16.14f

Ellipsometric angles, 16.3
Ellipsometry, 16.1–16.21

about, 16.2–16.3, 16.2f
applications, 16.21
conventions, 16.3–16.4, 16.3f
defined, 15.7
generalized, 16.19
instrumentation for (see Ellipsometers)
Jones-matrix generalized, 16.19
modeling and inversion, 16.4–16.9, 

16.6f–16.8f, 16.10f
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Ellipsometry (Cont.):
Mueller-matrix generalized, 16.19–16.21, 

16.20f, 16.20t, 16.21f
multiple-angle-of-incidence, 16.3
and polarimetry, 15.30–15.32, 15.31f, 15.32f
spectroscopic, 16.3
transmission, 16.10
variable-angle spectroscopic, 16.3

Elliptical polarizers, 14.10, 15.17–15.18
Elliptical retarders, Mueller matrices for, 14.14
Ellipticity, of polarization elements, 15.10
Empty magnification limit, 28.17
Endoscopic cameras, 25.21, 25.21f
Enhanced backscatter (EBS), 6.5–6.7, 6.5f
Entrance pupil (lens), 1.76, 17.8, 18.4–18.6, 29.37
Entrance pupil distance (ENP) of camera 

lenses, 27.3f–27.5f, 27.7f–27.16f,
27.18f–27.22f, 27.25

Entrance window (lens), 17.9
Epi-illumination, in microscopes, 28.7–28.9, 

28.7f, 28.8f
Epitaxy, 21.17–21.20
Equivalent lenses, 17.20
Equivalent particles, in volume scattering, 9.6
Erasing, in xerographic systems, 34.10
Etching, for PICs, 21.18–21.19
Étendue, 1.22, 1.81, 13.7
Euler equations, 1.20
Excitonic effects, in integrated optics, 21.11
Exit pupil (lens), 1.76, 17.8, 18.6, 29.37
Exit pupil distance (EXP), of camera lenses, 

27.3f–27.5f, 27.7f–27.16f,
27.18f–27.22f, 27.25

Exit window (lens), 17.9
Exiting beam, of polarimeters, 15.4
Exposure, in xerographic systems, 34.3
Extended boundary condition method 

(EBCM), 7.15
Extended objects, images of, 1.27
Extended sources, interference by, 2.20
Extinction cross section, 7.5, 7.8
Extinction paradox, 7.8
Extinction ratio:

about, 12.14–12.15, 12.17
of polarizers, 12.21–12.24, 12.22f, 12.23f, 14.6

Extreme wide-angle lenses, 27.6, 27.13f, 27.14f
Eye loupes, 17.9–17.10
Eye relief (ER), 18.8–18.10, 18.9f, 18.10f
Eye space, of afocal lenses, 18.4
Eye space pupil diameter, 18.6

Eye tracking, in cameras, 25.14–25.15, 
25.14f, 25.15f

Eyepieces, in afocal systems, 18.7

Fabry-Perot etalon (cavity), 2.33, 2.33f
Fabry-Perot interferometers, 32.4–32.7, 

32.7f, 32.14
in dynamic wave meters, 32.17
in gravitational wave interferometers, 

32.21, 32.21f
as heterodyne interferometers, 32.10
and multiple beam interference, 2.33–2.36, 

2.34f, 2.35f
and wire-grid polarizers, 13.31

False polarization, 15.38
Faraday cages, 34.8, 34.8f
Faraday rotators, 28.46
Faraday shutters, 25.22
Fast axis, 12.25, 15.7
Fax machines, 24.6
Feedthrough, of optical disk data, 35.14
Fermat’s principle, 1.11–1.13, 1.24
Ferrimagnetism, 35.25, 35.26, 35.26f
Feussner prisms, 13.6, 13.7, 13.22–13.23, 13.22f
Fiber interferometers, 32.14–32.16, 32.15f
Fiber optic gyroscopes (FOG), 21.2, 

21.35–21.37, 21.36f, 21.36t
Fiber squeezers, 15.24
Fiber-to-fiber excess loss, 21.13–21.14
Fick’s law, 9.12
Field (lens), 1.74
Fields, of rays, 1.13
Field angles:

of apertures, 1.75, 1.75f, 1.76
of Glan-Thompson type prisms, 13.12

Field curvature, 1.91, 29.7, 29.37
(See also Petzval curvature)

Field flatness (aberration), 1.91
Field flattener lenses, 17.28
Field intensities, of waves, 2.5–2.6
Field lenses, 1.82, 1.82f, 17.10
Field of view (FOV), 1.74

in Keplerian afocal lenses, 18.11
for reflective and catadioptric objectives, 

29.34–29.35, 29.35f, 29.36f
in telescopes, 18.15–18.16, 18.15f

Field size (lens), 28.13
Field stop, 1.74, 17.9, 29.5, 29.37
Field-effect-transistors (FETs), 21.38
Field-flattened Schmidt objective, 29.14–29.15
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Fill factor, of binary optics, 23.8
Film (camera), 25.5, 25.6
Filters:

for coherent optical image enhancement, 
11.14–11.17

of Mach-Zehnder interference, 21.23, 
21.24f, 21.25

narrowband, 3.3
for pattern recognition, 11.12–11.14
spatial, 11.5–11.6, 11.6f

Finesse:
coefficient of, 2.31
of Fabry-Perot etalon, 2.34, 2.35
of interferometers, 32.6

Finish models, for surface scattering, 8.14–8.15
Finite conjugate afocal relays, 18.11–18.12, 18.12f
Finite rays, 1.35
Finite-difference time-domain (FDTD) 

technique, 7.16–7.17
First-order optics, 1.29, 1.37
First-order retardation plates, 13.46
Fish-eye lenses, 27.6
Fixed-pattern noise (FPN), 26.11
Fizeau interferometers, 2.24–2.26, 2.25f, 32.2, 

32.2f, 32.17
Flame hydrolysis (FHD), 21.13–21.14
Flash (camera), 25.16, 25.17f
Flat-field objective optics, 30.30–30.33
Flat-medial-field objectives, 29.11
Fluorescence imaging with one nanometer 

accuracy (FIONA), 28.23
Fluorescence line narrowing (FLN), 10.18, 

31.29, 31.29f
Fluorescent microscopy, 28.48–28.49
Flux:

of polarization elements, 15.9
and radiative transfer, 9.12–9.13, 9.13f

F-number, 1.79, 17.9
Focal Gaussian lenses, 1.45–1.53, 1.47f

conjugate equations of, 1.49–1.50, 1.49f
magnifications and distances in, 1.50–1.53
nodal points of, 1.48, 1.48f, 1.49
principal focal points of, 1.47
principal planes of, 1.47, 1.47f, 1.48
reduced coordinates of, 1.53

Focal length:
effective

of camera lenses, 27.3f–27.5f, 27.7f–27.16f,
27.18f–27.22f, 27.25

of Gaussian lenses, 1.48
of microlenses, 22.10

Focal length (Cont.):
in gradient index optics, 24.5–24.6
primary, 3.12
of surfaces, 1.39–1.40
in systems of revolution, 1.40

Focal lines, 1.58
Focal planes, 1.57, 1.70
Focal plane-to-focal plane conjugate 

matrices, 1.69
Focal points:

front and rear, 1.40, 1.47
of lens systems, 17.7
principal, 1.47, 1.58

Focal ratio, 29.5, 29.37
Focal-plane-to-focal-plane geometry, 

11.3–11.4, 11.3f
Focus, range of, 1.85
Focus error signal (FES), 35.12–35.14, 35.13f
Focusing, of optical disks, 35.9–35.12, 

35.11f, 35.12f
Form birefringence (term), 15.41
Form dichroism (term), 15.41
Förster resonance energy transfer (FRET), 28.23
45° half-wave linear retarders, Mueller matrices 

for, 14.12t
45° linear polarizers, 14.10t
45° quarter-wave linear retarders, Mueller 

matrices for, 14.12t
Forward-looking infrared (FLIR) systems, 

30.22, 30.23, 30.51
Foster prisms, 13.7, 13.18f, 13.21–13.22
Foucault prisms, 13.7, 13.17
Four-detector photopolarimeters (FDPs), 

16.14–16.16, 16.14f–16.16f
Fourier analysis, for radiative transfer, 9.11
Fourier domain filters, 11.13
Fourier transform lenses, 18.12
Fourier transform plane, 33.16–33.19, 

33.18f, 33.20f
Fourier transforms:

in analog optical and image processing, 
11.3–11.5, 11.5f

and coherence theory, 5.20
and diffraction, 3.2, 3.24
for focal plane-to-focal plane 

matrices, 1.69
and transfer functions, 4.2
of uniformly illuminated linear 

aperture, 30.54
Four-powered-mirror lenses, 18.21, 18.21f
Fractal model of surface finish, 8.14
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Fractals:
brownian, 8.9, 8.17
Fresnel-Kirchhoff approximation for, 8.8–8.9

Frankford Arsenal prisms, 19.3t, 19.18–19.24, 
19.18f–19.24f

Frank-Ritter-type prisms, 13.6, 13.6f,
13.13–13.14

Franz-Keldysh effect, 21.11, 21.11f
Fraunhofer approximation, 5.14, 5.16
Fraunhofer diffraction, 3.24–3.28, 3.24f–3.26f

Airy diffraction as, 28.17
conducting screens for, 3.33f
and gratings, 20.3

Fraunhofer theory, 7.11
Fredericksz cells, 14.31, 15.21
Free spectral range (FSR), of interferometers, 

2.34, 2.35, 2.35f, 32.5
Frenet equation, 1.19
Frequency domain, 7.17
Frequency-modulation interferometers, 32.9, 

32.9f, 32.10
Fresnel amplitude reflection coefficients, 

12.7–12.8
Fresnel amplitude transmission 

coefficients, 12.8
Fresnel diffraction, 3.24
Fresnel equations, 12.6–12.13, 12.15

for absorbing materials, 12.10–12.13, 12.13f
coordinate system for, 12.6–12.7, 12.7f
for nonabsorbing materials, 12.8–12.10, 12.9f

Fresnel intensity reflectivities, 8.6
Fresnel lenses, micro-, 22.31–22.37, 

22.31f–22.33f, 22.35f–22.37f
Fresnel losses, 22.10
Fresnel number, 3.25
Fresnel propagation kernels, 6.6
Fresnel reflection coefficients, 8.10
Fresnel rhombs, 13.45, 13.50f
Fresnel Risley prisms, 19.27f
Fresnel zones, 3.4–3.6, 3.4f

for cylindrical wavefronts, 3.6f, 3.7f,
3.13–3.14, 3.14f

and Fraunhofer diffraction, 3.25
opaque strip obstruction, 3.20–3.21, 3.21f

Fresnel-Kirchhoff approximation, 8.5–8.9
Fresnel-Kirchhoff diffraction formula, 3.21, 

3.22, 3.32
Fresnel’s biprism, 2.16, 2.16f
Fresnel’s mirror, 2.16, 2.16f
Fringe localization, 2.14
Fringe visibility (contrast), 2.7–2.8

Fringe-counting interferometers, 32.8, 32.8f
Fringes of equal inclination, 2.20–2.22, 

2.21f, 2.22f
Fringes of equal thickness, 2.22–2.24, 2.23f
Front focal lengths, 1.40
Front focal points, 1.40, 1.47
Front principal planes, 1.48
Front vertex distance (FVD), camera lens 

performance and, 27.3f–27.5f,
27.7f–27.16f, 27.18f–27.22f, 27.25

Full width at half maximum (FWHM) 
points, 30.9

Full-frame arrays, of CCDs, 26.3–26.4, 26.4f
Fusing, in xerographic systems, 34.10

Gabor objective, 29.20
Galilean lenses, 18.7, 18.15–18.17, 

18.15f, 18.16f
Galilean telescopes, 18.15
Galvanometer scanners, 30.41–30.44, 

30.43f, 30.44f
Gauss points, of lenses, 1.44
Gaussian analyses, of lenses:

afocal, 18.4–18.7, 18.7f
focusing, 18.2–18.4, 18.3f, 18.5f

Gaussian lenses, 1.44–1.55
afocal, 1.45, 1.46f, 1.53–1.54, 1.53f, 1.54f
focal, 1.45–1.53, 1.47f

conjugate equations of, 1.49–1.50, 1.49f
magnifications and distances in, 1.50–1.53
nodal points of, 1.48, 1.48f, 1.49
principal focal points of, 1.47
principal planes of, 1.47, 1.47f, 1.48
reduced coordinates of, 1.53

notation for, 1.45t
properties of, 1.54
systems of, 1.54–1.55

Gaussian optics, 1.29, 1.44
GDx Nerve Fiber Analyzer, 15.41
Gédamine, 13.9, 13.10, 13.11f, 13.20
General deviation prisms, 19.3t, 19.28, 

19.28f–19.29f
General Photonics, 15.24
Generalized ellipsometry (GE), 16.19
Generalized Lagrange invariant (étendue), 

1.22, 1.81, 13.7
Geometrical optics:

for aberrations of point images, 
1.86–1.92, 1.86f

and binary optics, 23.5–23.9, 23.5f–23.9f, 23.10t
characteristic functions of, 1.13–1.18, 1.15f
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Geometrical optics (Cont.):
for collineation, 1.56–1.65, 1.65f
and conservation of étendue, 1.22
defined, 1.8
for Gaussian lenses, 1.44–1.55

afocal, 1.45, 1.46f, 1.53–1.54, 1.53f, 1.54f
focal, 1.45–1.55, 1.47f–1.49f
notation for, 1.45t
properties of, 1.54
systems of, 1.54–1.55

and images about known rays, 
1.43–1.44, 1.44f

for imaging, 1.26–1.31, 1.30f
at interfaces of homogeneous media, 1.23–1.26
lens sizes and fields in, 1.74–1.85

apertures, 1.74–1.77, 1.75f
cosine-to-the-fourth approximation, 1.81
field lenses, 1.82, 1.82f
fields, 1.74, 1.77, 1.84
F-number, 1.79
focus and defocus, 1.82–1.85, 1.83f
irradiance, 1.80
power per pixel, 1.80
pupils, 1.76–1.79, 1.76f, 1.78f
telecentricity, 1.83–1.84
total lens étendue, 1.81
vignetting, 1.81, 1.81f, 1.82

paraxial matrix methods, 1.65–1.74
and rays, 1.8–1.13

in heterogeneous media, 1.18–1.22
paths of, 1.10–1.13

and skew invariant, 1.23
of systems of revolution, 1.32–1.43

paraxial optics of, 1.37–1.43
ray tracing in, 1.35–1.37, 1.36f
surfaces, 1.32–1.35
unfolded reflections, 1.32

Geometrical path length, 1.11
Geometrical wavefronts, 1.12–1.13
Gimbal-less two-axis scanning-micromirror 

devices (GSMDs), 30.61–30.62, 30.62f
Glan-Foucault prisms, 13.7, 13.9, 13.11f,

13.12–13.14
Glan-Taylor prisms, 13.7, 13.9n, 13.10–13.14, 

13.10f, 13.11f
Glan-Thompson prisms, 13.6, 13.6f,

13.9–13.12, 13.10f, 13.18f, 13.22
field angle of, 13.12
and optical spectrometers, 31.7
sheet polarizers vs., 13.27
transmission by, 13.9–13.10, 13.11f

Glan-type prisms, 13.6, 13.6f, 13.8–13.15
defects and testing of, 13.14–13.15
Frank-Ritter, 13.6, 13.6f, 13.13–13.14
Glan-Foucault, 13.7, 13.9, 13.11f,

13.12–13.14
Glan-Taylor, 13.7, 13.9n, 13.10–13.14, 

13.10f, 13.11f
Glan-Thompson, 13.6f, 13.9–13.12, 13.10f,

13.11f, 13.27
Lippich, 13.6, 13.6f, 13.12–13.13
Marple-Hess, 13.12, 13.13
precautions with, 13.14

Glass:
for microlenses, 22.9–22.10, 22.10t, 22.11f,

22.12t, 22.13t, 22.14f
for objectives, 29.2, 29.2t
sol-gel formed, 24.8

Glass-calcite Rochon prisms, 13.20
Glazebrook prisms, 13.6, 13.9 (See also

Glan-Thompson prisms)
Goerz prism system, 19.3t, 19.17, 19.17f
Goos-Hanchen shift, 21.4
Graded index profile, of optical waveguides, 21.4
Graded-index (GRIN) films, 16.9
Gradient dispersion, 24.3
Gradient index (GRIN) optics, 24.1–24.8

analytic solutions of, 24.2
axial gradient lenses, 24.3–24.5, 24.4f
materials, 24.8
mathematical representations of, 24.2–24.3
radial gradients, 24.5–24.8, 24.5f, 24.7f

Grating equation, 23.4
Grating interferometers, 32.4, 32.5f
Grating multiplexers, 23.11, 23.12
Grating polarizers, 13.33
Gratings (see Diffraction gratings; Dispersive 

prisms and gratings)
Gravitational-wave interferometers, 

32.21, 32.21f
Gray code, on optical disks, 35.16
Gray-scale masks, 22.23–22.25, 

22.23f–22.25f
Green’s function, 3.22–3.23, 3.22f

in approximations of multiple 
scattering, 9.10

digitized, 7.15, 7.16
in scattering, 9.3

Gregorian objective, 29.10
Grooved regions, on optical disks, 35.15, 

35.15f, 35.16
Gunn diodes, 31.21
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Haidinger fringes, 2.22, 2.22f, 2.27
Half-period zones, 3.5
Half-shade devices, 13.56–13.57
Half-wave linear retarders, Mueller matrices 

for, 14.12t, 14.13
Half-wave plates, 12.25, 12.27
Half-wave retarders, Mueller matrices 

for, 14.14
Halle prisms, 13.16f, 13.17
Hamiltonian optics, 1.13, 1.43
Hamilton’s equations for rays, 1.21
Harting-Dove (Dove) prisms, 19.3t, 19.9, 

19.9f, 19.10, 19.10f
Hartman testing, 22.26
Hartnack-Prazmowski prisms, 13.16f, 13.17
Hartree-Fock variational approach, 10.11
Hastings (Brashear-Hastings) prisms, 19.3t,

19.25, 19.25f
Hausdorff-Besicovitch dimension, 8.8
Header information, on optical disks, 35.6
Heisenberg uncertainty principle, 21.11
Heisenberg’s matrix mechanics, 10.3
Helmholtz equation, 3.2, 5.9, 5.10, 33.3
Helmholtz invariant, 1.77 (See also Two-ray 

paraxial invariant)
Hermitian matrices, 14.19, 14.41
Herschel condition, 1.31, 29.34, 29.37
Herschelian objectives, 29.6, 29.27
Heterodyne interferometers, 32.10, 32.10f,

32.20, 32.20f
Heterogeneous media, rays in, 1.9, 1.18–1.22
High-dry objectives, 28.11, 28.12f
Higher-order aberrations, 29.37
Highlight color, in xerographic systems, 

34.12, 34.13f
High-performance miniature systems, 

22.5–22.8
High-speed cameras, 25.21–25.22, 25.22f
Hilbert space formulation, 5.2
Hoffman modulation contrast 

microscopy, 28.29
Holographic inspection, 33.16–33.19, 

33.17f–33.18f, 33.20f–33.22f
Holographic memory, 33.24–33.25
Holographic microscopes, 28.42, 

28.43, 28.43f
Holographic optical elements (HOEs), 

33.13–33.16, 33.15f, 35.28–35.29, 35.29f
Holographic optics, 33.13
Holographic scanners, 30.38–30.41, 

30.40f–30.42f

Holography, 33.1–33.25
electronic, 33.9–33.14, 33.11f–33.13f
and holographic inspection, 33.16–33.19, 

33.17f–33.18f, 33.20f–33.22f
and holographic memory, 33.24–33.25
and interferometry, 33.4–33.9, 33.8f
and lithography, 33.22–33.24, 33.22f–33.24f
optical elements for, 33.13–33.16, 33.15f
principles of, 33.2–33.4, 33.3f

Holtronic Technologies holographic system, 33.23
Homogeneous broadening, of lineshapes, 10.7
Homogeneous coordinates, of collineation 

matrix, 1.59
Homogeneous media, 1.9, 1.23–1.26
Homogeneous polarization elements:

defined, 15.7
in Mueller matrices, 14.25–14.26

Homogeneous sources of light, 5.11–5.12, 5.19
Hopkin’s formula, 5.13
Horizontal half-wave linear retarders, Mueller 

matrices for, 14.12t
Horizontal linear polarizers, 14.9, 14.10t
Horizontal quarter-wave linear retarders, 

Mueller matrices for, 14.12t
Houghton objectives, 29.22–29.23
Huang-Rhys parameter, 10.22
Hubble space telescope, 29.8
Human visual system (HVS), color in, 26.18
Hund’s rule, 10.12
Hurst dimension, 8.8
Huygens wavelets, 5.16
Huygens-Fresnel construction (diffraction), 

3.4–3.13
Babinet principle, 3.9–3.11
for double refraction in calcite, 13.5
Fresnel zones in, 3.4–3.6
and light from circular apertures 

and disks, 3.6–3.9
zone plates in, 3.11–3.13, 3.12f

Hydrogen, Bohr’s theory of, 10.3
Hyperfocal distance, 1.85
Hysteresis loops, of optical disks, 35.27, 

35.27f, 35.28

Ideal imaging (term), 1.28, 1.38
Identity matrix, 14.8
Illumination:

critical, 28.7
epi-, 28.7–28.9, 28.7f, 28.8f
for input/output scanning, 30.14
trans-, 28.5–28.7, 28.6f
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Illumination area, surface scattering and, 8.12
Image(s), 1.26

about known rays, 1.43–1.44, 1.44f
aerial, 1.26
from cameras, 25.5, 25.7
of extended objects, 1.27
in focal Gaussian lenses, 1.51
formation of, 6.9–6.10, 6.9f, 17.5–17.8, 

17.5f, 17.6f
latent, 34.1–34.4, 34.2f–34.3f
medial, 29.11, 29.37
point, 1.85–1.92, 1.88f
of points, 1.27
received, 1.26
recorded, 1.26
in systems of revolution, 1.42
two-dimensional, 11.12–11.17, 11.13f
virtual, 29.38

Image derotation, 30.36
Image distance, 18.3
Image distribution, for cameras, 25.7
Image enhancement, coherent optical, 

11.14–11.17
Image erectors, 18.10
Image height, 1.27, 18.4
Image inversion, 19.2
Image plane, 1.27
Image point, 1.27
Image processing, analog (see Analog optical 

signal and image processing)
Image receptors, in xerographic systems, 34.1
Image reversion, 19.2
Image rotation, 30.35–30.36
Image space, 1.26, 1.83–1.84, 1.83f
Image space numerical aperture, 1.79
Image-forming cone (bundle), 1.74
Image-forming rays, 1.74
Imaging:

conscopic vs. orthoscopic, 28.8–28.9
fluorescence, 28.23
in geometrical optics, 1.26–1.31
ideal, 1.17, 1.28–1.29, 1.38
in microscopes, 28.44–28.54

aperture-scanning microscopy, 28.53–28.54
confocal microscopy, 28.49–28.51, 

28.49f, 28.51f
fluorescent microscopy, 28.48–28.49
light field microscopy, 28.53
polarizing microscopes, 28.44–28.48, 

28.44f, 28.46f, 28.47f
structured illumination, 28.52

Imaging (Cont.):
Newtonian equation for, 17.8
in polarimeters, 15.6
pupil, 1.76
stigmatic, 1.29–1.31, 1.30f

Image-space scanners, 30.18–30.23
Immersion lenses, 17.11
Imperfect polarizers, 13.33
Impermeability, dielectric, 21.9
Inclination factor, 3.5
Incoherent arrays, scattering by, 7.2–7.3
Incoherent light sources, 5.12, 5.18–5.19
Incoherent processing, of discrete signals, 

11.17–11.20, 11.18f, 11.19f
Incoherent radiation, 30.2, 30.26, 30.27
Incoherent scattering, 9.2–9.5
Incomplete polarimeters, 15.4
Incomplete sample-measuring polarimeters, 

15.16–15.17
Index ellipsoid equation, 21.9–21.10
Index of refraction (refractive index), 1.9

for Brewster angle transmission polarizers, 
12.21–12.22

complex, 7.12–7.13, 12.5, 12.6
distributed, 24.1
in gradient index optics, 24.2–24.3
in integrated optics, 21.8–21.9
of polarizers, 12.16, 12.18
for rays in heterogeneous media, 1.21–1.22
of shallow radical gradients, 24.7–24.8

Infrared emitting diodes (IREDs), 25.14, 25.14f
Infrared radiation, single-order plates and, 13.47
Inhomogeneous (heterogeneous) media, rays 

in, 1.9, 1.18–1.22
Inhomogeneous optics, 24.1 (See also Gradient 

index (GRIN) optics)
Inhomogeneous polarization elements, 

14.25–14.26, 14.26f, 15.7, 15.20
Input planes, translations of, 1.68
Input/output scanning, 30.2, 30.4–30.6, 

30.25–30.34
objective, preobjective, and postobjective, 

30.28–30.29, 30.29f, 30.30f
objective optics, 30.30–30.33, 30.32f–30.33f
power density and power transfer of, 

30.25–30.28, 30.27f, 30.28f
resolution of, 30.8–30.14, 30.10f, 30.10t,

30.11t, 30.12f–30.13f
Inspection, holographic, 33.16–33.19, 

33.17f–33.18f, 33.20f–33.22f
Instant pictures, 25.8
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Instrumental polarization, 12.15
Insulating magnetic brush (IMB), 34.6
Integrated circuits:

photonic
of III-V materials, 21.17–21.20
in integrated optics, 21.2
in WDM systems, 21.37, 21.38

polarizers for, 13.57
Integrated optic circuits (IOCs), 21.2
Integrated optics (IO), 21.1–21.41

applications of, 21.31–21.39
analog transmission, 21.32–21.34, 

21.33f, 21.34f
digital transmission, 21.31–21.32
fiber optic gyroscopes, 21.35–21.37, 

21.36f, 21.36t
silicon photonics transmission, 

21.38, 21.39
switching, 21.34–21.35, 21.34f
WDM systems, 21.37–21.38, 

21.37f–21.39f
circuit elements of, 21.21–21.31

active devices, 21.25–21.31, 
21.26f–21.31f

passive devices, 21.21–21.25, 
21.22f–21.25f

future trends in, 21.39–21.41
advanced integration, 21.40–21.41
shift from R&D to manufacturing, 

21.39–21.40
materials and fabrication techniques for, 

21.13–21.21
ion-exchanged glass waveguides, 21.13
LiNbO3 and LiTaO3, 21.16–21.17, 

21.28, 21.33
PICs of III-V materials, 21.17–21.20
silicon photonics, 21.14–21.16, 21.15f
thin film oxides, 21.13–21.14

physics of, 21.3–21.12
carrier effects, 21.10–21.12
index of refraction, 21.8–21.9
linear electro-optical effect, 21.9–21.10
nonlinear effects, 21.12
optical waveguides, 21.3–21.8, 

21.3f–21.5f, 21.7f
thermal effects, 21.12

Intensified CCD (ICCD), 26.3
Intensity, 5.7, 11.2
Intensity interferometers, 32.19
Intensity reflection coefficients, 12.8–12.12
Intensity transmission coefficients, 12.9–12.10

Interference, 2.3–2.42
by amplitude division, 2.19–2.28

extended source, 2.20
Fizeau interferometers, 2.24–2.26, 2.25f
fringes of equal inclination, 2.20–2.22, 

2.21f, 2.22f
fringes of equal thickness, 2.22–2.24, 2.23f
Michelson interferometer, 2.26–2.28, 

2.26f–2.27f
plane-parallel plate, 2.19, 2.20f
thin films, 2.24

applications of, 2.42
and coherence, 2.36–2.42, 2.36f,

2.38f–2.40f, 2.42f
constructive and destructive, 2.7
effects of, 2.5–2.14

aberrated wavefronts, 2.12, 2.13
coherence, 2.13
interference fringes, 2.6–2.8, 2.6f, 2.7t
plane wave and spherical wave, 

2.9–2.11, 2.10f
temporal beats, 2.13
two plane waves, 2.8–2.9, 2.9f
two spherical waves, 2.11–2.12, 2.12f, 2.13f

multiple beam, 2.28–2.36
diffraction gratings, 2.28–2.29, 2.29f, 2.30f
Fabry-Perot interferometer, 2.33–2.36, 

2.34f, 2.35f
plane-parallel plates, 2.30–2.33, 2.30f,

2.32f, 2.33f
order of, 2.7
by wavefront division, 2.14–2.19, 2.15f–2.18f
and wavefronts, 2.4–2.5, 2.5f
and waves, 2.3–2.4, 2.5f

Interference filters, Mach-Zehnder, 21.23, 
21.24f, 21.25

Interference fringes, 2.6–2.8, 2.6f, 2.7t
Interference gratings, 33.14
Interference microscopy, 28.33–28.44

differential-interference contrast 
microscopes, 28.39–28.41, 28.40f

Dyson microscopes, 28.41, 28.42, 28.42f
holographic, 28.42, 28.43, 28.43f
Jamin-Lebedev microscopes, 

28.38–28.39, 28.38f
Linnik microscopes, 28.36–28.38, 28.37f
Mach-Zehnder microscopes, 28.36, 28.37f
Mirau microscopes, 28.41, 28.42, 28.42f
and optical coherence tomography, 28.43–28.44
optical path difference (OPD) in, 

28.33–28.34, 28.35f, 28.36
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Interference polarizers, 13.39–13.41, 13.40f
Interferometers (interferometry), 32.1–32.21

double-passed two-beam, 32.8
Fabry-Perot, 32.4–32.7, 32.7f, 32.14

in dynamic wave meters, 32.17
in gravitational wave interferometers, 

32.21, 32.21f
as heterodyne interferometers, 32.10
and multiple beam interference, 

2.33–2.36, 2.34f, 2.35f
and wire-grid polarizers, 13.31

fiber, 32.14–32.16, 32.15f
finesse of, 32.6
Fizeau, 2.24–2.26, 2.25f, 32.2, 32.2f, 32.17
free spectral range of, 2.34, 2.35, 2.35f, 32.5
frequency-modulation, 32.9, 32.9f, 32.10
fringe-counting, 32.8, 32.8f
grating, 32.4, 32.5f
gravitational-wave, 32.21, 32.21f
heterodyne, 32.10, 32.10f, 32.20, 32.20f
and holography, 33.4–33.9, 33.8f
intensity, 32.19
and interferometric optical switches, 32.19
and interferometric wave meters, 

32.16–32.17, 32.16f, 32.17f
laser-Doppler, 32.12–32.13, 32.13f
laser-feedback, 32.13–32.14, 32.14f
Mach-Zehnder, 21.10, 21.12, 21.14, 21.16, 

21.32, 21.40, 32.3, 32.3f, 33.5
Michelson, 2.26–2.28, 2.26f–2.27f, 32.2, 

32.3f, 32.21, 33.4
Michelson stellar, 2.40–2.41, 2.40f,

32.19, 32.19f
Newton, 2.25
Nomarski, 32.4, 32.5f
nulling, 32.20–32.21
phase-conjugate, 32.17, 32.18, 32.18f
phase-locked, 32.11–32.12, 32.12f
phase-shifting, 32.10–32.11, 32.11f
polarization, 32.4, 32.5f
Sagnac, 21.35, 21.36, 21.36f, 32.3–32.4, 32.4f
second-harmonic, 32.17–32.18, 32.18f
shearing, 32.4, 32.6f
stellar, 32.19–32.21, 32.19f, 32.20f
three-beam, 32.7–32.8, 32.7f
and two-wavelength interferometry, 32.9
Twyman-Green, 2.28, 32.2, 32.9, 33.5
Young’s two pinhole, 6.3

Interferometric arrays, 32.20–32.21
Interferometric ellipsometry, 16.18

Interferometric optical switches, 32.19
Interferometric wave meters, 32.16–32.17, 

32.16f, 32.17f
Interline transfer, of CCDs, 26.4–26.5, 

26.5f, 26.6f
Intersection points, ray tracing for, 1.36, 1.36f
Invariance properties, of rays, 1.10
Invariants, optical, 18.7
Inverse filters, for coherent optical image 

enhancement, 11.14–11.17
Inverse Galilean telescopes, 18.15, 18.16, 18.16f
Inverse systems, conjugate matrices for, 1.71
Inverted telephoto lenses, 27.2, 27.6, 

27.7f–27.14f
highly complex extreme speed, 27.6, 

27.9f–27.12f
with nonrectilinear distortion, 27.6
with rectilinear distortion correction, 

27.6, 27.13f, 27.14f
very compact moderate speed, 27.6, 

27.7f–27.8f
Ion exchange process, 24.8
Ion-exchanged glass waveguides, 21.13
Ions, tri-positive rare earth, 10.16–10.18, 

10.16t, 10.17f
Iris (lens), 17.8
Irradiance, 3.3

of circular patterns and disks, 3.7–3.8
of complementary aperture screen patterns, 

3.10–3.11
and diffraction gratings, 3.28, 3.29
of double-slit patterns, 3.27, 3.27f
of lambertian objects, 1.80
of straight-edge patterns, 3.15–3.17, 3.18f
as vector, 3.33, 3.37f
and zone plates, 3.11, 3.12f

Irradiation, microbeam, 28.54
Isotropic homogenous spheres, scattering 

by, 7.11–7.14

Jamin-Lebedev microscopes, 
28.38–28.39, 28.38f

Jellett-Cornu prisms, 13.56
J-K model, of surface finish, 8.13, 8.15
Jones calculus, 12.29–12.30
Jones matrix, 7.10

in ellipsometry, 15.30, 16.19
and Mueller matrices, 14.3, 14.22–14.24, 

14.27, 14.33
tensor product of, 14.23
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Keplerian afocal lenses, 18.7–18.14
in binoculars, 18.13–18.14, 18.14f
and eye relief manipulation, 18.8–18.10, 

18.9f, 18.10f
field-of-view limitations in, 18.11
finite conjugate afocal relays, 

18.11–18.12, 18.12f
for scanners, 18.13, 18.13f
in terrestrial telescopes, 18.10–18.11, 18.11f
thin-lens model, 18.7–18.8, 18.8f

Keplerian telescopes, 18.10
Kerr cell shutters, 25.22
Kerr cells, 31.9
Kerr effect, 15.23, 35.21, 35.23, 35.25
Kinematic lens mounts, 22.7, 22.8f
Klein bottle, 14.15
Kodak Cameo Motordrive camera, 25.16, 25.16f
Kodak Cobra flash, 25.16, 25.17f
Kodak DCS 200 camera, 25.7
Kodak Fun Saver Portait 35, 25.16, 25.17f
Kodak glass molding process, 22.9, 22.10
Koehler (Köhler) illumination:

and coherence theory, 6.12–6.13, 6.12f
in microscopes, 28.4–28.5, 28.5f, 28.7, 28.9

Korsch objectives, 29.30–29.32, 29.34
Kramers states, 31.19, 31.19f, 31.20
Kramers-Kronig relation, 21.11
Kronecker delta function, 5.20
Kubelka-Munk theory, 9.13

Lagrange invariant, 1.22, 1.41, 1.77, 1.81, 13.7, 
17.5, 30.11

Lamb shift, 10.4
Lambertian objects, irradiance for, 1.80
Lambert’s law, 5.12
Lamipol structures, 13.57
Landé interval formula, 10.17
Landolt fringe, 13.14, 13.17, 13.18
Lands, of optical disks, 35.3, 35.5f
Landscape lenses, 17.17–17.20, 

17.17f–17.20f, 17.19t
Laporte selection rule, 10.10
Large-format cameras, 25.18–25.20
Large-format film, 25.6
Laser direct write (LDW) fabrication, 

22.19–22.23, 22.20f–22.22f
Laser modes, coherence theory and, 5.23
Laser noise, 35.12, 35.24
Laser power modulation (LPM), 35.17–35.19
Laser radar (LIDAR) systems, 30.51

Laser speckle, 9.14
Laser Stark spectroscopy, 31.27–31.29, 

31.27f, 31.28f
Laser-assisted chemical etching (LACE), 22.45
Laser-Doppler interferometers, 

32.12–32.13, 32.13f
Laser-feedback interferometers, 

32.13–32.14, 32.14f
Lasers:

continuous wave (CW) dye, 10.8
distributed Bragg reflector, 21.25, 21.30, 

21.32, 21.37, 21.37f
distributed feedback, 21.25, 21.29, 21.30, 

21.32, 21.38, 21.40
for interferometry, 2.41–2.42

Latent images, in xerographic systems, 
34.1–34.4, 34.2f–34.3f

Lateral color, 1.91–1.92, 29.14, 29.37
Lateral magnification, 17.5
Lateral resolution, of microscopes, 28.17–28.19
Lau effect, 6.7–6.8, 6.8f
Laurent half shades, 13.56
Leaky waveguides, 21.3
Left circular polarizers, Mueller matrices 

for, 14.10t
Left half-wave circular retarders, Mueller 

matrices for, 14.12t
Left-circularly polarized light, 12.27
Left-handed coordinate systems, 12.6
Legendre transformations, 1.13, 1.15, 1.16
Leica Summitar lenses, 17.28, 17.28f
Leman prisms, 19.3t, 19.13, 19.13f
Length-to-aperture (L/A) ratio, for prisms, 13.7
Lens axis, 1.32 (See also Optical axis)
Lens law, 17.8
Lenses, 17.3–17.39

axial separations in, 1.52
cardinal points of, 1.44, 17.7
conjugate matrices for, 1.71
defined, 1.9
effective focal length of, 1.48, 22.10, 

27.3f–27.5f, 27.7f–27.16f,
27.18f–27.22f, 27.25

entrance pupil of, 1.76, 17.8, 18.4–18.6, 29.37
entrance window of, 17.9
equivalent, 17.20
exit pupil of, 1.76, 17.8, 18.6, 29.37
exit window of, 17.9
field size of, 28.13
fields of, 1.74
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Lenses (Cont.):
F-number and numerical aperture of, 17.9
Gauss points of, 1.44
Gaussian analyses of, 18.2–18.7, 18.3f,

18.5f, 18.7f
geometrical optics for, 1.74–1.85

apertures, 1.74–1.77, 1.75f
cosine-to-the-fourth approximation, 1.81
field lenses, 1.82, 1.82f
fields, 1.74, 1.77, 1.84
F-number, 1.79
focus and defocus, 1.82–1.85, 1.83f
irradiance, 1.80
power per pixel, 1.80
pupils, 1.76–1.79, 1.76f, 1.78f
telecentricity, 1.83–1.84
total lens étendue, 1.81
vignetting, 1.81, 1.81f, 1.82

image formation in, 17.5–17.8, 17.5f, 17.6f
inverses of, 1.71
for magnifiers, 17.9–17.10
for microscopes, 28.9–28.17 (See also

Reflective and catadioptic lenses)
compound, 17.10
objective lenses, 28.9–28.15, 28.10t,

28.11t, 28.12f, 28.13t, 28.14f–28.16f
oculars, 28.16–28.17

natural stop shift of, 22.3
nodal points of, 1.48, 1.49
optical center point of, 17.16, 17.17
performance of, 17.29–17.36, 17.30f–17.35f
for periscopes, 18.19, 18.19f
pupils of, 17.8–17.9
rays in, 1.35
for scanners, 18.13, 30.57–30.60, 

30.58f–30.60f
shape factor of, 17.12–17.13, 17.13f
single element, 17.12–17.17, 

17.13f–17.16f, 17.17t
stops of, 17.8–17.9
systems of, 17.7, 17.20–17.22, 17.21f–17.22f
See also specific types of lenses

Lenslets, monolithic, 22.25–22.26, 22.25f
Lifetimes, of electrons, 10.6
Light-emitting diodes (LEDs):

in integrated optics, 21.2
and parallel matrix-vector multipliers, 11.18
and serial incoherent matrix-vector 

multipliers, 11.17–11.18
transmission by, 21.32

Light field microscopy, 28.53
Light grasp (étendue), 1.22, 1.81, 13.7
Light sources, 5.6, 5.9–5.13
Light-gathering power (étendue), 1.22, 1.81, 13.7
Light-measuring polarimeters, 15.3–15.4, 

15.11–15.13
Linear diattenuation and diattenuators, 

14.8, 14.17
Linear electro-optic effect, 21.9–21.10
Linear magnification, 18.4
Linear polarization sensitivity, 14.17
Linear polarizers, 14.9, 14.10t, 15.7
Linear systems, coherence theory for, 6.3–6.4
Linearity:

in paraxial matrix methods, 1.66
of systems of revolution, 1.41
and transfer functions, 4.2

Linnik interference microscopes, 
28.36–28.38, 28.37f

Liouville’s theorem, 1.22
Lippich-type prisms, 13.6, 13.12–13.13

Glan-Taylor, 13.7, 13.9n, 13.10, 13.10f,
13.11f, 13.12–13.14

half-shade, 13.12n, 13.56
Marple-Hess, 13.12, 13.13

Liquid crystal (LC) cells, 15.32f, 15.33–15.35, 
15.33f, 15.34t

Liquid crystal displays (LCDs), 25.7
Liquid crystal (LC) lenses, 22.40–22.41, 22.42t
Liquid crystal on silicon (LCOS) panels, 15.28
Liquid crystal retarders, 15.21–15.23, 15.22f
Liquid crystal variable retarders (LCVRs), 

15.21–15.23, 15.22f
Liquid immersion development, in xerographic 

systems, 34.9, 34.10
Liquid lenses, 22.37–22.41, 22.38f–22.41f, 22.42t
Liquid-phase epitaxial (LPE) growth, 21.17
Lissajous-type figures, from Risley prisms, 

19.25, 19.26f
Lithium niobate (LiNbO3), 21.16–21.17, 21.28, 

21.33, 21.39
Lithium tantalate (LiTaO3), 21.17
Lithography:

deep x-ray, 22.7
and holography, 33.22–33.24, 33.22f–33.24f
and miniature and micro-optics, 22.18–22.25

with gray-scale masks, 22.23–22.25, 
22.23f–22.25f

laser direct write fabrication, 22.19–22.23, 
22.20f–22.22f
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Littrow configuration, of dispersive prisms, 
20.7f, 20.10

Littrow mirrors, 20.4
Lloyd’s mirror, 2.16, 2.17f, 2.18
Localization, in volume scattering, 

9.13–9.17, 9.14f
Longitudinal aberrations, 1.87
Longitudinal magnification, 1.28, 1.52, 17.5
Lorentzian distribution of frequencies, 10.7
Loupes, eye, 17.9–17.10
Low inertia scanners, 30.43
Low-light-level television (LLTV) systems, 26.3
Low-order flux models, of radiative transfer, 

9.12–9.13, 9.13f
Lu-Chipman polar decomposition, 14.39–14.40
Lukosz-type super-resolving systems, 

6.9–6.10, 6.9f
Luminescence, 31.17, 31.19–31.21, 31.19f
Luminescence excitation spectrometers, 

31.11–31.12, 31.11f
Luminescence spectrometers, 31.5–31.12, 

31.8f, 31.11f
Luminosity (étendue), 1.22, 1.81, 13.7
Luneburg lenses, 1.21, 22.26 (See also

Distributed-index planar microlenses)
Lyot coronagraphs, 29.5
Lyot stop, 29.5, 29.5f, 29.37

Mach-Zehnder (MZ) interference filters, 21.23, 
21.24f, 21.25

Mach-Zehnder (MZ) interference microscopes, 
28.36, 28.37f, 28.39

Mach-Zehnder (MZ) interferometers, 21.10, 
21.12, 21.14, 21.16, 21.32, 21.40, 32.3, 
32.3f, 33.5

Mach-Zehnder (MZ) modulators, 21.26, 
21.27f, 21.28, 21.32, 21.34

Magnetic brush development, in xerographic 
systems, 34.5–34.7, 34.5f–34.7f

Magnetic circular dichroism (MCD), 
31.20, 31.21

Magnetic circular polarization (MCP), 31.21
Magnetic field modulation (MFM), 35.19, 

35.19f, 35.20
Magnetic resonance, optically detected, 

31.21–31.23, 31.22f, 31.23f
Magneto-optical (MO) disks, 35.2
Magneto-optical (MO) modulators, 15.23
Magneto-optical (MO) readout, 35.21–35.24, 

35.22f, 35.24f

Magneto-optical (MO) recording, 35.25–35.28, 
35.26f, 35.27f (See also Optical disk 
data storage)

Magnification, 1.28
afocal, 18.5–18.6
angular, 1.52, 1.78, 18.4
axial (longitudinal), 1.28, 1.52, 17.5
dia-, 1.23
by focal Gaussian lenses, 1.52–1.53
lateral, 17.5
linear, 18.4
longitudinal, 1.28
and magnifiers, 17.9–17.10
in microscopes, 28.3–28.4
pupil, 1.76
pupil angular, 1.78
scan, 30.5, 30.12–30.14
secondary, 29.12, 29.38
in systems of revolution, 1.42
transverse, 1.28, 1.50–1.51
visual, 1.28

Maksutov objectives, 29.19, 29.20
Malus-Dupin principle, 1.12
Mangin elements, in objective design, 29.6
Mangin objectives, 29.7, 29.24
Mapping, of object and image space, 1.27
Marginal rays, 1.75, 17.8, 29.37
Marple-Hess prisms, 13.12, 13.13
Mask layout, for binary optics, 23.14–23.16, 

23.15f, 23.15t
Maskless lithography tool (MLT), 22.23
Mass-transport process, for miniature and 

micro-optics, 22.45, 22.46f
Master groups, of zoom lenses, 27.17
Master-oscillator/power-amplifiers (MOPAs), 

21.30, 21.30f
Matched filters, for pattern recognition, 

11.12–11.13
Matrices:

amplitude scattering, 7.10
for collineation, 1.59–1.60
computing polarization with, 12.27–12.30
density (coherency), 12.29–12.30, 14.41
identity, 14.8
Jones, 7.10

in ellipsometry, 15.30, 16.19
and Mueller matrices, 14.3, 14.22–14.24, 

14.27, 14.33
tensor product of, 14.23

paraxial, and geometrical optics, 1.65–1.74
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Matrices (Cont.):
Pauli spin, 14.24, 14.41
point spread, 15.36, 15.36f
power, 1.67
for radiative transfer, 9.11
for single scattering, 9.16, 9.17
Stokes, 14.4
T-matrix method, 7.15
See also Mueller matrices

Matrix generators, 14.27
Maxwell equations, 7.3
Maxwell fisheye (lens), 1.21
Maxwell-Boltzmann velocity distribution, 31.24
Maxwell-Garnett mixing formula, 9.8
Maxwellian ideal imaging, 1.17, 1.28, 1.38
Maxwell’s electromagnetic theory, 10.3
Maxwell’s equations:

and binary gratings, 23.13
and coherence theory, 5.2, 5.3
and diffraction, 3.1, 3.2, 3.4
and laws of reflection and refraction, 1.24
and optical waveguides, 21.3, 21.5
and surface scattering, 8.4

McCarthy objective, 29.32
McKinley relays, 18.18, 18.18f, 18.19
Mean-field approximation, 7.16
Mechanical distances, in focal Gaussian 

lenses, 1.53
Medial images, 29.11, 29.37
Medium-format film, 25.6
Meinel-Shack objective, 29.28
Mellin transforms, 11.14
Melted-resin arrays, 22.42–22.45, 

22.42f–22.44f
Memory, holographic, 33.24–33.25
Meridians (meridional planes), 1.27, 1.32
Meridional rays, 1.35, 1.37
Mersenne objectives, 29.9, 29.12
Mersenne telescopes, 18.20
Metal-insulator semiconductor (MIS) 

capacitors, 26.2
Metal-organic molecular beam epitaxy 

(MOMBE), 21.17, 21.18
Metal-organic vapor-phase epitaxy (MOVPE), 

21.17–21.18
Metal-oxide semiconductor (MOS) capacitors, 

26.2, 26.6
Mica retardation plates, 13.45–13.46
Michel Lévy Color Chart, 28.35f
Michelson interferometers, 2.26–2.28, 

2.26f–2.27f, 32.2, 32.3f, 32.21, 33.4

Michelson stellar interferometers, 2.40–2.41, 
2.40f, 32.19, 32.19f

Microbeam irradiation, 28.54
Microelectromechanical systems (MEMS), 30.3
Micro-Fresnel lenses (MFLs), 22.31–22.37, 

22.31f–22.33f, 22.35f–22.37f
Microlenses:

distributed-index planar, 22.26–22.31, 
22.27f–22.30f, 22.27t, 22.31t

micro-Fresnel lenses (MFLs), 22.31–22.37, 
22.31f–22.33f, 22.35f–22.37f

molded glass, 22.9–22.10, 22.10t, 22.11f,
22.12t, 22.13t, 22.14f

molded plastic, 22.10, 22.12–22.15
Micromachining techniques, for binary optics, 

23.16, 23.16f, 23.17
Micromirrors, 22.23, 30.61–30.62, 30.62f
Micro-optical table (MOT) techniques, 

22.6, 22.7f
Micro-optics (see Miniature and micro-optics)
Microscopes, 28.1–28.56

aperture-scanning microscopy, 28.53–28.54
bright field microscopy, 28.25, 

28.27–28.28, 28.27f
compound, 17.10
confocal microscopy, 28.49–28.51, 

28.49f, 28.51f
contrast in

bright field microscopy, 28.25, 28.27–28.28, 
28.27f

dark field microscopy, 28.28
Hoffman modulation contrast, 28.29
interference microscopy, 28.33–28.44, 

28.35f, 28.37f, 28.38f, 28.40f,
28.42f, 28.43f

modulation transfer function, 
28.24–28.25, 28.25f, 28.26f

phase contrast, 28.28–28.29, 28.29f
SSEE microscopy, 28.29–28.33, 

28.30f–28.33f
dark field microscopy, 28.28
differential-interference contrast, 

28.39–28.41, 28.40f
Dyson, 28.41, 28.42, 28.42f
fluorescent microscopy, 28.48–28.49
history of, 28.1–28.3
holographic, 28.42, 28.43, 28.43f
imaging modes of, 28.44–28.54, 28.44f,

28.46f, 28.47f, 28.49f, 28.51f
interference microscopy, 28.35f, 28.37f,

28.38f, 28.42f, 28.43f
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Microscopes (Cont.):
Jamin-Lebedev, 28.38–28.39, 28.38f
lenses in, 28.9–28.17, 28.10t, 28.11t,

28.12f–28.16f
light field microscopy, 28.53
Linnik, 28.36–28.38, 28.37f
Mach-Zehnder, 28.36, 28.37f
Mirau, 28.41, 28.42, 28.42f
optical arrangements in, 28.3–28.9, 

28.4f–28.8f
optical path difference (OPD) in, 

28.33–28.34, 28.35f, 28.36
resolution, 28.17–28.24, 28.18f–28.21f
specimen manipulation for, 28.54–28.55
SSEE microscopy, 28.29–28.33, 28.30f–28.33f

Mie scattering, 7.11, 7.12, 9.17
Miller algorithm, 7.15
Miniature and micro-optics, 22.1–22.46, 22.46f

and binary optics, 23.7–23.8, 23.7f–23.8f
design considerations, 22.2–22.8
diamond turning, 22.15–22.18, 22.16t,

22.17f, 22.18f
distributed-index planar microlenses, 

22.26–22.31, 22.27f–22.30f, 22.27t, 22.31t
drawn preform cylindrical lenses, 22.45, 22.46f
high-performance miniature systems, 

22.5–22.8
laser-assisted chemical etching (LACE), 22.45
liquid lenses, 22.37–22.41, 22.38f–22.41f,

22.42t
and lithography, 22.18–22.25, 22.20f–22.25f
mass-transport process, 22.45, 22.46f
melted-resin arrays, 22.42–22.45, 

22.42f–22.44f
micro-Fresnel lenses, 22.31–22.37, 

22.31f–22.33f, 22.35f–22.37f
molded microlenses, 22.8–22.15

molded glass, 22.9–22.10, 22.10t, 22.11f,
22.12t, 22.13t, 22.14f

molded plastic, 22.10, 22.12–22.15
monolithic lenslet modules, 

22.25–22.26, 22.25f
Minimum signal, for solid-state cameras, 

26.13–26.14
Minox camera, 25.21
Mirages, 24.1, 24.2f
Mirau interference microscopes, 28.41, 

28.42, 28.42f
Mircolens arrays, for agile beam steering, 

30.57–30.60
Mirror-image effect, 12.6

Mirrors:
compound, 30.15–30.16, 30.15f
conic, 29.3f, 29.4f
Fresnel’s, 2.16, 2.16f
Littrow, 20.4
Lloyd’s, 2.16, 2.17f, 2.18
micromirrors, 22.23, 30.61–30.62, 30.62f
plane, 1.25
in reflecting afocal lenses, 18.20, 18.20f,

18.21, 18.21f
reflection from, 1.25
for scanners, 30.14–30.16, 30.15f,

30.60–30.62, 30.62f
as thin lenses, 1.55
See also Reflective and catadioptric objectives

Misfocus, 1.82
Mixed characteristic functions, 1.13
Mobius strip, 14.15
Modulation transfer function (MTF), 4.3

calculations, 4.3–4.6, 4.4f, 4.5f
and camera lens performance, 27.3f–27.5f,

27.7f–27.16f, 27.18f–27.22f, 27.24, 27.25
and characteristics of objective detectors, 28.16
and contrast of microscopes, 28.24–28.25, 

28.25f, 28.26f
and development in xerographic 

systems, 34.7
diffraction-limited, 4.4–4.5, 4.4f, 4.5f
measurements of, 4.6–4.8, 4.8f
for microscopes, 28.24, 28.25f
for scanners, 4.6
for solid-state cameras, 26.14
at specific wavelengths, 17.38, 17.39
of uniformly illuminated apertures, 30.9, 

30.10, 30.10f
Modulators:

electro-optical modulators, 15.23
Mach-Zehnder, 21.26–21.28, 21.27f,

21.32, 21.34
magneto-optical modulators, 15.23
photo-elastic, 15.21, 16.13
polarization (retardance), 15.20–15.24
traveling wave, 21.26

Molecular beam epitaxy (MBE), 21.17, 21.18
Molecular Expressions (website), 28.3
Molecular scattering, 7.11
Monocentric Schmidt-Cassegrain 

objectives, 29.16
Monocentric systems, 29.37
Monochromatic aberration correction, 

23.6–23.7
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Monochromatic sources of light, 5.11
Monochromators:

Czerny-Turner, 31.6
double-pass, 20.9f
Perkin-Elmer Model 99, 20.9f
Unicam double-, 20.10, 20.13, 20.15f

Monogon scanners, 30.34–30.36
Monolithic lenslet modules (MLMs), 

22.25–22.26, 22.25f
Moving electron beam exposure system 

(MEBES), 23.15, 23.16, 23.16f
Mueller calculus, 12.28–12.30
Mueller matrices, 7.10, 14.1–14.42

about, 14.3–14.4
coordinate system, 14.19–14.20
and depolarization, 14.30–14.31

depolarization index, 14.32
generators of, 14.33–14.39, 14.36f, 14.37f
nondepolarizing matrices, 14.24–14.25, 

14.27–14.30
diattenuators/diattenuation, 14.16–14.19, 

14.16f
in ellipsometry, 15.30, 16.19–16.21, 16.20f,

16.20t, 16.21f
and Jones matrices, 14.22–14.24
normalization of, 14.19
physically realizable, 14.40–14.42
polar decomposition of matrices, 

14.39–14.40
and polarimetry, 15.8–15.9, 15.11

elements of, 15.13–15.14
in error analysis, 15.28
singular value decomposition, 15.25–15.27

polarizance, 14.18
and polarization, 14.7, 14.8, 14.25–14.27, 14.33

average degree of polarization, 14.32–14.33
degree of polarization surfaces and maps, 

14.31–14.32, 14.32f
ideal polarizers, 14.8–14.10, 14.10t
nonpolarizing, 14.8

for radiative transfer, 9.11
for refraction and reflection, 14.20–14.22
retarder, 14.11, 14.12t, 14.13–14.15, 14.15f
for single scattering, 9.16, 9.17
and Stokes parameters, 14.4–14.6
transmittance, 14.16–14.17

Mueller matrix bidirectional reflectance 
distribution function (MMBRDF), 
15.39, 15.39f, 15.40f

Mueller matrix polarimeters, 15.26–15.27

Mueller polarimeters, 15.4
Mueller vectors, 15.15
Mueller-Jones matrices, 14.24, 14.27–14.29

(See also Nondepolarizing Mueller matrices)
Muller convention, 12.6
Multielectron atoms, 10.10–10.11
Multifocal lenses, 23.12, 23.12f, 23.13f
Multiple beam interference, 2.28–2.36

diffraction gratings, 2.28–2.29, 2.29f, 2.30f
Fabry-Perot interferometers, 2.33–2.36, 

2.34f, 2.35f
plane-parallel plates, 2.30–2.33, 2.30f,

2.32f, 2.33f
Multiple (volume) scattering, 9.2, 9.3, 9.8–9.17

analytical theory of, 9.9–9.10, 9.9f
depolarization, 9.16–9.17, 9.17f
effective-medium representation, 9.8
radiative transfer, 9.10–9.13, 9.11f, 9.13f
speckle patterns, 9.15–9.16, 9.15f
weak localization, 9.13–9.17, 9.14f

Multiple-angle-of-incidence ellipsometry 
(MAIE), 16.3

Multiple-order retardation plates, 13.47–13.48
Multiple-track read-write with diode laser 

arrays, 35.28
Multiplexed image scanning, 30.23, 30.24f
Multiplexed sensors, for fiber 

interferometers, 32.16
Multiplexing, spatial, 23.8
Multiplication, 11.3
Multipliers, serial incoherent matrix-vector, 

11.17–11.18, 11.18f
Mutual coherence function, 2.36–2.38, 2.36f,

5.4, 5.10, 6.2–6.3
Mutual intensity, 5.11, 6.3–6.4, 6.7, 6.8

Nakamura biplates, 13.56
Narrowband filters, 3.3
Natural broadening, of lineshapes, 10.7
Natural stop shift, of lenses, 22.3
Net complex amplitude, 2.5
Neutron scattering, 9.6
Newton interferometers, 2.25
Newton ring method, 29.22
Newtonian form, of Gaussian equations, 18.4
Newtonian imaging equation, 17.8
Newtonian objectives, 29.6
Newton’s equation, for Gaussian focal lenses, 1.49
Newton’s ring pattern, 2.10, 2.19, 2.25–2.26
Nicol curtate prisms, 13.16f, 13.17
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Nicol-type polarizers, 13.6, 13.6f, 13.10f,
13.15–13.18

conventional, 13.6f, 13.15–13.16
Glan-type vs., 13.8–13.9
trimmed, 13.16–13.18, 13.16f

Nikon N8008s camera, 25.7
Nikon Plan Apochromat, 28.13, 28.14f
Nipkow disks, 28.50, 28.51f
Nippon Sheet Glass, 24.2, 24.6, 24.7
Nodal planes, of Gaussian lenses, 1.48–1.49
Nodal plane-to-nodal plane conjugate 

matrices, 1.69
Nodal points, of lenses, 1.48, 1.48f, 1.49, 17.7
Nodal rays, 17.16
Noether’s theorem, 1.21
Noise:

data, 35.24
fixed-pattern, 26.11
laser, 35.12, 35.24
and optical disk data, 35.12, 35.23–35.24, 

35.24f
pattern, 26.11–26.12, 26.12f
shot, 26.11
in solid-state cameras, 26.11–26.12, 26.12f

Noise equivalent exposure (NEE), 26.10
Nomarski interferometers, 32.4, 32.5f
Nomarski prisms, 28.40, 28.41
Nonafocal lenses, 1.46 (See also Focal lenses)
Noncalcite prisms, 13.23–13.24
Noncosmological red shift, 5.23
Nondepolarizing Mueller matrices, 

14.24–14.25, 14.27–14.30
Nondispersive prisms, 19.1–19.29

Abbe’s, 19.3t, 19.7, 19.7f–19.8f
Amici (roof), 19.3t, 19.11, 19.12f
and beam deviation, 19.2
and beam displacement, 19.2
Brashear-Hastings, 19.3t, 19.25, 19.25f
Carl Zeiss, 19.3t, 19.16, 19.16f
Dove, 19.3t, 19.9, 19.9f, 19.10, 19.10f
Frankford Arsenal, 19.3t, 19.18–19.24, 

19.18f–19.24f
general deviation, 19.3t, 19.28, 19.28f–19.29f
Goerz, 19.3t, 19.17, 19.17f
and image inversion/reversion, 19.2
Leman, 19.3t, 19.13, 19.13f
Pechan, 19.3t, 19.11, 19.11f
penta, 19.3t, 19.13, 19.14f
Porro, 19.3, 19.3t, 19.5f, 19.6, 19.6f
retroreflectors, 19.3t, 19.28, 19.28f

Nondispersive prisms (Cont.):
reversion, 19.3t, 19.14, 19.14f
rhomboidal, 19.3t, 19.25, 19.25f
right-angle, 19.3, 19.3t, 19.4f
Risley, 19.3t, 19.25, 19.25f–19.27f, 19.27
Schmidt, 19.3t, 19.12, 19.12f
Wollaston, 19.3t, 19.15, 19.15f

Nonhomogeneous polarization elements, 
14.25–14.26, 14.26f, 15.7, 15.20

Nonhomogeneous polarization elements 
(Mueller matrices), 14.25–14.26, 14.26f

Nonlinear effects, in integrated optics, 21.12
Nonnormal-incidence reflection:

in Brewster angle reflection polarizers, 
13.34–13.37, 13.34t–13.36t

in pile-of-plates polarizers, 12.15–12.18, 
12.16f, 12.17f

in polarizing beam splitters, 13.41–13.42
Nonnormal-incidence transmission:

in Brewster angle transmission polarizers, 
13.37–13.39, 13.38t–13.39t

in interference polarizers, 13.39–13.41, 13.40f
in pile-of plates polarizers, 12.18–12.24, 

12.19t–12.20t, 12.21f
in polarizing beam splitters, 13.41–13.42

Nonpolarizing elements, 15.7
Nonpolarizing Mueller matrices, 14.8
Nonradiating sources of light, 5.18
Nonrectilinear distortion, 27.6
Non-return to zero inverted (NRZI) 

scheme, 35.17
Non-return to zero (NRZ) scheme, 35.17
Nonrotationally symmetric systems, 1.74
Nonspherical particles, scattering by, 7.15–7.17
Normal congruence rays, 1.10
Normal vectors, 1.18, 1.19
Normal-incidence rotating-sample 

ellipsometers (NIRSE), 16.18
Normalization, of Mueller matrices, 14.19
Normalized spectrum, coherence functions 

for, 5.5–5.6
Null ellipsometers, 16.11, 16.12
Nulling interferometers, 32.20–32.21
Numerical aperture, 1.78, 1.79, 17.9
Nyquist frequency, 26.16–26.20, 26.17f

Object relief distance, 18.11–18.12, 18.12f
Object space, 1.26, 1.83
Object space numerical aperture, 1.78
Object space pupil diameter, 18.6
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Object transparencies, 11.4–11.5, 11.5f
Objective optics, 30.30–30.33, 30.32f–30.33f
Objective scanning, 30.5, 30.28
Objective speckle, 33.9
Objectives:

for microscopes, 28.9–28.15, 28.10t, 28.11t
in afocal systems, 18.7
corrections for tube length, 28.13, 28.13t
coverslip correction, 28.10–28.11, 

28.12f, 28.13
design of, 28.13–28.15, 28.14f–28.16f
field size, 28.13
working distance, 28.13

reflective and catadioptric (see Reflective 
and catadioptric objectives)

for telescopes
afocal Cassegrain-Mersenne, 29.9
afocal Gregorian-Mersenne, 29.12
Ritchey-Chretien, 29.8
three-mirror afocal, 29.29–29.30

Object-space scanners, 30.18–30.23, 
30.19f–30.23f

Object-to-image distance, 1.51–1.52
Oblique spherical aberrations, 1.90, 29.15, 

29.21, 29.37
Obliquity factor, 3.5
Obscurations, of reflective and catadioptric 

objectives, 29.4–29.5, 29.4f
Oculars, for microscopes, 28.16–28.17
Off-axis, eccentric-pupil Paul-Gregorian 

objective, 29.28–29.29
Off-axis double-pass grating spectrograph, 

20.10, 20.13f
Offner relay, 29.33
Offset quantum wells, 21.19
On-axis objective optics, 30.30
One-electron atoms, 10.7–10.9, 10.8f, 10.9f
135° linear polarizers, Mueller matrices 

for, 14.10t
135° half-wave linear retarders, Mueller 

matrices for, 14.12t
135° quarter-wave linear retarders, Mueller 

matrices for, 14.12t
Ophthalmic polarimetry, 15.39, 15.41
Optic axis, of calcite crystals, 13.2, 13.2f,

13.3f, 13.3n
Optical absorption spectrometers, 

31.2–31.5, 31.5f
Optical axes, 1.32, 14.8, 18.2, 29.5, 29.37
Optical center point, of lenses, 17.16, 17.17

Optical coherence microscopy (OCM), 28.44
Optical coherence tomography (OCT), 22.2, 

22.39, 22.40f, 28.43–28.44
Optical constants, 7.12, 12.4–12.6, 16.5
Optical disk data storage, 35.1–35.30

alternative storage media, 35.29, 35.30
automatic focusing, 35.12–35.14, 35.13f
automatic tracking, 35.14–35.17, 

35.14f–35.16f
data format and layout for, 35.2–35.7, 

35.3f–35.5f
developments in, 35.28–35.30
diffractive optics, 35.28, 35.28f, 35.29
direct overwrite, 35.30, 35.30f
materials for recording, 35.25–35.28, 

35.26f, 35.27f
multiple-track read-write with diode laser 

arrays, 35.28
and optical path, 35.7–35.12, 35.7f,

35.9f–35.11f
readout, 35.21–35.24, 35.22f, 35.24f
thermomagnetic recording process, 

35.17–35.20, 35.18f–35.20f
Optical extent (étendue), 1.22, 1.81, 13.7
Optical fibers, polarizers for, 13.57
Optical hole burning (OHB), 10.18
Optical holeburning (OHB) spectroscopy, 

31.24–31.26, 31.24f–31.26f
Optical invariants, 18.7
Optical matched filtering, for pattern 

recognition, 11.12–11.14, 11.13f
Optical metrology, 15.35
Optical path, of optical disks, 35.7–35.12, 35.7f,

35.9f–35.12f
Optical path difference (OPD), 2.7, 28.33–28.34, 

28.35f, 28.36
Optical path length (OPL), 1.11, 2.5
Optical processing systems, for synthetic 

aperture radar data, 11.7–11.8
Optical sine theorem, 17.5
Optical spectrometers (see Spectrometers)
Optical spectroscopy (see Spectroscopy)
Optical theorem, 7.8
Optical train, in microscopes, 28.3–28.5, 28.5f
Optical transfer function (OTF):

calculations of, 4.3, 4.5
and camera lens performance, 27.3f–27.5f,

27.7f–27.16f, 27.18f–27.22f, 27.24
measurements of, 4.6–4.7

Optical tube length, 17.10
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Optical tweezers, 28.55
Optically detected magnetic resonance 

(ODMR), 31.21–31.23, 31.22f, 31.23f
Optoelectronic integrated circuit (OEIC), 21.2
Orthogonal matrices, 14.11
Orthoscopic imaging, 28.8
Orthotomic systems, 1.10, 1.12
Oscillations, wavelength interval between, 12.10
Osculating planes, of space curves, 1.18, 1.19
Outer product processors, 11.19
Output planes, conjugate matrices for, 1.68
Overillumination, 30.14
Oxides, thin film, 21.13–21.14

Pancharatnam phase, 32.11
Panoramic cameras, 25.25, 25.26f
Parabasal optics, 1.43
Paraboloid objective, 29.6
Parallax stereogram, 25.24
Parallel matrix-vector multipliers, 

11.18–11.19, 11.18f
Parallel-beam scanners, 30.23–30.25, 

30.24f–30.25f
Paraxial chief rays, 1.75
Paraxial curvature, 1.32–1.33
Paraxial invariant, 1.41
Paraxial invariants, 1.77
Paraxial limit, of systems of revolution, 1.38
Paraxial matrices, for geometrical optics, 

1.65–1.74
angle instead of reduced angle, 1.72
arbitrary systems, 1.67
and characteristic functions, 1.74
conjugate matrices, 1.68–1.71, 1.73
linearity, 1.66
nonrotationally symmetric systems, 1.74
operation on two rays, 1.68
possible zeros, 1.68
power matrix, 1.67
skew rays, 1.73
transfer matrices, 1.66
two-ray specification, 1.72
unit determinants, 1.67

Paraxial optics, 1.29, 1.37
Paraxial optics, of systems of revolution, 

1.37–1.43
angle of incidence at a surface, 1.39
axial object and image locations, 1.40
image location and magnification, 1.42
linearity of, 1.41

Paraxial optics, of systems of revolution (Cont.):
paraxial limit, 1.38
principal focal lengths of surfaces, 1.39–1.40
ray tracing, 1.40
reflection and refraction, 1.38
switching axial objects and viewing 

positions, 1.43
three-ray rule, 1.42
transfer, 1.38
two-ray paraxial invariant, 1.41

Paraxial pupils, 1.77
Paraxial rays, 1.35
Partially polarized light, 15.7
Particles, scattering by, 7.1–7.17

coherent vs. incoherent arrays, 7.2–7.3
concepts of, 7.4–7.5, 7.6f–7.7f, 7.8–7.10, 

7.9f, 7.10f
isotropic homogenous spheres, 7.11–7.14
Mie, 7.11, 7.12
nonspherical particles, 7.15–7.17
regular particles, 7.14–7.15
single particles, 7.2–7.3
theories of, 7.3–7.4

Paschen-Runge configuration, 20.7, 20.11f, 20.14t
Passive autofocus systems, for cameras, 25.12
Passive devices, for integrated optics, 

21.21–21.25, 21.22f–21.25f
Pattern noise, 26.11–26.12, 26.12f
Pattern recognition, optical matched filtering 

for, 11.12–11.14, 11.13f
Paul objectives, 29.28–29.29
Pauli spin matrices, 14.24, 14.41
Pechan prisms, 19.3t, 19.11, 19.11f
Pellin-Broca prisms, 20.6f
Penta prisms, 19.3t, 19.13, 19.14f
Percus-Yevick approximation, 9.5
Perfectly reflecting (PEC) surfaces, 8.10
Periphery cameras, 25.22
Periscopes, lenses in, 18.19, 18.19f
Periscopic lenses, 17.27, 17.27f
Perpendicular magnetic anisotropy, 35.26
Perpendicular-incidence ellipsometers (PIEs), 

16.17–16.18, 16.18f
Petzval (field) curvature:

in gradient index optics, 24.4, 24.6, 24.7
of reflective and catadioptric objectives, 29.7, 

29.11, 29.14, 29.15, 29.32
as wavefront aberration, 1.91

Petzval lenses, 17.10, 17.28, 17.28f, 17.35f
Petzval sum, 28.15, 29.37
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Pfund configuration, of dispersive prisms, 
20.8f, 20.10, 20.13f

Pfund objectives, 29.6
Phase contrast microscopy, 28.28–28.29, 28.29f
Phase plates, 28.28
Phase retardation, 12.24
Phase transfer functions (PTF), 4.3, 4.7
Phase-conjugate interferometers, 32.17, 

32.18, 32.18f
Phased-arrays, for agile beam steering, 

30.52–30.57, 30.53f, 30.62–30.63
Phase-locked interferometers, 32.11–32.12, 

32.12f
Phase-matching, in integrated optics, 21.12
Phase-sensitive detection (PSD), 

31.8–31.11, 31.8f
Phase-shifting interferometers, 

32.10–32.11, 32.11f
Phasors, 5.2
Photo-activated localization microscopy 

(PALM), 28.23
Photocopolymerization, 24.8
Photocopying, 24.6
Photo-elastic modulators (PEMs), 15.21, 16.13
Photographic plates, 3.3
Photography, wide-angle, 25.25
Photoluminescence decay time, 31.12–31.15, 

31.13f, 31.14f
Photometric ellipsometers, 16.12–16.14, 

16.13f, 16.14f
Photon correlation spectroscopy (PCS), 9.8
Photon migration approach, to radiative 

transfer, 9.12
Photon transfer, 26.12
Photonic integrated circuits (PICs):

of III-V materials, 21.17–21.20
in integrated optics, 21.2
in WDM systems, 21.37, 21.38

Photopolarimeters, 16.13–16.16, 16.14f–16.16f
Photoreceptors, in xerographic systems, 34.1, 

34.2–34.4, 34.2f, 34.3f
Photoresponse nonuniformity (PRNU), 

26.11–26.12, 26.12f
Photosensitive compounds, in microscopy, 28.55
Physically realizable Mueller matrices, 

14.40–14.42
Picosecond and sub-picosecond relaxation, 

31.14, 31.14f
Pictures, instant, 25.8
Piezoelectric transducer (PZT), 15.21, 15.24

Pile-of-plates polarizers:
nonnormal-incidence reflection, 

12.15–12.18, 12.16f, 12.17f
nonnormal-incidence transmission, 

12.18–12.24
Pincushion distortion, 1.91
Piston error, 1.91
Pixels, 30.8
Planar lenses, 17.28
Planar objects, transmissive, 6.3
Planar secondary source of light, 5.9
Plane mirrors, 1.25
Plane of incidence, 1.23, 12.6
Plane of polarization, 12.6n
Plane waves, 2.4, 2.5f, 3.3, 3.17

decomposition of, 3.23
interference of, 2.8–2.9, 2.9f
and spherical waves, 2.9–2.11, 2.10f

Plane-parallel plates, 2.19, 2.20f, 2.30–2.33, 
2.30f, 2.32f, 2.33f

Planes of vibration, 12.6
Pockels cells, 28.45, 31.9
Pockels effect, 15.23, 21.9 (See also Linear 

electro-optic effect)
Poincaré spheres, 12.27–12.29, 14.4–14.6, 

14.5f, 14.26f, 28.45
Point characteristic function, 1.11, 1.14
Point eikonal, 1.14, 1.17
Point images, aberrations of, 1.85–1.92, 1.86f
Point objects, image planes of, 28.19
Point spread matrix, 15.36, 15.36f
Point-angle characteristic function, 1.15–1.17
Points, images of, 1.27
Polacoat dichroic polarizers, 13.25, 13.26, 13.28
Polanret system, 28.29
Polar decomposition, of Mueller matrices, 

14.39–14.40
Polarimeters, 15.3–15.6

AxoScan Mueller matrix, 15.33
classes of, 15.5
complete and incomplete, 15.4
defined, 15.7
design metrics for, 15.24–15.25
division-of-amplitude, 15.5–15.6
division-of-aperture, 15.5
dual rotating retarder, 15.16
dual rotating retarder polarimeters, 

15.16, 15.16f
imaging, 15.6
light-measuring, 15.3–15.4, 15.11–15.13
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Polarimeters (Cont.):
Mueller, 15.4
Mueller matrix, 15.26–15.27
polarization modulation, 15.5
sample-measuring, 15.4

incomplete, 15.16–15.17
for Mueller matrix elements, 

15.13–15.14, 15.13f
spectropolarimeters, 15.6
Stokes, 15.4, 15.5, 15.25
time-sequential, 15.5
See also Photopolarimeters

Polarimetric data-reduction equations, 
15.14–15.15

Polarimetric measurement equation, 15.12, 
15.14–15.15

Polarimetry, 15.3–15.41
applications of, 15.29–15.41

ellipsometry, 15.30–15.32, 15.31f, 15.32f
liquid crystal cell and system testing, 

15.32–15.35, 15.32f, 15.33f, 15.34t
ophthalmic polarimetry, 15.39, 15.41
polarization aberrations, 15.35–15.37, 

15.35f–15.37f
polarization light scattering, 15.38–15.39, 

15.38f–15.40f
remote sensing, 15.37–15.38

error analysis in, 15.27–15.29, 15.29f
instruments for (see Polarimeters)
Mueller matrices in, 15.8–15.9, 15.11

elements of, 15.13–15.14
in error analysis, 15.28
singular value decomposition, 15.25–15.27

polarimetric data-reduction equations, 
15.14–15.15

polarimetric measurement equation, 
15.14–15.15

and polarization elements, 15.17, 15.19–15.20
polarization generators and analyzers, 

15.4–15.5
polarization (retardance) modulators, 

15.20–15.24, 15.22f
Stokes vectors in, 15.8–15.10
terms in, 15.6–15.7

Polariscopes, Sénarmont, 12.30
Polarizance, 12.14n, 14.18
Polarization, 12.3–12.30

average degree of, 14.32–14.33
and coherence theory, 5.22
concepts and conventions, 12.4–12.6

Polarization (Cont.):
defined, 15.8
degree of, 12.14–12.15
of dichroic polarizers, 13.33
false, 15.38
Fresnel equations for, 12.6–12.13

for absorbing materials, 12.10–12.13, 12.13f
coordinate system for, 12.6–12.7, 12.7f
for nonabsorbing materials, 

12.8–12.10, 12.9f
generators and analyzers of, 15.4–15.5
instrumental, 12.15
magnetic circular, 31.21
matrix methods for computing, 12.27–12.30
and Mueller matrices, 14.7, 14.8, 

14.25–14.27, 14.33
pile-of-plates polarizers, 12.15–12.24

nonnormal-incidence reflection, 
12.15–12.18, 12.16f, 12.17f

nonnormal-incidence transmission, 
12.18–12.24, 12.19t–12.20t, 12.21f

plane of, 12.6n
relations for polarizers, 12.14–12.15
retardation plates, 12.24–12.27, 12.25f, 12.26f
See also related topics

Polarization aberration function (PAF), 15.35
Polarization aberrations, 15.35–15.37, 

15.35f–15.37f
Polarization analyzer, 15.11
Polarization and Directionality of Earth’s 

Reflectances (POLDER) instrument, 15.37
Polarization artifacts, 15.38
Polarization coupling, 15.8
Polarization critical region, 15.28
Polarization instruments, 12.29
Polarization interferometers, 32.4, 32.5f
Polarization light scattering, 15.38–15.39, 

15.38f–15.40f
Polarization modulation polarimeters, 15.5
Polarization (retardance) modulators, 

15.20–15.24, 15.22f
Polarization spectrometers, 31.15–31.23

optically detected magnetic resonance, 
31.21–31.23, 31.22f, 31.23f

polarized absorption by, 31.15–31.17, 
31.15f, 31.18f

polarized absorption/luminescence 
techniques, 31.17, 31.19–31.21, 31.19f

principles of, 31.15, 31.15f
Polarization state detectors (PSDs), 16.10
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Polarization state generators (PSGs), 16.10
Polarization-dependent loss (PDL), 14.17
Polarized absorption, 31.15–31.21, 31.15f,

31.18f, 31.19f
Polarized light, 15.8
Polarizer-compensator-sample analyzer 

(PCSA) ellipsometer arrangement, 
16.10–16.14, 16.11f

Polarizers, 13.1–13.57
beam-splitter prisms as, 13.6, 13.18–13.22

Foster, 13.7, 13.18f, 13.21–13.22
Glan-Thompson, 13.18f, 13.22
Rochon, 13.7, 13.18–13.21, 13.18f,

13.19f, 13.24
Sénarmont, 13.7, 13.18, 13.18f, 13.21
Wollaston, 13.7, 13.18, 13.18f, 13.21, 13.24

circular, 15.17–15.19
compensators, 13.53–13.56, 13.54f, 13.55f
Cotton, 13.21
defined, 15.8
dichroic and diffraction-type, 13.24–13.33, 

13.26f, 13.27f
dichroic polarizing coatings, 13.28
measuring polarization of, 13.33
pyrolytic-graphite polarizers, 

13.28–13.29, 13.29f
sheet polarizers, 13.25–13.28
wire-grid and grating polarizers, 

13.30–13.33, 13.31f, 13.32t
elliptical, 15.17–15.18
Feussner prisms, 13.6, 13.7, 13.22–13.23, 

13.22f
Glan-Foucault prisms, 13.7, 13.9, 13.11f,

13.12–13.14
Glan-type prisms, 13.6, 13.6f, 13.8–13.15

Frank-Ritter-type, 13.6, 13.6f, 13.13–13.14
Glan-Foucault, 13.7, 13.9, 13.11f,

13.12–13.14
Glan-Thompson type, 13.6f, 13.9–13.12, 

13.10f, 13.11f, 13.27
Lippich-type, 13.6, 13.6f, 13.7, 13.9n,

13.10–13.14, 13.10f, 13.11f
half-shade devices, 13.56–13.57
ideal, 14.8–14.10, 14.10t, 15.7
imperfect, 13.33
miniature, 13.57
Nicol-type, 13.6, 13.6f, 13.10f, 13.15–13.18

conventional, 13.6f, 13.15–13.16
Glan-type vs., 13.8–13.9
trimmed, 13.6f, 13.7, 13.16–13.18, 13.16f

Polarizers (Cont.):
noncalcite prisms as, 13.23–13.24
nonnormal-incidence reflection by

Brewster angle reflection polarizers, 
13.34–13.37, 13.34t–13.36t

pile-of-plates polarizers, 12.15–12.18, 
12.16f, 12.17f

polarizing beam splitters, 13.41–13.42
nonnormal-incidence transmission by

Brewster angle transmission polarizers, 
13.37–13.39, 13.38t–13.39t

interference polarizers, 13.39–13.41, 13.40f
pile-of plates polarizers, 12.18–12.24, 

12.19t–12.20t, 12.21f
polarizing beam splitters, 13.41–13.42

prism, 13.2–13.8, 13.2f–13.3f, 13.4t–13.5t, 13.6f
relations for, 12.14–12.15
retardation plates as, 13.43–13.53, 

13.43t–13.44t, 13.50f, 13.53t
Polarizing angle, 12.12, 12.15
Polarizing beam splitter (PBS) prisms, 13.6, 

13.41–13.42
Polarizing beam splitters (PBSs), 13.41–13.42, 

35.22–35.23, 35.22f
Polarizing coatings, dichroic, 13.28
Polaroid dichroic polarizers, 13.25–13.28, 13.26f
Polygon scanners, 30.34–30.38, 30.34f, 30.35f
Porro prisms, 19.3, 19.3t, 19.5f, 19.6, 19.6f
Postobjective scanning, 30.5, 30.29, 30.29f, 30.30f
Powder cloud development, in xerographic 

systems, 34.9, 34.9f
Power (Gaussian lenses), 1.46–1.47, 1.47f
Power density, 30.25
Power exponential (PEX) model, of surface 

finish, 8.15
Power matrix, 1.67
Power per pixel, 1.80
Power spectra, for surface scattering, 

8.12–8.13, 8.13f
Power transfer, 30.25–30.28, 30.27f, 30.28f
Poynting vectors, 1.8, 3.3
Preflash, of cameras, 25.16
Preobjective scanning, 30.5, 30.28, 30.29f
Primary focal length (term), 3.12
Principal plane-to-principal plane conjugate 

matrices, 1.69
Principal rays (term), 1.75, 17.8
Principal transmittance (term), 12.14–12.16
Prism polarizers, 13.2–13.8, 13.2f–13.3f,

13.4t–13.5t, 13.8f (See also specific types)
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Prism spectrometers, 20.2–20.3, 20.3f
Prismatic facets, 30.34–30.35
Prisms (See also Dispersive prisms and gratings; 

Nondispersive prisms)
axis wander of, 13.15
beam-splitter, 13.7, 13.18–13.22, 13.18f
Bertrand-type Feussner, 13.23
Brewster angle, 13.13
of calcite, 13.20, 13.23
Feussner, 13.6, 13.7, 13.22–13.23, 13.22f
Foster, 13.7, 13.18f, 13.21–13.22
Foucault, 13.7, 13.17
Frank-Ritter-type, 13.6, 13.6f, 13.13–13.14
Fresnel’s biprism, 2.16, 2.16f
Glan-Foucault, 13.7, 13.9, 13.11f, 13.12–13.14
Glan-Taylor, 13.7, 13.9n, 13.10–13.14, 

13.10f, 13.11f
Glan-Thompson, 13.6, 13.6f, 13.9–13.12, 

13.10f, 13.18f, 13.22
field angle of, 13.12
sheet polarizers vs., 13.27
transmission by, 13.9–13.10, 13.11f

Glan-type, 13.6, 13.6f, 13.8–13.15
Glazebrook, 13.6, 13.9
Halle, 13.16f, 13.17
Hartnack-Prazmowski, 13.16f, 13.17
Jellett-Cornu, 13.56
length-to-aperture (L/A) ratio, 13.7
Lippich-type, 13.6, 13.9n, 13.10f, 13.11f,

13.12–13.14, 13.12n, 13.56
Marple-Hess, 13.12, 13.13
Nicol curtate, 13.16f, 13.17
Nomarski, 28.40, 28.41
noncalcite, 13.23–13.24
polarizing beam splitter, 13.6, 13.41–13.42
Rochon, 13.7, 13.18–13.21, 13.18f,

13.19–13.20, 13.19f, 13.24
semifield angle of, 13.7
Sénarmont, 13.7, 13.18, 13.18f, 13.21
Steeg and Reuter Nicol, 13.17
Wollaston, 13.7, 13.18, 13.18f, 13.21, 13.24, 

28.39, 28.40, 32.4
Projective transformation, 1.56 (See also

Collineation)
Propagation of light, coherence theory and, 

5.13–5.19, 5.14f–5.16f
Propagation of mutual intensity, 6.4
Pseudo-Brewster angle, 12.13
Pulse width modulation (PWM), in 

thermomagnetic recording, 35.18–35.19

Pupil aberrations, 1.76
Pupil angular magnification, 1.78
Pupil distortion, 1.78
Pupil imaging, 1.76
Pupil magnification, 1.76
Pupils, of lenses, 1.76–1.79, 1.76f, 1.78f,

17.8–17.9
Purcell, M., 7.16
Purcell-Pennypacker method, 7.15
Pure diattenuators, 15.8
Pure retarders, 15.8
Pushbroom scan, 30.18
Pyramidal facets, 30.34–30.35, 30.34f, 30.35f
Pyrolytic-graphite polarizers, 13.28–13.29, 13.29f

Quantitative phase microscopy, 28.27
Quantum coherence theory, 5.2
Quantum electrodynamic (QED) shifts, 10.4
Quantum-confined Stark effect (QCSE), 

21.11–21.12, 21.32
Quantum-well intermixing, 21.19, 21.20
Quarter pitch length, of the rod, 24.6
Quarter-wave circular retarders, Mueller 

matrices for, 14.12t
Quarter-wave linear retarders, Mueller matrices 

for, 14.11, 14.12t
Quarter-wave plates, 12.25–12.27, 12.26f
Quartz retardation plates, 13.46–13.48
Quasi-homogeneous sources of light, 

5.11–5.12, 5.19
Quasi-monochromatic sources of light, 5.11

Racah parameters, for ion energy levels, 10.12
Radar, synthetic aperture, 11.6–11.8, 

11.7f–11.8f
Radial gradients, 24.5–24.8, 24.5f, 24.7f
Radial symmetry, of scanners, 30.5
Radiance, 5.8
Radiant emittance, 5.7–5.8
Radiant intensity, 5.8
Radiation:

coherent, 30.2, 30.25–30.26
incoherent, 30.2, 30.26, 30.27
infrared, 13.47

Radiation fields, coherence theory and, 
5.15–5.16, 5.15f, 5.16f

Radiation modes, of optical waveguides, 21.4
Radiative lifetime, 31.12–31.13, 31.13f
Radiative transfer, in volume scattering, 

9.10–9.13, 9.11f, 9.13f
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Radio astronomy, 5.23
Radiometry, statistical, 5.22
Radius of torsion, for space curves, 1.19
Radius of torsion, of space curves, 1.19
Ramachandran, G. N., 12.28, 13.53
Raman scattering, 31.30–31.31, 31.31f
Raman-Nath diffraction, 11.9, 11.9f
Ramsden disk, 28.8, 28.16
Range of focus, 1.85
Rapid Rectilinear lenses, 17.27
Rare earth ions, tri-positive, 10.16–10.18, 

10.16t, 10.17f
Raster output scanning (ROS) systems, 34.4
Ray aberrations, 1.87–1.88
Ray densities, 1.88
Ray equation, 1.20
Ray fans, 1.35
Ray intercept diagrams, 1.87
Ray optics, 1.8
Ray paths, 1.10–1.13, 24.2
Ray tracing:

for binary optics, 23.4, 23.6
in systems of revolution, 1.35–1.37, 

1.36f, 1.40
Rayleigh criterion, 17.37, 28.6, 28.18
Rayleigh criterion of resolving power, 3.26
Rayleigh index, 8.6
Rayleigh radius value, 30.10
Rayleigh range of origin, 5.14, 5.16
Rayleigh resolution, 30.56, 33.17
Rayleigh scattering, 7.11, 9.17, 31.30
Rayleigh-Gans approximation, 7.9, 7.9f
Rayleigh-Rice (RR) approximation, 8.4, 

8.9–8.12
Rayleigh’s diffraction integral, 5.13
Rayleigh-Sommerfeld diffraction, 3.9, 3.10, 

3.23, 3.29
Rays, 1.8–1.13

chief, 1.75, 17.8, 29.20, 29.37
for collineation, 1.61
defined, 1.8–1.9
differential geometry of, 1.19–1.21
direction of, 1.10
expansions about, 1.16
fields of, 1.13
finite, 1.35
groups of, 1.10
Hamilton’s equations for, 1.21
in heterogeneous media, 1.9, 1.18–1.22
image-forming, 1.74
images about known rays, 1.43–1.44, 1.44f

Rays (Cont.):
invariance properties of, 1.10
in lenses, 1.35
marginal, 1.75
meridianal, 1.37
meridional, 1.35
nodal, 17.16
normal congruence, 1.10
paraxial, 1.35, 1.75
paraxial matrices for, 1.68, 1.73
paths of, 1.10–1.13
principal, 1.75, 17.8
principal index of, 13.3
real and virtual, 1.10, 1.35
reversibility of, 1.9
skew, 1.35, 1.73
variational integral of, 1.19

Reactive ion etching (RIE), 21.18–21.19
Readout, from optical disk data storage, 

35.21–35.24
Real pupils, 1.76
Real rays, 1.10, 1.35
Rear focal lengths, 1.40
Rear focal points, 1.40, 1.47
Rear principal plane, of Gaussian focal 

lenses, 1.48
Received images, 1.26
Receiving surfaces, in imaging, 1.26
Reciprocity theorem, coherence theory and, 

5.17–5.18
Recorded images, 1.26
Recording, of optical disk data, 35.25–35.28, 

35.26f, 35.27f
Rectangular apertures, 3.19–3.20, 3.20f,

3.25, 3.26
Rectilinear distortion correction, 

27.6, 27.13f, 27.14f
Red eye, cameras and, 25.16
Red shift, noncosmological, 5.23
Rediagonalization, of index ellipsoid 

equation, 21.10
Reference spheres, for wavefronts, 1.86
Reflectance, 12.17
Reflecting afocal lenses, 18.19–18.21, 18.20f
Reflection(s):

in Gaussian lens systems, 1.55
in homogeneous media, 1.25
Mueller matrices for, 14.21–14.22
nonnormal-incidence, 12.15–12.18
and phase changes, 12.12–12.13
and ray tracing, 1.37
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Reflection(s) (Cont.):
of systems of revolution, 1.38, 1.39
total internal, 13.20, 21.3
unfolded, 1.32
volumetric, 7.7f

Reflective and catadioptric objectives, 29.1–29.38
afocal telescope designs

Cassegrain-Mersenne, 29.9
Gregorian-Mersenne, 29.12
three-mirror, 29.29–29.30

Altenhof, 29.32–29.33
anastigmatic designs, 29.12–29.13
aplanatic designs, 29.11–29.13
Baker-Nunn, 29.22
Cassegrain designs, 29.6, 29.7

afocal Cassegrain-Mersenne telescope, 29.9
dual magnification, 29.9–29.10
with field corrector and spherical 

secondary, 29.8–29.9
Houghton-Cassegrain, 29.22–29.23
Mangin-Cassegrain with correctors, 29.24
reflective Schmidt-Cassegrain, 29.17
Schmidt-Cassegrain, 29.16–29.17
Schmidt-meniscus Cassegrain, 29.21
with Schwarzschild relay, 29.32
solid Makutsov-Cassegrain, 29.19
spherical-primary, with reflective field 

corrector, 29.9
three-mirror, 29.30

Cook three-mirror, 29.31
correctors, in designs

aplanatic, anastigmatic Schwarzschild 
with aspheric corrector plate, 29.13

Cassegrain with spherical secondary and 
field corrector, 29.8–29.9

Mangin-Cassegrain with correctors, 29.24
Ritchey-Chretien telescope with two-lens 

corrector, 29.8
spherical-primary Cassegrain with 

reflective field corrector, 29.9
three-lens prime focus corrector, 29.10

Couder, 29.12
Dall-Kirkham, 29.8
Eisenburg and Pearson two-mirror, three 

reflection, 29.25
features of, 29.2–29.5, 29.3f–29.5f
field-of-view plots, 29.34–29.35, 

29.35f, 29.36f
flat-medial-field designs, 29.11
Gabor, 29.20
glass varieties for, 29.2, 29.2t

Reflective and catadioptric objectives (Cont.):
Herschelian catadioptric, 29.27
Houghton designs, 29.22–29.23
Korsch designs, 29.30–29.32, 29.34
Maksutov designs, 29.19, 29.20
Mangin designs, 29.7, 29.24
Mersenne designs, 29.9, 29.12
Paul designs, 29.28–29.29
Ritchey-Chretien with two-lens corrector, 29.8
Schiefspiegler, 29.26–29.27
Schmidt designs, 29.14

Baker super-Schmidt, 29.21
field-flattened, 29.14–29.15
reflective, 29.15
reflective Schmidt-Cassegrain, 29.17
Schmidt-Cassegrain, 29.16–29.17
Schmidt-meniscus Cassegrain, 29.21
Shafer-relayed-virtual, 29.17–29.18, 29.18f
solid, 29.16

Schwarzschild designs, 29.12–29.13, 29.32
SEAL, 29.27–29.28
Shafer designs

five mirror unobscured, 29.33–29.34
four mirror unobscured, 29.33
Shafer relayed virtual Schmidt, 

29.17–29.18, 29.18f
two-mirror three reflection, 29.25

Shenker, 29.23
spherical primaries in designs, 29.9, 29.11, 

29.18, 29.30
for telescopes

afocal Cassegrain-Mersenne, 29.9
afocal Gregorian-Mersenne, 29.12
Ritchey-Chretien, 29.8
three-mirror afocal, 29.29–29.30

terminology, 29.36–29.38
three-mirror designs, 29.28–29.32, 29.34
Wetherell and Womble three-mirror, 29.31
Wright, 29.15
Yolo, 29.26

Reflective Schmidt objective, 29.15
Reflective Schmidt-Cassegrain objective, 29.17
Reflective systems, 1.9
Refraction:

in calcite, 13.2–13.6, 13.4t–13.5t
double, 13.2–13.6, 13.2f–13.3f, 13.4t–13.5t
in Gaussian lens systems, 1.54
in homogeneous media, 1.24–1.25
Mueller matrices for, 14.20–14.21
ray tracing, 1.37
in systems of revolution, 1.38, 1.39
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Refraction gradients, index of, 24.1 (See also
Gradient index (GRIN) optics)

Refractive index (index of refraction), 1.9
for Brewster angle transmission polarizers, 

12.21–12.22
complex, 7.12–7.13, 12.5, 12.6
distributed, 24.1
in gradient index optics, 24.2–24.3
in integrated optics, 21.8–21.9
of polarizers, 12.16, 12.18
for rays in heterogeneous media, 1.21–1.22
of shallow radical gradients, 24.7–24.8

Refractive optics, 23.7, 23.8
Refractive systems, 1.9
Region of sag (axial gradients), 24.4f
Relativity, of conjugate matrices, 1.70
Relay lenses, 17.10
Relay trains, in afocal lenses, 18.17–18.19, 

18.17f, 18.18f
Remote sensing, polarimetry and, 15.37–15.38
Remote sensing scanners, 30.2–30.4, 

30.14–30.25
circular scan, 30.16, 30.18f
compound mirror optics configurations for, 

30.15–30.16, 30.15f
multiplexed image scanning by, 30.23, 30.24f
object- and image-space, 30.18–30.23
parallel-beam, 30.23–30.25, 30.24f–30.25f
pushbroom scan, 30.18
resolution of, 30.6–30.8, 30.7f
rotating wedge, 30.16, 30.17f
single-mirror, 30.14, 30.15f
two-dimensional, 30.18, 30.19f

Resolution:
of cameras, 25.5–25.6, 25.6f
of microscopes, 28.17–28.24

Airy disk and lateral resolution, 
28.17–28.19, 28.18f, 28.19f

depth of field, 28.22–28.23
depth of focus, 28.22
three-dimensional diffraction pattern, 

28.19–28.22, 28.20f, 28.21f
and objective optics, 30.33
Rayleigh, 30.56, 33.17
of scanners, 30.6–30.14

data rates and remote sensing, 
30.6–30.8, 30.7f

input/output scanning, 30.8–30.14, 30.10f,
30.10t, 30.11t, 30.12f–30.13f

of solid-state cameras, 26.15–26.16, 26.16f

Resolution limit, 1.80
Resonant scanners, 30.41–30.44, 30.43f, 30.44f
Responsivity, of solid-state cameras, 26.9–26.10
Retardance, 14.6, 15.8
Retardance modulators, 15.20
Retardance space, 14.6
Retardation plates, 12.24–12.27, 12.25f, 12.26f,

13.43–13.53, 13.43t–13.44t
achromatic, 13.48–13.52, 13.50f, 13.53t
composite, 13.52, 13.53
crystalline-quartz, 13.46–13.48
defined, 15.8
mica, 13.45–13.46
quarter-wave and half-wave, 12.24–12.27, 

12.25f, 12.26f
rhomb-type, 13.52, 13.53t
variable, 13.53

Retarder space, 14.14–14.15, 14.15f
Retarders:

defined, 15.8
Mueller matrices for, 14.11–14.15, 14.12t,

14.15f
Retrofocus lenses, 27.2 (See also Inverted 

telephoto camera lenses)
Retro-reflection testing and correction, 

15.28–15.29, 15.29f
Retroreflectors, 19.3t, 19.28, 19.28f
Return-path ellipsometers, 16.16–16.17, 16.17f
Return-path ellipsometers (RPEs), 

16.16–16.17, 16.17f
Reverse telephoto lenses, 17.29, 17.34f
Reversibility, of rays, 1.9
Reversion prisms, 19.3t, 19.14, 19.14f
Revolution, systems of, 1.32–1.43

paraxial optics of, 1.37–1.43
ray tracing in, 1.35–1.37
surfaces, 1.32–1.35
unfolded reflections, 1.32

Rhomboidal prisms, 19.3t, 19.25, 19.25f
Rhomb-type retardation plates, 13.52, 13.53t
Riccati-Bessel functions, 7.12
Right circular polarizers, Mueller matrices 

for, 14.10t
Right half-wave circular retarders, Mueller 

matrices for, 14.12t
Right-angle prisms, 19.3, 19.3t, 19.4f
Right-circularly polarized light, 12.27, 12.28n
Ring field lens design, 18.22
Risley prisms, 19.3t, 19.25–19.27, 19.25f–19.27f
Ritchey-Chretien objectives, 29.7–29.8
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Ritchey-Chretien primaries, 29.10
Rochon prisms, 13.7, 13.18–13.21, 13.18f,

13.19f, 13.24
Roof prisms, 19.11, 19.12f

(See also Amici prisms)
Rotating retarders, 15.20
Rotating wedge scanners, 30.16, 30.17f
Rotating-analyzer ellipsometer (RAE), 16.13, 

16.13f, 16.14
Rotating-compensator fixed analyzer (RCFA) 

photopolarimeter, 16.14
Rotating-detector ellipsometer (RODE), 

16.14, 16.14f
Rotating-element photopolarimeters (REPs), 

16.13
Rotation sensors, for fiber interferometers, 

32.14–32.15, 32.15f
Rotational spectra, 10.20–10.22
Rotationally symmetric lenses, 1.27, 

1.60–1.62, 1.62f
Rotationally symmetric systems, 1.17, 

1.89–1.90
Routers, waveguide grating, 21.24
Rowland circle, 20.5, 20.7, 20.8, 20.10f
Rydberg constant, 10.3
Rytov’s series of exponential approximations, 9.4

Sag, of surfaces, 1.32, 1.33f
Sagittal fans and foci, 1.35
Sagnac interferometers, 21.35, 21.36, 21.36f,

32.3–32.4, 32.4f
Sampled tracking, on optical disks, 

35.16, 35.16f
Sample-measuring polarimeters, 15.4, 

15.13–15.14, 15.13f, 15.16–15.17
Sampling, with solid-state cameras, 

26.16–26.19, 26.17f–26.19f
SAOBIC processor, 11.20
Saturated absorption spectroscopy, 

31.24–31.26, 31.24f–31.26f
Saturation equivalent exposure (SEE), 

26.10–26.11
Savart plates, 13.56
Scalar diffraction theory, for binary optics, 

23.10–23.13, 23.11t, 23.12f, 23.13f
Scalar field amplitude, 5.3
Scaling law, of spectrum of light, 5.21
Scan error reduction, 30.48–30.51, 30.49t,

30.50f, 30.51f
Scan magnification, 30.5, 30.12–30.14

Scanners, 30.1–30.63
acousto-optic, 30.44–30.45
agile beam steering, 30.51–30.63

decentered lens and mircolens arrays, 
30.57–30.60, 30.58f–30.60f,
30.62–30.63

digital micromirror devices, 30.60–30.61
gimbal-less two-axis scanning 

micromirrors, 30.61–30.62, 30.62f
phased-array, 30.52–30.57, 30.53f,

30.62–30.63
electro-optic (gradient), 30.45–30.48, 

30.46f–30.48f
error reduction in, 30.48–30.51, 30.49t,

30.50f, 30.51f
galvanometer and resonant, 30.41–30.44, 

30.43f, 30.44f
holographic, 30.38–30.41, 30.40f–30.42f
input/output scanning, 30.2, 30.4–30.6, 

30.4t, 30.25–30.34
objective, preobjective, and postobjective, 

30.28–30.29, 30.29f, 30.30f
objective optics, 30.30–30.33, 

30.32f–30.33f
power density and power transfer of, 

30.25–30.28, 30.27f, 30.28f
resolution of, 30.8–30.14, 30.10f, 30.10t,

30.11t, 30.12f–30.13f
Keplerian afocal lenses for, 18.13, 18.13f
modulation transfer function (MTF) 

for, 4.6
monogon and polygon, 30.34–30.38, 

30.34f, 30.35f
remote sensing, 30.2–30.4, 30.14–30.25

circular scan, 30.16, 30.18f
compound mirror optics configurations, 

30.15–30.16, 30.15f
multiplexed image scanning, 30.23, 30.24f
object- and image-space, 30.18–30.23, 

30.19f–30.23f
parallel-beam, 30.23–30.25, 30.24f–30.25f
pushbroom scan, 30.18
rotating wedge, 30.16, 30.17f
single-mirror, 30.14, 30.15f
two-dimensional, 30.18, 30.19f

resolution of, 30.6–30.14
data rates and remote sensing, 30.6–30.8
input/output scanning, 30.8–30.14, 30.10f,

30.10t, 30.11t, 30.12f–30.13f
Scanning, active, 30.4
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Scattering:
and backscattering, 6.5–6.7, 6.5f,

9.14–9.15, 9.14f
Brillouin, 31.30
by coated spheres, 7.14
coherent and incoherent, 9.2, 9.3
by cylinders, 7.14
Mie, 7.11, 7.12, 9.17
molecular, 7.11
neutron, 9.6
in optical spectrometers, 31.30–31.31, 31.31f
and polarization, 15.38–15.39, 15.38f–15.40f
Raman, 31.30–31.31, 31.31f
Rayleigh, 7.11, 9.17, 31.30
theory of, 9.3–9.4, 9.4f
x-ray, 9.6
See also related topics, e.g.: Volume (multiple) 

scattering
Scattering, by particles, 7.1–7.17

in coherent vs. incoherent arrays, 7.2–7.3
isotropic homogenous spheres, 7.11–7.14
Mie scattering, 7.11, 7.12
nonspherical particles, 7.15–7.17
regular particles, 7.14–7.15
single particles, 7.2–7.3
theories of, 7.3–7.4
volume scattering vs., 9.2–9.3

Scattering cross section, 7.4
Scattering length, 9.6
Scattering matrices, 7.10, 16.8–16.9

(See also Mueller matrices)
Scattering planes, 7.9
Scattering potentials, 9.6
Scheimpflug condition, 1.61, 17.6f, 17.7, 18.4, 

25.18, 25.19f
Scheimpflug rule, 18.4, 18.8
Schell model sources (of light), 5.11
Schiefspiegler objectives, 29.26–29.27
Schmidt objectives, 29.14

Baker super-Schmidt, 29.21
field-flattened, 29.14–29.15
reflective, 29.15
reflective Schmidt-Cassegrain, 29.17
Schmidt-Cassegrain, 29.16–29.17
Schmidt-meniscus Cassegrain, 29.21
Shafer-relayed-virtual, 29.17–29.18, 29.18f
solid, 29.16

Schmidt prisms, 19.3t, 19.12, 19.12f
Schrödinger equation, 10.4
Schwarzschild arrangement, for McCarthy 

objective, 29.33

Schwarzschild objectives, 29.12–29.13, 29.32
Scophony TV projection system, 30.45
Scorotron, in xerographic systems, 

34.2, 34.3f
SEAL objective, 29.27–29.28
Second Brewster angle, 12.13
Secondary magnification, 29.12, 29.38
Secondary sources of light, 5.9–5.10
Secondary spectrum, 29.7, 29.38
Second-harmonic interferometers, 

32.17–32.18, 32.18f
Sectors (optical disk data), 35.4, 35.6–35.7
Seek operation, on optical disks, 35.17
Seidel, Philipp Ludwig von, 17.27
Seidel aberrations, 1.90, 29.38
Selective area epitaxy, 21.19–21.20
Self-centering lens springs, 22.8, 22.8f
Self-coherence function, 2.41
Selfoc lenses, 24.2, 24.7f
Semiconductors, complementary metal-oxide, 

26.8–26.9
Semifield angles, of prisms, 13.7
Sénarmont compensators, 13.53, 28.38
Sénarmont polariscopes, 12.30
Sénarmont prisms, 13.7, 13.18, 13.18f, 13.21
Sensors:

active pixel, 26.2, 26.8–26.9, 26.8f
generalized, 32.15–32.16, 32.15f
multiplexed, 32.16
rotation, 32.14–32.15, 32.15f

Serial incoherent matrix-vector multipliers, 
11.17–11.18, 11.18f

Sewer cameras, 25.22–25.23
Shafer objectives:

five mirror unobscured, 29.33–29.34
four mirror unobscured, 29.33
Shafer relayed virtual Schmidt, 

29.17–29.18, 29.18f
two-mirror three reflection, 29.25

Shallow radial gradient index (SRGRIN), 24.7
Shape factor, of lenses, 17.12–17.13, 17.13f
Shearing interferometers, 32.4, 32.6f
Sheet polarizers, 13.25–13.28
Shenker objective, 29.23
Shenker objectives, 29.23
Shift invariance, 4.2
Shot noise, of solid-state cameras, 26.11
Siemens star, 28.30f, 28.47f
Sierpinski Gasket, 8.9
Signal, for solid-state cameras, 26.9–26.11, 

26.13–26.14
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Signal-to-noise ratio (SNR):
of optical disk data, 35.23
of solid-state cameras, 26.13–26.14

Silicon photonics transmission, 21.14–21.16, 
21.15f, 21.38–21.40

Silicon-on-insulator (SOI) technology, 
21.14–21.15, 21.15f

Sine condition, for stigmatic imaging, 1.30–1.31
Singham, Shermila Brito, 7.16
Single element lenses, 17.12–17.17, 

17.13f–17.16f, 17.17t
Single lens reflex (SLR) cameras:

autofocus, 25.12–25.14, 25.13f
features of, 25.8, 25.9f
formats of, 25.18
lenses for, 27.1–27.2, 27.3f–27.4f
normal lenses for, 27.2, 27.3f–27.4f
and time lag, 25.8–25.9

Single molecule high-resolution colocalization 
(SHREC), 28.23

Single scattering, 7.2–7.3
coherent and incoherent, 9.4–9.7, 9.6f
dynamic, 9.7–9.8, 9.7f
and volume scattering, 9.2–9.8

Single sideband edge enhancement (SSEE) 
microscopy, 28.29–28.33, 28.30f–28.33f

Single speckle, 8.17
Single-component development, 

in xerographic systems, 34.9, 34.9f
Single-mirror scanners, 30.14, 30.15f
Single-mode waveguides, 21.4
Single-order plates, 13.47
Singlet lenses, 17.37–17.38
Singular value decomposition (SVD), 

15.25–15.27
Sinusoidal ray paths, 24.2
Skew invariant, 1.21, 1.23
Skew rays, 1.35, 1.73
Skewness, 1.23
Skin depth, 7.13
Slater parameters, 10.12
Slow axis, 12.25, 15.8
Small-perturbation approximation, for surface 

scattering, 8.9–8.12
SMARTCUT technique, 21.14, 21.15
Smith invariant, 1.77 (See also Two-ray 

paraxial invariant)
Smith reflectors, 28.44
Snell’s law, 1.24, 1.38, 12.16, 13.3, 13.5, 13.19
Solano objectives, 29.26
Soleil compensators, 13.55–13.56, 13.55f

Soleil-Babinet compensators, 35.21n
Sol-gel formed glass, 24.8
Solid Makutsov-Cassegrain objective, 29.19
Solid Schmidt objective, 29.16
Solid state spectroscopy, 10.22–10.26, 

10.23f–10.27f
Solid-state cameras, 26.1–26.20

applications, 26.3
array performance in, 26.9–26.12, 26.12f
and charge injection devices, 26.6–26.7, 

26.6f–26.8f
and charge-coupled devices, 26.3–26.5, 

26.4f–26.6f
complementary metal-oxide semiconductor 

(CMOS), 26.8–26.9
modulation transfer function (MTF) 

for, 26.14
performance metrics for, 26.12–26.16, 26.16f
sampling with, 26.16–26.19, 26.17f–26.19f

Space curves, differential geometry of, 
1.18–1.19

Space-bandwidth product, 6.9
Space-integrating correlator, 11.11
Spar cutting, Ahrens method of, 13.12
Sparrow criterion, 28.18, 28.19
Spatial coherence, 2.38–2.40, 2.38f–2.39f,

5.3, 5.5
Spatial filtering, 11.5–11.6, 11.6f
Spatial multiplexing, 23.8
Spatial-frequency content, 4.8
Specimen, for microscopes, 28.22, 28.54–28.55
Speckle:

and coherence theory, 5.22
laser, 9.14
objective and subjective, 33.9
single, 8.17
in volume scattering, 9.15–9.16, 9.15f

Spectral coherence, 5.5
Spectral transitions, 10.6–10.7
Spectrographs, charge, 34.8
Spectrometers, 31.1–31.31

Bunsen-Kirchhoff, 20.5f
dispersive prisms and gratings for, 20.2–20.3, 

20.3f
high-resolution techniques of, 31.23–31.29

fluorescence line narrowing, 31.29, 31.29f
laser Stark spectroscopy of molecules, 

31.27–31.29, 31.27f, 31.28f
polarized absorption spectrometers, 31.26
saturated absorption, 31.24–31.26, 

31.24f–31.26f
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Spectrometers (Cont.):
and light scattering, 31.30–31.31, 31.31f
luminescence, 31.5–31.12, 31.8f, 31.11f
optical absorption, 31.2–31.5, 31.5f
and photoluminescence decay time, 

31.12–31.15, 31.13f, 31.14f
polarization, 31.15–31.23

and optically detected magnetic resonance, 
31.21–31.23, 31.22f, 31.23f

polarized absorption by, 31.15–31.17, 
31.15f, 31.18f

polarized absorption/luminescence 
techniques for, 31.17, 
31.19–31.21, 31.19f

prism, 20.2–20.3, 20.3f
Unicam double-monochromator, 20.10, 

20.13, 20.15f
Spectrophotometric measurements, 12.15
Spectropolarimetry and spectropolarimeters, 

15.6, 15.8
Spectroradiometers, 20.1, 20.2f, 20.14t
Spectroscopic ellipsometry (SE), 16.3
Spectroscopic lineshapes, 10.6–10.7, 10.22–10.27

in solid state spectroscopy, 10.22–10.26, 
10.23f–10.27f

of spectral transitions, 10.6–10.7
Spectroscopic transition, rates of, 10.4–10.6
Spectroscopy, 3.29, 10.1–10.22

of multielectron atoms, 10.10–10.11
of one-electron atoms, 10.7–10.9, 10.8f, 10.9f
and outer electronic structure, 10.12–10.16, 

10.13f–10.15f
photon correlation, 9.8
rates of spectroscopic transition, 10.4–10.6
solid state, 10.22–10.26
theoretical basis, 10.3–10.4
of tri-positive rare earth ions, 10.16–10.18, 

10.16t, 10.17f
and vibrational and rotational spectra, 

10.18–10.22, 10.19f, 10.21f
Spectrum:

power, 8.12–8.13
of primary light source, 5.6
rotational, 10.20–10.22
secondary, 29.7, 29.38
vibrational, 10.18–10.20
and wavefront division, 2.17–2.18, 2.18f

Spectrum of light, 5.19–5.22
coherence functions for, 5.5–5.6
coherent mode representation of, 5.20–5.21

Spectrum of light (Cont.):
limitations, 5.19, 5.20f
for primary sources, 5.6
scaling law, 5.21
Wolf shift, 5.21

Spheres, scattering by, 7.11–7.14
Spherical aberrations, 1.90, 29.7, 29.38

oblique, 29.15, 29.21, 29.37
zonal, 29.8, 29.38

Spherical lenses, 6.3
Spherical primaries, in objective designs, 29.9, 

29.11, 29.18, 29.30
Spherical surfaces, in systems of revolution, 1.34
Spherical waves, 2.4, 2.5f, 3.2–3.3

interference from, 2.11–2.12, 2.12f, 2.13f
and plane waves, 2.9–2.11, 2.10f

Spherochromatism, 24.3–24.6, 29.14
Split-aperture scanners, 30.15–30.16, 30.15f
Spontaneous decay rate, 10.6
Square-ended Nicol prisms, 13.16f, 13.17
Squirm, 13.14
Stark effect, 21.11–21.12
Stark spectroscopy of molecules, laser, 

31.27–31.29
Stationary phase approximation, in diffraction, 

3.29, 3.31–3.32
Stationary surfaces, Fresnel-Kirchhoff 

approximation for, 8.6–8.8
Statistical radiometry, 5.22
Steeg and Reuter Nicol prisms, 13.17
Stellar interferometers, 32.19–32.21, 32.19f, 32.20f
Stereo cameras, 25.23–25.24, 25.23f
Stigmatic imaging, 1.29–1.31, 1.30f
Stimulated emission depletion (STED), 28.24
Stochastic optical reconstruction microscopy 

(STORM), 28.23
Stokes matrix, 14.4 (See also Mueller matrix)
Stokes parameters:

and Mueller matrices, 14.4–14.6
and Poincaré sphere, 14.4–14.6, 14.5f,

14.26f, 14.33
Stokes polarimeters, 15.4, 15.5, 15.25
Stokes vectors, 12.14n, 12.28

and Mueller matrices, 14.15–14.17, 
14.19–14.21

for nonhomogeneous polarization 
elements, 14.26f

in polarimetry, 15.3, 15.8–15.13
for radiative transfer, 9.11
for speckle patterns, 9.17
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Stop shift, 1.92
Stops:

aperture, 1.74, 1.75f, 17.8, 29.5, 29.36
field, 1.74, 17.9, 29.5, 29.37
of lenses, 17.8–17.9

S-trace formula, 1.44
Straight edges, cylindrical wavefronts and, 

3.14–3.16, 3.14f, 3.15f
Stratified-medium model (SMM), 

in ellipsometry, 16.4
Stray light suppression, 29.5, 29.5f
Streak cameras, 25.24, 25.24f
Strehl index, 8.6
Sub-Doppler absorption spectroscopy, 

31.26–31.27
Subjective speckle, 33.9
Superzone construction, for micro-Fresnel 

lenses, 22.36
Surface acoustic wave (SAW) devices, 21.16
Surface scattering, 8.1–8.17

finish models for, 8.14–8.15
and finite illumination area, 8.12
Fresnel-Kirchhoff approximation for, 8.5–8.9

fractal surfaces, 8.8–8.9
statistically stationary surfaces, 8.6–8.8

notation for, 8.2–8.4
and power spectra, 8.12–8.13, 8.13f
Rayleigh-Rice approximation, 8.9–8.12
second-order statistical functions for, 8.12–8.13
statistics for, 8.12–8.15
and surface finish specifications, 8.15–8.17

Surfaces, 1.32
aspherical, 1.35
conical, 1.34–1.35
spherical, 1.34

Suspension systems, of resonant scanners, 
30.43, 30.43f, 30.44

Sweatt lenses, 23.4
Sweatt model, 23.4, 23.6
Switches and switching:

in integrated optics, 21.34–21.35, 21.34f
interferometric optical switches, 32.19

Symmetrical lenses, 1.71, 17.26–17.27, 17.27f
Synthetic aperture radar data, 11.6–11.8, 

11.7f–11.8f
System-response (SR) function, 8.12

Tangent vectors, of space curves, 1.18, 1.19
Tangential fans and foci, 1.35
Telecentric lenses, 18.12

Telecentric stop, 17.9
Telecentricity, 1.83–1.84, 30.31, 30.31f, 30.32
Telephoto lenses, 17.29, 27.2, 27.6, 

27.7f–27.16f, 27.13
Telescopes:

astronomical, 18.10
Cassegrainian, 18.21
field of view in, 18.15–18.16, 18.15f
Galilean, 18.15
Keplerian, 18.10
Mersenne, 18.19
objectives for, 29.8, 29.9, 29.12, 29.29–29.30
terrestrial, 18.10–18.11, 18.11f

Telescopic lenses, 1.46 (See also Afocal lenses)
Telescopic transformations, 1.57
Television:

integrated optics and cable, 21.2, 21.32–21.34
Scophony TV projection system, 30.45

Temperature:
and crystalline-quartz retardation plates, 13.48
Curie, 35.25
and integrated optics, 21.12

Temporal beats, interference and, 2.13
Temporal coherence, 2.41, 5.3
Temporal signals, analog processing of, 

11.8–11.12, 11.9f–11.11f
Tensor, electro-optic, 21.10
Tensor product, of Jones matrices, 14.23
Terrestrial telescopes, 18.10–18.11, 18.11f
Tessar lenses, 17.26, 17.26f
Tewarson, 12.30
Thermal imaging cameras, 25.25
Thermal optimization, of media, 35.20, 35.20f
Thermal (Lambertian) sources of light, 

5.12–5.13
Thermomagnetic recording process, 

35.17–35.20, 35.18f–35.20f
Thick lens systems, 1.55
Thin film oxides, 21.13–21.14
Thin films, interference and, 2.24
Thin lens systems, 1.55
Thin-lens model:

of Galilean afocal lenses, 18.15, 18.15f
of Keplerian afocal lenses, 18.7–18.8, 18.8f

Third-order aberrations, 1.90–1.91, 29.38
Thompson reversed Nicol prisms, 13.16f, 13.17
Thomson CSF, 21.35
Three-beam interferometers, 32.7–32.8, 32.7f
Three-dimensional diffraction patterns, 

28.19–28.22, 28.20f, 28.21f
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Three-lens prime focus corrector objective, 29.10
Three-mirror objectives, 29.28–29.32, 29.34
Three-phase model (ellipsometry), 16.5–16.8, 

16.6f–16.8f
Three-powered-mirror lenses, 18.20, 

18.20f, 18.21
Three-ray rule, 1.42
Throughput, 1.22, 13.7 (See also Étendue)
Tilted planes, for collineation, 1.61, 1.62, 1.62f
Tilted-plane processors, 11.8, 11.8f
Time, coherence, 5.3
Time averages, in coherence theory, 

6.2n, 6.4–6.5
Time domain, 7.17
Time lag, of cameras, 25.8–25.9, 25.9f
Time-integrating correlators, 11.11–11.12, 11.11f
Time-sequential polarimeters, 15.5
T-matrix method, 7.15
T-number, 1.79
Toner, in xerographic systems, 34.1, 

34.8–34.9, 34.8f
Topothesy, of fractals, 8.8
Torsion, radius of, 1.19
Total internal reflection:

of optical waveguides, 21.3
of Rochon prisms, 13.20

Track-error signal (TES), 35.14–35.15, 
35.15f, 35.17

Tracks, on optical disks, 35.2–35.5, 35.3f–35.5f
Transfer, in xerographic systems, 34.10
Transfer functions (see specific functions, e.g.:

Modulation transfer function (MTF))
Transfer matrices, 1.66
Transillumination, in microscopes, 

28.5–28.7, 28.6f
Translation, by scanners, 30.5
Transmission:

amplitude-shift-keyed, 21.30
analog, 21.32–21.34, 21.33f, 21.34f
differential-phase-shift-keyed, 21.30, 21.32
digital, 21.31–21.32
by Glan-Thompson-type prisms, 13.9–13.10, 

13.10f, 13.11f
by LEDs, 21.32
in multilayer systems, 16.8–16.9
nonnormal-incidence, 12.18–12.24
silicon photonics, 21.14–21.16, 21.15f
by silicon photonics, 21.38, 21.39

Transmission ellipsometry, 16.10
Transmissive planar objects, 6.3

Transmittance:
of Brewster angle transmission polarizers, 12.22
of Mueller matrices, 14.16–14.17
of pile-of-plates polarizers, 12.15–12.17
principal, 12.14–12.16
of spherical lenses, 6.3

Transmitted state, of polarizers, 15.19
Transverse electric (TE) modes, of optical 

waveguides, 21.6, 21.7
Transverse magnetic (TM) modes, of optical 

waveguides, 21.6, 21.7
Transverse magnification, 1.28, 1.50–1.51
Transverse primary chromatic aberration 

(TPAC), 17.22
Transverse ray aberrations, 1.87
Transverse translational scan, 30.28
Traveling wave modulators, 21.26
Trigger detection, with ODMR, 31.21
Tri-Level highlight color process, 34.12, 34.13f
Trim retarders, for LC panels, 15.33
Trimmed Nicol-type polarizers, 

13.16–13.18, 13.16f
Triplet lenses, 17.26, 17.26f
Tri-positive rare earth ions, 10.16–10.18, 

10.16t, 10.17f
Trischiefspiegler objective, 29.27
T-trace formula, 1.44
Tube length (objective lenses), 28.13, 28.13t
Tutton’s test, 13.45
Two-component magnetic brush 

development, in xerographic systems, 
34.5–34.7, 34.5f–34.7f

Two-dimensional images, analog processing 
for, 11.12–11.17, 11.13f

Two-dimensional scanners, 30.18, 30.19f
Two-lens systems, 17.20–17.22, 17.21f–17.22f
Two-mirror, three reflection objective, 29.26
Two-phase model (ellipsometry), 16.5, 16.6f
Two-powered-mirror lenses, 18.20, 18.20f
Two-ray paraxial invariant, 1.41
Two-wavelength interferometry, 32.9
Twyman-Green interferometers, 2.28, 32.2, 

32.9, 33.5

Unblazed gratings, 20.3–20.4
Underillumination, for input/output 

scanning, 30.14
Underwater cameras, 25.25
Unfolded reflections, in systems 

of revolution, 1.32
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Unicam double-monochromator spectrometer, 
20.10, 20.13, 20.15f

Uniformity, of binary optics, 23.7
Unit determinants, paraxial matrix methods 

for, 1.67
Upatnieks, J., 33.2

Van Cittert-Zernike theorem, 2.38, 2.39, 
5.13–5.14, 5.17–5.19, 6.4, 6.8

Vander Lugt filters, 11.13–11.14
Vapor-phase epitaxy (VPE), 21.17, 21.18
Variable retardation plates, 13.53
Variable-angle spectroscopic ellipsometry 

(VASE), 16.3
Variational integral, of rays, 1.19
Vector aberration theory, 29.5
Vector diffraction, 3.32–3.37, 3.32f–3.37f,

23.13–23.14, 23.14f
Vector Huygens secondary source (unit), 

3.33–3.36, 3.37f
Vectors:

electric field, 2.3–2.4
of space curves, 1.18, 1.19

Vector-scattering amplitude, 7.8
VeriMask, 33.19
Vertex, for figure of revolution, 1.32
Vertex curvature, 1.32–1.33
Vertical half-wave linear retarders, Mueller 

matrices for, 14.12t
Vertical linear polarizers, 14.10t
Vertical quarter-wave linear retarders, Mueller 

matrices for, 14.12t
Vibration, planes of, 12.6
Vibrational relaxation, 31.14, 31.14f
Vibrational sidebands, 10.24
Vibrational spectra, 10.18–10.20
Video cameras, 25.7–25.8
Videocassette recorders (VCRs), 35.1
Video-enhanced differential-interference 

contrast (VE-DIC), 28.41
View cameras, 25.18–25.20, 25.19f
Vignetting, 1.81, 1.81f, 1.82, 17.8, 

29.6, 29.38
Virtual images, 29.38
Virtual pupils, 1.76
Virtual rays, 1.10
Visual magnification, 1.28
VLSI-CMOS technology, silicon photonics 

for, 21.15, 21.16
Volume imaging ideal, 1.29

Volume scattering, 9.1–9.17
multiple scattering, 9.8–9.17

analytical theory of, 9.9–9.10, 9.9f
depolarization, 9.16–9.17, 9.17f
effective-medium representation, 9.8
radiative transfer, 9.10–9.13, 9.11f, 9.13f
speckle patterns, 9.15–9.16, 9.15f
weak localization, 9.13–9.17, 9.14f

single particle scattering vs., 9.2–9.3
and single scattering, 9.4–9.8, 9.6f, 9.7f
theory of, 9.3–9.4, 9.4f

Volumetric reflection, 7.7f
Volumetric scattering cross section, 7.7f

Wadsworth configuration, 20.5f, 20.8, 
20.12f, 20.14t

WALRUS objective, 29.28
Wave equation, 12.4–12.6
Wave normals, 13.5
Wavefront aberration coefficients, 1.90
Wavefront aberrations, 1.86–1.88
Wavefront division, 2.14
Wavefront division, interference by, 2.14–2.19, 

2.15f–2.18f
Wavefront multiplexers, 23.11, 23.11t, 23.12
Wavefront quality, of binary optics, 23.8
Wavefronts, 3.4

aberrated, 2.12, 2.13
cylindrical, 3.13–3.21, 3.14f

Cornu’s spiral, 3.16–3.19
opaque strip construction, 3.20–3.21
from rectangular apertures, 3.19–3.20
from straight edge, 3.14–3.16

disturbance of, 3.5–3.6
for cylindrical wavefronts, 3.13–3.14, 3.14f
and straight edges, 3.14–3.15

geometrical, 1.12–1.13
and interference, 2.4–2.5

Waveguide grating routers (WGRs), 21.24
Waveguides:

integrated optics, 21.3–21.8, 21.3f–21.5f, 21.7f
leaky, 21.3

Wavelength:
and modulation transfer function, 17.38, 17.39
of plane waves, 2.4

Wavelength division multiplexes (WDM) systems:
fabrication of, 21.14
filters for, 21.23
in integrated optics, 21.37–21.38, 

21.37f–21.39f
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Wavelength interval (between oscillations), 12.10
Waveplates, 15.8
Waves, 2.3–2.6

amplitudes of, 2.4, 2.5, 12.5
diffraction of, 3.2–3.3, 3.3f
interference of, 2.5–2.6
plane, 2.4, 2.5f, 3.3, 3.17

decomposition of, 3.23
interference of, 2.8–2.9, 2.9f
and spherical waves, 2.9–2.11, 2.10f

spherical, 2.4, 2.5f, 3.2–3.3
interference of, 2.11–2.12, 2.12f, 2.13f
and plane waves, 2.9–2.11, 2.10f

Weak polarization elements (Mueller matrices), 
14.26–14.27

Wernicke prisms, 20.6f
Wetherell and Womble objectives, 29.31
Weyl’s integral, 5.17
Weyl’s plane-wave decomposition, 3.23
Wide-angle photography:

cameras for, 25.25, 25.26f
lenses for, 27.2, 27.5f

with nonrectilinear distortion, 27.6
with rectilinear distortion correction, 

27.6, 27.13f, 27.14f
Wide-field objective with Maksutov 

correction, 29.20
Wieman-Hansch experiment, 31.26
Wiener filter, 11.15–11.17
Wiener-Khintchine theorem, 5.5, 5.21
Wien’s wavelength displacement law, 31.4
Wigner distribution function, 5.8
Winchester heads, 35.6
Wire grids, 13.30n
Wire-grid polarizers, 13.30–13.33, 

13.31f, 13.32t
Wiscombe, W., 7.12, 7.15
Wizinowich, P. L., 12.15, 13.52
Wolf shift, 5.21
Wollaston, W. H., 17.17, 17.18

Wollaston prisms, 13.7, 13.18, 13.18f, 13.21, 13.24
for DIC microscopes, 28.39, 28.40
in Nomarski interferometers, 32.4
and nondispersive prisms, 19.3t, 19.15, 19.15f

Working distance, of objective lenses, 28.13
Wright objective, 29.15
Wright objectives, 29.15
Write-once-read-many (WORM) 

technology, 35.2

Xerographic systems, 34.1–34.13, 34.2f
cleaning and erasing in, 34.10
color in, 34.11–34.12, 34.11f–34.13f
control of, 34.11
development in, 34.5–34.10, 34.5f–34.9f
fusing in, 34.10
and latent image, 34.1–34.4, 34.2f–34.3f
transfer in, 34.10

X-ray scattering, 9.6

Yolo objectives, 29.26
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FIGURE 15.2 A sample-measuring polarimeter consists of a source, polariza-
tion state generator (PSG), the sample, a polarization state analyzer (PSA), and the 
detector.

FIGURE 15.3 The dual rotating retarder polarimeter consists of a source, a 
fixed linear polarizer, a retarder which rotates in steps, the sample, a second retarder 
which rotates in steps, a fixed linear polarizer, and the detector.

FIGURE 15.6 Imaging polarimeter configured for retro reflection test-
ing using a non polarizing beam splitter and beam dump.
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FIGURE 32.26 Gravitational-wave detector using two Fabry-Perot interferometers. 
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COVER ILLUSTRATIONS

Left: Telescope such as used by Galileo to discover lunar craters and Jupiter’s moons. The basic 
design is still used in opera and sports glasses. See Chap. 1.

Middle: Simplifi ed schematic of a laser showing the gain medium which amplifi es the light, 
and the resonator which defi nes the light’s direction and spatial distribution. The third critical 
part, the source to excite the gain medium, is not shown. See Chap. 16.

Right: Zernike circle polynomial representing balanced astigmatism with a standard deviation 
of one wave illustrated as an isometric plot on the top, interferogram on the left, and point-
spread function on the right. See Chap. 11.
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Chapter 61. Advances in Imaging Detectors Aaron Couture
Chapter 62. X-Ray Spectral Detection and Imaging Eric Lifshin

Subpart 5.6. Neutron Optics and Applications

Chapter 63. Neutron Optics David Mildner
Chapter 64. Grazing-Incidence Neutron Optics Mikhail Gubarev and Brian Ramsey
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xxv

EDITORS’ PREFACE

The third edition of the Handbook of Optics is designed to pull together the dramatic developments 
in both the basic and applied aspects of the field while retaining the archival, reference book value 
of a handbook. This means that it is much more extensive than either the first edition, published 
in 1978, or the second edition, with Volumes I and II appearing in 1995 and Volumes III and IV in 
2001. To cover the greatly expanded field of optics, the Handbook now appears in five volumes. Over 
100 authors or author teams have contributed to this work.

Volume I is devoted to the fundamentals, components, and instruments that make optics possible. 
Volume II contains chapters on design, fabrication, testing, sources of light, detection, and a new section 
devoted to radiometry and photometry. Volume III concerns vision optics only and is printed entirely 
in color. In Volume IV there are chapters on the optical properties of materials, nonlinear, quantum and 
molecular optics. Volume V has extensive sections on fiber optics and x ray and neutron optics, along 
with shorter sections on measurements, modulators, and atmospheric optical properties and turbulence. 
Several pages of color inserts are provided where appropriate to aid the reader. A purchaser of the print 
version of any volume of the Handbook will be able to download a digital version containing all of the 
material in that volume in PDF format to one computer (see download instructions on bound-in card). 
The combined index for all five volumes can be downloaded from www.HandbookofOpticsOnline.com.

It is possible by careful selection of what and how to present that the third edition of the 
Handbook could serve as a text for a comprehensive course in optics. In addition, students who take 
such a course would have the Handbook as a career-long reference.

Topics were selected by the editors so that the Handbook could be a desktop (bookshelf) general 
reference for the parts of optics that had matured enough to warrant archival presentation. New 
chapters were included on topics that had reached this stage since the second edition, and existing 
chapters from the second edition were updated where necessary to provide this compendium. In 
selecting subjects to include, we also had to select which subjects to leave out. The criteria we applied 
were: (1) was it a specific application of optics rather than a core science or technology and (2) was it 
a subject in which the role of optics was peripheral to the central issue addressed. Thus, such topics as 
medical optics, laser surgery, and laser materials processing were not included. While applications of 
optics are mentioned in the chapters there is no space in the Handbook to include separate chapters 
devoted to all of the myriad uses of optics in today’s world. If we had, the third edition would be 
much longer than it is and much of it would soon be outdated. We designed the third edition of the 
Handbook of Optics so that it concentrates on the principles of optics that make applications possible.

Authors were asked to try to achieve the dual purpose of preparing a chapter that was a worth-
while reference for someone working in the field and that could be used as a starting point to 
become acquainted with that aspect of optics. They did that and we thank them for the outstanding 
results seen throughout the Handbook. We also thank Mr. Taisuke Soda of McGraw-Hill for his help 
in putting this complex project together and Mr. Alan Tourtlotte and Ms. Susannah Lehman of the 
Optical Society of America for logistical help that made this effort possible.

We dedicate the third edition of the Handbook of Optics to all of the OSA volunteers who, since 
OSA’s founding in 1916, give their time and energy to promoting the generation, application, 
archiving, and worldwide dissemination of knowledge in optics and photonics.

Michael Bass, Editor-in-Chief 
Associate Editors: 

Casimer M. DeCusatis
Jay M. Enoch

Vasudevan Lakshminarayanan
Guifang Li

Carolyn MacDonald
Virendra N. Mahajan

Eric Van Stryland
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xxvii

PREFACE TO VOLUME II

Volume II of the Handbook of Optics is a continuation of Volume I. It starts with optical system 
design and covers first-order layout, aberration curves, design software, specifications and toler-
ances, component mounting, stray light control, and thermal compensation techniques. Optical 
fabrication and testing are discussed next. A new chapter on the use of orthonormal polynomials in 
optical design and testing has been added. Such a polynomial representing balanced astigmatism is 
illustrated on the cover. The section on sources includes different types of lasers, laser stabilization, 
laser theory, and a discussion of ultrashort laser sources. Light-emitting diodes including the new 
“high-brightness” LEDs are presented. Artificial sources of light for both the laboratory and field are 
described along with a discussion of light standards calibration. The section on detectors includes 
high-speed and thermal detectors along with an analysis of signal detection. Imaging using film, 
detector arrays, and image tubes is discussed. This volume ends with a section on radiometry and 
photometry. Two new chapters have been added in this area. One is on spectroradiometry and the 
other is on lighting and applications.

Every effort was made to contact all the authors of chapters in the second edition that would 
appear in this edition so that they could update their chapters. However, the authors of several 
chapters could not be located or were not available. Their chapters are reproduced without update. 
Every effort has been made to ensure that such chapters have been correctly reproduced.

There are many other chapters in this edition of the Handbook that could have been included 
in Volumes I and II. However, page limitations prevented that. For example, in Volume V there is 
a section on Atmospheric Optics. It consists of three chapters, one on transmission through the 
atmosphere, another on imaging through atmospheric turbulence, and a third on adaptive optics to 
overcome some of the deleterious effects of turbulence.

The chapters are generally aimed at the graduate students, though practicing scientists and 
engineers will find them equally suitable as references on the topics discussed. Each chapter has suf-
ficient references for additional and/or further study.

Virendra N. Mahajan
The Aerospace Corporation

Eric Van Stryland
CREOL, The College of Optics and Photonics

Associate Editors 
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xxix

GLOSSARY AND FUNDAMENTAL 
CONSTANTS

Introduction

This glossary of the terms used in the Handbook represents to a large extent the language of optics. 
The symbols are representations of numbers, variables, and concepts. Although the basic list was 
compiled by the author of this section, all the editors have contributed and agreed to this set of sym-
bols and definitions. Every attempt has been made to use the same symbols for the same concepts 
throughout the entire Handbook, although there are exceptions. Some symbols seem to be used for 
many concepts. The symbol a is a prime example, as it is used for absorptivity, absorption coeffi-
cient, coefficient of linear thermal expansion, and more. Although we have tried to limit this kind of 
redundancy, we have also bowed deeply to custom.

Units

The abbreviations for the most common units are given first. They are consistent with most of the 
established lists of symbols, such as given by the International Standards Organization ISO1 and the 
International Union of Pure and Applied Physics, IUPAP.2

Prefixes

Similarly, a list of the numerical prefixes1 that are most frequently used is given, along with both the 
common names (where they exist) and the multiples of ten that they represent.

Fundamental Constants

The values of the fundamental constants3 are listed following the sections on SI units.

Symbols

The most commonly used symbols are then given. Most chapters of the Handbook also have a glos-
sary of the terms and symbols specific to them for the convenience of the reader. In the following 
list, the symbol is given, its meaning is next, and the most customary unit of measure for the quan-
tity is presented in brackets. A bracket with a dash in it indicates that the quantity is unitless. Note 
that there is a difference between units and dimensions. An angle has units of degrees or radians and 
a solid angle square degrees or steradians, but both are pure ratios and are dimensionless. The unit 
symbols as recommended in the SI system are used, but decimal multiples of some of the dimen-
sions are sometimes given. The symbols chosen, with some cited exceptions, are also those of the 
first two references.

RATIONALE FOR SOME DISPUTED SYMBOLS

The choice of symbols is a personal decision, but commonality improves communication. This sec-
tion explains why the editors have chosen the preferred symbols for the Handbook. We hope that this 
will encourage more agreement.
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Fundamental Constants

It is encouraging that there is almost universal agreement for the symbols for the fundamental con-
stants. We have taken one small exception by adding a subscript B to the k for Boltzmann’s constant.

Mathematics

We have chosen i as the imaginary almost arbitrarily. IUPAP lists both i and j, while ISO does not 
report on these.

Spectral Variables

These include expressions for the wavelength l, frequency v, wave number s, ω for circular or 
radian frequency, k for circular or radian wave number and dimensionless frequency x. Although 
some use f for frequency, it can be easily confused with electronic or spatial frequency. Some use 
n~ for wave number, but, because of typography problems and agreement with ISO and IUPAP, we 
have chosen s ; it should not be confused with the Stefan-Boltzmann constant. For spatial frequen-
cies we have chosen x and h, although fx and fy are sometimes used. ISO and IUPAP do not report 
on these.

Radiometry

Radiometric terms are contentious. The most recent set of recommendations by ISO and IUPAP are L for 
radiance [Wcm–2sr–1], M for radiant emittance or exitance [Wcm–2], E for irradiance or incidance [Wcm–2],
and I for intensity [Wsr–2]. The previous terms, W, H, N, and J, respectively, are still in many texts, notably 
Smith4 and Lloyd5 but we have used the revised set, although there are still shortcomings. We have tried to 
deal with the vexatious term intensity by using specific intensity when the units are Wcm–2sr–1, field intensity
when they are Wcm–2, and radiometric intensity when they are Wsr–1.

There are two sets to terms for these radiometric quantities, which arise in part from the terms 
for different types of reflection, transmission, absorption, and emission. It has been proposed that 
the ion ending indicate a process, that the ance ending indicate a value associated with a particu-
lar sample, and that the ivity ending indicate a generic value for a “pure” substance. Then one also 
has reflectance, transmittance, absorptance, and emittance as well as reflectivity, transmissivity, 
absorptivity, and emissivity. There are now two different uses of the word emissivity. Thus the words 
exitance, incidence, and sterance were coined to be used in place of emittance, irradiance, and radi-
ance. It is interesting that ISO uses radiance, exitance, and irradiance whereas IUPAP uses radiance 
excitance [sic], and irradiance. We have chosen to use them both, i.e., emittance, irradiance, and 
radiance will be followed in square brackets by exitance, incidence, and sterance (or vice versa). 
Individual authors will use the different endings for transmission, reflection, absorption, and emis-
sion as they see fit.

We are still troubled by the use of the symbol E for irradiance, as it is so close in meaning 
to electric field, but we have maintained that accepted use. The spectral concentrations of these 
quantities, indicated by a wavelength, wave number, or frequency subscript (e.g., Ll) represent 
partial differentiations; a subscript q represents a photon quantity; and a subscript v indicates 
a quantity normalized to the response of the eye. Thereby, Lv is luminance, Ev illuminance, and 
Mv and Iv luminous emittance and luminous intensity. The symbols we have chosen are consis-
tent with ISO and IUPAP.

The refractive index may be considered a radiometric quantity. It is generally complex and is 
indicated by ñ = n – ik. The real part is the relative refractive index and k is the extinction coefficient. 
These are consistent with ISO and IUPAP, but they do not address the complex index or extinction 
coefficient.
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Optical Design

For the most part ISO and IUPAP do not address the symbols that are important in this area.
There were at least 20 different ways to indicate focal ratio; we have chosen FN as symmetri-

cal with NA; we chose f and efl to indicate the effective focal length. Object and image distance, 
although given many different symbols, were finally called so and si since s is an almost universal 
symbol for distance. Field angles are q and f ; angles that measure the slope of a ray to the optical 
axis are u; u can also be sin u. Wave aberrations are indicated by Wijk, while third-order ray aberra-
tions are indicated by si and more mnemonic symbols.

Electromagnetic Fields

There is no argument about E and H for the electric and magnetic field strengths, Q for quantity 
of charge, r for volume charge density, s for surface charge density, etc. There is no guidance from 
Refs. 1 and 2 on polarization indication. We chose � and || rather than p and s, partly because s is 
sometimes also used to indicate scattered light.

There are several sets of symbols used for reflection transmission, and (sometimes) absorption, 
each with good logic. The versions of these quantities dealing with field amplitudes are usually 
specified with lower case symbols: r, t, and a. The versions dealing with power are alternately given 
by the uppercase symbols or the corresponding Greek symbols: R and T versus r and t. We have 
chosen to use the Greek, mainly because these quantities are also closely associated with Kirchhoff ’s 
law that is usually stated symbolically as a = �. The law of conservation of energy for light on a sur-
face is also usually written as a + r + t = 1.

Base SI Quantities

length m meter
time s second
mass kg kilogram
electric current A ampere
temperature K kelvin
amount of substance mol mole
luminous intensity cd candela

Derived SI Quantities

energy J joule
electric charge C coulomb
electric potential V volt
electric capacitance F farad
electric resistance Ω ohm
electric conductance S siemens
magnetic flux Wb weber
inductance H henry
pressure Pa pascal
magnetic flux density T tesla
frequency Hz hertz
power W watt
force N newton
angle rad radian
angle sr steradian

GLOSSARY AND FUNDAMENTAL CONSTANTS  xxxi
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Prefixes

Symbol Name Common name Exponent of ten
F exa  18
P peta  15
T tera trillion 12
G giga billion 9
M mega million 6
k kilo thousand 3
h hecto hundred 2
da deca ten 1
d deci tenth –1
c centi hundredth –2
m milli thousandth –3
m micro millionth –6
n nano billionth –9
p pico trillionth –12
f femto  –15
a atto  –18

Constants

c speed of light vacuo [299792458 ms–1]
c1 first radiation constant = 2pc2h = 3.7417749 × 10–16 [Wm2]
c2 second radiation constant = hc/k = 0.014838769 [mK]
e elementary charge [1.60217733 × 10–19 C]
gn free fall constant [9.80665 ms–2]
h Planck’s constant [6.6260755 × 10–34 Ws]
kB Boltzmann constant [1.380658 × 10–23 JK–1]
me mass of the electron [9.1093897 × 10–31 kg]
NA Avogadro constant [6.0221367 × 1023 mol–1]
R• Rydberg constant [10973731.534 m–1]
�o vacuum permittivity [mo

–1c –2]
s Stefan-Boltzmann constant [5.67051 × 10–8 Wm–1 K–4]
mo vacuum permeability [4p × 10–7 NA–2]
mB Bohr magneton [9.2740154 × 10–24 JT–1]

General

B magnetic induction [Wbm–2, kgs–1 C–1]
C capacitance [f, C2 s2 m–2 kg–1]
C curvature [m–1]
c speed of light in vacuo [ms–1]
c1 first radiation constant [Wm2]
c2 second radiation constant [mK]
D electric displacement [Cm–2]
E incidance [irradiance] [Wm–2]
e electronic charge [coulomb]
Ev illuminance [lux, lmm–2]
E electrical field strength [Vm–1]
E transition energy [J]
Eg band-gap energy [eV]
f focal length [m]
fc Fermi occupation function, conduction band
fv Fermi occupation function, valence band
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FN focal ratio (f/number) [—]
g gain per unit length [m–1]
gth gain threshold per unit length [m1]
H magnetic field strength [Am–1, Cs–1 m–1]
h height [m]
I irradiance (see also E) [Wm–2]
I radiant intensity [Wsr–1]
I nuclear spin quantum number [—]
I current [A]
i −1
Im() imaginary part of
J current density [Am–2]
j total angular momentum [kg m2 s–1]
J1() Bessel function of the first kind [—]
k radian wave number =2p/l [rad cm–1]
k wave vector [rad cm–1]
k extinction coefficient [—]
L sterance [radiance] [Wm–2 sr–1]
Lv luminance [cdm–2]
L inductance [h, m2 kg C2]
L laser cavity length
L, M, N direction cosines [—]
M angular magnification [—]
M radiant exitance [radiant emittance] [Wm–2]
m linear magnification [—]
m effective mass [kg]
MTF modulation transfer function [—]
N photon flux [s–1]
N carrier (number)density [m–3]
n real part of the relative refractive index [—]
ñ complex index of refraction [—]
NA numerical aperture [—]
OPD optical path difference [m]
P macroscopic polarization [C m–2]
Re() real part of [—]
R resistance [Ω]
r position vector [m]
S Seebeck coefficient [VK–1]
s spin quantum number [—]
s path length [m]
So object distance [m]
Si image distance [m]
T temperature [K, C]
t time [s]
t thickness [m]
u slope of ray with the optical axis [rad]
V Abbe reciprocal dispersion [—]
V voltage [V, m2 kgs–2 C–1]
x, y, z rectangular coordinates [m]
Z atomic number [—]

Greek Symbols

a absorption coefficient [cm−1]
a (power) absorptance (absorptivity)
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� diclectric coefficient (constant) [—]
� emittance (emissivity) [—]
� eccentricity [—]
�1 Re (�)
�2 lm (�)
t (power) transmittance (transmissivity) [—]
n radiation frequency [Hz]
w circular frequency = 2pn [rads−1]
w plasma frequency [H2]
l wavelength [μm, nm]
s wave number = 1/l [cm–1]
s Stefan Boltzmann constant [Wm−2K−1]
r reflectance (reflectivity) [—]
q, f angular coordinates [rad, °]
x, h rectangular spatial frequencies [m−1, r−1]
f phase [rad, °]
f lens power [m−2]
Φ flux [W]
c electric susceptibility tensor [—]
Ω solid angle [sr]

Other

ℜ responsivity
exp (x) ex

loga (x) log to the base a of x
ln (x) natural log of x
log (x) standard log of x: log10 (x)
Σ summation
Π product
Δ finite difference
dx variation in x
dx total differential
∂x partial derivative of x
d(x) Dirac delta function of x
dij Kronecker delta
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TECHNIQUES OF 
FIRST-ORDER LAYOUT

Warren J. Smith∗

Kaiser Electro-Optics, Inc.
Carlsbad, California

1.1 GLOSSARY

 A, B scaling constants

 d distance between components

 f focal length

 h image height

 I invariant

 j, k indices

 l axial intercept distance

 M angular magnifi cation

 m linear, lateral magnifi cation

 n refractive index

 P partial dispersion, projection lens diameter

 r radius

 S source or detector linear dimension

 SS secondary spectrum

 s object distance

 s′ image distance

 t temperature

 u ray slope

 V Abbe number

 y height above optical axis

 a radiometer fi eld of view, projector fi eld of view

 f component power (= 1/f  )

1.3

1

∗Deceased.
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1.4  DESIGN

1.2 FIRST-ORDER LAYOUT

First-order layout is the determination of the arrangement of the components of an optical system 
in order to satisfy the first-order requirements imposed on the system. The term “first-order” means 
the paraxial image properties: the size of the image, its orientations, its location, and the illumination 
or brightness of the image. This also implies apertures, f-numbers, fields of view, physical size limi-
tations, and the like. It does not ordinarily include considerations of aberration correction; these are 
usually third- and higher-order matters, not first-order. However, ordinary chromatic aberration 
and secondary spectrum are first-order aberrations. Additionally, the first-order layout can have an 
effect on the Petzval curvature of field, the cost of the optics, the sensitivity to misalignment, and the 
defocusing effects of temperature changes.

The primary task of first-order layout is to determine the powers and spacings of the system compo-
nents so that the image is located in the right place and has the right size and orientation. It is not neces-
sary to deal with surface-by-surface ray-tracing here; the concern is with components. “Components” 
may mean single elements, cemented doublets, or even complex assemblies of many elements. The first-
order properties of a component can be described by its Gauss points: the focal points and principal 
points. For layout purposes, however, the initial work can be done assuming that each component is of 
zero thickness; then only the component location and its power (or focal length) need be defined.

1.3 RAY-TRACING

The most general way to determine the characteristics of an image is by ray-tracing. As shown in 
Fig. 1, if an “axial (marginal)” ray is started at the foot (axial intercept) of the object, then an image 
is located at each place that this ray crosses the axis. The size of the image can be determined by trac-
ing a second, “principal (chief),” ray from the top of the object and passing through the center of the 
limiting aperture of the system, the “aperture stop;” the intersection height of this ray at the image 
plane indicates the image size. This size can also be determined from the ratio of the ray slopes of 
the axial ray at the object and at the image; this yields the magnification m u uk= ′0 / ; object height 
times magnification yields the image height.

The ray-tracing equations are

 
y l u1 1 1= −  (1)

 
′ = −u u yj j j jφ  (2)

 
y y d uj j j j+ = + ′1

 (3)

 
′ = − ′l y uk k k/  (4)

FIGURE 1
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TECHNIQUES OF FIRST-ORDER LAYOUT  1.5

where l and l′ are the axial intersection distances of the ray before and after refraction by the com-
ponent, u and u′ are the ray slopes before and after refraction, f is the component power (f = 1/f ), 
yj is the height at which the ray strikes the jth component, and dj is the distance from the jth to the 
( j + l)th component. Equations (2) and (3) are applied sequentially to the components, from object 
to image.

These equations can be used in two different ways. When the components and spacings are 
known, the image characteristics can readily be calculated. In the inverse application, the (unknown) 
powers and spaces can be represented by symbols, and the ray can be traced symbolically through 
the postulated number of components. The results of this symbolic ray-tracing can be equated to 
the required characteristics of the system; these equations can then be solved for the unknowns, 
which are the component powers and spacings.

As an example, given the starting ray data, y1 and u1, we get

  
′ = −u u y1 1 1 1φ

 

 
y y d u y d u y2 1 1 1 1 1 1 1 1= + ′ = + −( )φ

 

 
′ = ′ −u u y2 1 2 2φ

 

   
= − − + −u y y d u y1 1 1 1 1 1 1 1 2φ φ φ[ ( )]

 

 
y y u3 2 2 2= + ′ =d etc.

 

Obviously the equations can become rather complex in very short order. However, because of the 
linear characteristics of the paraxial ray equations, they can be simplified by setting either y1 or u1
equal to one (1.0) without any loss of generality. But the algebra can still be daunting.

1.4 TWO-COMPONENT SYSTEMS

Many systems are either limited to two components or can be separated into two-component seg-
ments. There are relatively simple expressions for solving two-component systems.

Although the figures in this chapter show thick lenses with appropriate principal planes, “thin” 
lenses (whose thickness is zero and whose principal planes are coincident with the two coincident 
lens surfaces) may be used.

For systems with infinitely distant objects, as shown in Fig. 2, the following equations for the 
focal length and focus distance are useful:

 
f f f f f dAB A B A B= + −/( )  (5)

 
φ φ φ φ φAB A B A Bd= + −  (6)

 
B f f d fAB A A= −( )/  (7)

 
F f f d fAB B B= −( )/  (8)

 
′ =h f uAB ptan  (9)

where fAB is the focal length of the combination, fAB is its power, fA and fB are the focal lengths of the 
components, fA and fB are their powers, d is the spacing between the components, B is the “back 
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1.6  DESIGN

focus” distance from the B component, F is the “front focus” distance, up is the angle subtended by 
the object, and h′ is the image height.

If fAB, d, and B (or F) are known, the component focal lengths can be found from

 
f df f BA AB AB= −/( )  (10)

 
f dB f B dB AB= − − −/( )  (11)

These simple expressions are probably the most widely used equations in optical layout work.
If a two-component system operates at finite conjugates, as shown in Fig. 3, the following equa-

tions can be used to determine the layout. When the required system magnification and the compo-
nent locations are known, the powers of the components are given by

 
φA ms md s msd= − − ′( )/  (12)

 
φB d ms s ds= − + ′ ′( )/  (13)

where m = h′/h is the magnification, s and s′ are the object and image distances.

d B

EFL = fab

Principal
planes of

lens a

Principal planes
of lens b

Second principal
plane of

combination

Focal
pointP1 P2

Lens a
with fa = 1/fa

Lens b
with fb = 1/fb

FIGURE 2

Component A Component B

Principal
planes

(–) s s'd

T

h' = mb

m'm
h

FIGURE 3
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TECHNIQUES OF FIRST-ORDER LAYOUT  1.7

In different circumstances, the component powers, the object-to-image distance, and the magni-
fication may be known and the component locations are to be determined. The following quadratic 
equation [Eq. (14)] in d (the spacing) is solved for d:

 
0 ( 1) /= − + + + −d dT T f f m f f mA B A B

2 2( )  (14)

and then

 
s m d T m md A/ 1= − + − −[( ) ] [( ) ]1 φ  (15)

 ′ = + −s T s d  (16)

1.5 AFOCAL SYSTEMS

If the system is afocal, then the following relations will apply:

 
MP / / /( ) ( ) ( )= − = =f f u u d dO E E O O E  (17)

and, if the components are “thin,”

 
L f fO E= +  (18)

 
f LO = − ⋅ −MP/ MP( )1  (19)

 
f LE = −/( )1 MP  (20)

where MP is the angular magnification, fO and fE are the objective and eyepiece focal lengths, uE
and uO are the apparent (image) and real (object) angular fields, dO and dE are the entrance and exit 
pupil diameters, and L is the length of the telescope as indicated in Fig. 4.

fO

fO

fE

fE

uE

dE

uO

dO

(a) Astronomical telescope

(b) Galilean telescope

L

L

FIGURE 4
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1.8  DESIGN

1.6 MAGNIFIERS AND MICROSCOPES

The conventional definition of magnifying power for either a magnifier or microscope compares the 
angular size of the image with the angular size of the object when the object is viewed from a (conven-
tional) distance of 10 inches. Thus the magnification can be found from

 
MP 1 /= ′′0 f  (21)

for either a simple microscope (i.e., magnifier) or a compound microscope, where f is the focal 
length of the system. Using the symbols of Fig. 5, we can also write the following for the compound 
microscope

 
MP /( )= + − ′′f f d f fE O E O10  (22)

 
MP = ×m mO E  

 
= ′′( )( )S S fE2 1 10/ /  (23)

1.7 AFOCAL ATTACHMENTS

In addition to functioning as a telescope, beam expander, etc., an afocal system can be used to mod-
ify the characteristics of another system. It can change the focal length, power, or field of the “prime” 
system. Figure 6 shows several examples of an afocal device placed (in these examples) before an 
imaging system. The combination has a focal length equal to the focal length of the prime system 
multiplied by the angular magnification of the afocal device. Note that in Fig. 6a and b the same 
afocal attachment has been reversed to provide two different focal lengths. If the size of the film or 
detector is kept constant, the angular field is changed by a factor equal to the inverse of the afocal 
magnification.

1.8 FIELD LENSES

Figure 7 illustrates the function of the field lens in a telescope. It is placed near (but rarely exactly at) 
an internal image; its power is chosen so that it converges the oblique ray bundle toward the axis 
sufficiently so that the rays pass through the subsequent component. A field lens is useful to keep 
the component diameters at reasonable sizes. It acts to relay the pupil image to a more acceptable 
location.

h
h'

d

uE

fE

Eyelens (fE)
Objective (fO)

S2S1

FIGURE 5
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TECHNIQUES OF FIRST-ORDER LAYOUT  1.9
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1.10  DESIGN

The required field lens power is easily determined. In Fig. 7 the most troublesome ray is that 
from the bottom of the objective aperture; its slope (u) is simply the height that it climbs divided 
by the distance that it travels. The required slope (u′) for the ray after refraction by the field lens is 
defined by the image height ( y), the “eyelens” semidiameter, and the spacing between them. Then 
Eq. (2) can be solved for the field lens power,

 
φ = − ′( )u u y/  (24)

A periscope is used to carry an image through a long, small-diameter space. As shown in Fig. 8, 
the elements of a periscope are alternating field lenses and relay lenses. An optimum arrangement 
occurs when the images at the field lenses and the apertures of the relay lenses are as large as the 
available space allows. This arrangement has the fewest number of relay stages and the lowest power 
components. For a space of uniform diameter, both the field lenses and the relay lenses operate at 
unit magnification.

1.9 CONDENSERS

The projection/illumination condenser and the field lens of a radiation measuring system operate in 
exactly the same way. The condenser (Fig. 9) forms an image of the light source in the aperture of 
the projection lens, thereby producing even illumination from a nonuniform source. If the source 

Eye
relief

Exit
pupil

(a)

uO

uE

(b)

Field lens

Exit
pupil

Eye-
lens

Image
planeObjective

Eye
relief

FIGURE 7

Field
lens

A
Objective

Relay
lens

B

Field
lens
C

Field
lens

E

Relay
lens
D

FIGURE 8

01_Bass_v2ch01_p001-016.indd 1.10 8/24/09 5:32:36 PM

DO
 N

OT
 D

UP
LI

CA
TE



TECHNIQUES OF FIRST-ORDER LAYOUT  1.11

image fills the projection lens aperture, this will produce the maximum illumination that the source 
brightness and the projection lens aperture diameter will allow. This is often called Köhler illumina-
tion. In a radiometer type of application (Fig. 10), the field lens images the objective lens aperture 
on the detector, uniformly illuminating its surface and permitting the use of a smaller detector. 
Often, the smallest possible source or detector is desired in order to minimize power or maximize 
signal-to-noise. The smallest possible size is given by

 S P n= α /2  (25)

where S is the source or detector size, P is the projection lens or objective aperture diameter, a is the 
field angle of projection or the radiometer field of view, and n is the index in which the source or 
detector is immersed. This value for S corresponds to an (impractical) system speed of F/0.5. A 
source or detector size twice as large is a far more realistic limit, corresponding to a speed of F/1.0.

The invariant, I = n( y2u1 − y1u2), where y1, u1, y2, and u2 are the ray heights and slopes of two 
different rays, is an expression which has the same value everywhere in an optical system. If the two 
rays used are an axial ray and a principal (or chief) ray as shown in Fig. 11, and if the invariant is 
evaluated at the object and image surfaces, the result is

 hnu h n u= ′ ′ ′  (26)

1.10 ZOOM OR VARIFOCAL SYSTEMS

If the spacing between two components is changed, the effective focal length and the back focus are 
changed in accord with Eqs. (5) through (9). If the motions of the two components are arranged so 
that the image location is constant, this is a mechanically compensated zoom lens, so called because 
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1.12  DESIGN

the component motions are usually effected with a mechanical cam. A zoom system may consist of 
just the two basic components or it may include one or more additional members. Usually the two 
basic components have opposite-signed powers.

If a component is working at unit magnification, it can be moved in one direction or the other to 
increase or decrease the magnification. There are pairs of positions where the magnifications are m
and 1/m and for which the object-to-image distance is the same. This is the basis of what is called a 
“bang-bang” zoom; this is a simple way to provide two different focal lengths (or powers, or fields of 
view, or magnifications) for a system.

1.11 ADDITIONAL RAYS

When the system layout has been determined, an “axial” ray at full aperture and a “principal” ray at 
full field can be traced through the system. Because of the linearity of the paraxial equations, we can 
determine the ray-trace data (i.e., y and u) of any third ray from the data of these two traced rays by

 
y Ay By3 1 2= +  (27)

 
u Au Bu3 1 2= +  (28)

where A and B are scaling constants which can be determined from

 
A y u u y u y y u= − −( ) ( )3 1 3 1 1 2 1 2/  (29)

 
B u y y u u y y u= − −( ) ( )3 2 3 2 1 2 1 2/  (30)

where y1, u1, y2, and u2 are the ray heights and slopes of the axial and principal rays and y3 and u3 are 
the data of the third ray; these data are determined at any component of the system where the speci-
fications for all three rays are known. These equations can, for example, be used to determine the 
necessary component diameters to pass a bundle of rays which are A times the diameter of the axial 
bundle at a field angle B times the full-field angle. In Fig. 12, for the dashed rays A = +0.5 and −0.5 
and B = 1.0. Another application of Eqs. (27) through (30) is to locate either a pupil or an aperture 
stop when the other is known.

FIGURE 12
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TECHNIQUES OF FIRST-ORDER LAYOUT  1.13

1.12 MINIMIZING COMPONENT POWER

The first-order layout may in fact determine the ultimate quality, cost, and manufacturability of the 
system. The residual aberrations in a system are a function of the component powers, relative aper-
tures, and angular fields. The relationships are complex, but a good choice for a system layout is one 
which minimizes the sum of the (absolute) component powers, or possibly the sum of the (abso-
lute) yf product for all the components.

For example, in Fig. 13 the length, magnification, and the eye relief of the rifle scope are speci-
fied. There are five variables: three component powers and two spaces. This is one more variable 
than is necessary to achieve the specified characteristics. If we take the focal length of the objective 
component as the free variable, the component powers which satisfy the specifications can be plot-
ted against the objective focal length, as in Fig. 13, and the minimum power arrangement is easily 
determined.

Minimizing the component powers will strongly tend to minimize the aberrations and also the 
sensitivity of the system to fabrication errors and misalignments. The cost of an optical element 
will vary with its diameter (or perhaps the square of the diameter) and also with the product of the 
diameter and the power. Thus, while first-order layout deals only with components, these relation-
ships still apply reasonably well even when applied to components rather than elements. Minimizing 
the component powers does tend to reduce the cost on these grounds (and also because it tends to 
reduce the complexity of the components).

1.13 IS IT A REASONABLE LAYOUT?

A simple way to get a feel for the reasonableness of a layout is to make a rough scale drawing showing 
each component as single element. An element can be drawn as an equiconvex lens with radii which 
are approximately r = 2(n − 1)f ; for an element with an index of 1.5 the radii equal the focal length. 
The elements should be drawn to the diameter necessary to pass the (suitably vignetted) off-axis 
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1.14  DESIGN

bundle of rays as well as the axial bundle. The on-axis and off-axis ray bundles should be sketched in. 
This will very quickly indicate which elements or components are the difficult ones. If the design is 
being started from scratch (as opposed to simply combining existing components), each component can be 
drawn as an achromat. The following section describes achromat layout, but for visual-spectrum sys-
tems it is often sufficient to assume that the positive (crown) element has twice the power of the achro-
mat and the (negative) flint element has a power equal to that of the achromat. Thus an achromat may 
be sketched to the simplified, approximate prescription: r1 = −r2 =f /2 and r3 = plano.

Any elements which are too fat must then be divided or “split” until they look “reasonable.” This 
yields a reasonable estimate of the required complexity of the system, even before the lens design 
process is begun.

If more or less standard design types are to be utilized for the components, it is useful to tabulate 
the focal lengths and diameters to get the (infinity) f-number of each component, and also its angular 
field coverage. The field coverage should be expressed both in terms of the angle that the object and 
image subtend from the component, and also the angle that the smaller of these two heights subtends 
as a function of the focal length (rather than as a function of that conjugate distance). This latter angle 
is useful because the coverage capability of a given design form is usually known in these terms, that is, 
h/f, rather than in finite conjugate terms. With this information at hand, a reasonable decision can be 
made as to the design type necessary to perform the function required of the component.

1.14 ACHROMATISM

The powers of the elements of an achromat can be determined from

 
φ φA AB A A BV V V= −( )/  (31)

 
φ φB AB B B AV V V= −( )/  (32)

 
= −φ φAB A  

where fAB is the power of the achromatic doublet and VA is the Abbe V-value for the element whose 
power is fA, etc. For the visible spectral region V = (nd − 1)/(nF − nC); this can be extended to any 
spectral region by substituting the indices at middle, short, and long wavelengths for nd, nF, and nC.

If the elements are to be spaced apart, and the back focus is B, then the powers and the spacing 
are given by

 
φ φ φA AB A A B ABBV V B V= −( )/ /  (33)

 
φ φ φB AB B A B ABV B V B V= − −( )/ /  (34)

 
D B AB A( )= −1 φ φ/  (35)

For a complete system, the transverse axial chromatic aberration is the sum of y Vuk
2φ / ′  for all 

the elements, where y is the height of the axial ray at the element and ′uk is the ray slope at the image. 
The lateral color is the sum of yy Vup kφ/ ′ , where yp is the principal ray height.

The secondary spectrum is the sum of y P Vuk
2φ / ′ , where P is the partial dispersion, P = (nd − nc)/

(nF − nc). Summed over two elements, this leads to an expression for the longitudinal secondary 
spectrum of an achromatic doublet

 
SS /= − −f P P V VB A A B( ) ( )

 

 
= − Δ Δ/f P V( )  (36)
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TECHNIQUES OF FIRST-ORDER LAYOUT  1.15

This indicates that in order to eliminate secondary spectrum for a doublet, two glasses with 
identical partial dispersions [so that (PA − PB) is zero] are required. A large difference in V-value 
is desired so that (VA − VB) in the denominator of Eqs. (31) and (32) will produce reasonably low 
element powers. As indicated in the schematic and simplified plot of P versus V in Fig. 14a, most 
glasses fall into a nearly linear array, and (ΔP/ΔV) is nearly a constant for the vast majority of glasses. 
The few glasses which are away from the “normal” line can be used for apochromats, but the ΔV for 
glass pairs with a small ΔP tends to be quite small. In order to get an exact match for the partial dis-
persions so that ΔP is equal to zero, two glasses can be combined to simulate a third, as indicated in 
Fig. 14b. For a unit power (f = 1) apochromatic triplet, the element powers can be found from

 
X V P P V P P P PA B C B C A B A( ) /= − + − −[ ( )] ( )  (37)

 
φC C CV V X= −/( )  (38)

 
φ φB C C A B B C A A B CP P V V P P V P P= − − − −(1 ) / + ( )( ) [ ( ) ]  (39)

 
φ φ φA B C= − −1  (40)

1.15 ATHERMALIZATION

When the temperature of a lens element is changed, two factors affect its focus or focal length. As 
the temperature rises, all dimensions of the element are increased; this, by itself, would lengthen the 
focal length. However, the index of refraction of the lens material also changes with temperature. 
For many glasses the index rises with temperature; this effect tends to shorten the focal length.

The thermal change in the power of a thin element is given by

 
d dt a dn dt nφ φ/ / /= − − −[ ( ) ( )]1  (41)

where dn/dt is the differential of index with temperature and a is the thermal expansion coefficient 
of the lens material. Then for a thin doublet

 
d dt T TA A B Bφ φ φ/ = +  (42)
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FIGURE 14
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1.16  DESIGN

where

 T a dn dt n= − + −[ ( ) ( )]/ / 1  (43)

and f is the doublet power.
For an athermalized doublet (or one with some desired df/dt) the element powers are given by

 
φ φ φA B A Bd dt T T T/= − −[( / ) ] ( )  (44)

 
φ φ φB A= −  (45)

To get an athermalized achromatic doublet, a plot of T against (1/V) for all the glasses/materials 
under consideration is made. A line drawn between two glass points is extended to intersect the 
T axis as indicated in Fig. 15. Then the value of the df/dt for the achromatic doublet is equal to the 
doublet power times the value of T at which the line intersects the T axis. A pair of glasses with a 
large V-value difference and a small or zero T axis intersection is desirable.

An athermal achromatic triplet can be made with three glasses as follows:

 
φ φA A B B C CV T V T V D= −( )/  (46)

 
φ φB B C C A AV T V T V D= −( )/  (47)

 
φ φC C A A B BV T V T V D= −( )/  (48)

 
D V T V T V V T V T V V T VA B B C C B C C A A C A A( ) ( ) (= − + − + − T VB B)  (49)

See also Chap. 8, “Thermal Compensation Techniques,” by Philip J. Rogers and Michael Roberts.

NOTE: Figures 2, 3, 4, 5, 7, 8, 9, 10, 11, and 13 are adapted from W. Smith, Modern Optical 
Engineering, 2nd ed., McGraw-Hill, New York, 1990. The remaining figures are adapted from Critical 
Reviews of Lens Design, W. Smith (Ed.), SPIE, vol. CR41, 1992.
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ABERRATION CURVES 
IN LENS DESIGN

Donald C. O’Shea
Georgia Institute of Technology
School of Physics 
Atlanta, Georgia 

Michael E. Harrigan
Harrigan Optical Design
Victor, New York

2.1 GLOSSARY

H ray height

 NA numerical aperture

 OPD optical path difference

P petzval

S sagittal

T tangential

tan U slope

2.2 INTRODUCTION

Many optical designers use aberration curves to summarize the state of correction of an optical 
system, primarily because these curves give a designer important details about the relative con-
tributions of individual aberrations to lens performance. Because a certain design technique may 
affect only one particular aberration type, these curves are more helpful to the lens designer than a 
single-value merit function. When a design is finished, the aberration curves serve as a summary of 
the lens performance and a record for future efforts. For applications such as photography, they are 
most useful because they provide a quick estimate of the effective blur circle diameter.

The aberration curves can be divided into two types: those that are expressed in terms of ray errors 
and those in terms of the optical path difference (OPD). OPD plots are usually plotted against the 
relative ray height in the entrance pupil. Ray errors can be displayed in a number of ways. Either the 
transverse or longitudinal error of a particular ray relative to the chief ray can be plotted as a function 
of the ray height in the entrance pupil. Depending upon the amount and type of aberration present, 
it is sometimes more appropriate to plot the longitudinal aberration as a function of field angle. 

2.1

2
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2.2  DESIGN

For example, astigmatism or field curvature is more easily estimated from field plots, described below. 
Frequently, the curves are also plotted for several wavelengths to characterize chromatic performance. 
Because ray error plots are the most commonly used format, this entry will concentrate on them.

2.3 TRANSVERSE RAY PLOTS

These curves can take several different forms, depending on the particular application of the optical 
system. The most common form is the transverse ray aberration curve. It is also called lateral aberra-
tion, or ray intercept curve (also referred to by the misleading term “rim ray plots”). These plots are 
generated by tracing fans of rays from a specific object point for finite object distances (or a specific 
field angle for an object at infinity) to a linear array of points across the entrance pupil of the lens. The 
curves are plots of the ray error at an evaluation plane measured from the chief ray as a function of the 
relative ray height in the entrance pupil (Fig. 1). For afocal systems, one generally plots angular aberra-
tions, the differences between the tangents of exiting rays and their chief ray in image space.

If the evaluation plane is in the image of a perfect image, there would be no ray error and the 
curve would be a straight line coincident with the abscissa of the plot. If the curve were plotted for 
a different evaluation plane parallel to the image plane, the curve would remain a straight line but it 
would be rotated about the origin. Usually the aberration is plotted along the vertical axis, although 
some designers plot it along the horizontal axis.

The curves in Fig. 1 indicate a lens with substantial underconnected spherical aberration as evi-
denced by the characteristic S-shaped curve. Since a change of the evaluation plane serves only to 
rotate the curve about the origin, a quick estimate of the aberrations of a lens can be made by read-
ing the scale of the ray error axis (y axis) and mentally rotating the plot. For example, the blur spot 
can be estimated from the extent of a band that would enclose the curve a in Fig. 1, but a similar 
estimate could be made from the curves b or c, also.

The simplest form of chromatic aberration is axial color. It is shown in Fig. 2 in the presence of 
spherical aberration. Axial color is the variation of paraxial focus with wavelength and is seen as a differ-
ence in slope of the aberration curves at the origin as a function of wavelength. If the slopes of the curves 
at the origin for the end wavelengths are different, primary axial color is present. If primary axial color is 
corrected, then the curves for the end wavelengths will have the same slope at the origin. But if that slope 
differs from the slope of the curve for the center wavelength, then secondary axial color is present.

A more complex chromatic aberration occurs when the aberrations themselves vary with wave-
length. Spherochromatism, the change of spherical aberration with wavelength, manifests itself as a 
difference in the shapes of the curves for different colors. Another curve that provides a measure of 
lateral color, an off-axis chromatic aberration, is described below.

For a point on the axis of the optical system, all ray fans lie in the meridional plane and only one 
plot is needed to evaluate the system. For off-axis object points, a second plot is added to evaluate a 
fan of skew rays traced in a sagittal plane. Because a skew ray fan is symmetrical across the meridional 

c ΔYΔY

b

a

–EP

a b c
–EP

EP

EP

FIGURE 1 (Left) Rays exiting a lens are intercepted at three evaluation planes. (Right) Ray intercept curves 
plotted for the evaluation planes: (a) at the point of minimum ray error (circle of least confusion); (b) at the 
paraxial image plane; and (c) outside the paraxial image plane. (See also color insert.)
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ABERRATION CURVES IN LENS DESIGN  2.3

plane, only one side of the curve is usually plotted. For all curves the plots are departures from the 
chief ray location in the evaluation plane (Fig. 3). (In the case of the on-axis point, the chief ray is 
coincident with the optical axis.) For systems of small-field coverage only two or three object points 
need to be analyzed, but for wide-angle systems, four or more field points may be necessary.

What can be determined most easily from a comparison between the meridional and sagittal 
fans is the amount of astigmatism in the image for that field point. When astigmatism is present, the 
image planes for the tangential and sagittal fans are located at different distances along the chief ray. 
This is manifested in the ray intercept curves by different slopes at the origin for the tangential and 
sagittal curves. In Fig. 3 the slopes at the origins of the two curves are different at both 70 percent 
and full field, indicating astigmatism at both field points. The fact that the difference in the slopes 
of these two curves has changed sign between the two field points indicates that at some field angle 
between 70 percent and full field, the slopes are equal and there is no astigmatism there. In addition, 
the variation of slopes for each curve as a function of field angle is evidence of field curvature.

Tangential curves

Full field

70% Field

On-axis

Sagittal curves

–EP

–EP

–EP

EP

EP

EP

EP

EP

EP

FIGURE 3 Evaluation of a lens on-axis 
and at two off-axis points. The reduction of 
the length of the curve with higher field indi-
cates that the lens is vignetting these angles. 
The differences in slopes (dashed lines) at 
the origin between the meridional and skew 
curves indicate that the lens has astigmatism 
at these field angles. The variation in the slopes 
with field indicates the presence of field curva-
ture. (See also color insert.)

656.3 nm
587.6 nm
486.1 nm

ΔY

–EP

EP

FIGURE 2 Meridional ray intercept curves of a 
lens with spherical aberration plotted for three colors. 
(See also color insert.)
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2.4  DESIGN

The off-axis aberration of pure primary coma would be evident on these plots as a U-shaped 
curves for the meridional fan and sagittal fans, the tangential curve being three times larger than the 
sagittal curve. The “U” will be either upright or upside down depending on the sign of the coma. In 
almost all cases coma is combined with spherical to produce an S-shaped curve that elongates one 
of the arms of the “S” and shortens the other (Fig. 4).

The amount of vignetting can be determined from the ray intercept curves also. When it is pres-
ent, the meridional curves get progressively shorter as the field angle is increased (Fig. 3), since rays 
at the edges of the entrance pupil are not transmitted. Taken from another perspective, ray intercept 
curves can also provide the designer with an estimate of how far a system must be stopped down to 
provide a required degree of correction.

2.4 FIELD PLOTS

The ray intercept curves provide evaluation for a limited number of object points—usually a point on the 
optical axis and several field points. The field plots present information on certain aberrations across the 
entire field. In these plots, the independent variable is usually the field angle and is plotted vertically and 
the aberration is plotted horizontally. The three field plots most often used are: distortion, field curvature, 
and lateral color. The first of these shows percentage distortion as a function of field angle (Fig. 5).

The second type of plot, field curvature, displays the tangential and sagittal foci as a function of object 
point or field angle (Fig. 6a). In some plots the Petzval surface, the surface to which the image would 

Spherical

Coma

Combined

FIGURE 4 Ray intercept curve showing 
coma combined with spherical aberration. (See 
also color insert.)
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FIGURE 6 Field curve: field curvature plot. The locations of 
the tangential T and sagittal S foci are plotted for a full range of 
field angles. The Petzval surface P is also plotted. The tangential 
surface is always three times farther from the Petzval surface than 
from the sagittal surface: (a) an uncorrected system and (b) a
corrected system. (See also color insert.)

–1 0

% Distortion
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1

FIGURE 5 Field curve: distortion 
plot. The percentage distortion is plotted 
as a function of field angle. Note that the 
axis of the dependent variable is the hori-
zontal axis. (See also color insert.)
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ABERRATION CURVES IN LENS DESIGN  2.5

collapse if there were no astigmatism, is also plotted. This plot shows the amount of curvature in the 
image plane and amount of astigmatism over the entire field. In cases of corrected field curvature 
(Fig. 6b), this plot provides an estimate of the residual astigmatism between the axis and the corrected 
zone and an estimate of the maximum field angle at which the image possesses reasonable correction.

The last of the field curves provides information on color error as a function of field angle 
(Fig. 7). Lateral color, the variation of magnification with wavelength, is plotted as the difference 
between the chief ray heights at the red and blue wavelengths as a function of field angle. This 
provides the designer with an estimate of the amount of color separation in the image at various 
points in the field. In the transverse ray error curves, lateral color is seen as a vertical displacement 
of the end wavelength curves from the central wavelength curve at the origin.

Although there are other plots that can describe aberrations of optical systems (e.g., plot of 
longitudinal error as a function of entrance pupil height), the ones described here represent the 
ensemble that is used in most ray evaluation presentations.

2.5 ADDITIONAL CONSIDERATIONS

In many ray intercept curves the independent variable is the relative entrance pupil coordinate of 
the ray. However, for systems with high NA or large field of view, where the principal surface cannot 
be approximated by a plane, it is better to plot the difference between the tangent of the convergence 
angle of the chosen ray and the tangent of the convergence angle of the chief ray. This is because the 
curve for a corrected image will remain a straight line in any evaluation plane.1.When plotted this 
way, the curves are called H-tan U curves.

Shifting the stop of an optical system has no effect on the on-axis curves. However, it causes 
the origin of the meridional curves of off-axis points to be shifted along the curve. In Fig. 8, the 
off-axis meridional curves are plotted for three stop positions of a double Gauss lens. The center 
curve (Fig. 8b) is plotted for a symmetrically located stop; the outer curves are plots when the stop 
is located at lens surfaces before and after the central stop.

It is usually sufficient to make a plot of the aberrations in the meridional and sagittal sections of 
the beam. The meridional section, defined for an optical system with rotational symmetry, is any plane 
containing the optical axis. It is sometimes called the tangential section. The sagittal section is a plane 
perpendicular to the meridional plane containing the chief ray. There are some forms of higher-order 

10.0
Field angle

7.5

5.0

2.5

0.0

Chief ray error (mm)

0.1 0.2–0.1–0.2–0.3

lshort –l long

FIGURE 7 Field curve: lateral color plot. 
A plot of the transverse ray error between red 
and blue chief ray heights in the image plane 
for a full range of field angles. Here the distance 
along the horizontal axis is the color error in the 
image plane. (See also color insert.)

02_Bass_v2ch02_p001-006.indd 2.5 8/21/09 12:22:06 PM

DO
 N

OT
 D

UP
LI

CA
TE



2.6  DESIGN

coma that do not show in these sections.2 In those cases where this aberration is suspected to be a 
problem, it may be helpful to look at a spot diagram generated from rays in all sections of the bundle.

For a rotationally symmetric system, only objects in a meridional plane need to be analyzed. Also 
for such systems, only meridional ray errors are possible for purely meridional rays. To observe cer-
tain coma types, it is a good idea to plot both the meridional and sagittal ray errors for sagittal rays. 
It is possible for the meridional section to show no coma and have it show only in the meridional 
error component of the sagittal fan,2 but this aberration is normally small.

In addition to plots of the ray error in an evaluation plane, another aberration plot is one that 
expresses wavefront aberrations as an optical path difference from a spherical wavefront centered 
about the image point. These OPD plots are particularly useful for applications where the lens must 
be close to diffraction-limited.

2.6 SUMMARY

Aberration curves provide experienced designers with the information needed to enable them to 
correct different types of aberrations. Chromatic effects are much more easily classified from aberra-
tion curves also. In comparison to spot diagrams and modulation transfer function curves, the types 
of aberrations can be more easily seen and quantified. In the case of diffraction-limited systems, 
modulation transfer functions may provide better estimates of system performance.

2.7 REFERENCES

1. R. Kingslake, Lens Design Fundamentals, Academic Press, San Diego, 1978, p. 144.

2. F. D. Cruickshank and G. A. Hills, “Use of Optical Aberration Coefficients in Optical Design,” J. Opt. Soc. Am. 
50:379 (1960).

(a)

(b)

(c)

FIGURE 8 The effect of stop shifting on the meridional 
ray intercept curves of a double Gauss lens. (a) Stop located 
in front of the normal centrally located stop. (b) Stop at 
the normal stop position. (c) Stop behind the normal stop 
position. The dot locates the point on the curve where the 
origin is located for case (b). (See also color insert.)
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OPTICAL DESIGN SOFTWARE

Douglas C. Sinclair
Sinclair Optics, Inc.
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3.1 GLOSSARY

 a axial ray
 b chief ray
 c curvature
 d, e, f, g aspheric coeffi cients

efl effective focal length
 FN focal ratio
 f ( ) function
 h ray height
 m linear, lateral magnifi cation
 n refractive index
 PIV paraxial (Lagrange) invariant
 r entrance pupil radius
 t thickness
 u ray slope
 y coordinate
 z coordinate
 a tilt about x (Euler angles)
 b tilt about y (Euler angles)
 g tilt about z (Euler angles)
 Œ displacement of a ray from the chief ray
 m Buchdahl coeffi cients
 k conic constant
 r radial coordinate
 s 1 spherical aberration

3.1

3
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3.2  DESIGN

 s 2 coma

 s 3 astigmatism

 s 4 Petzval blur

 s 5 distortion

3.2 INTRODUCTION

The primary function of optical design software is to produce a mathematical description, or pre-
scription, describing the shapes, locations, materials, etc., of an optical system that satisfies a given 
set of specifications. A typical optical design program contains three principal sections: data entry, 
evaluation, and optimization. The optical design programs considered here are to be distinguished 
from ray-trace programs, which are mainly concerned with evaluation, and CAD programs, which 
are mainly concerned with drawings. The essence of an optical design program is its optimization 
section, which takes a starting design and produces a new design that minimizes an error function 
that characterizes the system performance.

The first practical computer software for optical design was developed in the 1950s and 1960s.1–4 
Several commercially available programs were introduced during the 1970s, and development of 
these programs has continued through the 1980s to the present time. Although decades have passed 
since the introduction of optical design software, developments continue in optimization algo-
rithms, evaluation methods, and user interfaces.

This chapter attempts to describe a typical optical design program. It is intended for readers that 
have a general background in optics, but who are not familiar with the capabilities of optical design 
software. We present a brief description of some of the most important mathematical concepts, but 
make no attempt to give a detailed development. We hope that this approach will give readers enough 
understanding to know whether an optical design program will be a useful tool for their own work.

Of course, many different programs are available, each with its own advantages and disadvan-
tages. Our purpose is not to review or explain specific programs, but to concentrate on the basic 
capabilities. Some programs work better than others, but we make no quality judgment. In fact, we 
avoid reference, either explicit or implicit, to any particular program. The features and benefits of 
particular optical design programs are more than adequately described by software vendors, who are 
listed in optical industry buyer’s guides.5

Figure 1 is a flowchart of a typical optical design project. Usually, the designer not only must enter 
the starting design and initial optimization data, but also must continually monitor the progress of 
the computer, modifying either the lens data or the optimization data as the design progresses to 
achieve the best solution. Even when the performance requirements are tightly specified, it is often 
necessary to change the error function during the design process. This occurs when the error function 
does not correlate with the desired performance sufficiently well, either because it is ill-conceived, or 
because the designer has purposefully chosen a simple error function to achieve improved speed.

The fact that there are alternate choices of action to be taken when the design is not good enough 
has led to two schools of thought concerning the design of an optical design program. The first school 
tries to make the interface between the designer and the program as smooth as possible, emphasizing 
the interactive side of the process. The second school tries to make the error function comprehensive, 
and the iteration procedure powerful, minimizing the need for the designer to intervene.

3.3 LENS ENTRY

In early lens design programs, lens entry was a “phase” in which the lens data for a starting design was 
read into the computer from a deck of cards. At that time, the numerical aspects of optical design on 
a computer were so amazing that scant attention was paid to the lens entry process. However, as the 
use of optical design software became more widespread, it was found that a great deal of a designer’s 
time was spent punching cards and submitting new jobs, often to correct past mistakes. Many times, it 
turned out that the hardest part of a design job was preparing a “correct” lens deck!
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OPTICAL DESIGN SOFTWARE  3.3

Over the years, optical design programs have been expanded to improve the lens entry process, 
changing the function of this part of the program from simple lens entry to what might be called 
lens database management. A typical contemporary program provides on-line access to a library of 
hundreds of lenses, interactive editing, automatic lens drawings, and many features designed to sim-
plify this aspect of optical design.

The lens database contains all items needed to describe the optical system under study, including 
not only the physical data needed to construct the system (curvatures, thicknesses, etc.), but also data 
that describe the conditions of use (object and image location, field of view, etc.). Some programs also 
incorporate optimization data in the lens database, while others provide separate routines for han-
dling such data. In any case, the lens database is often the largest part of an optical design program.

The management of lens data in an optical design program is complicated by two factors. One is 
that there is a tremendous range of complexity in the types of systems that can be accommodated, so 
there are many different data items. The other is that the data are often described indirectly. A surface 
curvature may be specified, for example, by the required slope of a ray that emerges from the surface, 
rather than the actual curvature itself. Such a specification is called a solve, and is based on the fact 
that paraxial ray tracing is incorporated in the lens entry portion of most optical design programs.

It might seem curious that paraxial ray tracing is still used in contemporary optical design pro-
grams that can trace exact rays in microseconds. (The term exact ray is used in this chapter to mean 
a real skew ray. Meridional rays are treated as a special case of skew rays in contemporary software; 
there is not sufficient computational advantage to warrant a separate ray trace for them.) In fact, par-
axial rays have some important properties that account for their incorporation in the lens database.

First, paraxial rays provide a linear system model that leads to analysis of optical systems in terms 
of simple bilinear transforms. Second, paraxial ray tracing does not fail. Exact rays can miss surfaces 
or undergo total internal reflection. Finally, paraxial rays determine the ideal performance of a lens. 
In a well-corrected lens, the aberrations are balanced so that the exact rays come to the image points 
defined by the paraxial rays, not the other way around.

Two basic types of data are used to describe optical systems. The first are the general data that are 
used to describe the system as a whole, and the other are the surface data that describe the individual 
surfaces and their locations. Usually, an optical system is described as an ordered set of surfaces, 

Initial entry of
lens and

optimization data

Evaluate lens
(evaluate)

Change lens and
optimization data

Good enough?

Done

Yes

no (2)no (1)

Iterate design
in computer

(optimization)

FIGURE 1 Flowchart for the lens design process. The action taken when a design 
is not satisfactory depends on how bad it is. The designer (or a design program) may 
change the lens data, or redefine the targets to ones that can be achieved.
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3.4  DESIGN

beginning with an object surface and ending with an image surface (where there may or may not be 
an actual image). It is assumed that the designer knows the order in which rays strike the various 
surfaces. Systems for which this is not the case are said to contain nonsequential surfaces, which are 
discussed later.

General System Data

The general data used to describe a system include the aperture and field of view, the wavelengths at 
which the system is to be evaluated, and perhaps other data that specify evaluation modes, vignett-
ing conditions, etc.

Aperture and Field of View The aperture and field of view of a system determine its conditions of 
use. The aperture is specified by the axial ray, which emerges from the vertex of the object surface 
and passes through the edge of the entrance pupil. The field of view is specified by the chief ray, 
which emerges from the edge of the object and passes through the center of the entrance pupil.

There are various common ways to provide data for the axial and chief rays. If the object is at 
an infinite distance, the entrance pupil radius and semifield angle form a convenient way to specify 
the axial and chief rays. For finite conjugates, the numerical aperture in object space and the object 
height are usually more convenient.

Some programs permit the specification of paraxial ray data by image-space quantities such as 
the f-number and the image height, but such a specification is less desirable from a computational 
point of view because it requires an iterative process to determine initial ray-aiming data.

Wavelengths It is necessary to specify the wavelengths to be used to evaluate polychromatic sys-
tems. Three wavelengths are needed to enable the calculation of primary and secondary chromatic 
aberrations. More than three wavelengths are required to provide an accurate evaluation of a typical 
system, and many programs provide additional wavelengths for this reason. There has been little 
standardization of wavelength specification. Some programs assume that the first wavelength is 
the central wavelength, while others assume that it is one of the extreme wavelengths; some require 
wavelengths in micrometers, while others in nanometers.

Other General Data Several other items of general data are needed to furnish a complete lens 
description, but there is little consistency between programs on how these items are treated, or even 
what they are. The only one that warrants mention here is the aperture stop. The aperture stop is 
usually defined to be the surface whose aperture limits the angle of the axial ray. Once the aperture 
stop surface is given, the positions of the paraxial pupils are determined by the imaging properties 
of the system. Since the aperture and field of view are determined formally by the paraxial pupils, 
the apertures are not associated with the exact ray behavior.

The “vignetting factor” is used to account for the differences between paraxial and exact off-axis 
ray heights at apertures. In particular, the vignetting factor provides, in terms of fractional (par-
axial) coordinates, the data for an exact ray that grazes the apertures of a system. Typically, there is 
an upper, lower, and skew vignetting factor. The details of how such factors are defined and handled 
are program dependent.

Surface Data

Surface Location There are two basic ways to specify the location of surfaces that make up a lens. 
One is to specify the position of a surface relative to the immediately preceding surface. The other 
is to specify its position relative to some fixed surface (for example, the first surface). The two ways 
lead to what are called local and global coordinates, respectively. For ordinary lenses consisting of 
a series of rotationally symmetric surfaces centered on an optical axis, local coordinates are more 
convenient, but for systems that include reflectors, tilted, and/or decentered surfaces, etc., global 
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OPTICAL DESIGN SOFTWARE  3.5

coordinates are simpler. Internally, optical design programs convert global surface data to local 
coordinates for speed in ray tracing.

Most optical design programs use a standard coordinate system and standard sign conven-
tions, although there are exceptions.6 Each surface defines a local right-handed coordinate sys-
tem in which the z axis is the symmetry axis and the yz plane is the meridional plane. The local 
coordinate system is used to describe the surface under consideration and also the origin of the 
next coordinate system. Tilted elements are described by an Euler-angle system in which a is a 
tilt around the x axis, b is a tilt around the y axis, and g is a tilt around the z axis. Since tilting 
and decentering operations are not commutative; some data item must be provided to indicate 
which comes first.

Surface Profile Of the various surfaces used in optical systems, the most common by far is the 
rotationally symmetric surface, which can be written as7
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+ − +
+ + + +
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c is the curvature of the surface; k is the conic constant; and d, e, f, and g are aspheric constants. The 
use of the above equation is almost universal in optical design programs. The description of conic 
surfaces in terms of a conic constant k instead of the eccentricity e used in the standard mathemati-
cal literature allows spherical surfaces to be specified as those with no conic constant. (The conic 
constant is minus the square of the eccentricity.)

Although aspheric surfaces include all surfaces that are not spherical, from a design standpoint 
there is a demarcation between “conic” aspheres and “polynomial” aspheres described using the 
coefficients d, e, f, and g. Rays can be traced analytically through the former, while the latter require 
numerical iterative methods.

Many optical design programs can handle surface profiles that are more complicated than 
the above, including cylinders, torics, splines, and even general aspheres of the form z = f (x, y),
where f (x, y) is an arbitrary polynomial. The general operation of an optical design program, how-
ever, can be understood by considering only the rotationally symmetric surfaces described here.

As mentioned above, the importance of paraxial rays in optical system design has led to the indi-
rect specification of lens data, using solves, as they are called, which permit a designer to incorporate 
the basic paraxial data describing a lens with the lens itself, rather than having to compute and opti-
mize the paraxial performance of a lens as a separate task. Considering the jth surface of an optical 
system, let

 yj = ray height on surface 

 uj = ray slope on image side 

 cj = curvature of surface 

 nj = refractive index on image side 

 tj = thickness on image side 

The paraxial ray trace equations can then be written as8

 
y y t uj j j j= +− − −1 1 1  

  
n u n u y c n nj j j j j j j j= − −− − −1 1 1( )
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3.6  DESIGN

These equations can be inverted to give the curvatures and thicknesses in terms of the ray data. 
We have
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The specification of curvatures and thicknesses by solves is considered to be on an equal basis 
with the direct specification of these items. The terminology used to specify solves is that the solves 
used to determine thickness are called height solves, and the solves used to determine curvature are 
called angle solves. Often, an axial ray height solve on the last surface is used to automatically locate 
the paraxial image plane, a chief ray height solve on the same surface to locate the exit pupil, and an 
axial ray angle solve is used to maintain a given focal length (if the entrance pupil radius is fixed). In 
some programs, additional types of solves are allowed, such as center of curvature solves, or aper-
ture solves.

Of course, specifying lens data in terms of paraxial ray data means that whenever any lens data is 
changed, two paraxial rays must be traced through the system to resolve any following data that are 
determined by a solve. In an optical design program, this function is performed by a lens setup rou-
tine, which must be efficiently coded, since it is executed thousands of times in even a small design 
project.

Other functions of the lens setup routine are to precalculate values that are needed for repetitive 
calculations, such as refractive indices, rotation and translation matrices, etc. Many programs have 
the capability of specifying certain data items to be equal to (±) the value of the corresponding item 
on a previous surface. These are called pickups, and are needed for optimization of systems contain-
ing mirrors, as well as maintaining special geometrical relationships. Programs that lack pickups 
usually have an alternate means for maintaining the required linking between data items. Like solves, 
pickups are resolved by the lens setup routine, although they do not use paraxial data.

Other Surface Data A variety of other data is required to specify surfaces. Most important are 
apertures, discussed below, and refractive indices. Refractive indices are usually given by specify-
ing the name of a catalog glass. In the lens setup routine, the actual refractive indices are calculated 
using an index interpolation formula and coefficient supplied by the glass manufacturer, together 
with the design wavelengths stored with the lens data. Other surface-related items include phase 
data for diffractive surfaces, gradient-index data, holographic construction data, and coatings.

Apertures have a somewhat obscure status in many optical design programs. Although aper-
tures have a major role to play in determining the performance of a typical system, they do not 
usually appear directly in optimization functions. Instead, apertures are usually controlled in 
optimization by targets on the heights of rays that define their edges. If an aperture is speci-
fied directly, it will block rays that pass outside of it and cause typical optimization procedures 
to become unstable. Accordingly, some programs ignore apertures during optimization. Other 
programs allow the apertures to be determined by a set of exact “reference rays” that graze their 
extremities.

Nonsequential Surfaces In some optical systems, it is not possible to specify the order in which a 
ray will intersect the surfaces as it progresses through the system. The most common examples of 
such systems are prisms such as the corner-cube reflector, where the ordering of surfaces depends 
on the entering ray coordinates. Other examples of nonsequential surfaces include light pipes and a 
variety of nonimaging concentrators. Nonsequential surfaces can be accommodated by many opti-
cal design programs, but for the most part they are not “designed” using the program, but rather 
are included as a subsystem used in conjunction with another part of the system that is the actual 
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OPTICAL DESIGN SOFTWARE  3.7

system being designed. Data specification of nonsequential surfaces is more complicated than ordi-
nary systems, and ray tracing is much slower, since several surfaces must be investigated to see which 
surface is the one actually traversed by a given ray.

Lens Setup

Whenever the lens entry process is completed, the lens must be “set up.” Pickup constraints must be 
resolved. If the system contains an internal aperture stop, the position of the entrance pupil must 
be determined. Then paraxial axial and chief rays must be traced through the system so that surface 
data specified by solves can be computed. Depending on the program, a variety of other data may 
be precomputed for later use, including aperture radii, refractive indices, and various paraxial con-
stants.

The lens setup routine must be very efficient, since it is the most heavily used code in an opti-
cal design program. In addition to running whenever explicit data entry is complete, the code is 
also executed whenever the lens is modified internally by the program, such as when derivatives are 
computed during optimization, or when configurations are changed in a multiconfiguration system. 
Typically, lens setup takes milliseconds (at most), so it is not noticed by the user, other than through 
its effects.

Programming Considerations

In writing an optical design program, the programmer must make a number of compromises 
between speed, size, accuracy, and ease of use. These compromises affect the usefulness of a par-
ticular program for a particular application. For example, a simple, fast, small program may be well 
suited to a casual user with a simple problem to solve, but this same program may not be suited for 
an experienced designer who routinely tackles state-of-the-art problems.

The lens entry portion of an optical design program shows, more than any other part, the dif-
ference in programming models that occurred during the 1980s. Before the 1980s, most application 
programs were of a type called procedural programs. When such a program needs data, it requests 
it, perhaps from a file or by issuing a prompt for keyboard input. The type of data needed is known, 
and the program is only prepared to accept that kind of data at any given point. Although the pro-
gram may branch through different paths in response to the data it receives, the program is respon-
sible for its own execution.

With the popularization in the 1980s of computer systems that use a mouse for input the model 
for an application program changed from the procedural model described above to what is called an 
event-driven model. An event-driven program has a very simple top-level structure consisting of an 
initialization section followed by an infinite loop usually called something like the main event loop. The 
function of the main event loop is to react to user-initiated interrupts (such as pressing a key, or click-
ing a mouse button), dispatching such events to appropriate processing functions. In such a program, 
the user controls the execution, unlike a procedural program, where the execution controls the user.

An event-driven program usually provides a better user interface than a procedural program. 
Unfortunately, most optical design programs were originally written as procedural programs, and it 
is difficult to convert a procedural program into an event-driven program by “patching” it. Usually 
it is easier to start over. In addition, it is harder to write an event-driven program than a procedural 
program, because the event-driven program must be set up to handle a wide variety of unpredict-
able requests received at random times. Of course, it is this very fact that makes the user interface 
better. There is an aphorism sometimes called the “conservation of complexity,” which states that 
the simpler a program is to use, the more complicated the program itself must be.

The data structures used to define lens data in an optical design program may have a major 
impact on its capabilities. For example, for various reasons it is usually desirable to represent a lens 
in a computer program as an array of surfaces. If the maximum size of the array is determined at 
compile time, then the maximum size lens that can be accommodated is built into the program.
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3.8  DESIGN

As more data items are added to the surface data, the space required for storage can become 
unwieldy. For example, it takes about 10 items of real data to specify a holographic surface. If every 
surface were allowed to be a hologram, then 10 array elements would have to be reserved for each 
surface’s holographic data. On the other hand, in most systems, the elements would never be used, 
so the data structure would be very inefficient. To avoid this, a more complicated data structure 
could be implemented in which only one element would be devoted to holograms, and this item 
would be used as an index into a separate array containing the actual holographic data. Such an 
array might have a sufficient number of elements to accommodate up to, say, five holograms, the 
maximum number expected in any one system.

The preceding is a simple example of how the data structure in an optical design program can 
grow in complexity. In fact, in a large optical design program the data structure may contain all sorts 
of indices, pointers, flags, etc., used to implement special data types and control their use. Managing 
this data while maintaining its integrity is a programming task of a magnitude often greater than the 
numerical processing that takes place during optical design.

Consider, for example, the task of deleting a surface from a lens. To do this, the surface data must 
of course be deleted, and all of the higher-numbered surfaces renumbered. But, in addition, the sur-
face must be checked to see whether it is a hologram and, if so, the holographic data must also be 
deleted and that data structure “cleaned up.” All other possible special data items must be tested and 
handled similarly. Then all the renumbered surfaces must be checked to see if any of the “pick up” 
data from a surface that has been renumbered, and the reference adjusted accordingly. Then other 
data structures such as the optimization files must be checked to see if they refer to any of the renum-
bered surfaces, and appropriate adjustments made. There may be several other checks and adjust-
ments that must also be carried out.

Related to the lens entry process is the method used to store lens data on disc. Of course, lens 
data are originally provided to a program in the form of text (e.g., “TH 1.0”). The program parses 
this data to identify its type (a thickness) and value (1.0). The results of the parsing process (the 
binary values) are stored in appropriate memory locations (arrays). To store lens data on disc, early 
optical design programs used the binary data to avoid having to reparse it when it was recovered. 
However, the use of binary files has decreased markedly as computers have become fast enough that 
parsing lens input does not take long. The disadvantages of binary files are that they tend to be quite 
large, and usually have a structure that makes them obsolete when the internal data structure of the 
program is changed. The alternative is to store lens data as text files, similar in form to ordinary key-
board input files.

3.4 EVALUATION

Paraxial Analysis

Although the lens setup routine contains a paraxial ray trace, a separate paraxial ray trace routine is 
used to compute data for display to the user. At a minimum, the paraxial ray heights and slopes of 
the axial and chief ray are shown for each surface, in each color, and in each configuration.

The equations used for paraxial ray tracing were described in the previous section. Although 
such equations become exact only for “true” paraxial rays that are infinitesimally displaced from 
the optical axis, it is customary to consider paraxial ray data to describe “formal” paraxial rays that 
refract at the tangent planes to surfaces, as shown in Fig. 2. Here, the ray ABC is a paraxial ray that 
provides a first-order approximation to the exact ray ADE. Not only does the paraxial ray refract at 
the (imaginary) tangent plane BVP, but also it bends a different amount from the exact ray.

In addition to the computation of ray heights and slopes for the axial and chief ray, various par-
axial constants that characterize the overall system are computed. The particular values computed 
depend on whether the system is focal (finite image distance) or afocal (image at infinity). For focal 
systems, the quantities of interest are (at a minimum) the focal length efl, the f-number FN, the par-
axial (Lagrange) invariant PIV, and the transverse magnification m. It is desirable to compute such 
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OPTICAL DESIGN SOFTWARE  3.9

quantities in a way that does not depend on the position of the final image surface. Let the object 
height be h, the entrance pupil radius be r, the axial ray data in object and image spaces be y, u and 
y′, u′, the chief ray data be y , u and ′y , ′u , and the refractive indices be n and n′.

The above-mentioned paraxial constants are then given by

  
efl = −

′ + ′
rh

u r u h  

 
FN = −

′ ′
n

n u2  

 
PIV = −n yu yu( )

 

 
m

nu
n u

=
′ ′  

In addition to the paraxial constants, most programs display the locations of the entrance and 
exit pupils, which are easily determined using chief-ray data. Surprisingly, most optical design pro-
grams do not explicitly show the locations of the principal planes. In addition, although most 
programs have the capability to display “y – y

 
” plots, few have integrated this method into the main 

lens entry routine.

Aberrations

Although most optical designs are based on exact ray data, virtually all programs have the capability 
to compute and display first-order chromatic aberrations and third-order monochromatic (Seidel) 
aberrations. Many programs can compute fifth-order aberrations as well. The form in which aber-
rations are displayed depends on the program and the type of system under study, but as a general 
rule, for focal systems aberrations are displayed as equivalent ray displacements in the paraxial 
image plane.

In the case of the chromatic aberrations, the primary and secondary chromatic aberration of 
the axial and chief rays are computed. In a system for which three wavelengths are defined, the pri-
mary aberration is usually taken between the two outer wavelengths, and the secondary aberration 
between the central and short wavelengths.

A

B
D

C
E

V

P
S

FIGURE 2 Showing the difference between a paraxial 
ray and a real ray. The paraxial ray propagates along ABC, 
while the real ray propa gates along ADE.
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3.10  DESIGN

The Seidel aberrations are computed according to the usual aberration polynomial. If we let Œ be 
the displacement of a ray from the chief ray, then

  
∈ ∈ ∈y y y= + +3 5 �

 

 
∈ ∈ ∈x x x= + +3 5 �

 

For a relative field height h and normalized entrance pupil coordinates r and q, the third-order 
terms are

 
∈3 1

3
2

2
3 4

22 2 3y r r h rh= + + + +σ θ σ θ σ σ θcos ( cos ) ( )cos ++σ5
3h

 

 
∈3 1

3
2

2
3 4

32x r r h rh= + + +σ θ σ θ σ σ θsin sin ( )sin
 

The interpretation of the coefficients is generally as follows, but several optical design programs 
display tangential coma, rather than the sagittal coma indicated in the table.

s 1 Spherical aberration
s 2 Coma
s 3 Astigmatism
s 4 Petzval blur
s 5 Distortion

The fifth-order terms are

 

∈5 1
5

2 3
4

4 6
22y r r h= + + + +μ θ μ μ θ μ μ θcos ( cos ) ( cos )coss

( cos ) cos

θ

μ μ θ μ θ μ

r h

r h rh h

2 2

7 8
2 3

10
4

12
52+ + + +

 

  

∈5 1
5

3
4

5 6
2 32x r r h r h= + + +μ θ μ θ μ μ θ θsin sin ( cos )sin 22

9
2 3

11
42sin sin+ +μ θ μ θr h rh

 

These equations express the fifth-order aberration in terms of the Buchdahl m coefficients. In 
systems for which the third-order aberrations are corrected, the following identities exist:

 
μ μ2 3

3
2

=
 

 
μ μ μ4 5 6= +

 

 
μ μ μ7 8 9= +

 

 m1 Spherical aberration
 m3 Coma
 (m10 – m11)/4 Astigmatism
 (5m11 – m10)/4 Petzval blur
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OPTICAL DESIGN SOFTWARE  3.11

 m4 + m6 Tangential oblique spherical aberration
 m5 Sagittal oblique spherical aberration
 m7 + m8 Tangential elliptical coma
 m9 Sagittal elliptical coma
 m12 Distortion

Some programs display only the aberrations that have corresponding third-order coefficients, 
omitting oblique spherical aberration and elliptical coma.

The formulas needed to calculate the chromatic and third-order aberrations are given in the U.S. 
Military Handbook of Optical Design. The formulas for calculating the fifth-order aberrations are 
given in Buchdahl’s book.9

Aberration coefficients are useful in optical design because they characterize the system in terms 
of its symmetries, allow the overall performance to be expressed as a sum of surface contributions, 
and are calculated quickly. On the negative side, aberration coefficients are not valid for systems 
that have tilted and decentered elements for systems that cover an appreciable field of view, and 
the accuracy of aberration coefficients in predicting performance is usually inadequate. Moreover, 
for systems that include unusual elements like diffractive surfaces and gradient index materials, the 
computation of aberration coefficients is cumbersome at best.

Ray Tracing

Exact ray tracing is the foundation of an optical design program, serving as a base for both evalu-
ation and optimization. From the programmer’s standpoint, the exact ray-trace routines must be 
accurate and efficient. From the user’s viewpoint, the data produced by the ray-trace routines must 
be accurate and comprehensible. Misunderstanding the meaning of ray-trace results can be the 
source of costly errors in design.

To trace rays in an optical design program, it is necessary to understand how exact rays are speci-
fied. Although the details may vary from one program to the next, many programs define a ray by a 
two-step process. In the first step, an object point is specified. Once this has been done, all rays are 
assumed to originate from this point until a new object point is specified. The rays themselves are 
then specified by aperture coordinates and wavelength.

Exact ray starting data is usually normalized to the object and pupil coordinates specified by the 
axial and chief rays. That is, the aperture coordinates of a ray are specified as a fractional number, 
with 0.0 representing a point on the vertex of the entrance pupil, and 1.0 representing the edge of 
the pupil. Field angles or object heights are similarly described, with 0.0 being a point on the axis, 
and 1.0 being a point at the edge of the field of view.

Although the above normalization is useful when the object plane is at infinity, it is not so good 
when the object is at a finite distance and the numerical aperture in object space is appreciable. 
Then, fractional aperture coordinates should be chosen proportional to the direction cosines of rays 
leaving an object point. There are two reasons for this. One is that it allows an object point to be 
considered a point source, so that the amount of energy is proportional to the “area” on the entrance 
pupil. The other is that for systems without pupil aberrations, the fractional coordinates on the 
second principal surface should be the same as those on the first principal surface. Notwithstanding 
these requirements, many optical design programs do not define fractional coordinates proportional 
to direction cosines.

It is sometimes a point of confusion that the aperture and field of view of a system are specified 
by paraxial quantities, when the actual performance is determined by exact rays. In fact, the paraxial 
specifications merely establish a normalization for exact ray data. For example, in a real system the 
field of view is determined not by the angle of the paraxial chief ray, but by the angle at which exact 
rays blocked by actual apertures just fail to pass through the system. Using an iterative procedure, 
it is not too hard to find this angle, but because of the nonlinear behavior of Snell’s law, it does not 
provide a convenient reference point.
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3.12  DESIGN

There are two types of exact rays: ordinary or lagrangian rays, and iterated or hamiltonian rays. 
The designation of rays as lagrangian or hamiltonian comes from the analogy to the equations of 
motion of a particle in classical mechanics. Here we use the more common designation as ordinary 
or iterated rays. An ordinary ray is a ray that starts from a known object point in a known direction. 
An iterated ray also starts from a known object point, but its direction is not known at the start. 
Instead, it is known that the ray passes through some known (nonconjugate) point inside the sys-
tem, and the initial ray direction is determined by an iterative procedure.

Iterated rays have several applications in optical design programs. For example, whenever a new 
object point is specified, it is common to trace an iterated ray through the center of the aperture 
stop (or some other point) to serve as a reference ray, or to trace several iterated rays through the 
edges of limiting apertures to serve as reference rays. In fact, many programs use the term refer-
ence ray to mean iterated ray (although in others, reference rays are ordinary rays). Iterated rays are 
traced using differentially displaced rays to compute corrections to the initial ray directions. Because 
of this, they are traced slower than ordinary rays. On the other hand, they carry more information 
in the form of the differentials, which is useful for computing ancillary data like field sags.

Reference rays are used as base rays in the interpretation of ordinary ray data. For example, the 
term ray displacement often refers to the difference in coordinates on the image surface of a ray from 
those of the reference ray. Similarly, the optical path difference of a ray may compare its phase length 
to that of the corresponding reference ray. The qualifications expressed in the preceding sentences 
indicate that the definitions are not universal. Indeed, although the terms ray displacement and opti-
cal path difference are very commonly used in optical design, they are not precisely defined, nor can 
they be. Let us consider, for example, the optical path difference.

Imagine a monochromatic wavefront from a specified object point that passes through an opti-
cal system. Figure 3 shows the wavefront PE emerging in image space, where it is labeled “actual 
wavefront.” Because of aberrations, an ordinary ray perpendicular to the actual wavefront will not 
intersect the final image surface at the ideal image point I, but at some other point Q. The optical 
path difference (OPD) may be defined as the optical path measured along the actual ray between the 
actual wavefront and a reference sphere centered on the ideal image point.

Unfortunately, the ideal image point is not precisely defined. In the figure, it is shown as the intersec-
tion of the reference ray with the image surface, but the reference ray itself may not be precisely defined. 

P
R

OPD = PR

Reference sphere

Reference ray

Ordinary ray

Actual wavefront DY

Q S T

I

E

r

FIGURE 3 The relation between ray trajectories and optical 
path difference (OPD). See text.
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Is it the ray through the center of the aperture stop, or perhaps the ray through the center of the actual 
vignetted aperture? These two definitions will result in different reference rays, and correspondingly dif-
ferent values for the optical path difference. In fact, in many practical applications neither definition is 
used, and the actual ideal image point is defined to be the one that minimizes the variance of the optical 
path difference (and hence maximizes the peak intensity of the diffraction image).

Moreover, the figure shows that even if the ideal image point is precisely defined, the value of the 
optical path difference depends on the point E where the actual wavefront interesects the reference 
sphere. For the particular point shown, the optical path difference is the optical length along the 
ordinary ray from the object point to the point T, less the optical length along the reference ray from 
the object point to the point I. As the radius of the reference sphere is increased, the point T merges 
with the point S, where a perpendicular from the ideal image point intersects the ordinary ray.

The above somewhat extended discussion is meant to demonstrate that even “well-known” opti-
cal terms are not always precisely defined. Not surprisingly, various optical design programs in com-
mon use produce different values for such quantities. There has been little effort to standardize the 
definitions of many terms, possibly because one cannot legislate physics. In any case, it is important 
for the user of an optical design program to understand precisely what the program is computing.

Virtually all optical design programs can trace single rays and display the ray heights and direction 
cosines on each surface. Other data, such as the path length, angles of incidence and refraction, and 
direction of the normal vector, are also commonly computed. Another type of ray-data display that 
is nearly universal is the ray-intercept curve, which shows ray displacement on the final image surface 
versus (fractional) pupil coordinates. A variation plots optical path difference versus pupil coordinates.

In addition to the uncertainty concerning the definition of ray displacement and optical path 
difference, there are different methods for handling the pupil coordinates. Some programs use 
entrance pupil coordinates, while others use exit pupil coordinates. In most cases, there is not a 
significant difference, but in the case of systems containing cylindrical lenses, for example, there are 
major differences.

Another consideration relating to ray-intercept curves is the way in which vignetting is handled. 
This is coupled to the way the program handles apertures. As mentioned before, apertures have a 
special status in many optical design programs. Rays can be blocked by apertures, but this must be 
handled as a special case by the program, because there is nothing inherent in the ray-trace equa-
tions that prevents a blocked ray from being traced, in contrast to a ray that misses a surface or 
undergoes total internal reflection.

Even though a surface may have a blocking aperture, it may be desirable to let the ray trace proceed 
anyway. As mentioned before, blocking rays in optimization can produce instabilities that prevent con-
vergence to a solution even though all the rays in the final solution are contained within the allowed 
apertures. Another situation where blocking can be a problem concerns central obstructions. In such 
systems, the reference ray may be blocked by an obstruction, so its data are not available to compute 
the displacement or optical path difference of an ordinary ray (which is not blocked). The program-
mer must anticipate such situations and build in the proper code to handle them.

In the case of ray-intercept curves, it is not unusual for programs to display data for rays that are 
actually blocked by apertures. The user is expected to know which rays get through, and ignore the 
others, a somewhat unreasonable expectation. The justification for allowing it is that the designer 
can see what would happen to the rays if the apertures were increased.

In addition to ray-intercept curves, optical design programs usually display field sag plots show-
ing the locations of the tangential and sagittal foci as a function of field angle and distortion curves. 
In the case of distortion, there is the question of what to choose as a reference height. It is generally 
easiest to refer distortion to the paraxial chief ray height in the final image surface, but in many cases 
it is more meaningful to refer it to the centroid height of a bundle of exact rays from the same object 
point. Again, it is important for the user to know what the program is computing.

Spot-Diagram Analysis

Spot diagrams provide the basis for realistic modeling of optical systems in an optical design pro-
gram. In contrast to simple ray-trace evaluation, which shows data from one or a few rays, spot 
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3.14  DESIGN

diagrams average data from hundreds or thousands of rays to evaluate the image of a point source. 
Notwithstanding this, it should be understood that the principal purpose of an optical design 
program is to design a system, not to simulate its performance. It is generally up to the designer to 
understand whether or not the evaluation model of a system is adequate to characterize its real per-
formance, and the prudent designer will view unexpected results with suspicion.

From a programmer’s point of view, the most difficult task in spot-diagram analysis is to accu-
rately locate the aperture of the system. For systems that have rotational symmetry, this is not dif-
ficult, but for off-axis systems with vignetted apertures it can be a challenging exercise. However, 
the results of image evaluation routines are often critically dependent on effects that occur near the 
edges of apertures, so particular care must be paid to this problem in writing optical design soft-
ware. Like many other aspects of an optical design program, there is a trade-off between efficiency 
and accuracy.

A spot diagram is an assemblage of data describing the image-space coordinates of a large num-
ber of rays traced from a single object point. The data may be either monochromatic or polychro-
matic. Each ray is assigned a weight proportional to the fractional energy that it carries. Usually, the 
data saved for each ray include its xyz coordinates on the image surface, the direction cosines klm, 
and the optical path length or optical path difference from the reference ray. The ray coordinates are 
treated statistically to calculate root-mean-square spot sizes. The optical path lengths yield a mea-
sure of the wavefront quality, expressed through its variance and peak-to-valley error.

To obtain a spot diagram, the entrance pupil must be divided into cells, usually of equal area. 
Although for many purposes the arrangement of the cells does not matter, for some computations 
(e.g., transfer functions) it is advantageous to have the cells arranged on a rectangular grid. To make 
the computations have the proper symmetry, the grid should be symmetrical about the x and y axis. 
The size of the grid cells determines the total number of rays in the spot diagram.

In computing spot diagrams, the same considerations concerning the reference point appear as for 
ray fans. That is, it is possible to define ray displacements with respect to the chief-ray, the paraxial ray 
height, or the centroid of the spot diagram. However, for spot diagrams it is most common to use the 
centroid as the reference point, both because many image evaluation computations require this defini-
tion, and also because the value for the centroid is readily available from the computed ray data.

 ai = Œxi = ray displacement in the x direction 

 bi = Œyi = ray displacement in the y direction 

 ci = ki /mi = ray slope in the x direction 

 di = li /mi = ray slope in the y direction 

 wi = weight assigned to ray 

The displacements of rays on a plane shifted in the z direction from the nominal image plane by 
an amount Δz are given by

  
δx a b zi i i= + Δ

 

 
δ y c d zi i i= + Δ

 

If there are n rays, the coordinates of the centroid of the spot diagram are
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where W is a normalizing constant that ensures that the total energy in the image adds up to 
100 percent, and
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The mean-square spot size can then be written as

 

MSS = − + −
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Usually, the root-mean-square (rms) spot size, which is the square root of this quantity, is 
reported. Since the MSS has a quadratic form, it can be written explicitly as a function of the focus 
shift by

 
MSS = + +P Q z R z2 2Δ Δ( )
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Differentiating this expression for the MSS with respect to focus shift, then setting the derivative 
to zero, determines the focus shift at which the rms spot size has its minimum value:

 
Δz Q Ropt /= −

 

Although the above equations determine the rms spot size in two dimensions, similar one-
dimensional equations can be written for x and y separately, allowing the ready computation of the 
tangential and sagittal foci from spot-diagram data. In addition, it is straightforward to carry out the 
preceding type of analysis using optical path data, which leads to the determination of the center of 
the reference sphere that minimizes the variance of the wavefront.
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3.16  DESIGN

Beyond the computation of the statistical rms spot size and the wavefront variance, most 
optical design programs include a variety of image evaluation routines that are based on spot dia-
gram data. It is useful to characterize them as belonging to geometrical optics or physical optics, 
according to whether they are based on ray displacements or wavefronts, although, of course, all 
are based on the results of geometrical ray tracing.

Geometrical Optics Most optical design programs provide routines for computing radial diagrams 
and knife-edge scans. To compute a radial energy diagram, the spot-diagram data are sorted accord-
ing to increasing ray displacement from the centroid of the spot. The fractional energy is then plot-
ted as a function of spot radius. The knife-edge scan involves a similar computation, except that the 
spot-diagram data are sorted according to x or y coordinates, instead of total ray displacement.

Another type of geometrical image evaluation based on spot-diagram data is the so-called geo-
metrical optical transfer function (GOTF). This function can be developed as the limiting case, as the 
wavelength approaches zero, of the actual diffraction MTF, or, alternately, in a more heuristic way as 
the Fourier transform of a line spread function found directly from spot-diagram ray displacements 
(see, for example, Smith’s book10). From a programming standpoint, computation of the GOTF 
involves multiplying the ray displacements by 2p times the spatial frequency under consideration, 
forming cosine and sine terms, and summing over all the rays in the spot diagram. The computation 
is quick, flexible, and if there are more than a few waves of aberration, accurate. The results of the 
GOTF computation are typically shown as either plots of the magnitude of the GOTF as a function 
of frequency, or alternately in the form of what is called a “through-focus” MTF, in which the GOTF 
at a chosen frequency is plotted as a function of focus shift from the nominal image surface.

Physical Optics The principal physical optics calculations based on spot-diagram data are the 
modulation transfer function, sometimes called the “diffraction” MTF, and the point spread func-
tion (PSF). Both are based on the wavefront derived from the optical path length data in the spot 
diagram. There are various ways to compute the MTF and PSF, and not all programs use the same 
method. The PSF, for example, can be computed from the pupil function using the fast Fourier 
transform algorithm or, alternately, using direct evaluation of the Fraunhofer diffraction integral. 
The MTF can be computed either as the Fourier transfer of the PSF or, alternately, using the con-
volution of the pupil function.11 The decision as to which method to use involves speed, accuracy, 
flexibility, and ease of coding.

In physical-optics-based image evaluation, accuracy can be a problem of substantial magnitude. 
In many optical design programs, diffraction-based computations are only accurate for systems 
in which diffraction plays an important role in limiting the performance. Systems that are limited 
primarily by geometrical aberrations are difficult to evaluate using physical optics, because the 
wavefront changes so much across the pupil that it may be difficult to sample it sufficiently using 
a reasonable number of rays. If the actual wavefront in the exit pupil is compared to a reference 
sphere, the resultant fringe spacing defines the size required for the spot diagram grid, since there 
must be several sample points per fringe to obtain accurate diffraction calculations. To obtain a 
small grid spacing, one can either trace many rays, or trace fewer rays but interpolate the resulting 
data to obtain intermediate data.

Diffraction calculations are necessarily restricted to one wavelength. To obtain polychromatic 
diffraction results it is necessary to repeat the calculations in each color, adding the results while 
keeping track of the phase shifts caused by the chromatic aberration.

3.5 OPTIMIZATION

The function of the optimization part of the program is to take a starting design and modify its 
construction so that it meets a given set of specifications. The starting design may be the result of a 
previous design task, a lens from the library, or a new design based on general optical principles and 
the designer’s intuition.
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The performance of the design must be measured by a single number, often known in optics as 
the merit function, although the term error function is more descriptive and will be used here. The 
error function is the sum of squares of quantities called operands that characterize the desired attri-
butes. Examples of typical operands include paraxial constants, aberration coefficients, and exact 
ray displacements. Sometimes, the operands are broken into two groups: those that must be satisfied 
exactly, which may be called constraints, and others that must be minimized. Examples of constraints 
might include paraxial conditions such as the focal length or numerical aperture.

The constructional parameters to be adjusted are called variables, which include lens curvatures, 
thicknesses, refractive indices, etc. Often the allowed values of the variables are restricted, either by 
requirements of physical reality (e.g., positive thickness) or the given specifications (e.g., lens diam-
eters less than a prescribed value). These restrictions are called boundary conditions, and represent 
another form of constraint.

Usually, both the operands and constraints are nonlinear functions of the variables, so optical 
design involves nonlinear optimization with nonlinear constraints, the most difficult type of prob-
lem from a mathematical point of view. A great deal of work has been carried out to develop effi-
cient, general methods to solve such problems. Detailed consideration of these methods is beyond 
the scope of this chapter, and the reader is referred to a paper by Hayford.12

In a typical optical design task, there are more operands than variables. This means that there is, 
in general, no solution that makes all of the operands equal to their target values. However, there is 
a well-defined solution called the least-squares solution, which is the state of the system for which 
the operands are collectively as close to their targets as is possible. This is the solution for which the 
error function is a minimum.

The Damped Least-Squares Method

Most optical design programs utilize some form of the damped least-squares (DLS) method, some-
times in combination with other techniques. DLS was introduced to optics in about 1960, so it has a 
history of 50 years of (usually) successful application. It is an example of what is known as a down-
hill optimizer, meaning that in a system with multiple minima, it is supposed to find the nearest 
local minimum. In practice, it sometimes suffers from stagnation, yielding slow convergence. On the 
other hand, many designers over the years have learned to manipulate the damping factor to over-
come this deficiency, and even in some cases to find solutions beyond the local minimum.

We consider first the case of unconstrained optimization. Let the system have M operands fi and 
N variables xi. The error function f is given by

 
φ = + + +f f fM1

2
2
2 2�

 

Define the following:

 A = derivative matrix, A
f

xij
i

j

≡
∂
∂

 

 G = gradient vector, G
xk

k

≡ ∂
∂

1
2

φ

 

 x = change vector 

 f = error vector 

With these definitions, we have

 G = A fT
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If we assume that the changes in the operands are linearly proportional to the changes in the 
variables, we have

 
f Ax f= + 0  

 
G A Ax G= +T

0  

At the solution point, the gradient vector is zero, since the error function is at a minimum. The 
change vector is thus

 
x (A A) G1= - -T

0  

These are called the least-squares normal equations, and are the basis for linear least-squares 
analysis. When nonlinear effects are involved, repeated use of these equations to iterate to a mini-
mum often leads to a diverging solution. To prevent such divergence, it is common to add another 
term to the error function, and this limits the magnitude of the change vector x. In the DLS method, 
this is accomplished by defining a new error function

 j = f + pxTx 

A key property of DLS is that the minimum of j is the same as the minimum of f since, at the 
minimum, the change vector x is zero. By differentiating and setting the derivative equal to zero at 
the minimum, we arrive at the damped least-squares equations

 
x (A A I) G1= - +T p −

0  

which look like the normal equations with terms added along the diagonal. These terms provide 
the damping, and the factor p is called the damping factor. This particular choice of damping is 
called additive damping but, more generally, it is possible to add any terms to the diagonal and still 
maintain the same minimum. Some optical design programs multiply the diagonal elements of the 
ATA matrix by a damping factor, while others make them proportional to the second derivative 
terms. Although theoretical arguments are sometimes advanced to support the choice of a particular 
method of damping, in practice the choice of damping factor is an ad hoc way to accelerate con-
vergence to a solution by limiting the magnitude (and changing the direction) of the change vector 
found from the normal equations.

In practical optical design work, it has been found that no single method for choosing the damp-
ing factor works best in all cases. In a particular problem, one method may be dramatically better 
than another, but in a different problem, the situation may be completely reversed. Every optical 
design program has its unique way of choosing the optimum damping, which makes each program 
different from the others, and gives it a raison d’être.

Although the principal use of the damping factor is to accelerate convergence by limiting the 
magnitude of the change vector, the damping factor has also been used routinely to increase the 
magnitude of the change vector to escape a local minimum. During the course of a minimization 
task, if the solution stagnates, or does not converge to what the designer believes to be an acceptable 
configuration, it may be possible to force the solution into another region by running one or more 
iterations with reduced damping in which the error function increases.

Constraints and Boundary Conditions There are two general methods used in optical design pro-
grams for handling constraints and boundary conditions. The first is to add a term (called a penalty 
function) to the error function that targets the constraint to its desired value. In the case of boundary 
violations, “one-sided” terms can be added, or special weighting functions can be constructed that 
increase in magnitude as a violation goes farther into a forbidden region. The other method augments 
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the number of equations by the number of constraints and solves the resulting equations using the 
Lagrange multiplier method. This produces a minimum that satisfies the constraints exactly and 
minimizes the remaining error function.

The penalty function method is more flexible and faster (since there are fewer equations) than 
the Lagrange multiplier method. On the other hand, the Lagrange multiplier method gives more 
precise control over the constraints. Both are commonly used in optical design software.

Other Methods

Although DLS is used in the vast majority of optical design applications, other methods are occa-
sionally used,12 and two warrant mention. These are orthonormalization, which has been used to 
overcome stagnation in some DLS problems, and simulated annealing, which has been used for 
global optimization.

Orthonormalization The technique of orthonormalization for the solution of optical design 
problems was introduced by Grey.2 Although it solves the same problem as DLS does, it proceeds in 
a very different fashion. Instead of forming the least-squares normal equations, Grey works directly 
with the operand equations

 Ax f= −  

To understand Grey’s method, it is best to forget about optics and consider the solution of these 
equations strictly from a mathematical point of view. The point of view that Grey uses is that f rep-
resents a vector in m-dimensional space. The columns of A can be regarded as basis vectors in this 
m-dimensional space. Since there are only n columns, the basis vectors do not span the space. The 
change vector x represents a projection of f on the basis vectors defined by A. At the solution point, 
the residual part of f will be orthogonal to its projection on the basis vectors.

In Grey’s orthonormalization method, the solution of the equations is found by a technique simi-
lar to Gram-Schmidt orthogonalization, but during the solution process, the actual error function is 
evaluated several times in an effort to use the best variables to maximum advantage. Because of this, 
the method is computationally intensive compared to DLS. However, the extra computation is justified 
by a more accurate solution. The common wisdom is that orthogonalization is superior to DLS near a 
solution point, and inferior to DLS when the solution is far removed from the starting point.

Simulated Annealing Simulated annealing has been applied to optical design optimization, chiefly 
in problems where the task is to find a global minimum. The method varies drastically from other 
techniques. It makes no use of derivative information, and takes random steps to form trial solu-
tions. If a trial solution has a lower error function than the current system, the new system replaces 
the old. If a trial solution has a higher error function than the current system, it may be accepted, 
depending on how much worse it is. The probability of acceptance is taken to be exp ( / )−Δφ T , 
where T is an experimentally determined quantity. In general simulated annealing, T is provided by 
the user. In adaptive simulated annealing, T is reduced automatically according to algorithms that 
hold the system near statistical equilibrium.

Error Functions

Obviously, the choice of an error function has a major impact on the success of an optical design 
task. There are a number of requirements that an error function should meet. Most importantly, 
the error function should accurately characterize the desired properties of the system under design. 
There is little chance of success if the program is optimizing the wrong thing. Yet this is an area of 
great difficulty in computer-aided optical design, because it is at odds with efficiency. In order to 
obtain more accuracy, more extensive computations should be carried out, but this takes time.
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3.20  DESIGN

There are two schools of thought concerning the implementation of error functions in opti-
cal design programs. The first holds that the designer should have complete control over the items 
included in the error function, while the second holds that the program itself should set up the basic 
error function, allowing the designer some degree of control through weighting functions. Neither 
school has demonstrated superiority, but the approach to error function construction taken by vari-
ous optical design programs accounts for user allegiances that are sometimes remarkably strong.

The different ways that optical design programs handle error functions makes it difficult to 
discuss the topic here in anything other than broad detail. At one extreme are programs that 
provide practically no capability for the user to insert operands, displaying only the value of the 
overall error function, while at the other extreme are programs that make the user enter every 
operand individually. Regardless of the user interface, however, there are some general concepts 
that are universally relevant.

Error functions can be based on either aberration coefficients or exact-ray data (or both). In the 
early stages of design, aberration coefficients are sometimes favored because they provide insight 
into the nature of the design, and do not suffer ray failures. However, the accuracy of aberration 
coefficients for evaluating complex systems is not very good, and exact-ray data are used in virtually 
all final optimization work.

So far as exact-ray error functions are concerned, there is the question of whether to use ray 
displacements or optical path difference (or both). This is a matter of user (or programmer) prefer-
ence. The use of ray displacements leads to minimizing geometrical spot sizes, while the use of opti-
cal path difference leads to minimizing the wavefront variance.

For exact-ray error functions, a suitable pattern of rays must be set up. This is often called a 
ray set. There are three common methods for setting up a ray set. The first is to allow the designer 
to specify the coordinates (object, pupil, wavelength, etc.) for a desired set of rays. This gives great 
flexibility, but demands considerable skill from the user to ensure that the resulting error function 
accurately characterizes performance.

The other two methods for setting up ray sets are more automatic. The first is to allow the user to 
specify object points, and have the program define a rectangular grid of rays in the aperture for each 
point. The second uses a Gaussian integration scheme proposed by Forbes to compute the rms spot 
size, averaged over field, aperture, and wavelength.13 The Forbes method, which is restricted to sys-
tems having plane symmetry, leads to dividing the aperture into rings and spokes. For systems hav-
ing circular pupils, the Forbes method has both superior accuracy and efficiency, but for vignetted 
pupils, there is little difference between the two.

Multiconfiguration Optimization

Multiconfiguration optimization refers to a process in which several systems having some com-
mon elements are optimized jointly, so that none of the individual systems but the ensemble of 
all of the systems is optimized. The archetype of multiconfiguration systems is the zoom system in 
which the focal length is changed by changing the separation between certain elements. The system 
is optimized simultaneously at high, medium, and low magnifications to produce the best overall 
performance.

Most of the larger optical design programs have the capability to carry out multiconfiguration 
optimization, and this capability is probably used more for non-zoom systems than for zoom sys-
tems. A common use of this feature is to optimize a focal system for through-focus performance in 
order to minimize sensitivity to image plane shifts. In fact, multiconfiguration optimization is used 
routinely to control tolerances.

Tolerancing

Beyond the task of desensitizing a given design, considerations of manufacturing tolerances 
become increasingly important as the complexity of optical designs increases. It is quite easy to 
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design optical systems that cannot be built because the fabrication tolerances are beyond the 
capability of optical manufacturing technology. In any case, specifying tolerances is an integral 
part of optical design, and a design project cannot be considered finished until appropriate toler-
ances are established.

Tolerancing is closely related to optimization. The basic tolerance computation is to calculate 
how much the error function changes for a small change in a construction parameter, which is the 
same type of computation carried out when computing a derivative matrix. Even more relevant, 
however, is the use of compensators, which requires reoptimization. A compensator is a construc-
tion parameter that can be adjusted to compensate for an error introduced by another construc-
tion parameter. For example, a typical compensator would be the image distance, which could be 
adjusted to compensate for power changes introduced by curvature errors.

There is considerable variation in how different optical design programs handle tolerancing. 
Some use the reoptimization method described here, while others use Monte Carlo techniques. 
Some stress interaction with the designer, while others use defaults for more automatic operation.

3.6 OTHER TOPICS

Of course, many other topics would be included in a full discussion of optical design software. Space 
limitations and our intended purpose prevents any detailed consideration, but a few of the areas 
where there is still considerable interest are the following.

Simulation

There is increased interest in using optical design programs to simulate the performance of actual 
systems. The goal is often to be able to calculate radiometric throughput of a system used in con-
junction with a real extended source. It is difficult to provide software to do this with much general-
ity, because brute force methods are very inefficient and hard to specify, while elegant methods tend 
to have restricted scope, and demand good judgment by the person modeling the physical situation. 
Nevertheless, with the increase in the speed of computers, there is bound to be an increasing use of 
optical design software for evaluating real systems.

Global Optimization

After several years during which there was little interest in optimization methodology, the 
tremendous increase in the speed of new computers has spawned a renewal of efforts to find 
global, rather than local, solutions to optical design problems. Global optimization is a much 
more difficult problem than local optimization. In the absence of an analytic solution, one 
never knows whether a global optimum has been achieved. All solution criteria must specify a 
region of interest and a time limit, and the method cannot depend on the starting point. The 
simulated annealing method described above is one area of continuing interest. Several meth-
ods for what might be called pseudo-global optimization have been used in commercial optical 
design programs, combining DLS with algorithms that allow the solution to move away from 
the current local minimum.

Computing Environment

Increasingly, optical design programs are used in conjunction with other software. Drawing pro-
grams, manufacturing inventory software, and intelligent databases are all relevant to optical design. 
While the conventional optical design program has been a stand-alone application, there is increas-
ing demand for integrating optical design into more general design tasks.
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3.7 BUYING OPTICAL DESIGN SOFTWARE

The complexity of the optical design process, together with the breadth of applications of optics, has 
created an ongoing market for commercial optical design software. For people new to optical design, 
however, the abundance of advertisements, feature lists, and even technical data sheets doesn’t make 
purchasing decisions easy. The following commentary, adapted from an article, may be helpful in 
selecting an optical design program.14 It considers five key factors: hardware, features, user interface, 
cost, and support.

Hardware

It used to be that the choice of an optical design program was governed by the computer hardware 
available to the designer. Of course, when the hardware cost was many times higher than the soft-
ware cost, this made a great deal of sense. Today, however, the software often costs more than the 
hardware, and many programs can be run on several different computer platforms, so the choice of 
computer hardware is less important. The hardware currently used for optical design is principally 
IBM-PC compatible.

To run optical design software, the fastest computer that can be obtained easily is recommended. 
The iterative nature of optical design makes the process interminable. There is a rule, sometimes 
called the Hyde maxim, that states that an optical design is finished when the time or money runs 
out. Notwithstanding this, the speed of computers has ceased to be a significant impediment to 
ordinary optical design. Even low-cost computers now trace more than 1000 ray-surfaces/s, a speed 
considered the minimum for ordinary design work, and create the potential for solving new types of 
problems formerly beyond the range of optical design software.

Before desktop computers, optical design software was usually run on time-shared central com-
puters accessed by terminals, and some programs are still in that mode. There seems to be general 
agreement, however, that the memory-mapped display found on PCs provide a superior working 
environment and dedicated desktop computer systems are currently most popular.

Features

If you need a particular feature to carry out your optical design task, then it is obviously important 
that your optical design program have that feature. But using the number of features as a way to 
select an optical design program is probably a mistake. There are more important factors, such as 
cost, ease of use, and scope. Moreover, you might assume that all the features listed for a program 
work simultaneously, which may not be true. For example, if a vendor states that its program han-
dles holograms and toric surfaces, you might assume that you can work with holographic toroids, 
but this may not be true.

The continuing growth of optics and the power of desktop computers has put heavy demands on 
software vendors to keep up with the development of new technology. Moreover, since the customer 
base is small and most vendors now support the same computer hardware, the market has become 
highly competitive. These factors have led to a “feature” contest in which software suppliers vie to 
outdo each other. While this is generally good for the consumer, the introduction of a highly vis-
ible new feature can overshadow an equally important but less obvious improvement (for example, 
fewer bugs or better documentation). In addition, the presence of a number of extra features is no 
guarantee that the underlying program is structurally sound.

User Interface

There is very little in common between the user interfaces used by various optical design programs. 
Each seems to have its own personality. The older programs, originally designed to run in batch 
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mode on a large computer, are usually less interactive than ones that were written specifically for 
desktop computers. Batch programs tend to be built more around default actions than interac-
tive programs, which require more user input. It would be hard to put any of today’s major optical 
design programs in a box classified as either batch or interactive, but the look and feel of a program 
has a strong influence on its usefulness.

Many people don’t realize that the most important benefit of using an optical design program is 
often the understanding that it provides the user about how a particular design works. It’s often tempt-
ing to think that if the computer could just come up with a satisfactory solution, the design would be 
finished. In practice, it is important to know the trade-offs that are made during a design project. This 
is where the judgment of the optical engineer comes in, knowing whether to make changes in mechan-
ical or electrical specifications to achieve the optimum balance in the overall system. Lens designers 
often say that the easiest lens to design is one that has to be diffraction-limited, because it is clear when 
to stop. If the question of how to fit the optics together with other system components is important, 
then the ability of the user to work interactively with the design program can be a big help.

Cost

In today’s market, there is a wide range of prices for optical design software. This can be very con-
fusing for the first-time buyer, who often can’t see much difference in the specifications. The pricing 
of optical design software is influenced by (at least) three factors.

First, the range of tasks that can be carried out using an optical design program is enormous. The 
difference in complexity between the job of designing a singlet lens for a simple camera, and that of 
designing a contemporary objective for a microlithographic masking camera is somewhat akin to 
the difference between a firecracker and a hydrogen bomb.

Second, all software is governed by the factors originally studied in F. P. Brooks’ famous essay The
Mythical Man-Month.15 Brooks was director of the group that developed the operating system for 
the IBM 360, a mainframe computer introduced in the 1960s. Despite its provocative title, Brooks’ 
essay is a serious work that has become a standard reference for software developers. In it, he notes 
that if the task of developing a program to be used on a single computer by its author has a diffi-
culty of 1, then the overall difficulty of producing integrated software written by a group of people 
and usable by anyone on a wide range of computers may be as high as 10. In recent years, the scope 
of the major optical design programs has grown too big for a single programmer to develop and 
maintain, which raises costs.

Third, there are structural differences in the way optical design software is sold. The original 
mainframe programs were rented, not sold. If the user did not want to continue monthly payments, 
the software had to be returned. PC programs, on the other hand, are usually sold with a one-time 
fee. In the optical design software business, several vendors offer a compromise policy, combining a 
permanent license with an optional ongoing support fee.

It would be nice if the buyer could feel comfortable that “you get what you pay for,” but unfortu-
nately this view is too simplistic. One program may lack essential capabilities, another may contain 
several unnecessary features when evaluated for a particular installation. Buying on the basis of cost, 
like features, is probably not a good idea.

Support

Support is an important aspect to consider in selecting an optical design program, and it is often 
difficult to know what is included in support. Minimal support consists of fixing outright bugs in 
the program. More commonly, support includes software updates and phone or email assistance in 
working around problems.

Optical design programs are typically not bug-free. Unlike simple programs like word proces-
sors, optimization programs cannot be fully tested, because they generate their own data. One result 
of this is that software vendors are generally reluctant to offer any warranty beyond a “best-effort” 
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attempt to fix reported problems. Unfortunately, there is no good way for buyers to know whether 
and when their particular problems may be fixed; the best approach is probably to assess the track 
record of the vendor by talking to other users.

Coupled with support is user training. Although it should be possible to use a program by study-
ing the documentation, the major optical design software vendors offer regular seminars, often cov-
ering not only the mechanics of using their program, but also general instruction in optical design. 
For new users, this can be a valuable experience.

3.8 SUMMARY

As stated in the introduction, this chapter is intended as a survey for readers who are not regular 
users of optical design software. The form of an optical design program described here, consisting 
of lens entry, evaluation, and optimization sections, is used in many different programs. There has 
been little standardization in this field, so the “look and feel,” performance features and extent of 
various programs are quite different. Nonetheless, it is hoped that with a knowledge of the basic 
features described here, the reader will be in a good position to judge whether an optical design pro-
gram is of use, and to make an informed decision about whether one particular program is better 
than another.
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4.1 GLOSSARY

 ATF approximate transfer factor

 DTF diffraction transfer function

 MTF modulation transfer function

 W wavefront error in units of wavelengths

 Wrms root-mean-square wavefront error

t-number  f-number adjusted for lens transmission

 n normalized spatial frequency

4.2 INTRODUCTION

Setting the specifications for an optical instrument or system is an essential part of engineering, 
designing, or purchasing an optical system. Since the optics usually serve as a portion of a larger 
system, the specifications are frequently set by project managers who do not have specific knowledge 
in the basics of optical systems. This can at times lead to unrealistic requirements being established; 
this can profoundly affect the probability of success for the system. Properly drafted specifications 
can make the entire project successful and cost effective. Poorly written specifications can lead to 
excess cost and ultimately project failure.

One of the difficulties with setting optical specifications is that the ultimate result of a beam of 
light passing through a complex assembly of components is affected by each of those components, 
which in turn need to be specified and tolerances placed upon the fabrication and assembly of those 
components. In the case of an imaging system, the problem is compounded by the need to describe 
an optical system which passes many bundles of light across a wide field of view. Even in the case of 
single beam, optical communications components, indirect issues such as scattered light and envi-
ronmental stability may prove to be major issues.

∗Retired.
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4.2  DESIGN

In the worst case, the specifications may be set so high that the system is not capable of being 
manufactured. In most cases, the specifications interact with other devices, such as detector arrays, 
and matching the quality of the optic to the limits of the sensor is required. In this section some of 
the principles involved in setting the specifications will be discussed, and guidelines provided for 
carrying out the process of specification setting. The reader will have to extend these principles to 
the device or system that is being considered. In this chapter, the stress will be placed on imaging 
systems.

Specifications for optical systems cover a wide range of needs. Functional specifications of the 
image quality or other optical characteristics are required for the satisfactory operation of a sys-
tem. These functional specifications serve as the goal for the design and construction of the optical 
system. In addition, these specifications are a basis for tolerances placed upon the components of 
the optical system and lead to detailed component specifications used for procurement of the opti-
cal elements of the system. Assembly specifications and detailed specifications of optical parts to 
be produced by a shop can be written based upon these component specifications. The detail and 
extent of information required is different at each step. Over- or underspecification can contribute 
significantly to the cost or feasibility of design of an optical system.

Functional specifications are also used to describe the characteristics that an instrument must 
demonstrate in order to meet the needs of the user. This may include top-level requirements such 
as size, weight, image scale, image format, power levels, spectral range, and so on. Component 
specifications are developed after design of the system and describe the optical components, surface, 
and materials used in the system to the detail necessary to permit fabrication of the components. 
Assembly specifications are another derivative of the design and system specifications. These include 
the statement of tolerances upon location of the components, as well as the procedure to be used in 
assembling and testing the system.

The development and writing of these specifications is important both for initiating and for 
tracking the course of development of an optical instrument. In a business or legal sense, specifica-
tions are used to establish responsibility for a contractor or subcontractor, as well as to define the 
basis for bidding on the job. Thus the technical specifications can have business importance as well 
as engineering significance. “Meeting the customer’s specifications” is an essential part of any design 
and fabrication task. Identifying areas where the specifications could be altered with benefit to all 
parties is an important business and engineering responsibility.

Specifications are usually communicated as a written document following some logical format. 
Although there are some international standards that may cover the details of drawings of com-
ponents, there is no established uniform set of standards for stating the specifications on a system 
or component. The detailed or component specifications are usually added as explanatory notes to 
drawings of the components to be fabricated. In modern production facilities, the specifications and 
tolerances are often part of a digital database that is accessed as part of the production of the com-
ponents of the system.

The detail and the intent of each of these classes of specifications are different. Optical specifica-
tions differ from many mechanical or other sets of specifications in that numbers are applied to 
surfaces and dimensions that control the cumulative effect of errors imposed on a wavefront passing 
through the total system. Each of the specifications must be verifiable during fabrication, and the 
overall result must be testable after completion.

Mechanical versus Optical Specifications

There are two types of specifications that are applied to an optical system or assembly. One set of 
these includes mechanical tolerances on the shape or location of the components that indirectly 
affect the optical quality of the image produced by the system. Examples of this include the overall 
size or weight of the system. The other set consists of specialized descriptions that directly affect the 
image quality. Examples of this latter type of specification are modulation transfer function (MTF), 
illumination level, and location of the focal plane relative to the system.
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System versus Components Specifications

Some specifications have meaning only with respect to the behavior of the entire optical system. Others 
apply to the individual components, but may affect the ability of the entire system to function.

An example of a system specification is a set of numbers limiting the range of acceptable values 
of the MTF that are required for the system. Another system specification is the desired total light 
transmission of the system.

Examples of component specifications are tolerances upon surface irregularity, sphericity, and 
scattering. The related component specification based upon the system light transmission specifica-
tion might provide detailed statements about the nature and properties of the antireflective coatings 
to be applied to the surface of each element.

Image Specifications

The specifications that are applied to the image usually deal with image quality. Examples are mod-
ulation transfer function, fraction of scattered light, resolution, or distortion. In some cases, these 
specifications can be quite general, referring to the ability of the lens to deliver an image suitable for 
a given purpose, such as the identification of serial numbers on specific products that are to be read 
by an automated scanner. In other cases, the requirements will be given in a physically meaningful 
manner, such as “the MTF will be greater than 40 percent at 50 lines per millimeter throughout the 
field of view.”

Other criteria may be used for the image specifications. One example is the energy concentra-
tion. This approach specifies the concentration of light from a point object on the image surface. 
For example, the specification might read “75 percent of the light shall fall within a 25-μm-diameter 
circle on the image.” This quantity is obviously measurable by a photometer with appropriate-size 
apertures. The function may be computed from the design data by a method of numerical integra-
tion similar to that providing the point spread function or modulation transfer function.

Wavefront Specifications

Wavefront specifications describe the extent to which the wavefront leaving the lens or components 
conforms to the ideal or desired shape. Usually the true requirement for an optical system is the 
specification of image quality, such as MTF, but there is a relation between the image quality and 
the wavefront error introduced by the optical system. The wavefront error may be left to be derived 
from the functional image quality specification, or it may be defined by the intended user of the 
system.

For example, a wavefront leaving a lens would ideally conform to a sphere centered on the chosen 
focal location. The departure of the actual wavefront from this ideal, would be expressed either as 
a matrix or map of departure of the wavefront from the ideal sphere, as a set of functional forms 
representing the deviation, or as an average [usually root-mean-square (rms)] departure from the 
ideal surface. By convention, these departures are expressed in units of wavelength, although there is 
a growing tendency to use micrometers as the unit  of measure.

The rms wavefront error is a specific average over the wavefront phase errors in the exit pupil. The 
basic definition is found by defining the nth power average of the wavefront W(x, y) over the area A 
of the pupil and then specifically defining Wrms or, in words, the rms wavefront error is the square root 
of the mean square error minus the square of the mean wavefront error:

W
A

W x y dx dy

W W W

n n=

= −

∫
1

2 2

( , )

[ ] [ ]rms

The ability to conveniently obtain a complete specification of image quality by a single number 
describing the wavefront shape has proven to be questionable in many cases. Addition of a correlation 
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4.4  DESIGN

length, sometimes expressed as a phase difference between separated points, has become common. 
In other cases, the relative magnitude of the error when represented by various orders of Zernike 
polynomials is used.

There is, of course, a specific relationship between the wavefront error produced by a lens and 
the resulting image quality. In the lens, this is established by the process of diffraction image for-
mation. In establishing specifications, the image quality can be determined by computation of the 
modulation transfer function from the known wavefront aberrations. This computation is quite 
detailed and, while rapidly done using present day computer techniques, is quite complex for gen-
eral specification setting. An approximation which provides an average MTF or guide to acceptable 
values relating wavefront error and MTF is of great aid.

A perfect lens is one that produces a wavefront with no aberration, or zero rms wavefront error. 
By convention, any wavefront with less than 0.07 wave, rms, of aberration is considered to be 
essentially perfect. It is referred to as diffraction-limited, since the image produced by such a lens is 
deemed to be essentially indistinguishable from a perfect image.

The definition of image quality depends upon the intended application for the lens. In general, 
nearly perfect image quality is produced by lenses with wavefront errors of less than 0.15 wave, 
rms. Somewhat poorer image quality is found with lenses that have greater than about 0.15 wave 
of error. The vast majority of imaging systems operate with wavefront errors in the range of 0.1 to 
0.25 wave, rms.

There are several different methods that can be used to establish this relationship. The most 
useful comparison is with the MTF for a lens with varying amounts of aberration. The larger the 
wavefront error, the lower will be the contrast at specific spatial frequencies. For rms error levels of 
less than 0.25 or so, the relation is generally monotonic. For larger aberrations, the MTF becomes 
rather complex, and the relation between rms wavefront error and MTF value can be multiple val-
ued. Nevertheless, an approximate relation between MTF and rms wavefront error would be useful 
in setting reasonable specifications for a lens.

There are several possible approximate relations, but one useful one is the empirical formula 
relating root-mean-square wavefront error and MTF given by

MTF (v) = DTF (v) × ATF (v)

The functional forms for these values are
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These look quite complicated, but are relatively simple, as is shown in Fig. 1. This is an approxi-
mation, however, and it becomes progressively less accurate as the amount of the rms wavefront 
error Wrms exceeds about 0.18 wavelength. The approximation remains reasonably valid for lower 
spatial frequencies, less than about 25 percent of the diffraction limited cutoff frequency. The major-
ity of imaging systems fall into this category.

Figure 1 shows a plot of several values for the MTF of an optical system using this approximate 
method of computation. The system designer can use this information to determine the appropriate 
level of residual rms wavefront error that will be acceptable for the system of interest. It is impor-
tant to note that this is an empirical attempt to provide a link between the wavefront error and the 
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OPTICAL SPECIFICATIONS  4.5

MTF as a single-value description of the state of correction of a system. Examination of the curves 
provides a method of communicating the specification to the system designer and fabricator. More 
detail on applying the rms wavefront error can be found in Chap.5, “Tolerancing Techniques.”

In addition, it must be pointed out that most imaging systems operate over a finite wavelength 
range. Thus the specification of “wavefront error” can be a bit fuzzy, but is usually meant to mean either 
the wavefront error at a specified wavelength, or a weighted average over the wavelength band. This 
should be mentioned when writing the specifications. In either case, the stated wavefront error contains 
a measure that communicates the extent of perfection required of the optical system performance.

4.3 PREPARATION OF OPTICAL SPECIFICATIONS

Gaussian Parameters

The gaussian parameters determine the basic imaging properties of the lens. They are the starting 
point for setting the specifications for a lens system. In principle these numbers can be specified pre-
cisely as desired. In reality, overly tight specifications can greatly increase the cost of the lens. Some 
of the important parameters are shown in Table 1.

Table 1 is a sample of reasonable values that may be placed upon a lens. A specific case may vary 
from these nominal values. The image location, radiometry, and scale are fixed by these numbers. A 
specific application will require some adjustment of these nominal values. In general, specifications 
that are tighter than these values will likely result in increased cost and difficulty of manufacture.

There is an interaction between these numbers. For example, the tight specification of magni-
fication and overall conjugate distance will require a very closely held specification upon the focal 
length. The interaction between these numbers should be considered by the user to avoid acciden-
tally producing an undue difficulty for the fabricator. It may be appropriate to specify a looser toler-
ance on some of these quantities for the prototype lens, and later design a manufacturing process 
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FIGURE 1 Approximate MTF curves from formula.
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4.6  DESIGN

to bring the production values within a smaller tolerance. However, it is appropriate that this be 
investigated fully at the design stage. The designer should be encouraged to consider the possibility 
of leaving adjustment possibilities in the lens design, so that a final assembly adjustment can bring 
the Gaussian parameters into the required tolerance range.

4.4 IMAGE SPECIFICATIONS

Image Quality

The rms wavefront error and the MTF for a lens have been discussed earlier as useful items to spec-
ify for a lens. Frequently, the user desires to apply a detection criterion to the image. This is always 
related to the application for the lens.

The most familiar functional specification that is widely used for system image quality is the res-
olution of the system. This is usually stated as the number of line pairs per millimeter that need to 
be visually distinguished or recognized by the user of the system. Since this involves both the physics 
of image formation as well as the psychophysics of vision, this is an interesting goal, but needs to 
be specified clearly to be of use to a designer. The reading of the resolution by a human observer is 
subjective, and the values obtained may differ between observers. Therefore, it is necessary to specify 
the conditions under which the test is to be carried out.

The type of target and its contrast need to be stated. The default standard in this case is the “standard” 
U.S. Air Force three-bar target, with high contrast, and a 6:1 ratio of bar length to width. This is usually 
selected as it will give the highest numerical values, certainly politically desirable. However, studies have 
shown that there is a better correlation between the resolution produced by a low-contrast target, say 2:1 
contrast ratio, or 0.33 modulation contrast and the general acceptability of an image.

The resolution is, of course, related to the value of the MTF in the spatial frequency region of the 
resolution, as well as the threshold of detection or recognition for the observer viewing the target. If 
the thresholds are available, the above-described empirical relation between the rms wavefront error 
and the MTF can be used to estimate the allowable aberration that can be left in the system after 
design or fabrication.

TABLE 1 Gaussian Parameters

  Parameter Precision Target Importance How Verified

Focal length 1–2% Determines focal position  Lens bench
   and image size
f-number <±5% Determines irradiance at  Geometrical
   image plane  measurement
Field angle <±2% Determines extent of image Lens bench
Magnification <±2% Determines overall conjugate  Trial setup of lens
   distances
Back focus ±5% Image location Lens bench
Wavelength range As needed; set by detector  Describes spectral range Image measurement
  and source  covered by lens
Transmission Usually specified as  Total energy through lens Imaging test, 
  >0.98n for n surfaces   radiometric test 
    of lens
Vignetting Usually by requiring  Uniformity of irradiance  Imaging test, 
  transmission to drop by   in the image  radiometric test
  less than 20% or so at the    of lens
  edge of the field
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OPTICAL SPECIFICATIONS  4.7

In the case of a system not intended to produce an image to be viewed by a human, a specific 
definition of the required image contrast or energy concentration is usually possible. The signal-to-
noise ratio of the data transmitted to some electronic device that is to make a decision can be calcu-
lated once a model for operation of the detector is assumed. The specification writer can then work 
backward through the required MTF to establish an acceptable level of image quality. The process is 
similar to that for the visual system above, except that the threshold is fully calculable.

In some cases, the fractional amount of energy collected by the aperture of the lens from a small 
angular source, such as a star, falling within the dimensions of a detector of a given size is desired. 
Such a requirement can be given directly to the designer.

Image Irradiance

The radiometry of the image is usually of importance. With an optical system containing the source, 
such as a viewer, projector, or printer, the usual specification is of the irradiance of the image in 
some appropriate units. Specifying the screen irradiance in watts per square centimeter or, more 
commonly, foot-lamberts, implies a number of optical properties. The radiance of the source, the 
transmission of the system, and the apertures of the lenses are derived from this requirement.

In the more usual imaging situation, the f-number and the transmission of the lens are specified. 
If the lens covers a reasonable field, the allowable reduction in image irradiance over the field of 
view must also be specified. This leads directly to the level of vignetting that can be allowed by the 
designer in carrying out the setup and design of the lens system.

There is an interaction between these irradiance specifications and the image quality that can be 
obtained. The requirement of a large numerical aperture leads to a more difficult design problem, as 
the high-order aberration content is increased in lenses of high numerical aperture.

An attempt to separate the geometrical aperture effects from the transmission of the compo-
nents of the lens is accomplished through the t-number specification. Since the relative amount of 
irradiance falling on the focal plane is inversely proportional to the square of the f-number of a lens, 
the effect of tranmission of the lens can be included by dividing the f-number by the transmission 
of the lens.

t
f

t
-number

-number=

where t is the transmission factor for the lens. The transmission factor for the lens is the product of 
the bulk transmission of the glass and the transmission factor for each of the surfaces. When this is 
specified, the designer must provide a combination of lens transmission and relative aperture that 
meets or exceeds a stated value.

Depth of Focus

The definition of the depth of focus is usually the result of a tolerance investigation. The allow-
able focal depth is obtained by determining when an unacceptable level of image quality is 
obtained. There is an obvious relation between the geometry of the lens numerical aperture and 
the aberrations that establishes the change of MTF with focal position. This effect can be com-
puted for specific cases, or estimated by recognizing that the relation between rms wavefront 
error and focus shift is

W
l

frms 2def ( -number)
= δ

λ8

which can be used in the above approximate MTF to provide an estimate of the likely MTF over a 
focal range.
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4.8  DESIGN

If there is a basic amount of aberration present in the lens, then the approximation is that

W W Wrms rms rmstotal def lens
= +2 2

leading to a calculation of the estimated MTF value for the given spatial frequency and focal posi-
tion. As an example, Fig. 2 provides a plot of the focal position change of the MTF. The interpreta-
tion of this curve is straightforward. Each of the curves provides the MTF versus focus for a spatial 
frequency that is the stated fraction of the cutoff spatial frequency. The defocus is given in units of 
rms wavelength error, which can be obtained from reference to the appropriate formula. Using this 
approximate data, a specification writer can determine whether the requirements for image quality, 
f-number, and focal depth are realistic.

An additional consideration regarding depth of focus is that the field of the lens must be consid-
ered. The approximate model presented here is used at an individual field point. An actual lens must 
show the expected depth of field across the entire image surface, which places some limits upon the 
allowable field curvature. In general, it is the responsibility of the specification writer to establish the 
goal. It is the responsibility of the optical designer to determine whether the goal is realizable, and 
to design a system to meet the needs. In a sensible project, there will be some discussion between 
the designer and the engineer writing the specifications in order to avoid an unrealizable set of goals 
being set.

4.5 ELEMENT DESCRIPTION

Each element of the lens to be fabricated must be described in detail, usually through a drawing. All 
of the dimensions will require tolerances, or plus and minus values that, if met, lead to a high prob-
ability that the specified image quality goals will be met.
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FIGURE 2 Approximate MTF as a function of focal position for various spatial frequencies.
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OPTICAL SPECIFICATIONS  4.9

Mechanical Dimensions

The mechanical dimensions are specified to ensure that the element will fit into the cell sufficiently 
closely that the lens elements are held in alignment. This will be a result of tolerance evaluation, and 
must include allowances for assembly, thermal changes, and so on.

An important item for any lens is the interface specification, which describes the method of 
mounting the lens to the optical device used with it. For some items, such as cameras and micro-
scopes, there are standard sizes and screw threads that should be used. In other cases, the specifica-
tion needs to describe a method for coupling or mounting the optics in which there is a strain-free 
transfer of load between the lens and the mounting.

Optical Parameters

The optical parameters of the lens element relate to the surfaces that are part of the image-forming 
process. The radius of curvature of the spherical refracting (or reflecting) surfaces needs to be speci-
fied, as well as a plus or minus value providing the allowable tolerances. When tested using a test 
glass or an interferometer, the important radius specification is usually expressed in terms of fringes 
of spherical departure from the nominal radius. In addition, the shape of the surface is usually 
specified in terms of the fringes of irregularity that may be permitted.

When specifying a surface that will be measured on an interferometer, adjustment of focus 
during the test can be made. In this case, the spherical component of the surface, that is, the 
fringes of radius error, can be specified independently of the irregularity fringes that are appli-
cable to the surface. When test glasses are to be used, the spherical component must be fabri-
cated to within a small level of error to permit accurate reading of the irregularity component 
of the surface.

The cosmetic characteristics of the surface also need to be stated. The specification for this is 
as yet a bit imperfect, with the use of a scratch-and-dig number. This is actually intended to be a 
comparison of surface scratches with a visual standard, but is generally accepted to be in terms of 
a ratio, such as 20:10, which means, more or less, scratches of less than 2-μm width and digs of less 
than 100-μm diameter. This specification is described in MIL-O-13830, and is referred to a set of 
standards that are used for visual comparison to the defects on the surface. There have been several 
attempts to quantify this specification in detail, but no generally accepted standard has yet been 
achieved. A broader description of these specifications is found in International Standards 10110 
and 9211, discussed later in this chapter.

Material Specifications

The usual material for a lens is optical glass, although plastics are becoming more commonly used in 
optics. The specification of a material requires identification of the type, as, for example, BK7 glass from 
Schott. Additional data upon the homogeneity class and the birefringence needs to be stated in ordering 
the glass. The homogeneity is usually specified by class, currently P1 through P4 with the higher number 
representing the highest homogeneity, or lowest variation of index of refraction throughout the glass. The 
method of specifying glass varies with the manufacturer, and with the catalog date. It is necessary to refer 
to a current catalog to ensure that the correct specification is being used.

Similar data should be provided regarding plastics. Additional data about transmission is usually 
not necessary, as the type of material is selected from a catalog which provides the physical descrip-
tion of the material. Usually, the manufacturer of the plastic will be noted to ensure that the proper 
material is obtained.

Materials for reflective components similarly have catalog data describing the class and 
properties of the material. In specifying such materials, it is usually necessary to add a descrip-
tion of the form and the final shape required for the blank from which the components will be 
made.
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4.10  DESIGN

Coating Specifications

The thin film coatings that are applied to the optical surfaces require some careful specification writ-
ing. In general, the spectral characteristics need to be spelled out, such as passband and maximum 
reflectivity for an antireflection coating. Requirements for the environmental stability also need to 
be described, with reference to tests for film adhesion and durability. Generally, the coating supplier 
will have a set of “in-house” specifications that will guarantee a specific result that can be used as the 
basis for the coating specification.

4.6 ENVIRONMENTAL SPECIFICATIONS

Temperature and Humidity

Specification setting should also include a description of the temperature range that will be experi-
enced in use or storage. This greatly affects the choice of materials that can be used. The humidity 
and such militarily favorite specifications as salt spray tests are very important in material selection 
and design.

Shock and Vibration

The ruggedness of an instrument is determined by the extent to which it survives bad handling. A 
requirement that the lens shall survive some specified drop test can be used. In other cases, stating 
the audio frequency power spectrum that is likely to be encountered by the lens is a method of spec-
ifying ruggedness in environments such as spacecraft and aircraft. In most cases, the delivery and 
storage environment is far more stressing than the usage environment. Any specification written in 
this respect should be careful to state the limits under which the instrument is actually supposed to 
operate, and the range over which it is merely meant to survive storage.

4.7 PRESENTATION OF SPECIFICATIONS

Published Standards

There are published standards from various sources. The most frequently referred to are those from 
the U.S. Department of Defense, but a number of standards are being proposed by the International 
Standards Organization.

Format for Specifications

The format used in conveying specifications for an optical system is sometimes constrained by 
the governmental or industrial policy of the purchaser. Most often, there is no specific format for 
expressing the specifications.

The best approach is to precede the specifications with a brief statement as to the goals for the use 
of the instrument being specified. Following this, the most important optical parameters, such as focal 
length, f-number, and field size (object and image) should be stated. In some cases, magnification and 
overall object-to-image distance along with object dimension will be the defining quantities.

Following this, the wavelength range, detector specifications, and a statement regarding the 
required image quality should be given. The transmission of the lens is also important at this stage.

Following the optical specifications, the mechanical and environmental requirements should be 
stated. The temperature and humidity relations under which the optical system needs to operate as 
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OPTICAL SPECIFICATIONS  4.11

well as a statement of storage environment are needed. Descriptions of the mechanical environment, 
such as shock and vibration, are also important, even if expressed generally.

Other important pieces of information, such as a desired cost target, can then be included. Any 
special conditions, such as the need to be exposed to rapid temperature changes or a radiation envi-
ronment, should be clearly stated. Finally, some statement of the finish quality for the optical system 
should be given.

In many cases, a list of applicable governmental specifications will be listed. In each case it is 
appropriate to ensure that these referenced documents are actually available to the individual who 
has to respond to the specification.

Use of International Standards

An important tool in writing specifications is the ability to refer to an established set of standards 
that may be applicable to the system being designed. In some cases, the development of specifica-
tions is simplified by the specification writer being able to refer to a set of codified statements about 
the environment or other characteristics the system must meet. In other cases, the established stan-
dards can be used as a reference to interpret parts of the specifications being written. For example, 
there may be a set of standards regarding interpretation of items included in a drawing.

Standards are an aid, not an end to specification. If the instrument must be interchangeable with 
parts from other sources, then the standards must be adhered to carefully. In other cases, the stan-
dards can serve as an indicator of accepted good practice in design or fabrication. It is the respon-
sibility of the specification writer to ensure that the standard is applicable and meaningful in any 
particular situation.

At the present time there is growing activity in the preparation of standards for drawings, inter-
faces and dimensions, MTF, and other properties of optical and electro-optical systems. The efforts 
in this direction are coordinated by the International Standards Organization, but there are a num-
ber of individual standards published by national standards organizations in Germany, England, 
Japan, and the United States. The first major publications are ISO 10110, detailing preparation of 
drawings for optical elements and systems and ISO 9211, on optical coatings. Other standards on 
optical testing and environmental requirements are in draft form.

The ISO standards are expected to provide significant detail on various standards issues, and 
should become the principal guiding documents. At present, the standards documents that are most 
used in the United States are the various military specifications, or MIL-SPEC documents, that cover 
many different aspects of optical systems.

Information on published standards is available from the American National Standards Institute 
(ANSI), 11 West 42d Street, New York, NY 11036, or may be downloaded at www.webstore.ansi.
org. A recent (2008) review of this website showed over 350 individual documents dealing with 
these issues, the majority of which deal with issues regarding fiber optical systems. Information on 
U.S. Department of Defense standards can be searched for through the National Search Engine for 
Standards at www.nssn.org. Additional information about worldwide standards is available at www.
worldwidestandards.com.

4.8 PROBLEMS WITH SPECIFICATION WRITING

Underspecification

Failure to specify all of the conditions leaves the user vulnerable to having an instrument that will 
not operate properly in the real world. In many cases, the designer may not be aware of situations 
that may arise in operation that may affect the proper choice of design methods. Therefore, the 
design may not meet the actual needs.

The engineer developing a specification should examine all aspects of the problem to be solved, 
and carefully set the boundaries for the requirements on an optical system to meet the needs. All of 
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4.12  DESIGN

the pertinent information about the image quality, environment, and relation to other systems that 
may interact with the lens being specified should be considered. The specifying engineer should 
also review the physical limits on the image quality and ensure that these are translated into realistic 
values.

Overspecification

Specifying image quality and focal position requirements too tightly can lead to problems. 
Overspecification would seem to ensure that the needs will be met, but difficulties in meeting these 
requirements can lead to designs that are difficult and expensive to build. Achieving the goals can be 
costly and may fail. In such cases, the penalty for not quite meeting very tight specifications can be 
serious, both economically and technically.

Boundary-Limit Specification

In most cases, the statement of goals or boundaries within which a lens must operate is better than 
stating specific values. This leaves the designer with some room to maneuver to find an economic 
solution to the design. Obviously, some fixed values are needed, such as focal length, f-number, and 
field angle. However, too-tight specifications upon such items as weight, space, and materials can 
force the design engineer into a corner where a less desirable solution is achieved.

Negotiation of Specifications

Finally it is important to note that unless there is an existing closely defined set of established speci-
fications for an specific optical device (such as a fiber optics coupler, for example) each specification 
is the product of a single individual or group and reflects the experience and understanding of that 
individual. The procuring official should be prepared in some cases to act as a negotiator between 
the engineer and the supplier to ensure that a reasonable and successful set of verifiable specifica-
tions has been stated. 

4.9 REFERENCES

There are many useful references on optical specifications that deal with specific topics not directly 
covered by the general discussion in this chapter. The most useful suggestion is that the users hav-
ing the task of setting specifications on a specific product or system use the massive capabilities of 
Internet search engines to look for specific data applicable to that task. A general Google search on 
“Optical Specifications” provided 360,000 hits, of which probably less than 10 will be applicable to 
any specific problem.
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TOLERANCING TECHNIQUES

Robert R. Shannon∗

College of Optical Sciences
University of Arizona
Tucson, Arizona

5.1

5

∗Retired.

5.1 GLOSSARY

a relative tolerance error

 BK7, SF2 types of optical glass

 C to F spectral region 0.486 to 0.656 μm

 f-number relative aperture as in F/2.8

n refractive index

 r1, r2, r3, r4 radii of curvature of surfaces

 t2 airspace thickness in sample lens

V Abbe number or reciprocal dispersion

W wavefront or pupil function

x change factor

Δ fi nite change in a parameter

d small change in a parameter

l wavelength

5.2 INTRODUCTION

Determination of the tolerances on an optical system is one of the most important parts of carrying 
out an optical design. No component can be made perfectly; thus, stating a reasonable acceptable 
range for the dimensions or characteristics is important to ensure that an economical, functioning 
instrument results. The tolerances attached to the dimensions describing the parts of the lens system 
are an important communication by the designer to the fabrication shop of the precision required 
in making the components and assembling them into a final lens.
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5.2  DESIGN

The tolerances are related to but are not the same as the specifications. Setting specifications 
is discussed in Chap. 4. The tolerances are responsive to the requested system specifications and 
are intended to ensure that the final, assembled instrument meets the requested performance. 
The specifications placed on the individual lens elements or components are derived from the 
tolerances. Thus there is an interactive relation between the tolerancing activity and the setting of 
specifications. The system specifications drive the tolerances that need to be determined, and the 
tolerances are used in setting the specifications for the components of the system. The reality is that 
neither of these processes can be done fully independently.

At this point it is important to note that most optical design programs include a tolerancing util-
ity that can be used to generate and distribute tolerances automatically once a few questions about 
goals have been answered by the designer. This appears to be a seductively simple process that is 
usually quite useful, but can be very disastrous if used uncritically by anyone who does not under-
stand the basics of the process being carried out.

There are three principal issues in optical tolerancing. The first is the setting of an appropriate 
goal for the image quality or transmitted wavefront to be expected from the system. The second is 
the translation of this goal into allowable changes introduced by errors occurring on each compo-
nent of the system. The third is the distribution of these allowable errors against all of the compo-
nents of the system, in which some components of the optical system may partially or completely 
compensate for errors introduced by other components.

In this chapter, some basic approaches to distributing tolerances within an optical assembly are 
discussed. The examples will deal with tolerancing to meet a specified wave-front error and level of 
image quality. Similar principles apply to nonimaging optical systems, once the procedures necessary 
for relating errors in components or alignment to the specified operating requirements are established. 
The user will obviously have to adapt these approaches to the specific system being toleranced.

Optical versus Mechanical Tolerances

The tolerances on mechanical parts, in which a dimension may be stated as a specific value, plus or 
minus some allowable error, are familiar to any engineer. For example, the diameter of a rotating shaft 
may be expressed as 20.00 mm + 0.01/−0.02 mm. This dimension ensures that the shaft will fit into 
another component, such as the inner part of a bearing, and that fabricating the shaft to within the 
specified range will ensure that proper operational fit occurs. These tolerances may include the effect of 
environmental effects, such as operating temperature or lubrication needs, on the mechanical assembly.

Optical tolerances are more complicated, as they are generally stated as a mechanical error in a 
dimension, but the allowable error is determined by the effect upon an entire set of wavefronts pass-
ing through the lens. For example, the radius of curvature of a surface may be specified as 27.00 mm 
± 0.05 mm. The interpretation of this is that the shape of the optical surface should conform to a spe-
cific spherical form, but remain within a range of allowable curvatures. Meeting this criterion indicates 
that the surface will perform properly in producing a focused wavefront, along with other surfaces in 
the optical system. Verification that the specific component tolerance is met is usually carried out by an 
optical test, such as examining the fit to a test plate. Verification that the entire system operates properly 
is accomplished by an assembled system test in which a specified image quality criterion is measured.

Basis for Tolerances

The process involved in setting tolerances begins with setting of the minimum level of acceptable 
image quality. This is usually expressed as the desired level of contrast at a specific spatial frequency 
as expressed by the modulation transfer function. Each parameter of the system, such as a radius of 
curvature of a surface, is individually varied to determine how large an error in each component is 
allowed before the contrast is reduced to the specified level. This differential change is then used to 
set the allowable range of error in each component.

In most cases, direct computation of the change in the contrast is a lengthy procedure, so that 
a more direct function, such as the rms wavefront error, is used as the quality-defining criterion. 
In other cases, the quantity of importance will be the focal length, image position, or distortion. 
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TOLERANCING TECHNIQUES  5.3

In nonimaging systems, the beam divergence or the uniformity of illumination after passage 
through the system may be the criterion of interest.

Relating the computed individual errors in the system to the tolerances to be specified is not always 
a simple matter. If there are several components, some errors may compensate other errors. Thus, it 
would be easy to assign too tight a tolerance for each surface unless these compensating effects, as well 
as the probability of a specific distribution of errors, are used in assigning the final tolerances.

Tolerance Budgeting

The method of incorporating compensation of one error by another, as well as the likelihood of 
obtaining a certain level of error in a defined fabrication process, is called tolerance budgeting. As 
an example, in a lens system it may be found that maintaining the thickness of a component may 
be easier than keeping the surfaces of the component at the right spherical form. The designer may 
choose to allow a looser tolerance for the thickness and use some of the distributed error to tighten 
the tolerance on the radius of curvature. In other cases, the shop carrying out the fabrication may 
be known to be able to measure surfaces well, but has difficulty with the centering of the lenses. The 
designer may choose to trade a tight tolerance on the irregularity of the surfaces for a looser toler-
ance on the wedge in the lens components.

Finally, the effect of a plus error on one surface may be partially compensated by a minus error 
on another surface. If the probability of errors is considered, the designer may choose to budget a 
looser tolerance to both surfaces.

This budgeting of tolerances is one of the most difficult parts of a tolerancing process, since 
judgment, rather than hard numbers, is very much a part of the budget decisions. It is advisable for 
the engineer carrying out the tolerance budgeting to do some modeling of the system performance 
using trial sets of parameter variations based on the tolerances that have been obtained. This verification 
serves as a method if ensuring that the tolerances are indeed reasonable and justified.

Tolerance Verification

Simply stating a set of allowable errors does not complete the integrated process of design and fabrica-
tion. The errors must be measurable. Measurement of length can be gauged, but has to be within the 
capabilities of the shop fabricating the optics. Measurement of error in radius of curvature requires 
the use of an interferometer or test plates to determine the shape of the surface. Measurement of the 
nonspherical component of the surface, or the irregularity, requires either an estimate from the test 
plate, or a computation of the lack of fit to a spherical surface based on measured fringes.

Finally, the quality of a completed lens must be measurable. Use of a criterion that cannot be 
measured or controlled by the shop or by the user is not acceptable. The contrast mentioned is not 
always measurable by the optical shop. The surface errors as measured by an interferometer or by 
test plates are common. 

As shown in the Chap. 4 on specifications, the average or rms wavefront error can be related to the 
level of contrast, or modulation transfer function (MTF), that can be expected in the image. In addi-
tion, measurement of the final wavefront from an assembled optical system is most frequently obtained 
by an optical shop in a summary method by using an interferometer. For this reason, wavefront toler-
ancing methods have become the most commonly used methods of defining and verifying tolerances.

5.3 WAVEFRONT TOLERANCES

The rms wavefront error tolerancing method will now be used as an example of the approach to 
evaluating the tolerances required to fabricate a lens. An example which discusses the axial image 
tolerances for a doublet will be used to provide insight into the tolerancing of a relatively simple sys-
tem. Most optical tolerancing problems are far more complex, but this example provides an insight 
into the methods applied. The specific example selected for this chapter is an airspaced achromatic 
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5.4  DESIGN

doublet using BK7 and SF2 glasses, F/2.8, 100-mm focal length. The lens design is nominally of 
moderately good quality, and is optimized over the usual C to F spectral range, with balanced spher-
ical aberration, and is corrected for coma.

Figure 1 is a drawing of the sample doublet used in this chapter. The locations of the four radii of 
curvature and the airspace to be toleranced are indicated. The number of possible errors that actu-
ally can occur in such a simple lens is surprisingly large. There are four curvatures, two thicknesses, 
one airspace, and two materials that may have refractive index or dispersion errors. In addition to 
these seven quantities, there are two element wedge angles, four possible tilts, and four decenter pos-
sibilities, plus the irregularity on four surfaces and the homogeneity of two materials. So far, there 
are 21 possible tolerances that are required in order to completely define the lens. For interfacing to 
the lens mount, the element diameters, roundness after edging, and cone angle on the edges must be 
considered as well. More complex systems have far more possible sources of error. For the example 
here, only the four radii and the airspace separation will be considered.

Parameter Error Quality Definitions

The starting point for a tolerance calculation is the definition of a set of levels that may be used to 
define the initial allowable range of variation of the parameters in the lens. The magnitude of these 
classes of errors is determined by experience, and usually depends upon the type of fabrication facil-
ity being used. Table 1 presents some realistic values for different levels of shop capability.

These values are based on the type of work that can be expected from different shops, and serves 
as a guide for initiating the tolerancing process. It is obvious that the degree of difficulty in meeting 
the quality goals becomes more expensive as the required image quality increases.

Computation of Individual Tolerances

The individual tolerances to be applied to the parameters are obtained by computing the effect of 
some arbitrary but reasonable parameter changes upon the image-quality function. For the example 
doublet, if made perfectly with no errors in the individual components or assembly, the nominal 
amount of rms wavefront error at the central wavelength is 0.116 waves, rms. It is determined by the 
user from consideration of the needs for the application that the maximum amount of error that is 
acceptable is 0.15 waves, rms. Thus a distribution in allowable errors that results in no greater than 
about a 0.15 wavelength rms wavefront error would produce an acceptable system. The tolerancing 
task is to specify the tolerances on the radii of curvature and the separation between the component 
surfaces such that the goal is met.

r1

r2

r3

r4

t2

FIGURE 1 Drawing of 
the doublet lens used for 
tolerancing.
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TOLERANCING TECHNIQUES  5.5

The reason for the choice of 0.15 wave rms is indicated by Fig. 2. The designer experimented 
with several choices of focus position to obtain a set of plots of the MTF for different amounts of 
error. This is not a completely general conclusion since the source of error produces an rms error 
which may not be the same for every source of error. But the samples permit the intelligent selec-
tion of an upper bound to the required error. In a lens with more sources of error, and with larger 
amounts of aberration in the basic design, setting up an example such as this is extremely important 
to avoid an error in the goal for the final image quality.

The first computation of the effect of nominal changes in the parameters on the rms wavefront 
error leads to the results in Table 2. (Only the radii and thickness are considered for this example.) 
The two columns for rms wavefront effect are first, for the aberration if no adjustment for best focus 
is made, and second, permitting the establishment of best focus after assembly of the lens.

Table 2 shows that the effect of a change in the parameter will have an effect proportional to the 
change, but that the factor relating the change to the resulting wavefront error is different for the 
various parameters. The amount of change permitted if the parameter is not compensated by allow-
ing an adjustment for best focus is quite small. Any one of the parameters would have to be main-
tained within a range far less than the delta used in computation. The allowance of a compensating 
focal shift does greatly loosen the tolerance.

TABLE 1 Reasonable Starting Points for Tolerancing a Lens System

    Parameter Commercial Precision High Precision

Wavefront residual 0.25 wave rms 0.1 wave rms <0.07 wave rms
 2-wave peak 0.5 wave peak <0.25 wave peak
Thickness 0.1 mm 0.01 mm 0.001 mm
Radius 1.0% 0.1% 0.01%
Index 0.001 0.0001 0.00001
V-number 1.0% 0.1% 0.01%
Homogeneity 0.0001 0.00001 0.000002
Decenter 0.1 mm 0.01 mm 0.001 mm
Tilt 1 arc min 10 arc sec 1 arc sec
Sphericity 2 rings 1 ring 0.25 ring
Irregularity 1 ring 0.25 ring <0.1 ring

1
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FIGURE 2 Some examples of the effect of various rms errors on the MTF of the sample doublet. (The 
rms error is stated in wavelengths.)
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5.6  DESIGN

Since the acceptable goal is 0.15 waves, rms, the amount of change of an individual parameter to 
attain the acceptable level is about 50 times that of r1 and r4, but the change of 0.1 percent would be 
excessive for r2 and r3. The allowable change for t2 alone would be just about the delta of 0.025 mm.

Combination of Tolerances

No parameter in a lens lives alone. The effect upon the image will be the result of combining the effect 
of all of the errors. If the errors are uncorrelated, then the usual statistical summing of errors can be 
used. This states that the total amount of aberration produced by the errors can be found by using

W W a x
W

xi
i

i i
ii

rms
rms= =

⎛
⎝⎜

⎞
⎠⎟∑ ∑2

2
∂

∂

where the sum is taken over the i parameters of interest. The x factors are the amount of change 
used in computing the change of wavefront error and the a factors are the relative amount of toler-
ance error allotted to each parameter in units of the delta used in the computation.

There are implicit assumptions in the application of this method to distributing tolerances. The 
principal assumption is that the fabrication errors will follow normal gaussian statistics. For many 
fabrication processes, this is not true, and modification of the approach is required.

For the example of the doublet, Table 3 can be generated to evaluate the different possibilities in 
assigning tolerances. The allowable change in rms wavefront error is 0.033 waves; thus the root sum 
square of all of the contributors must not exceed that amount.

In Table 3 the first column identifies the parameter, the second states the delta used in the com-
putation, the third states the amount of wavefront error caused by a delta amount. The final two 
columns show different budgeting of the allowable error. Distribution 1 loosens the outer radii and 
the thickness at the cost of maintaining the inner radii very tightly. Distribution 2 tightens the outer 
radii and spacing tolerances, but loosens the inner radii tolerances. Depending upon the capabilities 
of the shop selected to make the optics, one of these may be preferable.

The interpretation of these statistical summations is that they are the sum of a number of differ-
ent random processes. Thus, if the interpretation of each of the values given is the width of a normal 
distribution, which implies that 67 percent of the samples lie within that value, then 67 percent of 
the resulting combinations will lie within that range. If the interpretation is a two- or three-sigma 
value, the interpretation of the result follows similarly.

TABLE 2 Finite Differentials for Computing Tolerances

Parameter Delta Rms Uncompensated Rms Compensated

r1 0.1% 0.740 0.117
r2 0.1% 1.187 0.171
r3 0.1% 1.456 0.157
r4 0.1% 0.346 0.110
t2 0.025 mm 1.155 0.152

TABLE 3 Two Possible Tolerance Distributions for the Doublet

Parameter Delta Coefficient Distbn. 1 Distbn. 2

  r1 0.1% 0.00071 10.0 0.1
  r2 0.1% 0.05440 0.25 0.4
  r3 0.1% 0.04069 0.25 0.4
  r4 0.1% 0.00069 10.0 0.1
  t2 0.025 mm 0.03589 0.75 0.5
  rms change 0.033 0.033
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TOLERANCING TECHNIQUES  5.7

Figure 3 shows the effect of the various choices of allowable error distribution on the modulation 
transfer function of the lens. Either of the distributions stated in Table 3 provides an acceptable lens. 
For comparison, the allowable tolerances were doubled to provide distribution 2a, which is clearly 
not an acceptable lens. A spot check of some sample distributions is always relevant when doing 
tolerancing just to ensure that a reasonable relation between the toleranced system and acceptable 
image quality exists.

In any manufacturing process, the individual statistics will not necessarily follow a random rule. 
The interpretation is somewhat modified, but the principle still remains. In some cases, parameters 
may not be independent. For example, in the doublet there is a linking between the values of r2 and 
r3 that would loosen the tolerances if both are in error in the same direction. This could be used to 
advantage if the manufacturing process is carefully defined.

Use of Compensators

The use of compensators to loosen the tolerances was indicated above. An example of compensation 
for aberrations can be seen from a single lens element. If the first curvature is varied, both the ele-
ment power and the spherical aberration from the element will change. However, a specific change 
of the second radius can restore the focal position and reduce the change of spherical aberration. 
Thus the tolerance allowed to the first curvature needs to take into account the possibility of a cor-
related or deliberate change in the second curvature. It is evident that the proper use of compensa-
tors can greatly loosen the tolerances applied to a surface.

A compensation that is frequently employed is the establishment of the correct focal position 
after assembly of the lens. If this procedure is followed, the individual tolerances on the surface of 
the elements can be loosened. It is obvious that the tolerancing and the development of a plan for 
fabrication and assembly must be coordinated.

5.4 OTHER TOLERANCES

Often, a particular optical parameter for the lens must be specified and maintained. Sometimes, 
for example, the focal length or back focus must be obtained within some tolerance. The com-
putation of these paraxial constants for the lens can be made in the usual manner, and tolerances 

Nominal design

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
0 50 100 350 500 600

M
T

F 
co

n
tr

as
t

Distribution 1

Distribution 2

Spatial frequency in lines per mm

Distribution 2a

150 200 250 300 400 450 550

FIGURE 3 The resulting effect of different tolerance budgets for the sample doublet.
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5.8  DESIGN

obtained by using differentials relating each of the parameters to the quantity, such as the focal 
length, and then distributing the tolerances in a manner similar to that shown above for the doublet 
in Table 3.

Boresight

The pointing direction, or boresight, for a lens is sometimes of interest. Errors in boresight are usu-
ally due to asymmetric fabrication or mounting errors for the lens. In the simplest manner, one 
needs simply to trace an axial ray through the lens, and evaluate the direction of this ray as a result 
of introducing tilts and decenters of the surfaces, or of entire components. Tolerances on the lens 
parameters can be obtained by the procedure described for the doublet above, substituting the bore-
sight error for the wavefront error.

Distortion

Distortion is the failure of the lens to provide a constant mapping from object space to image space. 
There are alternate interpretations for this error, which can have radial components due to sym-
metric errors in the lens, as well as tangential components from tilt and decenter of the lens com-
ponents. This can be toleranced in the usual manner, but may be related to some general properties 
of the lens, such as the overall glass thickness of the components. In the simplest case, the tolerances 
upon distortion may be obtained from direct aberration computation. In complex cases, it may be 
necessary to compute the actual location of the centroid of the image as a function of image posi-
tion and in the best image location.

Assembly

Assembly tolerances are related to the tolerances on image quality. The elements must be located 
and held in position so that the resulting image-quality goals are met. There are additional ques-
tions of allowing sufficient clearance between the elements and the lens barrel so that the elements 
can be inserted into the barrel without breaking or being strained by the mountings. These must be 
considered in stating the allowable dimensional range in the diameter, wedge, and concentricity of 
the edge of the lens.

5.5 STARTING POINTS

Shop Practice

Table 3, given as part of the sample tolerancing of the doublet, provides some estimates of the accu-
racies to which an optical shop may operate. These generic levels of error convey what is likely to be 
possible. The designer carrying out a tolerance evaluation should consult with probable fabrication 
shops for modification to this table. The tolerances that are ultimately assigned relate errors in the 
system to acceptable errors in the image. However, an understanding of shop practice is of great 
assistance in intelligent budgeting of tolerances.

Measurement Practice

Contemporary practice in optical fabrication and testing is to use interferometry to define wave-
fronts and surfaces. A convention that has become common in recent years is the use of polynomials 
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TOLERANCING TECHNIQUES  5.9

fitted to the wavefront as a method of describing the wavefront. There are several representations 
used, the most frequent of which is a limited set of Zernike polynomials. These ideally serve as an 
orthonormal set describing the wavefront or surface up to a specific order or symmetry. In toleranc-
ing, the principal use for the coefficients of the Zernike set has been the easy computation of the rms 
wavefront error fitted to a given order. Thus the residual error in the system can be described after 
removal of low-order error such as focus or coma, which can sometimes be attributed to properties 
of the test setup.

5.6 MATERIAL PROPERTIES

The most important material is optical glass. Specification of the material usually includes some 
expected level of error in index of refraction or dispersion. In addition, glass is offered having sev-
eral different levels of homogeneity of index of refraction. The usual range allows for grades of glass 
having index of refraction inhomogeneity ranging from ±0.00001 to less than ±0.0000001 within a 
single glass blank. It is usually assumed that this variation will be random, but the process of glass 
manufacturing does not guarantee this.

To place a tolerance upon the required glass homogeneity variation, the concept of wavefront 
tolerancing can be used. In general, the amount of wavefront error that can be expected along a glass 
path of length t through the glass is

δ δ
λ

W
N t= ×

For example, if a lens has a glass path of 5 cm but an error of 0.01 wavelengths is assigned to 
glass homogeneity, then the allowable glass homogeneity is about 0.00000013 within the glass. Thus 
precision-quality glass is needed for this application. For less glass path or looser tolerance assignment 
to glass homogeneity error, the required glass precision can be loosened. For a prism, the light path 
may be folded within the glass, so that an effective longer glass path occurs.

5.7 TOLERANCING PROCEDURES

The example of the doublet serves to illustrate the basic principles involved in determining the 
tolerances on a lens system. Most lens design programs contain routines that carry out tolerancing 
to various degrees of sophistication. Some programs are capable of presenting a set of tolerances 
automatically with only limited input from the designer. The output is a neat table of parameters 
and allowable ranges in the parameters that can be handed to the shop. This appears to be a quite 
painless method of carrying out a complex procedure, but it must be remembered that the process is 
based on application of a set of principles defined by the program writer, and the result is limited by 
the algorithms and specific logic used. In most cases, some trials of samples of the suggested toler-
ance distribution will suggest changes that can be made to simplify production of the lens system.

Direct Calculation

The preceding discussion describes methods used in calculating the tolerance distribution for a lens 
system. Frequently, tolerance determinations for special optical systems are required that either do not 
require the formal calculation described above, or may be sufficiently unusual that the use of a lens-
design program is not possible. In that case, application of the principles is best accomplished directly.

The procedure is first to decide on a meaningful measure of the image quality required. In fact, 
the term “image quality” may require some broader interpretation. For example, the problem may be 
to optimize the amount of energy that is collected by a sensor in an optical communication system; 
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5.10  DESIGN

or the goal may be to scan a specific pattern with specific goals on the straightness of the projected 
spot or line during the scan.

The next step is to express the desired image quality in a numeric form. Usually, the rms wave-
front error is the useful quantity. In some cases, other values such as the focus location of a beam 
waist or the size of the beam waist may be pertinent. In radiometric cases, the amount of flux within 
a specified area on the image surface (or within a specified angular diameter when projected to the 
object space) may be the pertinent value.

Once this is accomplished, the third step is to determine the relation between small changes in 
the parameters of the optical system and changes in the desired image quality function. This is usu-
ally accomplished by making small changes in each of the parameters, and computing the value of 
each differential as

dW

dx

W

xj j

= Δ
Δ

where the right side is a finite differential. On occasion, the magnitude of this relation is nonlinear, 
and may require verification by using different magnitudes of change in the parameter.

This computation provides relations for independent, individual changes of the parameters. The 
possibility of compensation by joint changes in two or more parameters also has to be investigated. 
The best approach is to compute changes in the image-quality parameter in which specific coupling 
of parameters is included. For example, the differentials for variation of the curvatures of the two 
surfaces of a lens independently will be significantly different than the coupled changes of both sur-
faces simultaneously, either in the same or different directions.

Spreadsheet Calculation

The differentials must be combined in some manner to provide insight into the tolerance distribu-
tion. The best way to accomplish this is to develop a spreadsheet which allows simultaneous evalu-
ation of the combination of errors using the equation for rms summation stated earlier. The use of 
spreadsheets for calculation is so common today that details need not be covered in this chapter.

Lens-Design Programs

The use of lens-design programs for tolerance calculation has become very widespread because of 
the proliferation of programs for use on the PC-level computer. The status of lens-design programs 
changes rapidly, so that any specific comments regarding the use of any program is sure to be out of 
date by the time this book appears in print. Suffice it to say that all of the principal programs have 
sections devoted to establishing tolerances. Usually the approach follows the procedures illustrated 
earlier in this chapter, with finite changes, or sometimes true computed analytical derivatives, used 
to establish a change table relating parameters to changes in the state of correction of the lens. In 
this case, the tolerances would be a listing of the allowed changes in the parameter to remain within 
some specified distance from the design values in aberration space. Some programs use a more com-
plex approach where the allowable change in such quantities as the contrast value of the modulation 
transfer function at specified spatial frequencies is computed.

The distribution of tolerances is usually established according to the statistical addition rules 
given above. Some programs permit the user to specify the type of distribution of errors to be 
expected for various types of parameters.

As recommended above, it is strongly suggested that the user or designer not accept blindly the 
results of any tolerancing run but, rather, do some spot checking to verify the validity of the range of 
numbers computed. It is frequently found that alterations in the specified tolerances will occur as a 
result of such an investigation.
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TOLERANCING TECHNIQUES  5.11

5.8 PROBLEMS IN TOLERANCING

Finally, it is useful to recite some of the problems remaining in establishing tolerances for a lens sys-
tem. Even though the computational approach has reached a high level of sophistication for some 
lens-design programs, there are aspects of tolerancing that more closely approach an art than a sci-
ence. The judgment of the designer or user of a tolerance program is of importance in obtaining a 
successful conclusion to a project.

Use of Computer Techniques

The use of a computer program mandates the application of rules that have been established by the 
writer of the program. These rules, of necessity, are general and designed to cover as many cases as 
possible. As such, they are not likely to be optimum for any specific problem. User modifications of the 
weighting, aberration goals, and tolerance image-quality requirements are almost always necessary.

Overtightening

The safe thing for a designer to do is to require very tight tolerances. This overtightening may ensure 
that the fabricated system comes close to the designed system, but the cost of production will likely 
be significantly higher. In some cases, the added cost generated by the overtight tolerances can raise 
the cost of the lens to the point where the entire project is abandoned.

The designer should consult with the fabricators of the optical system to develop an approach to 
assembly and testing that will allow the use of more compensating spacings or alignments to permit 
loosening of some of the tight tolerances.

Overloosening

A similar set of comments can be made about too-generous tolerances. In many schemes for produc-
tion, these loose tolerances are justified by inclusion of an alignment step that corrects or compensates 
for cumulative system error. Too casual an approach to developing tolerances that require specific 
assembly processes, which are not fully communicated to the project, can result in a lens which is ini-
tially inexpensive to build, but becomes expensive after significant rework required to correct the errors.

Judgment factors

The preceding two sections really state that judgment is required. There is no completely “cookbook” 
approach to tolerancing any but the very simplest cases. The principles stated in this chapter need to 
be applied with a full knowledge of the relation between a change in a system parameter and the effect 
upon the image quality. In some cases, a completely novel relationship needs to be developed, which 
may include, for example, the connection between the alignment of a laser cavity and a nonlinear 
component included within the cavity. Finite difference calculations to obtain the output level can be 
developed using whatever computation techniques are appropriate. These values can be combined in a 
spreadsheet to examine the consequence of various distributions of the allowable errors.

5.9 REFERENCES

There are many useful references on optical tolerances that deal with specific topics not directly cov-
ered by the general discussion in this chapter. The most useful suggestion is that the users having the 
task of setting specifications on a specific product or system use the massive capabilities of internet 
search engines to look for specific data applicable to that task. A general Google search on “Optical 
Tolerances” provided 1,600,000 hits, of which probably less than 10 will be applicable to any specific 
problem.
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MOUNTING OPTICAL 
COMPONENTS

Paul R. Yoder, Jr. 
Consultant in Optical Engineering 
Norwalk, Connecticut 

6.1 GLOSSARY

aG acceleration factor 

DG diameter  of optic

E Young’s modulus

 ID internal diameter

K constant factor

m mass

 OD outer diameter

 P total preload

 SY yield stress

 SPDT single point diamond turning

t thickness

Δ defl ection of spring or fl ange

n Poisson’s ratio

6.2 INTRODUCTION AND SUMMARY

This chapter summarizes the techniques most commonly used to mount lenses, windows, 
small mirrors, and similar optical components as well as moderate-sized mirrors, and prisms 
within their mechanical surrounds to form optical instruments. Because of space limitations, 
mountings suitable for large (i.e., >85-cm diameter) optics are not discussed here. Two basic 
approaches for mounting optical components are considered: those in which the optic is held 
firmly against mechanical reference surfaces by applied forces (hard mounting) or those supported 
by benign means that do not inherently apply force (soft mounting). Descriptions of hard mount-
ings include ones using threaded retaining rings, flanges, or springs while descriptions of soft 

6.1

6

06_Bass_v2ch06_p001-026.indd 6.1 8/24/09 2:06:39 PM

DO
 N

OT
 D

UP
LI

CA
TE



6.2  DESIGN

mountings include ones using flexures, elastomeric encapsulation, or bonding to mechanical 
pads. With either type of mounting, the required location and orientation of the optic relative 
to other portions of the instrument, that is, its alignment, is established during assembly in 
order to maximize performance. An important aspect of mounting design considered here is 
how the adverse influences of shock, vibration, temperature change, and moisture on alignment 
and system performance can be minimized. References cited here provide equations for design-
ing and analyzing a large variety of mountings. Although we speak here of optics as if they are 
always made of glass and to mechanical parts (housings, cells, spacers, retainers, etc.) as if they 
are always made of metal, it should be understood that many of these mounting considerations 
also apply to other materials such as crystals, plastics, and composites. 

6.3 MOUNTING INDIVIDUAL ROTATIONALLY 
SYMMETRIC OPTICS 

Hard Mounting Techniques 

In order to constrain an optic and preserve its alignment relative to other critical components 
of an optical instrument, hard mountings apply compressive forces to the glass at discrete loca-
tions or along line contacts. These forces, called preloads, are established during assembly and 
generally are of sufficient magnitude to hold the optic against appropriately located mechanical 
reference surfaces in the mount under all environmental conditions, including shock, vibration, 
and temperature changes. The magnitude of the preload P in N applied along any axis should 
be at least 9.81maG, where m is the mass of the optic and any related components to be held by 
a single constraining means and aG is the worst case acceleration expected to be encountered by 
the subassembly. This term aG is understood to be a multiple of ambient gravity. If the optic is 
rotationally symmetric, glass-to-metal contact can be provided at the optic’s cylindrical rim, at 
its ground bevels, or at its polished surfaces. Five degrees of freedom (three translations and two 
tilts) must be controlled. The sixth degree of freedom (rotation about the optic axis) is also adjusted 
and controlled in some cases to improve performance in the presence of residual optical wedge or if 
nonsymmetrical aspheric surfaces are involved. All six degrees of freedom must be constrained for 
noncircular optics, such as prisms. 

The forces applied at the interfaces as well as those from gravity or imposed accelerations may 
distort the optical surfaces (thereby affecting performance) and introduce stress into the glass. 
Stress is known to cause birefringence, or, in extreme cases, damage to the optic—especially at low 
temperatures where shrinkage of the metal exerts maximum force on the glass. To minimize these 
adverse effects, forces must be kept within acceptable limits. Very few closed-form equations 
are available for predicting refracting or reflecting surface deformations due to applied forces. 
Finite element analyses are most frequently used for this purpose.1,2 Explanation of how this is 
done is beyond the scope of this presentation.

Relatively simple analytical means for estimating compressive and tensile stresses introduced by 
mounting forces are detailed in the literature.3,4 Most of these techniques are based on adaptations of 
standard formulations by Roark5 and Timoshenko and Goodier.6 The magnitude of the stress gener-
ated by a force depends not only upon the magnitude of that force, but also on the shapes of the sur-
faces in contact and Young’s modulus and Poisson’s ratio values for the glass and metal involved.

Statistical analyses backed by experimentation indicate that an optical component made by 
conventional high-quality grinding and polishing methods can usually withstand tensile stress as 
large as ~6.9 MPa without failure. This value is generally accepted as a “rule-of-thumb” tolerance for 
survival of the optic under stress.7 Optics made by “controlled grinding” techniques,8 polished and 
assembled with great care, and not scratched or otherwise damaged during use, might well survive 
long-term stress about 1.7 times greater.9

Under the more benign conditions of the operating environment (wherein the instrument 
must perform to specifications), survival is not a concern, but distortions of optical surfaces 
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MOUNTING OPTICAL COMPONENTS  6.3

due to mounting forces may degrade performance. High-performance optical systems and 
those using polarized light may also be especially sensitive to stress-induced birefringence. 
A commonly applied tolerance for stress in the glass in such cases is ~3.4 MPa. Analytical meth-
ods outlined in this chapter allow mounting stresses to be estimated to predict the potential 
success of a given design. 

Burnished Mountings Figure 1 shows a very simple way to mount a lens element in a tubular 
cell. This cell has an internal shoulder against which the lens is to be held. The cell is mounted on 
a spindle, the lens is inserted and held in place gently, and the assembly is slowly rotated. The cell 
has a lip that extends beyond the rim of the lens. That lip is burnished with one or more hardened 
rod-shaped tool(s) over the edge of the lens as indicated in the right-hand view. The cell mate-
rial must be malleable so it can be bent easily. Brass or annealed aluminum are common choices. 
The magnitude of the force, if any, introduced by the mounting cannot be quantified in this case 
because the bent metal tends to spring slightly away from the glass once tool pressure is removed. 
This type mounting is most suitable for use with small elements used in some endoscopes, simple 
microscope objectives, or low-cost cameras.

Mounts Using Threaded Retaining Rings This mounting, shown schematically in Fig. 2, is the type 
most frequently used to secure a lens element in its mount. Torque Q in N-mm applied to the ring 
with a wrench creates axial preload P to hold the lens against the shoulder very approximately as 
5Q/DT , where DT is the pitch diameter of the thread in millimeters. 

The fit of the mating threads in the cell and retainer should be loose enough for the retainer to 
align itself to the centered lens surface; otherwise, lens alignment may be altered when the retainer is 
tightened. Such a fit may be specified as Class-1 or -2 per ANSI/ASME B1.1-2003.∗ During assembly, 
the lens should first be aligned in the cell and then held in place as the retainer is tightened to the 
required torque.

Mounts Using Annular Flanges Figure 3 shows a lens element preloaded against a shoulder by an 
annular flange that is deflected axially by a distance Δ from its nominal flat shape. Adapting an equa-
tion from Roark,5 the deflection Δ required to produce a given preload P in N equals (KA – KB)P/t3

where t is the flange thickness in millimeters and the constants KA and KB are determined by the 
material properties and the dimensions a and b indicated in the figure.

For a given design, the required deflection may be obtained by customizing the thickness of the 
spacer located under the flange and should be at least 10 times larger than the resolution capability 
of the device to be used to measure the flange deflection at the time of assembly. As the flange is bent, 
stress is developed within that component. To prevent damage to the flange, its thickness should 
equal KCPfS/SY where the constant KC depends upon the dimensions a and b and the flange material

Burnishing
tool (typ.)

Tool motion

Cell
Lip

Lens

Spindle
rotation (slow)

FIGURE 1 A small lens burnished 
into a cell made of malleable metal.

Retaining ring

Preload

Cell

Lens

Axis

DT/2

FIGURE 2 A lens preloaded in its cell 
with a threaded retaining ring.

∗Unified Inch Screw Threads (UN and UNR Thread Form).
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6.4  DESIGN

properties. The quantity SY is the yield stress of the flange material and fS is the desired safety factor. The 
stiffening ring shown next to the flange maintains uniform flange deflection between the attaching 
screws.

A significant advantage of the annular flange as compared to the threaded retaining ring is that 
the flange can be calibrated before installation by measuring the actual preload developed as a func-
tion of deflection. Then, one can be quite confident that the preload on the lens is as stated by the 
above relationship when that flange is deflected by the specific distance Δ. This level of confidence 
cannot be achieved with a threaded ring.

Soft Mounting Techniques

Elastomeric Mountings A convenient technique for mounting a lens in a cell is to inject a continu-
ous annular ring of an elastomeric material such as room temperature vulcanizing (RTV) sealing 
compound between the lens rim and the inside surface of the cell (see Fig. 4). This is sometimes 
called an “elastomeric ring mounting.” The thickness te equals KDDG, where DG is the lens diameter 
and the constant KD is determined from the material properties using a relationship attributed by 
Herbert10 to R. Vanbezooijen. The lens is then virtually free of radial stress at all temperatures. This 
is because the elastomer expands or contracts with temperature changes just enough to always fill 
the radial gap between the glass and the metal.

Some designs using the elastomeric ring approach also benefit from the fact that a continuous ring 
of this material effectively seals the lens to its mount so, if this subassembly forms part of the exterior 
skin of an optical instrument, leakage of gases and moisture through that interface is prevented.

Preload

Screw (typ.)
Cell

Deflection

Lens

Flange
Spacer

Stiffening ring

a
b

FIGURE 3 A lens preloaded in its cell with a 
deflected continuous ring flange.

Injection
hole (typ.)

Cell

Lens

te

Annular ring of
elastomer

FIGURE 4 A lens supported in its cell by a continuous annular ring 
of elastomer.
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MOUNTING OPTICAL COMPONENTS  6.5

Another type of elastomeric mounting for lenses uses discrete pads of elastomer located between 
the lens rim and the cell’s inside surface. At least three such pads are needed to fully constrain the 
optic. They should be symmetrically distributed around the lens. The radial thicknesses of these 
pads can be sized as described above for the continuous ring. 

Flexure Mountings High-performance optical systems require the optical axes of their lenses to 
be precisely centered mechanically with respect to some mechanical reference and to remain in that 
condition when the temperature changes. Because metal and glass components expand or contract 
with temperature at different rates, the optics may become decentered, tilted, or stressed when tem-
perature changes occur in the above-described hard mountings. A properly designed support con-
figuration using three or more symmetrically located identical flexures between the mount and lens 
rim will ensure that the lens stays as originally aligned and free of stress in spite of such changes.

Figure 5 shows a concept for a simple flexure mount design suggested by Ahmad and Huse.11

Three identical flexure modules are made with narrow slots cut into them (by an electric discharge 
machining method) to form cantilevered flexure blades. Each blade has, at its free end, a curved pad 
shaped to interface with the lens rim. These modules are attached to the lens cell with screws pass-
ing through slightly oversized holes. In an alignment fixture, the optical axis of the lens is centered 
with respect to the axis of the cell. The modules are then adjusted to provide specific gaps between 
the pads and the lens rim and pinned in place. Epoxy is injected into those gaps and cured. Because 
the flexures are separate from the cell, they can be made from a material (such as titanium) with a 
higher yield stress than the cell. The cell is typically made of less expensive yet dimensionally stable 
material (such as stainless steel). More complex flexure designs and ones featuring a larger number 
of radial flexures have also been described.12–16 Because of their inherent flexibility, flexure mount-
ings should be analyzed to determine their responses to externally imposed shock and vibration.

6.4 MULTICOMPONENT LENS ASSEMBLIES

Groups of lenses used in optomechanical assemblies typically are individually mounted and con-
strained in seats machined into a housing or are separated axially by spacer rings within a common 
cylindrical bore in the housing. It is important for those lenses to have a common optical axis and 
the correct axial airspaces within allowable tolerances. We here consider several ways in which such 
assemblies can be designed.

A

A´ Section
A-A´

Cell

Lens

Flexure
module

(3 pl.)

Screw
and pin

(6 pl.)

Epoxy
bond

(3 pl.)

FIGURE 5 A lens bonded to three flexure modules attached to a cell.
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6.6  DESIGN

Drop-In Assembly

If alignment requirements are not too demanding, lenses, housings, and spacers can be machined to 
reasonable tolerances and simply assembled without further machining or adjustment other than 
tightening a retainer to provide prescribed preload  . Figure 6 shows an eyepiece for a low-power 
telescope assembled in this way. Radial clearances are typically ~0.075 mm, so individual lenses can 
easily be inserted into their seats. The eyepiece is configured to thread into a cylindrical opening in 
the telescope housing and to be focused by rotating the entire eyepiece. In some cases, the lenses are 
sealed to the cell and the threaded joint with the telescope also is sealed.

Many all-plastic lens assemblies used in consumer products are designed for swift drop-in assembly. 
The example shown in Fig. 7 is the objective for a rear-projection television system. Flexible tabs 
molded into the inside walls of both halves of the plastic housing project inward to form pockets 
for insertion of the three injection-molded plastic lens elements. Grooves (not shown) molded into 
the inside walls of the housings reduce stray light that otherwise could reduce contrast of the image. 
The housings are fastened together by self-tapping screws passing through flanges along each side, 
as indicated in the end view. Optical alignment relies on accuracy of the molding processes and is 
adequate for the application.

Cell

Lenses

Spacer

Mounting
thread

Threaded
retainer Eye

Injected
sealant

FIGURE 6 A telescope eyepiece with two lenses and a 
spacer assembled by the “drop-in” method.

Injection molded
lens (3 pl.)

Cell
Centering
tab (typ.)

Flexible
tab (typ.)

Aperture
stop

Cell halves
held together
by screws
through flanges

Mold part
line

(a) (b)

FIGURE 7 An all-plastic projection lens assembled by the “drop-in” method.
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MOUNTING OPTICAL COMPONENTS  6.7

Tightly Toleranced Assemblies

When higher performance is required, the dimensional tolerances are tightened and better optical 
alignment is achieved. Figure 8 shows the objective lens assembly for a military telescope.17 The three 
lenses are edged to fit the cell inside diameter with nominal radial clearances of 0.012 mm. All metal 
parts are made of stainless steel. The first spacer is made of sheet metal stock 0.025 ± 0.005 mm thick. 
It conforms to the spherical shapes of the adjacent lens surfaces under preload. The axial thicknesses 
of the lenses are toleranced to ± 0.005 mm. Residual optical wedge tolerances for the lenses are 12 
arcsec. The beam deviation from these wedges is minimized at assembly by rotating (i.e., clocking) 
two lenses about their axes relative to the third lens to obtain maximum symmetry of the image of 
an on-axis artificial star. This image is observed with a microscope during alignment.

Lathe Assembly

A technique that is frequently used to obtain lens centration by minimizing radial clearances between 
lens ODs and cell IDs is called “lathe assembly” because it is done on a machinist’s lathe. The diameters 
and thicknesses of a selected set of lenses are measured and recorded. The required central air spaces 
and their tolerances are obtained from the optical system design. Actual lens surface radii are obtained 
from interferometric measurements made during lens manufacture. This data accompanies the lenses 
to the machine shop where a partially machined cell or housing is customized to provide conical or 
toroidal interfaces with the polished surfaces of that particular set of lenses and to provide all other 
required dimensions for the optomechanical assembly within the required tolerances. Radial clear-
ances of ~0.005 mm can be achieved by this method. This clearance is adequate for careful assembly of 
the lenses into the cell.

Figure 917 shows an air-spaced doublet lens subassembly created by this process. The individual 
lens seats are finish-machined at the time of assembly to fit those lenses. The length of the spacer 
(dimension E) and the location of the mounting flange (Datum B) relative to the front lens vertex 

0.005 – 0.002
0.063 dia. thru
8 holes equally
spaced

Fill gap with
sealing
compound
at assembly

Element 1

0.126 dia. thru
4 holes equally
spaced

Element 2
Element 3

Spacer 2

Spacer 1

Lock retainer
with thread
sealant

AxisInput
beam

0.754
0.001–

-A- 0.0002

-A-

+

FIGURE 8 A telescope objective assembly with 
alignment resulting from tightly toleranced dimensions. 
Dimensions are in inches. (From Yoder.17)
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6.8  DESIGN

are also machined to produce the proper air space and overall length. Both lenses are secured by 
the retainer. The actual values of the numbered dimensions are recorded in the boxes. If required, 
a complete pedigree of that particular assembly can be established for future reference from the 
measured data and inspection reports. This type of construction is especially suited for applications 
involving high accelerations. Bayar described an aerial camera lens assembled by this method.18

“Poker Chip” Assembly

Figure 10 is a partial section view through a lens assembly that features seven lenses: four doublets 
and three singlets. Each lens, except the largest, was centered interferometrically to the mechanical 
axis of its cell OD and held in place in that cell with annular rings of epoxy nominally 0.381 mm 
thick. After the adhesive was cured, the axial thicknesses of the cells were final machined so all axial 
air spaces would be within design tolerances. The cell subassemblies Numbers 6 through 2, which 
had been machined to the same ODs within tight tolerances, were then inserted into the stainless 
steel housing and secured by Cell No. 1 that was threaded into the housing to act as a retainer. The 
largest lens (No. 12) was held directly in the housing by its own retainer. Accuracy of internal align-
ment was built into the assembly by the fabrication process.19 This type of construction is frequently 
referred to as “poker chip” assembly because the individual lens/cell subassemblies are stacked on 
top of each other inside the housing. 

Lenses Adjusted at Assembly

Many complex lens assemblies to be used in very high-performance applications such as micro-
lithographic projection systems need positional adjustment of a few carefully selected elements at 
the final stage of assembly. This is because application of the best possible optical and mechanical 

B

8

E

A

11
D

9

7

C

10

6

Spacer OD

Cell ID

Lens no. 1
P/N
Lot no.

Pressure ring
P/N
Lot no.

Retaining ring
P/N
Lot no.

Lens cell
P/N
Lot no.

Lens no. 2
P/N
Lot no.
Spacer
P/N
Lot no.

Mechanical axis

57.150

+0.010–

F

FIGURE 9 An air-spaced doublet assembled by the “lathe assembly” 
process. (From Yoder.17)
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MOUNTING OPTICAL COMPONENTS  6.9

manufacturing processes and extremely tight dimensional tolerances cannot make the lenses and 
mechanical parts accurately enough to obtain the full level of performance required by the applica-
tion. An example is shown schematically in Fig. 11.20

This optomechanical system comprises twelve air-spaced “poker chip” subassemblies, stacked on 
top of each other with custom-made spacers placed between lapped coplanar pads on the cell faces 

Retainer

Lens 11 Lens 12

Lens 10

Lens 1
(aspheric)

Lens 2

Lens 3

Lens 4 Lens 5

Lens 6
Lens 7

Lens 8
Lens 9 Housing

Cell 6
Cell 5

Cell 4
Cell 3

Cell 2Cell 1
Thread

FIGURE 10 A projection lens comprising a stack of “poker chip” lens/
cell subassemblies inserted into the bore of the mount. (From Fischer.19)

Fixed
cell

Screw

Spacer

Flexure

Lens

Barrel

Shims between
flat pads on

cells and spacer

Detail view

Adjustable
cell

FIGURE 11 Partial section view of a “poker chip” lens assembly with two 
lenses adjusted after assembly to optimize performance. (From Yoder.4)
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6.10  DESIGN

to control axial air spaces. The lenses are mounted on flexures machined directly into the interior 
surfaces the cells. Ten of the subassemblies fit closely inside the stainless steel barrel. Two subassem-
blies are adjustable laterally in orthogonal directions from the outside. Optical performance of the 
system is measured interferometrically in near real time, while the adjustable lenses are moved very 
slightly until optimal performance is achieved. The adjustment mechanisms are then locked and the 
lens is installed into the microlithography system.

Determination of which lens elements to move in a given optical system to correct residual aber-
rations is a job for the lens designer working with mechanical engineers and metrology experts who 
help decide how to incorporate the needed mechanisms and to conduct the necessary tests. The 
sensitivities of spherical, coma, astigmatism, and distortion aberration contributions from each lens 
to lateral and axial displacements are determined by raytracing. The ideal candidates for correcting 
each aberration are lens shifts that modify that aberration significantly, but do not excessively affect 
the other aberrations. The results are reviewed to determine which lens movements are best to mini-
mize each aberration. Williamson20 outlined a procedure in which the aberration contributions of 
the optical system shown in Fig. 12a for specific axial and lateral displacements of each element are 
plotted as shown in Fig. 12b and c, respectively. Using phase-measuring ultraviolet interferometry 

FIGURE 12 (a) Optical schematic of an 18-element lithographic projection lens. 
(b) The effects on aberrations of individually displacing each element axially by 25 μm. 
(c) Similar effects of displacing each element laterally by 5 μm. The best lenses to adjust 
for optimum system performance can be determined. (From Williamson.20)
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MOUNTING OPTICAL COMPONENTS  6.11

as the image quality monitor, all these aberrations can be significantly reduced by iteration of lens 
movements and the final system performance of production lens assemblies greatly enhanced.

6.5 MOUNTING WINDOWS AND DOMES

Small circular windows usually are secured in a mount with a threaded retainer or by an elastomeric 
ring. Noncircular ones are best held in place with elastomer. The continuous flange-mounting method 
can be used to advantage with larger windows. The one shown in Fig. 13 has an elliptical aperture of 
20.32 × 30.5 cm.4 The electrical connections shown provide current to a conductive coating on a bur-
ied surface, which keeps the window free of fog in high-humidity situations. The flange preloads the 
window into an aluminum cell. An elastomeric sealant is injected into a groove around the window’s 
rim to seal it to the cell. The cell is sealed to the instrument housing with a gasket or an O-ring.

Figure 14 shows typical mountings for deeply curved spherical windows, called shells or domes.
That in Fig. 14a is sealed and secured with a Neoprene gasket clamped in place by a flange21 while that 
in Fig. 14b is secured and sealed with a continuous ring of elastomer.4 In some more elaborate designs, 
an elliptically shaped sapphire dome is brazed with special metallic alloys to a titanium mount.22

6.6 MOUNTING SMALL MIRRORS AND PRISMS 

General Considerations

The appropriateness of designs for mechanical mountings for small mirrors and prisms depends 
upon a variety of factors including: tolerable rigid body movement of the optic and distortion of 
its reflecting and/or refracting surface(s); the magnitudes, application locations, and directions 

Temperature
sensor

Electrical
connection
(2 pl.)

Screw
(18 pl.)

Flange

Laminated
window
glazing

Cell

FIGURE 13 Exploded view of a heated window assembly used in a 
military application. (Courtesy of Goodrich Corporation, Danbury, CT.)
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6.12  DESIGN

of forces tending to move the optic with respect to its mount; steady-state and transient thermal 
effects (including gradients); the sizes and kinematic compatibility of interfacing optomechanical 
surfaces; and the rigidity and long-term stability of the structure supporting the optic. In addition, 
the designs must be compatible with assembly, maintenance, package size, weight, and configuration 
constraints, as well as being cost effective. The representative mounting designs described in the 
following sections illustrate proven mounting techniques.

Mechanically Clamped Mountings

Figure 15 shows a simple means for attaching a first surface flat mirror to a mechanical bracket.23

Three cantilevered springs press the reflecting surface against three pads that have been lapped 
coplanar. The contacts between the springs and the mirror’s back face are directly opposite the pads 
to minimize bending moments. This design constrains one translation and two tilts. Translations 
in the plane of the reflecting surface can most easily be constrained by dimensioning the spacers 
supporting the springs so as to just clear the rim of the mirror at minimum temperature. Rotation 
in that plane usually does not need to be constrained. Given the number of springs N, the spring 
material’s Young’s modulus EM, its yield stress SY, and its Poisson’s ratio νM, the spring lengths L and 
widths b, and an appropriate safety factor fS, the spring thickness t that will provide a total preload 
P to the mirror is determined as [KS1PLfS/(bSYN)]1/2. The length of the spacer located under each 
spring is chosen to cause that spring to be deflected from its flat condition by Δ equal to (KS2L

3)
(1 − νM

2)/(EMbt3N). In these relationships, KS1 is 4 and KS2 is 0.75.

Elastomeric Mountings for Mirrors

Small mirrors can often be mounted in the manner illustrated by Fig. 4 for a lens. In applications 
where the optic does not need to be sealed in place with a continuous ring of elastomer, three or 
more discrete pads located between the lens rim and the cell ID can support it. Vanbezooijen’s equa-
tion is again used to determine the pad thicknesses.10 The lateral dimensions of the pads have, in 
some designs, been determined by finite element analysis that predicts the dynamic response of the 
subassembly to vibration inputs from the environment.24

(a) (b)

Shell

Mount

Delrin flange

Neoprene seal Elastomer seal

Mount

Hole for screw
(typ)

Groove for
O-ring

Dome
(hyperhemisphere)

Nylon screw
(typ.)

FIGURE 14 Typical mountings for (a) a thin shell and (b) a 
hyperhemispherical dome. [(a) From Vukobratovich.21 (b) from Yoder.4]
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MOUNTING OPTICAL COMPONENTS  6.13

Spring-Loaded Mountings for Prisms

A spring-loaded mounting for a prism is illustrated in Fig. 16.25 Here, a penta prism is preloaded 
against three coplanar pads on the baseplate by three cantilevered springs supported by posts with 
spacers machined to produce the necessary spring deflection and resultant preload, as described 
earlier for a mirror mounting. Constraint in the plane parallel to the pad surfaces is provided by a 
single spring (called a straddling spring) that is supported at each end and presses against the end 
of the prism. The dimensions and deflection of this spring are chosen to preload the prism against 
three locating pins that are pressed or threaded into strategically located holes in the baseplate. The 
relationships for t and Δ given in Sec. “Mechanically Clamped Mountings” apply also to the strad-
dling spring, but KS1 equals 0.75, N = 1, and KS2 = 0.0625. How the direction of the force exerted 
by the straddling spring can be optimized to nearly equalize the stresses created in the prism at the 
interfaces with the pins has been explained in the literature.26

Bonded Mountings for Small Mirrors and Prisms

A widely used and successful technique for mounting small mirrors and prisms is to bond them directly 
to a plate or bracket with an adhesive such as epoxy. Any alignment adjustments that are needed 
should be built into the mount rather than into the glass-to-metal joint. Figure 17 shows a typical 
mirror mount of this type.23 It has proven satisfactory for cases where the diameter-to-thickness ratio 
for the mirror substrate is at least 6:1. The mirror should then be stiff enough not to be excessively 

FIGURE 15 A simple mounting for a flat mirror pre-
loaded with deflected cantilevered springs. (From Yoder.23)

Mirror

Spring clip
(typ.)

A

A´

Baseplate
Section A-A´

Mirror

Pad
(3 pl.)

Spring clip
(3 pl.)

Screw
(3 pl.)

Post
(3 pl.)
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6.14  DESIGN

distorted by shrinkage of the adhesive as it cures. Most prisms are thick enough that they are not 
distorted by this shrinkage.

All adhesive bonds need to have sufficient area for the joint to be strong enough to support the 
optic under all anticipated levels of acceleration. The minimum bond area QMIN is 9.81maG fS/J,
where J is the strength of the cured adhesive joint and all other terms are as previously defined.27

Bonding should be done on a fine ground surface of the optic for maximum joint strength. A typi-
cal value for J for a two-part epoxy such as 3M 2216B/A with bond thickness of 0.100 ± 0.025 mm is 
~17.2 MPa. For conservative design, the factor fS should be ~4. Successful bonding requires careful 
cleaning of the surfaces to be bonded and adequate curing time. The adhesive manufacturer’s rec-
ommendations should be followed unless tests indicate otherwise for a specific application.

The 29-mm aperture roof penta prism in Fig. 18 is bonded in cantilevered fashion to a bracket 
nominally oriented vertically. The circular bond area is adequate to withstand a severe military shock and 
vibration environment. Some designs work better if the prism is supported from both sides. Figure 19 
shows one way to do this. It was adapted from Beckmann.28 The mount is designed with two arms, one 
of which has a hole bored through it. The prism is supported by a fixture in the proper location and ori-
entation relative to the mount and epoxy bonded to the flat pad on the left arm. A plug made of the same 

Spacer (2 pl.)

Cylindrical pad(a)

(b)

Straddling spring

Spring support
(2 pl.)

Baseplate
Penta prism

Cantilevered
Spring (3 pl.)

Mounting hole (3 pl.)

Locating pin (3 pl.) Light path

Post (3 pl.)

Spacer (3 pl.)Washer (3 pl.)

Screw (3 pl.)

Baseplate

Locating pin (3 pl.)

Penta prism

Flat pad (3 pl.)
(directly under springs)

Cantilevered spring (3 pl.)

Cylindrical pad (3 pl.)

y

y

x

z

FIGURE 16 A penta prism preloaded against lapped pads on a baseplate with 
cantilevered and straddling springs. (From Yoder.25)
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MOUNTING OPTICAL COMPONENTS  6.15

metal as the mount is then centered in the hole in the right arm and bonded to the right surface of the 
prism. When those bonds have cured, the plug is bonded into the right arm. 

Flexure Mountings for Small Mirrors and Prisms

Circular mirrors as large as ~15-cm diameter have been successfully mounted on flexures in the gen-
eral manner shown in Fig. 5 for a lens. Usually, these are image-forming mirrors, perhaps aspheric, 
that need to have constant centration relative to a system axis. 

Mounting hole
(3 pl.)

Mirror, BK7 glass

Mount, type 416
stainless steel

Adhesive
bond

FIGURE 17 A flat mirror bonded on its back to a pad on 
its mount. (From Yoder.23)

Roof penta
prism

Bond area

Mounting
flange

FIGURE 18 A roof penta prism bonded to a pad on a mounting flange.
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6.16  DESIGN

Prisms intended for use in relatively benign environments can be mounted on flexures. One 
way to do this is by attaching the prism to instrument structure through three posts with integral 
flexures at each end. Figure 20 shows a large multiple component Zerodur prism mounted in this 
manner. It has two wing prisms optically contacted to a third (base) prism, to which the flexures 
are bonded. The wing prism surfaces are perpendicular to each other and form a 15.2-cm-wide 
roof mirror that is inclined at 45° to the vertical. The reflected image is inverted horizontally 
as the optic turns the incident beam axis 90°. The orientations of three of the flexure joints are 

Plug

Right arm
of mount

Left arm
of mount

First
bonds

Prism
(aligned and

held in fixture
during cure)

Second bond
(all around)

(a) (b)

FIGURE 19 Concept for supporting a prism from both sides. (a) Prism bonded 
to left arm of mount and plug bonded to prism. (b) Plug bonded into right arm of 
mount. (Adapted from Beckmann.28)

Wing prism
90°

90° Section
A-A´

30°

Base
prism

A´
A

StructureBelleville
washers

Flexure “B”
(1 pl.)
bonded into
hole in
base prism

Flexure “A”
(2 pl.)
bonded to
base prism
surface

FIGURE 20 Optomechanical configuration of a large prism assembly with three 
flexure mounting posts to isolate the optic from dimensional changes under temperature 
changes. (Courtesy of ASML Lithography, Wilton, CT.)
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MOUNTING OPTICAL COMPONENTS  6.17

as indicated in the section view A-A′. If attached to a structure that expands or contracts more 
than the prism as the temperature changes, the flexures simply bend very slightly and prevent the 
introduction of mounting forces that could distort the reflecting surfaces and interfere with per-
formance of the optical system. 

6.7 MOUNTING MODERATE-SIZED MIRRORS

General Considerations

The simple mirror mountings described earlier are not satisfactory for mirrors larger than about 
15-cm diameter because they are too flexible to be treated as rigid bodies. The important criteria 
for selecting a suitable mounting are orientation with respect to gravity, performance level required, 
substrate material stiffness, and weight limitations. The mounting for a mirror to be used in a fixed 
horizontal- or vertical-axis orientation can be figured during polishing to compensate for gravity 
effects. Variable orientation applications require mounts that change their force distribution with 
inclination to keep surface deflections within tolerance. Both axial and radial supports are required. 
Mirrors to be used in space have the added requirement of release of gravitational force after being 
fabricated, tested, and installed into the instrument in a normal gravity environment. Choice of 
mounting depends strongly on the substrate configuration. Weight constraints generally lead to 
solid substrates with shaped back surfaces or ones built-up from multiple parts that are attached 
together. We here describe a few typical ways to support mirrors of various shapes as large as ~85 cm. 
Designs appropriate to both nonmetallic and metallic mirrors are considered.

Substrate Configurations

Figures 21b through e shows half-section views of four first-surface mirror solid substrates of the 
same diameter and material with concave surfaces of the same radius. Their back surface shapes 
differ and reduce the mirror weight as compared to a flat-back baseline design (Fig. 21a). All these 
mirrors, except one, can be supported within the telescope housing on a hub passing through the 
mirror’s central perforation. For example, see Fig. 22. Here, the hub has a toroidal-shaped raised 
land that supports the 41-cm-diameter meniscus-shaped mirror radially and a shoulder that locates 
it axially. The radial support lies in the mirror’s neutral plane where fore and aft bending moments 
are balanced. A threaded retaining ring provides axial preload. To focus, the locating ring is moved 
on the hub and secured with the clamping ring. The substrate configuration from Fig. 21 that can-
not be hub mounted is the double arch configuration (Fig. 21e). It is best supported on flexures at 
three or more points spaced equally around the zone of greatest thickness. 

(a) (b) (c) (d) (e) (f)

FIGURE 21 Sectional views of baseline concave-plane (a) and lightweighted mirror substrates 
(b) through (e) with contoured backs. Figure ( f ) shows a built-up substrate configuration. 
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6.18  DESIGN

Lighter-weight mirror constructions typically employ built-up substrates such as that shown in 
Fig. 21f. A very successful type is the monolithic meniscus construction illustrated by Fig. 23. Such 
mirrors are usually made of Corning ULE. Strips of the material form the webs of a core to which 
front and back facesheets are fused. All joints in the core also are fused together. The spacing of the 
webs is large except at locations where axial and radial supports attach to the substrate. There, the 
spacing is considerably smaller to increase strength.

Mirror

Neutral
plane

Shoulder

Axis Hub

Housing

Retaining
ring

Clamping
ring

Locating
ring

Toroidal land

FIGURE 22 Hub mounting for a meniscus-shaped telescope mirror. Focus adjustment 
means is illustrated.

Internal
core

Radial
support
attachment
block (3 pl.)

Front
facesheet

Back
facesheet

DG

FIGURE 23 A completely fused (monolithic) built-up lightweight mirror substrate.
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MOUNTING OPTICAL COMPONENTS  6.19

Lever Mechanism Mountings

Because of the flexibility of lightweighted mirrors, axial support is frequently provided at many 
points on the back of the substrate. Hindle mounts29 using multiple lever mechanisms (called 
“whiffletrees”) are commonly used. Figure 24 shows such a mount with 18 supports for the mirror. 
The number of supports needed is the minimum number that keeps the gravitational sag of the 
reflecting surface between support points smaller than the deflection tolerance when the mirror axis 
is vertical.4 To avoid friction effects, flexures (sometimes called “Flex-Pivots”) are typically used 
as single-axis bearings in these mounts. Dual-axis bearings are usually necked-down posts that serve 
as flexures.

A mirror on a Hindle mount also needs radial support if it is to be used in any orientation other 
than axis vertical. This might be in the form of three or more mechanical links with universal-joint 
flexures at each end that are oriented tangent to the rim of the mirror and connect the mirror rim to 
the surrounding structure. Provision for such a support is shown in the mirror of Fig. 23. Multiple-
point whiffletree radial supports have also been used for this purpose.21

Mountings for Metallic Mirrors

Metallic mirrors are generally easier to support than nonmetallic ones because attachments can be 
made directly to the substrate through, for example, threaded holes for screws. The metallic sub-
strate may also be stiffer than the glass counterpart. An example is the aluminum mirror shown 

RE

RI

RS

RO

Mirror
Whiffletree mechanism
(3 pl.)

Flexure link
to mirror (18 pl.)

Plate (6 pl.)

1-Axis flex pivot 
on post attached
to structure (3 pl.)

2-Axis flexure
connects bar
to plate (6 pl.)

Bar (3 pl.)

FIGURE 24 An 18-support Hindle-type mirror mount supporting the optic at multiple 
points on rings of radii RO and RI from three posts attached to structure at radius RE. The whif-
fletree plates are centered on the ring of radius RS.
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6.20  DESIGN

by section and back views in Fig. 25a.30 Here, a single-point diamond-turning (SPDT) method is 
employed to machine the optical surface and the axial and radial mounting interface surfaces on 
the mirror’s back. In this method, many extremely fine cuts are made with a precision diamond 
tool as the substrate rotates about a common mechanical and optical axis. The tool moves on a 
prescribed path under interferometric control. This results in very accurate surface shapes and 
surface interrelationships, as well as smooth surfaces and very low residual stresses in the parts. 
The mating surfaces on the mount are also created by diamond turning. The mirror is shown 
installed in its mount in Fig. 25b. Optical surface distortions due to mounting forces are minimal 
because the contacting surfaces on the optic and its mount are parallel when drawn together.31

When the mirror and its mount are made of the same material, the effects of temperature changes 
are minimized.

Mirror

Back plate

Housing

Baffle (typ.)

(b)

(a)

Axial interface
(3 pl., SPDT)

Optical surface
(AlumiPlate
plated and SPDT)

Pilot diameter
(SPDT)

Back surface
(unplanted)

FIGURE 25 Optomechanical configuration (b) of an alumi-
num mirror (a) with optical and mounting surfaces machined by 
SPDT methods. The radial and axial interfaces are shown. (From 
Vukobratovich et al.30)
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MOUNTING OPTICAL COMPONENTS  6.21

6.8 CONTACT STRESSES IN OPTICS

The shape of the mechanical surface touching a lens, mirror, or prism surface is typically spherical, 
cylindrical, conical, or flat. Point contacts occur at spherical pads attached to the ends of springs 
while short line contacts occur if cylindrical pads are used on springs or if pins are used to locate the 
optic. Lenses, windows, and mirrors preloaded against mechanical constraints by a retaining ring or 
flange typically have circular line contacts with the metal around the edges of their apertures. The 
metal surface typically is conical for a convex glass surface and toroidal for a concave glass surface. 
The preloads applied through all of these interfaces cause elastic deformations of the glass and metal 
parts. Associated with these deformations are compressive and tensile stresses in those materials. 
Up-to-date analytical methods for estimation of these stresses have been presented in detail else-
where.4 Space constraints preclude discussion of those methods here. Once the tensile stress to be 
expected in a given optomechanical design has been quantified, it can be compared to the aforemen-
tioned rule-of-thumb tolerance to predict success or failure of the optomechanical design. Should 
the stress appear to be too large, certain design changes that can be made to reduce it are suggested 
in the referenced publication. 

6.9 TEMPERATURE EFFECTS ON 
MOUNTED OPTICS

General Considerations

Because the temperature environment of any optical instrument is seldom constant, we should 
anticipate changes in dimensions of all parts, in refractive indices, and in material parameters [such 
as coefficient of thermal expansion (CTE) and Young’s modulus] to occur throughout the lifetime 
of the device. These changes may defocus the system, change aberration balance, or degrade align-
ment. Athermalized designs are created in a manner to reduce the magnitudes of these effects to 
tolerable levels. 

Prevention of Axial Gaps 

Differential expansions and contractions of all types of materials with temperature changes may 
change the axial and/or radial relationships, that is, alignment between optics and their mechanical 
reference surfaces. Optomechanical assemblies that are adequately preloaded at assembly will tend 
to maintain optic-to-mount contact, but this preload will change as the temperature changes. It may 
disappear completely at elevated temperatures. Then the optics may be free to move if externally 
disturbed, as by vibration or shock. These component shifts may become permanent if the optic is 
decentered or tilted when the temperature drops and the mount reapplies forces to the optics.

To reduce this effect, each optical assembly might be designed to compensate for axial dimen-
sional changes so axial preload changes are reduced to insignificance.32 For example, the air-spaced 
triplet assembly of Fig. 26a is constructed of three optical glasses, an aluminum cell, and two alumi-
num spacers. The scale of the figure is as indicated. At maximum temperature, the physical separa-
tion of the interfacing points A and B in this particular assembly changes by 0.015 mm if computed 
for a path through the lenses and spacers, but changes by 0.030 mm if computed for a path through 
the cell. One or more axial air gaps totaling 0.015 mm would then exist somewhere within the 
assembly and the lenses might move or tilt within that space. If the design were to be modified by 
changing the metals in the cell and in one spacer, lengthening that spacer, and providing space for 
the larger spacer by adding a step bevel to the second lens—as indicated in Fig. 26b—the chosen 
materials and component dimensions would make the A-to-B separation remain equal for both 
paths for all temperature changes. Preload would then remain unchanged and misalignment would 
not occur.

06_Bass_v2ch06_p001-026.indd 6.21 8/24/09 2:06:45 PM

DO
 N

OT
 D

UP
LI

CA
TE



6.22  DESIGN

Focus Athermalization Techniques

Single Material Designs Figure 27 shows a reflecting telescope made of a single material, in this 
case, aluminum.33 All dimensions change, but the assembly remains in alignment and the optical 
performance is unchanged (other than a small change in image scale) as the temperature changes. 
This telescope is an example of the use of single-point diamond-machining methods as all optical 
and mounting surfaces are precisely made in the proper geometric relationships so alignment accu-
racy is built-in.

Passive Athermalization Figure 28a illustrates the use of materials with dissimilar CTEs and care-
fully chosen axial dimensions so the axial distance between optical components (in this case, the 
two mirrors) remains constant when the temperature changes.34 This keeps the optical performance 
within required limits. Control of the mirror separation of this telescope is modeled schematically 
in Fig. 28b. Positive signs associated with lengths of low and high CTE materials indicate how the 

A
B

Lens 3
(SK16)

Lens 2
(BK7)

Lens 1
(LaF2)

Retainer

12.7 mm

Cell
(CRES 416)

Spacer 1
(AI 6061)

Spacer 2
(CRES 303)

(a)

(b)

A
B

Lens 3
(SK16)

Lens 2
(BK7)

Lens 1
(LaF2)

Retainer

12.7 mm

Cell
(AI 6061)

Spacer 1
(AI 6061)

Spacer 2
(AI 6061)

FIGURE 26 An air-spaced triplet lens assembly (a) in 
which an axial gap between glass and metal parts exists at high 
temperature, possibly allowing the lens to become misaligned. 
Modified design (b) is athermalized to maintain registry of the 
optics in the mount. (Adapted from Yoder and Hatheway.32)
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reference
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FIGURE 27 Schematic of an all-aluminum (athermalized) telescope objective with 
optical and mechanical interface surfaces finished by SPDT for ease of assembly without 
alignment. (From Erickson et al.33)
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(b)
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(+)(–)

(–) (–)
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High CTE
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Select high
or Low CTE
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Mirror spacer

Mirror mount
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Secondary
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Primary
mirror
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assembly

Primary mount
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Secondary
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FIGURE 28 A passively athermalized telescope structure using Invar 
metering tubes to connect the primary and secondary mirror mounts. 
(a) Exploded view of the telescope. (b) Model of the compensation system. 
(From Zurmehly and Hookman34)
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6.24  DESIGN

mirror separation changes as the temperature rises. Proper choices of materials for their coefficients 
of thermal expansion and dimensions make the mirror separation remain constant as the tempera-
ture changes.

Active Athermalization When a source of power is available, components in an optical system 
can be physically moved to compensate for the effects of temperature changes. For example, 
Fig. 29a shows a concept for a zoom lens system in which locations of the moveable lenses are 
varied by motors as commanded by an internal microprocessor that monitors the temperature of 
the system.35 As indicated in Fig. 29b, desired magnification inputs from the operator are auto-
matically converted into the lens shifts required to focus properly on the object at the measured 
temperature.

FIGURE 29 An actively athermalized zoom lens sys-
tem that drives two lens groups to maintain focus at select-
able magnification settings in spite of temperature changes. 
(From Fischer and Kampe.35)
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CONTROL OF STRAY LIGHT
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Breault Research Organization 
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7.1

7

7.1 GLOSSARY

 A area

 BRDF bidirectional refl ectance distribution function

 GCF geometric confi guration factor

 L radiance

 R distance

 q, f angles

 Φ power

 Ω solid angle

7.2 INTRODUCTION

The analysis of stray light suppression is the study of all unwanted sources that reduce contrast or 
image quality. The control of stray light encompasses several very specialized fields of both experi-
mental and theoretical research. Its basic input must consider (1) the optical design of the system; 
(2) the mechanical design, size, and shape of the objects in the system; (3) the thermal emittance 
characteristics for some systems; and (4) the scattering and reflectance characteristics of each surface 
for all input and output angles. It may also include spectral characteristics, spatial distribution, and 
polarization. Each of these areas may be concentrated on individually, but ultimately the analysis 
culminates in the merging of the various inputs.

Developments in detector technology, optical design software, diffraction-limited optical designs, 
fabrication techniques, and metrology testing have created a demand for sensors with lower levels of 
stray radiation. Ways to control stray light to meet these demands must be considered during the 
“preliminary” conceptual design. Decisions made at this time are, more often than not, irrevocable. This 
is because parallel studies based upon the initially accepted starting design are often very expen-
sive. The task of minimizing the stray radiation that reaches the detector after the system has been 
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7.2  DESIGN

designed by “adding on” a suppression system is very difficult. Therefore, every effort should be 
made to start off with a sound stray light design. To ensure a sound design, some stray light analysis 
should be incorporated in the earliest stages of a preliminary design study.

This chapter presents some basic concepts, tools, and methods that you, the optical or mechani-
cal designer, can consider when creating a sensor system. You do not need to be very experienced 
in stray light suppression to design basic features into the system, or to consider alternative designs 
that may significantly enhance the sensor’s performance. The concepts are applicable to all sizes of 
optical instrumentation and to virtually all wavelengths. In some cases, you can use the concepts to 
rescue a design when experimental test results indicate a major design flaw.

7.3 CONCEPTS

This section outlines some concepts that you can use to reduce stray radiation in any optical system. 
The section also contains some experimental and computer-calculated data as examples that should 
give you some idea of the magnitude of the enhancement that is possible.

The power on a collector depends on the following:

1. The power from the stray light source.

2. The surface scatter characteristics of the source; these characteristics are defined by the bidirec-
tional scatter distribution function (BSDF).

3. The geometrical relationship between the source and collector. This relationship is called the 
geometrical configuration factor (discussed later in this section).

To reduce the power on the detector, we can try to reduce the contributions from these elements:

 Φ Φcollector power source power sourceBRDF G= × × CCFsource collector × π  (1)

Ways to reduce each of these factors are discussed below. The creative use of aperture stops, 
Lyot stops, and field stops is an important part of any attempt to reduce the GCF term of the power 
transfer equation.

For the discussion that follows, examples from a two-mirror Cassegrain design, with the aperture 
stop at the primary, will be used to stimulate thoughts about stray light reduction possibilities for 
other sensors.1 The system is shown in Fig. 1.

Critical Objects

The most fundamental concept is to start the stray light analysis from the detector plane of the 
proposed designs. The most critical surfaces in a system are those that can be seen from the detector 
position or focal surface. These structures are the only ones that contribute power to the detector. 
For this reason, direct your initial attention toward minimizing their power contributions by remov-
ing them from the field of view of the detector.

The basic idea is to visualize what would be seen if you were to look out of the system from the 
image plane. Unlike most users of optical instruments, the stray light designer’s primary concern is sel-
dom the object field, but rather all the interior surfaces that scatter light. It is necessary to look beyond 
the radii of the imaging apertures to find the sources of unwanted energy. Removing these sources from 
the field of the detector is a real possibility, and will result in a significant improvement in the system.

Real-Space Critical Objects

I will start out by identifying a particular critical real-space object that can be seen by the detector in 
our example; it is the inside of the secondary baffle. The direct view discussed here is different than 
the image of the same baffle reflected by the secondary which is discussed in the next section.
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CONTROL OF STRAY LIGHT  7.3

Many Cassegrain secondary baffles have been designed to be cone-shaped (Fig. 2), usually 
approximating the converging cone of light from the primary. From the detector, portions of this 
secondary cone are seen directly as a critical surface. Since most of the unwanted energy is incident 
on this baffle from nearly the same direction as this surface is seen from the detector, the addition of 
vane structures would be of little help, assuming an optimum coating is used on the simple baffle. 
If the cone is made more cylindrical, the amount of critical cone area is reduced, and the angle at 
which the surface is seen gives a smaller projected area (Fig. 3).

Avoid making the baffle cylindrical because the outside of it would be seen. Since the detector 
is of a finite size there is a fan of rays off the primary representing the field of view of the telescope. 

  1 Main baffle
  2 Inner secondary baffle
  3 Inner conical baffle (inside surface)
  4 Back of secondary baffle
  5 Outside surface of secondary baffle
  6 Inner conical baffle (outside surface)
  7 Primary mirror
  8 Secondary mirror
10 Sunshield
11 Entrance port diffracting edge
12 Edge of first vane of main baffle
13 Edge of aperture stop

10

11

12 13

7
6

32

5

1

84

FIGURE 1 Typical Cassegrain design with the aperture stop at the primary. (Ref. 2, p. 52.)

FIGURE 2 Direct and reflected scatter from the cone-shaped secondary baffle. 
(Ref. 1, p. 4.)

Back scatter to detector

Forward scatter to detector image

Conical baffleImage of
secondary baffle

Image of
main baffle

Image of
detector

Image of
conical baffle

Objects imaged
by secondary
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7.4  DESIGN

Although collimated for any point on the detector, any point not on axis would have its ray bundle 
at some angle to the optical axis, hence a cylindrical secondary baffle would be seen from off-axis 
positions on the detector.

Imaged Critical Objects

Imaged objects are often critical objects. They too can be seen from the detector. Determining which 
of the imaged objects are critical requires a bit of imagination and usually some calculations; stray 
light software can help you make the calculations. The Y-Y bar diagram can help you to conceptual-
ize and determine the relative image distances and sizes with a minimum number of calculations.3 
The same could be done with other first-order imaging techniques (see Chap. 1 in this volume).
Using the Cassegrain example again (Fig. 2), you can see that reflected off the secondary mirror 
are the images of the detector and the inside of the inner conical baffle (object 3 in Fig. 1). In some 
designs the outside of the conical baffle will be seen in reflection. These are imaged critical objects. If 
you wish, you can eliminate some of these images with a central obscuration on the secondary, or 
for the conical baffle, with a spherical mirror concentric about the image plane. The direct view to 
the inner conical baffle will remain, but the path from the image of it is removed.

The cone-shaped secondary baffle is also seen in reflection (Fig. 2). For the incident angles of 
radiation on this surface, the near specular (forward-scattering) characteristics will often be one 
of the most important stray light paths because the image of the detector is in that direction. This 
is an extension of starting from the detector. There is an image of the detector at the prime focus of 
the primary mirror. Often, as in this case, one location may be easier than another for you to deter-
mine what could be seen. By making the baffle more cylindrical, part of the image of the baffle is 
removed from the detector’s view; as a result, the power that can scatter to the detector is reduced. 
Furthermore, it is sometimes possible to baffle most of this power from the field of view with one or 
two vanes (Fig. 4).

Continue the process of removing critical surfaces until all the critical surfaces have been consid-
ered for all points in the image plane. The power contributions from these surfaces will either go to 
zero, or at least be lessened after you reduce the area of the sections seen.

There is still more that can be done, since only the GCF term in the power transfer equation to 
the detector has been reduced. It is also possible to minimize the power onto the critical sections, 
which will become the source of power, Φ, at the next level of scatter. This approach can be very 
similar to the approach used for minimizing the power scattered to the image plane. The viewing 
is now forward from the critical surfaces instead of the image plane. By minimizing the BRDF and 
GCF factors of the surface scattering to the critical sections, the power incident on the critical sur-
faces will be reduced. Hence, the power to the detector is also reduced.

Cylindrical baffle

Outgoing edge ray

FIGURE 3 Reduced scatter from an almost cylindrical-shaped secondary baffle.
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CONTROL OF STRAY LIGHT  7.5

Illuminated Objects

Minimizing the GCFs and BRDFs for the specific input and output angle is sometimes easier if you 
look into the system from the position of the stray light source in object space. By doing this, you 
can identify the surfaces that directly receive the unwanted energy. I will call these the illuminated
objects. If any of these illuminated surfaces contain sections that the detector can see, then you 
should direct your initial efforts toward eliminating these paths. These paths will usually dominate 
all other stray light paths because there is only a single scatter before the stray light reaches the 
detector. An example of such a path that is often encountered is from the source onto the inner 
conical baffle of multimirror systems (Fig. 1). Some of the ways that the direct radiation can be 
eliminated is by extending the main baffle tube, increasing the obscuration ratio by increasing the 
diameter of the secondary baffle (Fig. 5), or by narrowing the field of view, which will allow you to 
extend the secondary baffle and the inner conical baffle toward each other.

The effect of eliminating this path is shown in a composite Point Source Transmittance (PST) 
plot in Fig. 6.4 The PST plot is defined as the reference plane (detector plane in most cases) irradi-
ance divided by the input irradiance along the line of sight. (See the section called “Point Source 
Transmittance Definitions” for a more detailed definition of PST.) For the case shown, the unwanted 
irradiance on the detector is reduced by over an order of magnitude.

Aperture Placement

I will now focus on the optical design aspects of a stray light suppression system, and give a qualita-
tive discussion of some general aspects that you might consider. All optical systems will have at least 

Optical axis

Section of the baffle
that could be seen directly
by the detector before the redesign

Vanes block specular pathMust be conical to clear field of view

Secondary
mirror

Prime focus

Locus of former baffle
Direct view from detector

View of
imaged

object

FIGURE 4 A cylindrical secondary baffle can be seen from off-axis positions on the detector.

FIGURE 5 Increased obscuration ratio blocks direct 
path to inner conical baffle. (Ref. 1, p. 6.)
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7.6  DESIGN

one aperture, called an aperture stop, that limits the size of the bundle of the incoming signal rays. 
Some systems will have field stops and/or Lyot stops. Each type of stop has a clearly defined role in 
stray radiation suppression, which is discussed in the following sections.

In many cases stop placement will have a much more noticeable effect on system performance 
than any vane structure, coating, or baffle redesign. Probably the only factor with more effect on the 
PST curve is the off-axis position of the source. Therefore, the benefits of any of the stops cannot be 
overemphasized.

Aperture Stops The aperture stop is the aperture that limits the size of the cone of radiation that 
will reach a point on the image plane. Sometimes shifting this stop allows the optical designer to 
better balance the aberrations. In a stray radiation suppression design, it plays a similar important 
role. All objects in the spaces preceding the stop in the optical path will not be seen unless they are 
imaging elements, central obscurations, or objects that vignette the field of view. Only a limited 
number of critical objects is possible before the aperture stop. In the intervening spaces from the 
stop to the image plane it is likely that many of the baffle surfaces will be seen. Figure 7 represents 
a two-mirror design, and Fig. 8 represents a three-element refracting system; both have the stop at 
the first element. In both cases the second element is oversized to accommodate the field of view 
from a point in the field stop; the amount depends on the full field of view of the design. Because 
the elements are oversized, the main baffle following the first element will be seen. This baffle will 
be a critical object, a direct path of unwanted energy. The “overviewing” is characteristic of all of the 
optical elements past the aperture stop.

If you move the stop along the optical path toward the detector plane, its performance as a stray 
radiation baffle will improve. If you shift the stop to the second element, the intermediate baffle will 
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FIGURE 6 Point source transmittance with obscurations of (1) 0.333 and (2) 0.4. The 0.4 
obscuration removed the direct path from the source to the inner conical baffle. (Ref. 1, p. 6.)
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CONTROL OF STRAY LIGHT  7.7

not be seen. It is removed from the field of view of the detector, since the stop now eliminates direct 
paths from baffles in all spaces that precede it. Figure 9 shows the improvement in the PST curve for 
a two-mirror system. By moving the stop you have reduced the PST by a factor of 10. This is a desir-
able feature to consider for stray radiation reduction.

Direct paths from central obscurations can be blocked by a central disk located at some location 
deeper into the system; however, because of the parallax involved between the central obscuration 
disk and this central disk, the central disk obscuration will usually be a larger obstruction to imag-
ing rays. In a reimaging design it is often possible to locate a central disk conjugate to the actual 
central obscuration.

Field Stops An aperture can be placed at intermediate images in a system to limit the field of view. 
Such an aperture will usually prevent any stray light from outside of the field of view from being 
directly imaged into the system beyond this field stop aperture. In a sense, its operation is just oppo-
site that of an aperture stop. Baffle surfaces following a field stop cannot be seen from outside the 
field of view in the object plane, unless they are central obscurations. Note that with just a field stop, 
succeeding optical elements may allow out-of-field critical sections to be seen through the field stop, 
from within the field in the image plane (Fig. 11). Aperture stops are necessary to block such paths. 
Figures 10 and 11 show two such cases. Although for some designs the field stop is not 100 percent 
effective because of optical aberrations, its small size limits most of the unwanted stray light. Field 
stops therefore do not remove critical sections, but rather limit the propagation of power to illumi-
nated objects. In reflecting systems, take care that the object side of the field stops does not become 
a critical area, which can be seen directly or in reflection from the image plane because unwanted 
energy is being focused onto them.5

Main baffle

Stop

FIGURE 7 The oversized secondary allows the main baffle 
to be seen in reflection. (Ref. 1, p. 8.)

Stop

Main baffle

FIGURE 8 The main baffle is seen through the oversized 
secondary and tertiary. (Ref. 1, p. 8.)
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7.8  DESIGN

Lyot Stops A limiting aperture placed at the location of the image of an aperture stop, sometimes 
called a glare stop or Lyot stop, has the same property as described for aperture stops. It should 
be slightly smaller than the image of the aperture stop. It limits the critical sections which are out 
of the field of view to those objects in succeeding spaces only. Since Lyot stops are by definition 
further along the optical path to the detector, the number of critical surfaces seen by the detector 
will be reduced. Usually, these stops are incorporated into the design to block the diffracted energy 
from an aperture stop and field stop pair, so that only secondary or tertiary diffracted energy 
reaches the image. Nevertheless, both diffracted and scattered energy are removed from the direct 
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FIGURE 9 PST improvement with stop shift for the two-mirror system. 
(Ref. 1, p. 8.)

Field stop

Aperture stop

Detector

Lyot stop

FIGURE 10 The addition of a Lyot stop prevents preceding baffles 
from being seen from the image.
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CONTROL OF STRAY LIGHT  7.9

view of the image, re imaging the largest optical element as the stop takes full advantage of both 
the light-gathering power of the optics and the stray radiation suppression features provided by 
the stop. Figure 10 shows a system with a Lyot stop.

On space-based telescopes the image plane is often shared by one or more instruments. Each 
instrument reimages the telescope’s image through some optical train, and eventually onto the 
detector. In that optical train there could be a logical place to use a Lyot stop to improve the stray 
light performance of the viewing instrument well beyond that of the telescope.

It is the combination of these different stops or apertures that helps minimize the propagation 
of unwanted energy by limiting the number of critical objects seen by the detector, and the objects 
illuminated by the stray light source.

When all direct paths have been eliminated, the next step is to determine the relationship 
between the sections that received power (illuminated objects) and the critical surfaces. This rela-
tionship takes the form of scattering paths; that is, stray light can scatter from the illuminated 
objects to the critical objects. To start reducing the stray light contributions from these paths, you 
can start at the critical surfaces as described above. But now you have more knowledge about where 
the direct incident power is being distributed throughout the system, since you can also look into 
the system from the source side to find the surfaces receiving direct power. With this information 
you can identify the possible paths between the illuminated and critical surfaces.

Design considerations for extended baffle shields (Figs. 12 and 13) provide a good example of 
starting from the source side to identify possible paths. In the examples, object 2 (an optical sur-
face) is the largest contributor of scattered radiation and is the best superpolished mirror available 

Field stop

Scattered energy will reach the image plane

Aperture stop

FIGURE 11 Out-of-field energy in object plane will not be 
imaged beyond field stop. Out-of-field energy elsewhere may be 
seen. (Ref. 1, p. 9.)

FIGURE 12 There is a direct path from the baffle to 
the primary mirror. (Ref. 1, p. 7.)

Primary

Object 2

Direct path from the extended
shield to the primary
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7.10  DESIGN

Direct path from the extended shield
to the refracted element

Object 2

FIGURE 13 There is a direct path from the baffle to the 
refracting element. (Ref. 1, p. 7.)

(Fig. 12), or if it is a lens as in Fig. 13, it has the lowest possible scattering characteristics. It cannot 
be removed from the view of the image plane. If the initial power incident on object 2 is only from 
the extended shield, then by tilting the shield (Fig. 14), the power on the shield must first scatter to 
the main tube and then to the optical element. The combination is then referred to as a two-stage 
baffle. If vanes are added to the main baffle, the scattered radiation incident on the optical element 
will be reduced by many orders of magnitude when all the scattering solid angles and the number of 
absorbing surfaces are considered. Note that without the tilt to the shield, vanes on the main baffle 
are worthless because there is a direct path to the objective.

Figure 15 is an abstract representation of the process of reducing stray light in a sensor system. 
Start at the detector, then work from its conjugate image locations. Starting from the detector 
simplifies the analysis and directs your attention to the most productive solutions, because you 
can identify all the possible sources of stray light to the detector. You can then work at decreas-
ing their number by slightly redesigning the baffles and stops. Next, identify which objects are 
illuminated. Discover how energy may propagate between them and you have identified the paths 
of stray light propagation. From then on the process of moving objects or blocking paths is quite 
simple, although the quantitative calculations might get difficult and may require some analysis 
software.

Baffles and Vanes

A few definitions are required to define baffles and vanes. Other authors have used their own dif-
ferent definitions. In this section the term baffle is used to describe conical structures (including 
cylindrical) that can also be described as tubelike structures. Their function is to shade, or occult, 
stray light from the source to one or more system components. The main baffle shields the primary 

Object 2

No direct path
to object 2

Tilted shield eliminates the direct path

FIGURE 14 Direct paths are removed by properly tilting 
the shield. (Ref. 1, p. 7.)
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CONTROL OF STRAY LIGHT  7.11

mirror from direct radiation at the larger off-axis angles. Vanes are structures put on baffles to affect 
the scatter characteristics of the surface. Other authors have used the term “baffles,” or “glare stops,” 
to describe these vanes.

Baffles In a well-designed system vanes play an important role only at large off-axis angles. For 
example, when one-tenth of the stray light falls on the primary of the Cassegrain design, then the 
main baffle receives the remaining 90 percent of the stray light. When the main baffle has properly 
designed vanes on it, light that falls on the baffles is attenuated by five orders of magnitude before 
it reaches the primary mirror. The resultant power on the primary mirror is then about 9.0 × 10−5 
compared to the direct 10 percent that fell on the mirror. This results in less than 0.1 percent of the 
total on the primary. In addition, most of the subsequent scatter off the primary will be at much 
higher scatter angles. This will cause the scattered energy to have much lower BRDFs off the pri-
mary mirror when scattered in the direction of the detector, further reducing the scatter contribu-
tion from the baffle.

Only when no power illuminates the objective will the baffles play a significant role in the propa-
gation paths of the stray light. Usually the system’s performance merit function is then very good. 
Only if the stray light source has a tremendous amount of energy, like the sun, does the stray light 
become measurable.

Vanes The depth, separation, angle, and bevel of vanes are variables that need to be evaluated for 
every design. In the following paragraphs stray light analysis results are presented for both a cen-
trally obscured system (Cassegrain) and an unobscured eccentric pupil design (Z-system).6 Profiles 
of these systems are given in Figs. 2 and 16. Of the two designs, only the eccentric pupil design has 
a reimager that would allow for the placement of an intermediate field stop and an accessible Lyot 
stop, as discussed above.

The APART stray light analysis program was used to analyze the two designs. The APART program 
was a substantial software package that performed deterministic calculations of stray light propaga-
tion in optical systems.2,7,8

As an example of vane design considerations, the design of vanes on a main baffle tube will be 
explained. With minor differences, the design steps are the same for the Cassegrain and the eccen-
tric pupil designs. In a reimaging system, vane structure deep in the system is usually not neces-
sary, but there are exceptions. Figure 17 shows a collecting optical element that has some small 
field of view (FOV). The optical element could represent a primary mirror or a refractive element. 

Intervening
objects

Illuminated
objects

Radiation source

Critical
objects

Detector

Start here:
Identify critical
objects

1

Block or move
sources of stray
light that can be
seen by the detector

2Identify illuminated
objects

3 Identify paths between
illuminated and critical
objects

4

Block it or move it!5

FIGURE 15 The first step in a stray light analysis begins from the detector plane, not from the source.
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7.12  DESIGN

FIGURE 16 Confocal mirror system, eccentric pupil, no obscuration, low-
scatter system. (Ref. 6, p. 91.)
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FIGURE 17 Vane placement design, lowercase letters are radii (measured from 
the optical axis), uppercase are z locations. (Ref. 6, p. 94.)

The placement of a straight, diffusely coated cylindrical tube would block the direct radiation 
from an external source, such as the sun, from reaching the optical element for a certain range 
of off-axis angles. If it were at a large off-axis angle, the forward scatter off the inside of the tube 
would be so high that it would normally not be acceptable. The solution is to add vanes to block 
this path.

Figures 18 and 19 depict the two cases that could represent the scatter from a baffle. In one case 
there are no vanes; in the other case there are vanes. This example shows how a propagation path is 
blocked by vanes. Vanes are useful, but a better approach is to make the solid angle (Ωc) from the 
baffle (not the vanes) to the collectors of the scattered light go to zero, so that there is no path from 
the baffle and vane structure to the collecting object. By moving the baffle out of the field of view of 
the collector, the baffle’s contribution goes to zero. There is no edge scatter, and no edge diffraction 
effects. That topic is in the realm of baffle design, which has already been touched on, and is well 
covered in the literature.9,10
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CONTROL OF STRAY LIGHT  7.13

Designing the Vane Spacing and Depth11

A first vane is most often placed at the entrance of the baffle and an external ray is brought in from 
object space at a maximum off-axis position. If there is no forebaffle the angle is 90° off axis. The 
depth of the vane cavity is normally dictated by space and weight requirements. Too little depth 
will dictate the requirement for many vanes. Then vane edge scatter eventually becomes the major 
source of scatter instead of multiple vane scatter.

The initial ray will strike the side wall at the base of the first vane (point A in Fig. 17). From this 
point, a design line is drawn/calculated (AC) from the wall to the edge of the optical element on 
the opposite side. This line (AC) intersects the edge ray (EF), at z position D. At this point a vane 
could be placed. Mathematically, this assures that any point below C, including those on the optical 
element, would not see any directly illuminated side wall. However, practicality dictates that some 
offset of point D to a point D′ (not shown) is required to allow for tolerance errors in fabrication of 
the vane, thermal effects, assembly errors, and for stray light edge scatter and diffraction effects. The 
tolerance allowance is company-, material-, and design-dependent. Acceptable numbers are often 
about 0.125 mm for fabrication and assembly tolerances. For the rest of this analysis, assume that 
this is accounted for.

Continue the design process by constructing another line from the edge of the entrance aperture 
to the tip of the second vane to the wall (line GH). Draw a new HC line to the area near the objec-
tive and determine the placement of the third vane (at I); once tolerances are considered, iterate the 
process to reach a final design. In some cases you may have to consider more than just the scatter 
path to the objective. In the Cassegrain design you may also have to consider the inner conical baffle 
opening. It is beyond the present scope to go into further detail.12

Bevel Placement on Vanes In this short discussion on baffle-vane design and placement, I did not 
mention the placement of a slanted surface, or bevel, sometimes placed on a vane edge as shown in 
Fig. 20. Which side should the bevel go on? The answer is usually dictated by first-order scatter prin-
ciples.13,14 Near the front of the tube, direct radiation from a source at large off-axis angles will strike 
this bevel. If it is placed on the right side (Fig. 21), then the illuminated bevel will scatter its radia-
tion all the way down into the tube to some optical surface. If placed on the left side, as depicted in 
Fig. 20, then it will go only 16° deeper into the system to the opposing vanes, a much better solu-
tion. For vanes deeper into the system, the bevel is placed on the right side. The point at which this 
is done is determined by the angle of the bevel and the diameter of the baffle tube. At some point, 
external radiation will not be able to directly strike the beveled edge if it is on the right-hand side of 
the vane. Only the nonbeveled, straight side will be illuminated. Therefore, the vane can rescatter 
only in the left side of the hemisphere, which is in the direction of going out of the system. If the 
bevel is placed on the left side, it can scatter 16° (in the example) deeper into the sensor; this is usu-
ally a needless design shortcoming that could be a significant error.

Vane Angle Considerations Another variation on the design feature of vanes that has sometimes 
been incorporated onto baffles in an optical system is angled vane structure. These vanes are non-
planar objects. This makes them quite tedious to cut out of sheet metal, fabricate, and install. 

Ωc

FIGURE 19 Forward scatter path highly 
attenuated by the vane structure. (Ref. 6, p. 92.)

FIGURE 18 High forward scatter path. 
(Ref. 6, p. 92.)

Ωc
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7.14  DESIGN

The next few paragraphs will present computer analysis results from two designs to show the effect of 
vanes on the propagated stray light. The vane angles used were 90, 70, and 45°, as depicted in Fig. 22.

The comparative stray light results for the Cassegrain system (Fig. 1) with a Martin Black coat-
ing on the vanes are shown in Fig. 23; in this system the vanes are on the main baffle, but not on the 
sunshade. There is no difference in the performance as the vane angle is varied from 45° to 90° (all 
three curves lie one on top of the other).

b
16°

FIGURE 21 Placement of the 
bevel on the right side of the vane 
structure. (Ref. 6, p. 96.)

90° 70° 45°

FIGURE 22 Vane structure angled at 90, 70, and 45°, respectively. (Ref. 6, p. 97.)

106°

B = 16°

Vane
Be

ve
le

d 
ed

ge
FIGURE 20 Placement of the 
bevel on the left side of the vane 
structure. (Ref. 6, p. 96.)
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FIGURE 23 Cassegrain with Martin Black. Vane angles 1 = 90°, 2 = 
70°, 3 = 45°. Log PST = detector irradiance divided by input irradiance. 
(Ref. 6, p. 97.)
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FIGURE 24 Z-system with Martin Black. Vane angles 1 = 45°, 2 = 70°, 
3 = 90°. Vanes are on the sunshield. (Ref. 6, p. 114.)

f1

f0

FIGURE 25 Angle-staggered vanes for fixed input angle. 
(Ref. 6, p. 104.)

The comparative results for the Z-system (Fig. 16) with vanes on the sunshield are shown in 
Fig. 24. The results differ from the Cassegrain results for source located at angles greater than 45° 
off-axis. This is because the primary side of the baffle is illuminated and scatters light directly to the 
primary mirror. The 70° baffles would fail for sources beyond 70° off-axis. The Cassegrain system has 
vanes on the main baffle (not the sunshade) and the sunshade occulted the direct illumination of the 
primary side of the 45° vanes. This accounts for the subtle but important difference in the results.

Usually the first-order scattering properties of the vane structures are more important than 
whether the vanes are angled or not. The results presented above confirm this statement. There are 
occasions where angled vanes would be beneficial, but to fully understand those cases a much longer 
explanation of diffuse vane baffle scatter is necessary. These results are detailed elsewhere.15,16

There are special situations where angled vanes will have a significant advantage over annular 
vanes. One example is a bright source at a fixed offset angle. I have seen such a feature on a space-
borne telescope on a platform where there was nearby a brightly sunlit rocket-thruster casing at a 
fixed angle outside the field of view. Figure 25 shows the design where the vanes were aimed at the 
thruster at an angle where the primary mirror side (right side in Fig. 25) could not be directly illu-
minated by the sunlight scattered off the thruster. Under those circumstances most of the stray light 
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7.16  DESIGN

had to make three scatters before exiting the vane cavity. In general, as soon as the position of the 
bright object is moved over a range of angles, the advantage of the angled vanes is lost. Nevertheless, 
there are many occasions within a sensor where the relative positions of a scattering source and a 
collecting object are fixed along a major stray light path. The front parts of the main-barrel baffle 
and the opening of the inner conical baffle in the Cassegrain design is an example. Many more 
examples could be cited. But the point is that you, as a designer, should first consider the first-order, 
single scatter paths off the baffle wall, each side of the vanes, and the bevel, for the full range of input 
values. Based on that information you can make the decision to user planar or angular vanes.

Vane Depth Considerations By varying the vane depth in the example analysis we can evaluate 
how the vane spacing-to-depth ratio affects system performance. Figure 26 gives the results of 
an analysis of the Cassegrain system with varying vane depths on the main baffle of 0.2, 0.4, and 
0.8 inches. Figure 27 gives similar output from the Z-system analysis results. The performance of the 
system gets better as the vane depth increases from 0.2 to 0.4 inches, but there is little performance 
difference between the 0.4- and 0.8-inch baffle depths. The latter is the normal case. The 0.2-inch 
vane depth allows for a single path from the walls of the baffle tube, which increases the stray light 
propagation. Once that path is blocked by a greater vane depth, no further improvement should be 
expected due to further increases in vane depth.

The intent of presenting the two different optical designs was not to trade off one optical design 
against another. It needs to be made clear that the two optical sensors being used as examples are 
intentionally not equivalent from stray light design considerations. This is why the changes in 
performance are design-dependent. The nominal design of the eccentric pupil has a reimager, and 
the Cassegrain does not. The Cassegrain could have a reimager, in which case the stray light perfor-
mance of both could be made essentially equal. It would depend on the optical design character-
istics, F/#, field of view, obscuration ratio, etc. The Cassegrain design has a specular sunshield and 
the Z-system has a vaned diffuse baffle structure. Which would perform better could only be deter-
mined after all of these features are considered.

To summarize, the general points being made in this section are

1. Usually, angled vane structure has little, if any, additional benefit over straight, annular vanes, 
and the annular vanes are much easier to fabricate and assemble.

2. Once the depth of a diffuse black vane structure is deep enough to block the single scatter path, 
further increases will not improve performance.
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FIGURE 26 Cassegrain 90° baffles, coated with Martin Black, at 
varying depths; 1 = 0.2-inch, 2 = 0.4-inch, 3 = 0.8-inch depth. (Scatter is 
dominated by baffles.) (Ref. 6, p. 98.)
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CONTROL OF STRAY LIGHT  7.17

Specular Vanes Another aspect about vane structure that has been explored, but only in a limited 
way, is the specular vane cavity. Previous studies indicated that specular vanes have a problem with 
the aberrated rays and near specular angle scatter; this problem is severe enough to degrade the 
performance significantly.17,18 In another study by Freniere this was not always true.19 The ASAP20 
stray light software was used to evaluate the Z-system (Fig. 28) with (1) no vane structure, but with 
the main barrel baffle coated with Martin Black; (2) with Martin-Black-coated vanes; and (3) with 
a specular vane structure. The results show a dramatic degradation in the stray light performance 
without the coating on the main baffle tube. A subsequent specular baffle design developed by Nick 
Stavroudis has been shown to be a major improvement over previous concepts.21
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FIGURE 27 Z-system with varying vane depths. 1 = 0.2-inch, 2 = 
0.4-inch, and 3 = 0.8-inch depth. (Ref. 6, p. 114.)
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FIGURE 28 PST for unobscured pupil design without vane 
structure, with diffuse vane structure, and with specular vanes. 
1 (solid) = no vanes, diffuse black coating; 2 (dotted) = diffuse vanes on 
main tube; 3 (dashed) = specular vanes on main tube. (Ref. 6, p. 115.)
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7.18  DESIGN

Contamination Levels

Light scattered from a particulate-contaminated surface can have a pronounced effect on the stray 
light performance of a system.22

I will now relate the performance of both designs (the centrally obscured Cassegrain, and the 
unobscured eccentric pupil) as a function of the level of scatter, per MIL-STD 1246A.23 This analy-
sis evaluates the sensor for different amounts of contamination on the optics only. The levels of 
contamination as defined in IEST-STD-CC1246D are for a distribution of particles with a specified 
range in particle sizes.

Ray Young used Mie scattering theory to predict the BRDF of a mirror covered with such MIL-
STD distributions.24 Table 1 was generated from Young’s work for the 10 μm radiation. This table 
shows the base BRDF value and the BRDF slope that would be used in a typical stray light analysis 
program for input. The base value is the BRDF value at (b − b0) = 0.01 and the second term is the 
slope of the BRDF in a (log-log) plot of BRDF versus (b − b0). b0 is the sine of the angle of incidence 
and b is the sine of the observation angle.25 The terms work equally well for out-of-plane values, but 
the above definitions, for simplicity, assume in-plane scattering data. See also the works of Spyak.22

Spyak and Wolfe26 did a series of experiments and calculations that relate BRDF to particulate 
contamination. They counted and sized particles on a mirror surface, and then measured the con-
tribution of these particles to the mirror’s BRDF at both visible (633 nm) and infrared (10.6 μm) 
wavelengths. They also performed Mie theory calculations and compared their calculations with 
the measured BRDFs. At both visible and infrared wavelengths, Mie theory calculations were a 
reasonable estimate for contribution of particulates to a mirror’s BRDF. In most cases agreement 
between Mie calculations and their measurements were within a factor of two. Spyak and Wolfe 
also published Mie calculations of the BRDF expected from the MIL-STD-1246B (now IEST-STD-
CC1246D) standard at 633 nm and 10.6 mm.∗

Michael Dittman27 has published a series of Mie calculations at five wavelengths. His calculations 
were done for the IEST 1246D distributions, but he considered an additional distribution in which 
the “particle slope” on the distribution was reduced from 0.926 to 0.383. The latter slope results in 
more large particles, and is commonly thought to be a more realistic distribution on surfaces that 
are exposed in a cleanroom environment.∗

There is a problem with specifying the optics with this standard because it is difficult to reliably 
relate a level of contamination by particles to a BRDF performance. Two equal sizes and distribu-
tions of particulates may not give the same BRDF, because the index of refraction, the reflectivity, 
and the roughness of the particulates enter the calculations. In general, few people go to the trouble 
to determine these other factors. These factors will vary from one distribution to another. BRDF is 
the most usable value when performing a stray light analysis, so it should be the stray light specification. 
For manufacturing specifications, other parameters may be more appropriate, but they are not as 
good as BRDF for a stray light specification.

The level of scatter is also given in Table 1 along with the BRDF. The BRDF data from particulate 
scatter for the 5-, 10-, and 20-μm wavelengths for the 100, 300, and 500 contamination level have 

∗Personal communication on partical contimination paragraphs, contributed by Dr. Gary Peterson, Breault Research 
Organization, Inc.

TABLE 1 Mirror Scatter Relationships [Wavelength = 
10 μm, BRDF Slope in Log (b − bo)]

 BRDF at  
 (b − bo) = 0.01 BRDF Slope Cleanliness Level

 0.02 –1.17 500
 0.01 –1.17 454
 0.001 –1.17 300
 0.0001 –1.17 204
 0.00001 –1.17 100
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CONTROL OF STRAY LIGHT  7.19

been plotted in Fig. 29. Consensus, not factually documented, indicates that the current state of 
the art of contamination control is at the cleanliness level of 300 to 500 for the 10-μm-wavelength 
region. Measured BRDFs below level 200 are achievable in the lab for short periods of time. A stray 
light analyst is strongly advised not to predict a system’s performance with values below 1.0E-3 sr-1 
in the 10-μm region. Based on historical performance, mirrors in the IR (10-μm region) consistently 
degrade to this value, usually because of particulate scatter. Research work performed under Rome 
Air Development Center contract for the detection, prevention, and removal of contamination from 
the ground and in space could greatly reduce the degradation currently experienced by IR sensors.28

Hal Bennett presents the significance of particulate scatter, as shown in Fig. 30.29 This figure 
shows an agreement between measured data and theoretical data, and illustrates why IR sensors 
are usually more sensitive to particulate scatter than RMS scatter; the opposite is true in the visible. 
Figure 30 also indicates why the wavelength scaling law does not usually relate visible BRDF mea-
surements to BRDF measurements in the IR. The physical process is different.

Figures 31 and 32 are the representative point source transmittances (defined as the irradiance 
on the detector divided by the incident irradiance) for the cleanliness levels of 100 through 500 for 
each design. The Cassegrain is much less affected by changes in contamination level, because the 
scatter from the black-coated surfaces dominates all other scatters. If the system had a reimager its 
performance would be better because these black surfaces would be blocked from the field of view 
of the detector, and the stray light performance would be due to the cleanliness level of the optics. 
The eccentric pupil design is sensitive to changes in the mirror coatings because it does have a reim-
ager, and the major source of scatter is from the mirror surfaces.

In summary, the impact of particle contamination on the performance of a system will depend 
on how well the system is designed to suppress stray light. The goal is to be limited by a single opti-
cal element, such as the collecting lens or mirror, which is the objective of the system. The eccentric 
pupil design (Z-system) has this design feature. The better the optical design from a stray light point 
of view, the more the system’s performance will be degraded by particle contamination. The more 
the system performance is determined by the black coatings, the more it will be sensitive to degrada-
tions in the coatings on the baffles.

FIGURE 29 Predicted BRDFs on particles deposited on low–scatter mirror for cleanliness levels of 100, 300, and 500 at radia-
tion wavelengths of 5.0, 10.0, and 20.0 μm.24 (Ref. 6, p. 105.)
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7.20  DESIGN

Strut Design

In a centrally obscured system the central obscuration must be supported. In some designs 
(Schmidt-Cassegrains) the obscuration can be supported by a refractive element, but in most designs 
some form of struts are used. The most common error in strut design is to specify manufacture 

FIGURE 30 Scattering from polished dense flint glass. The diagonal line 
gives the contribution predicted for microirregularity scattering by a 29.5 Å rough 
surface. Circles indicate the minimum scattering observed, and the bars and 
squares the difference between the average and minimum scattering observed at 
several points on the surface. This difference may be related to particulate scat-
tering. (Ref. 29, p. 32.)
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FIGURE 31 Cassegrain system with mirrors at all five contamination levels. 
1 = 100, 2 = 204, 3 = 300, 4 = 454, 5 = 500. (Ref. 5, p. 113.)
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CONTROL OF STRAY LIGHT  7.21

from a slab or plate of coated metal. Because all detectors have some finite field of view, the scat-
ter from the sides of the struts can be seen from the image plane. Usually the struts are out “front” 
and exposed to more stray light sources than the objects deeper into the system. The near off-axis 
angles of incidence of scattered light off of the strut sides make for very high scattering toward the 
detector.

The proper strut design will preclude this path by making the object end of the strut narrower 
than the side nearest the objective (primary). This shape, shown in profile in Fig. 33, does not allow 
the detector to see the sides of the struts. The angle of the taper depends upon the object space field 
of view of the detector. It requires only a small change in design to remove this stray light path.

Basic Equation of Radiation Transfer

This section briefly discusses the most fundamental equation needed to perform the quantitative 
calculations of a stray light analysis. It reinforces the concept of first identifying what the detector 
can see and working on the geometry of the system to limit the stray light propagation, and not the 
BRDF term.
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FIGURE 32 Z-system with mirrors at all five contamination levels. 1 = 100, 
2 = 204, 3 = 300, 4 = 454, 5 = 500. (Ref. 6, p. 113.)
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FIGURE 33 Angled strut design does not allow the detector to see the sides of the strut.
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7.22  DESIGN

The fundamental equation relating to power transfer from one section to another is:

 d L dA
dA

Rc s C C s
s c c

sc

Φ = ( , )
cos( ) cos( )

θ φ
φ φ

2
 (2)

where dΦc is the differential power transferred, Ls(qC , fC) is the radiance of the source section, dAs
and dAc are the elemental areas of the source and collector, and fs and fc are the angles that the line 
of sight from the source to the collector makes with their respective normals. This equation can be 
rewritten as three factors that help clarify the reduction of scattered radiation.
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 d d dc i i C C s i i scΦ Φ Ω= BRDF( , ; , ) ( , ) cos(θ φ θ φ θ φ φφs )
 (4)

 d dc i i c c s i i scΦ Φ= BRDF GCF( , ; , ) ( , )θ φ θ φ θ φ π  (5)

E(qi , fi) is the incident irradiance on the source section dAs. GCFSC is the projected solid angle from 
the source to the collector divided by p.

The GCF is independent of the first two terms and solely determined by the geometry of the 
system, including obscurations. The first term, BRDF (qi , fi ; qc , fc), is the bidirectional reflectance 
distribution function. It is usually considered independent of the second term, the incident power, 
and is therefore a function of the surface characteristics only. When reducing stray radiation propa-
gation, one or more of these terms must be reduced. If any one of these terms is reduced to zero, no 
power will be transferred between the source and collector.

Stray Radiation Paths

Since the third term (GCF) in Eq. (4) is the only term that can be reduced to zero, it should receive 
attention first. This is a crucial point in a stray light analysis. Therefore, the logical starting place 
for stray light reduction is with the critical objects, since it is the GCF terms for these transfers 
which can be reduced to zero. Most novice analysts make the mistake of working on the BRDF 
term first.

 GCF =
cos( ) cos( )φ φ

π
s c c

sc

dA

R2
 

The apparent possibilities for decreasing the GCF are to increase Rsc , fs, fc or to reduce the area dAc.
Not readily apparent is that the GCF is limited by apertures and obstructions. These features will, 
in some cases, block out the entire view of the source section from the collector so that there is no 
direct path. This is the mathematical basis for the logical approach, discussed at the beginning of the 
chapter. First block off as many direct paths of unwanted energy to the detector as possible, and then 
minimize the GCF for the remaining paths.

Point Source Transmittance Definitions

There are five common ways to define the merit function of the stray light in an optical sensor. 
The most common and preferred method is to define it as the output irradiance divided by the 
input irradiance, in terms of the normalized detector irradiance (NDI),30 or in terms of the point
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CONTROL OF STRAY LIGHT  7.23

source normalized irradiance transmittance (PSNIT).31 This merit function is appropriate because it 
describes an irradiance transmittance, and it is relatively independent of the detector size.

A term often used in the past was the off-axis rejection (OAR), defined as the detector power 
divided by the input power from the same source on-axis. The term rejection is a misnomer because 
by definition the term describes a power transmittance, which can have little correlation with the 
rejected stray light. The second objection is that as a merit function it varies significantly with the 
detector size. If you double the area of the detector, the OAR will increase by about the same factor 
even though the system hasn’t performed significantly worse in any way.

Another term commonly used is the system’s stray light point source power transmittance (PSPT), 
or its reciprocal, the attenuation of the system. The PSPT is the detector power divided by the input 
power into the sensor from the specified off-axis angle. Again, this term varies with the detector size. 
Sometimes there is no well-defined entrance port so the denominator is impossible to define. Note 
that the magnitude of attenuation would normally be expressed in terms of a positive exponential. 
Beware that attenuations are often incorrectly called out with negative exponents.

A final PST definition that is sometimes specified is the point source irradiance transmittance 
(PSIT), defined as the output irradiance divided by the entrance port input irradiance. This defini-
tion becomes inappropriate when there is no clearly defined entrance port.

Surface Scattering Characteristics

Of the three potentially important factors in scattered radiation analysis cited above (the radiance of 
the undesirable source or sources, the geometry of the scattered radiation paths (GCF), and the sur-
face scattering characteristics, (BRDF)), usually the first possibility considered is to improve the sur-
face coatings or the addition of vane structure. In concept it appears to be the right place to start and 
that it is straightforward. Neither is the case; the BRDF never goes to zero as does the GCF, and the 
BRDF varies with input and output angles. However, with accurate bidirectional reflectance distribu-
tion function (BRDF) data and knowledge about the variations with applications, time, wavelength, 
and other factors, BRDF problems can be dealt with. The scattering characteristics of surfaces are 
discussed by Church, and the scattering characteristics of black coatings by Pompea and Breault 
elsewhere in this Handbook. The addition of vane sections on baffles can usually be considered as a 
specialized “coating” with its own specialized BRDF.

BRDF Characteristics

Usually, BRDF data that are presented represent only one profile of the BRDF, and many such pro-
files for various angles of incidence are necessary for understanding the scattering characteristics. 
However, studies have shown that a single profile of a mirror’s surface scattering characteristics 
can be used, with some approximations, to define the BRDF for all angles of incidence.32 This is a 
significant achievement. It reduces the amount of data that must be taken, and it makes it easier to 
calculate, or estimate, the BRDF value for any set of input and output angles. The BRDF can also 
be reconstructed for cases where only a single profile of the function has been presented, which has 
been the usual practice.

The approximation has its limitations, as clearly detailed by Stover.33 The approximation is quite 
good for nominal angles of incidence (see Fig. 34).34 However, it breaks down for very high qi and 
high observation angles q0.

It is important to understand qualitatively the scattering characteristics of diffuse black coatings. 
Figure 35 shows the BRDF profile of Martin Black at 10.6 μm for several angles of incidence.35 
At near-normal angles of incidence the BRDF values are bowl-shaped; the values increase at 
large observation angles from the normal. At high angles of incidence the BRDF values in the 
near specular direction have increased by 2.5 orders of magnitude. There is a good discussion of 
the qualitative characteristics of diffuse black surfaces by Pompea and Breault elsewhere in this 
Handbook.
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7.24  DESIGN

7.4 OPTICAL SOFTWARE FOR STRAY 
LIGHT ANALYSIS

There is a small bevy of commercial optical software programs on the market that perform stray 
light analyses or some aspects of the stray light problems that are typically encountered. One must be 
knowledgeable of what each package can accomplish so the best thing to do is to ask for a demonstra-
tion of what each optical software manufacturer has to offer that is relevant to your design challenge. 
Here’s a summary of a few commercially available optical software codes for stray light analysis. 
Note also that the programs’ capabilities are always in a state of flux.
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FIGURE 34 (a) The BRDF is asymmetrical when plotted against qs – qi , (b) The 
data in (a) exhibits near symmetry when plotted against |b – bo|. The slight deviation from 
symmetry is due to the factor (cos qsQ), where Q is a polarization factor. (Ref. 34, p. 69, 
reprinted with permission.)
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ASAP, by Breault Research Organization, Inc.

ASAP Optical Software was developed to meet design and analysis criteria of imaging and illumi-
nation systems and the unique challenges of stray light analysis with CAD interoperability. ASAP 
is powered by the ASAP nonsequential ray-tracing engine—known throughout the optics indus-
try for its accuracy and efficiency. Rays can encounter surfaces in any order and any number of 
times, with automatic ray splitting. Optimized for speed, ASAP will trace millions of rays in min-
utes. The standard edition of ASAP includes a license of the SolidWorks Parts Only 3D Modeling 
Engine—an intuitive 3D-design environment optimized for use with ASAP. The user can write 
ASAP geometry files from within SolidWorks, import XML files, or use BRO’s proprietary smart-
IGES system to import system models from any CAD package while maintaining fast, efficient ray 
trace speed.

Use ASAP to model complex imaging systems, illumination systems, and light-concentrating 
devices. Create highly accurate source models using source images, point sources, ray grids, and 
fans. Model incandescent bulbs, LEDs, CCFLs, and HID arc lamps, or import from the BRO Light 
Source Library. Perform the analyses necessary to validate your designs without experimental 
prototyping.

ASAP includes a distributed-processing capability allowing the user to complete big design and 
analysis jobs effectively in short-time span—spawn up to 5 additional ASAP sessions on other local 
area network (LAN), without leaving your desk. Web site: www.breault.com

FRED, by Photon Engineering

FRED is an optical engineering software package that uses a statistical ray sampling approach to 
analyzing incoherent stray light mechanisms in optical systems. The user can assign one or more 
of many different BSDF scatter functions to a surface. When a ray is incident on the surface, a 
specified number of scatter rays are generated in random directions into the hemisphere accord-
ing to a uniformly random angular distribution, although a Monte-Carlo technique can be used 
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FIGURE 35 BRDF profile of Martin Black at 10 μm. (F. O. Bartell et al., “A 
Study Leading to Improvements in Radiation Focusing and Control in Infrared Sensors,” 
Final Report, Army Materials and Mechanics Research Center, December 1976.)
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7.26  DESIGN

to generate scatter rays with directional ray density proportional to the BSDF function. The power 
assigned to any particular scatter ray is proportional to the incident ray power and value of the 
BSDF function evaluated in the direction of the scatter ray. Uniform sampling of angle space has the 
advantage that lower power scatter paths will be realized with higher probability. Ray-density direc-
tion sampling has the advantage that more rays are directed in the higher power directions which 
decreases the statistical noise in those directions.

When analyzing scatter from a surface, the user is often interested in only a subset of the entire 
hemispherical angular range. In these cases a technique called importance sampling can often be 
used to great advantage. The user can specify that the same number of scatter rays be generated 
into the importance sample direction as was originally directed into the hemisphere to decrease 
the statistical noise. An alternative is to decrease the number of rays but still achieve the same 
noise level. The desired angular range can be specified in a variety of ways and FRED will then 
direct scatter rays randomly into the specified range. The power assigned to each scatter ray is 
adjusted to account for the fact that it can be directed only into a subset of the entire hemisphere. 
Web site: www.photonengr.com

LightTools and CodeV, by Optical Research Associates

LightTools is a complete illumination design and analysis software product. It combines full opti-
cal accuracy, powerful optical and illumination analysis, and an intuitive graphical user interface 
in a 3D solid modeling environment where models interact with rays to produce virtual prototypes 
of manufacturable systems. A fully integrated illumination optimization capability automatically 
improves model performance. LightTools’ Monte Carlo ray tracing facilitates accurate spectral mod-
eling of the illuminance, luminance, intensity distributions, and CIE colorimetric data anywhere in 
the optomechanical model.

In addition to illumination system design, LightTools supports many other applications, from 
packaging studies to stray light analysis. For example, its ray path visualization collects and displays 
information about ray-surface interactions to identify system elements that are contributing to light 
loss, scatter, unintentional reflections, or ghost images. A unique point-and-shoot ray tracing capa-
bility allows rapid, interactive evaluation of optical behavior.

CODE V is used for the optimization, analysis, and tolerancing of image-forming optical systems 
and free-space photonic devices. Its many capabilities include powerful local and global optimiza-
tion for optics, fast wavefront differential tolerancing that allows as-built considerations to be evalu-
ated throughout the design process, and highly accurate diffraction beam propagation analysis. For 
stray light applications, CODE V can be used to analyze ghosts in imaging systems due to Fresnel 
reflections. Web site: www.opticalres.com

ZEMAX, by ZEMAX Development Corporation

The ZEMAX program, from ZEMAX Development Corporation, has two modes of use. Its primary 
use is as a sequential optical design (optimization) program. In this mode it has tools to help iden-
tify location of ghost pupils and images resulting from Fresnel reflections. A separate nonsequen-
tial mode has many capabilities necessary for stray light analysis, including scatter modeling with 
importance sampling.

ZEMAX’s Nonsequential ray-tracing capabilities can further be extended to finding rays which 
have specific characteristics or properties. For example, imagine you are studying the stray light in a 
telescope:

How significant are rays which “ghost” reflected off of various surfaces (both mechanical and 
optical)?

Rays which are experience multiple reflections may be important, but how significant are those 
which experience more than four reflections?
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How effective is a strategically placed baffle in terms of limiting the amount of stray light on the 
detector?

Website: www.zemax.com

TracePRO, by Lambda Research Corporation

TracePro, from Lambda Research Corporation, is a 3D Computer Aided Design (CAD) program for 
simulating the performance of illumination and optical systems. TracePro can model the propagation of 
light in imaging and nonimaging optomechanical systems. Models are created by combining imported 
lens designs, imported CAD geometry (IGES, STEP, SolidWorks, Pro/E, CATIA, or Inventor files), and 
geometrical objects created using TracePro’s user interface. Optical properties are then assigned to each 
solid and surface using the TracePro interface or through the TracePro Bridge for SolidWorks. Source 
models are added by specifying grids, surface emitters, ray file data or by using the surface source utility. 
Rays are ray traced through the model, while keeping track of absorption, specular reflection and trans-
mission, fluorescence and scatter at each intersected surface or volume scatter site.

From TracePro models, the user may ray trace and analyze:

• Light distributions in illumination and imaging systems

• Stray light, scattered light, and aperture diffraction

• Throughput, loss, or system transmittance

• Flux or power absorbed by surfaces and bulk media

• Light scattering in biological tissue

• Polarization effects

• Fluorescence effects

• Birefringence effects

• Lit Appearance

Website: www.lambdares.com

SPEOS, by Optis

OPTIS’ simulation software family, SPEOS and OptisWorks. It manages and optimizes many of the 
optical aspects of a broad range of sensors: reflection, refraction, scatter from surfaces, diffraction, 
absorption, polarization, and Gaussian beam propagation. It calculates stray light, illumination, and 
realistic optical simulations. Any product that needs to manage interactions of light and surfaces is 
calculated. It deals with the various types of light sources also. The simulations limit the need for 
costly prototyping of systems.

OPTIS simulation software allows the designer to “see” and realistically render products to depict 
what the final performance of the illuminator will look like in its applied application with stunning 
similarity. Its software produces a unique and accurate physiological human vision model of the 
final lit product for comfort, safety, and performance.

7.5 METHODS

There are two distinct methods that have been used to evaluate a system for stray radiation. You can 
either build the system and test it, or you can model the system and try to predict its performance. 
Both methods have advantages and disadvantages. Taken together the two methods provide the 
means to ensure that the system will perform as desired.
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7.28  DESIGN

Build-and-Test Approach

A common approach is to make the system and either use it or test it for stray radiation rejection. 
Certainly if the system consistently performs satisfactorily in its operational environment, it has 
passed the ultimate test. But what if it does not meet the desired or expected level of performance? 
Making more systems to test becomes expensive rapidly. In fact, for very large systems, usually only 
modifications (“fixes”) can be contemplated because of the high cost. This is not the only argument 
against the build-and-test approach. The tests are rarely designed to determine how the scattered 
radiation is propagating through the system and which surfaces contribute most of the undesired 
radiation.

It is this information, and a thorough knowledge of the surface scattering characteristics, that is 
necessary to make measurable improvements to the system. Such a test, when determining the prop-
agation paths, should yield information about how the system is reacting to its test environment, 
including the test equipment. Unless the tests are being conducted in the environment for which the 
system was designed, it is imperative to determine that the test environment is not giving erroneous 
results (either better or worse). Without analyzing the test configuration, you should expect that the 
environment will affect the system stray light measurements. It is also incorrect to assume that the 
test environment can only add to the stray light background. It is sometimes assumed that if the sys-
tem passes the stray light tests in the lab it will only perform better in space or wherever its intended 
environment is. This is not necessarily true.

Now that several points have been made about the difficulty of making valid experimental tests, 
it must be stated that valid tests can and should be made. The measurement costs need not be pro-
hibitive. Even relatively large optical systems have been fabricated and then modestly redesigned. 
Changes to the system can be made until the desired information and stray radiation rejection is 
attained. In some cases it will be less expensive to test an existing system and modify it if necessary 
than to analyze the system with computer software.

The system-level test need not be extensive; it is not necessary to have an all-encompassing mea-
surement from on-axis to 90° off-axis. Indeed, few facilities are capable of making such tests when 
the attenuation gets even modestly high. An important point to recognize is that the most important 
paths to check are those at the nearer off-axis angles where the attenuation is not so high. These can 
usually be measured reliably.

At small off-axis angles the stray light noise is more often much higher than the detector back-
ground noise, while at the higher off-axis angles the stray light noise is well below the electronic/
detector noise. From a performance point of view, at the higher off-axis angles there is usually 
only one additional scattering object (scatter from the main baffle) before these same near off-axis 
angle paths are encountered or are reinvolved. The validation of the analysis will only be suscep-
tible to the scatter from this one object that can’t be fully tested at the system level, but most of the 
scatter paths, and usually all the most important ones, will have been validated by the near off-axis 
measurements.

This one additional surface scatter most often (especially on space-based sensors) involves the 
vanes on the main baffle that shields the primary objective. It will normally reduce the optical noise 
incident upon it by four to five orders of magnitude. That’s why the optical noise goes dramatically 
below the electronic noise. Its most important role is to occult the direct illumination of the objec-
tive which is usually part of the most significant direct scatter path. The performance of this baffle 
and its vane structure could be analyzed separately and then measured independently to confirm 
that it too will perform as predicted.

NOTE: Contrary to some published papers you cannot, in general, multiply the stray light 
transmittance of two parts of a sensor and determine the system’s overall performance. Although 
the main baffle system can be analyzed (or measured) independently from the rest of the system, 
it is not correct to take its performance and multiply it times the stray light performance of the 
rest of the system. The stray light propagation paths are far more important than the magnitudes 
of the two parts. In the above analysis where it was proposed that the main baffle could be mea-
sured independently it was to confirm its performance alone. A full-system stray light analysis was 
assumed.
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CONTROL OF STRAY LIGHT  7.29

Computer Analysis

As with the experimental tests, computerized analyses are also subject to errors. The three most sig-
nificant ones are software limitations, scatter data of samples (not the real system), and user error. 
No software is capable of putting in every detail of a complex design, yet the computer model must 
faithfully represent the actual performance of the system. On the other hand, the software can put 
in “parts” with far greater mathematical precision than these parts can actually be assembled. Unless 
special studies are made the analyst does not usually account for assembly errors that might affect the 
actual system. The scatter characteristics of the surfaces, usually defined in terms of the bi-directional 
reflectance distribution function (BRDF), are usually measured on sample substrates, and controls 
must be exercised to ensure that the samples tested represent the sensor’s actual coatings, and that 
they do not change with time. The stray light analysis programs are also subject to errors in deter-
mining the significant paths. The experimental test is for the actual design, with real coatings, and 
will include any extraneous unintentional paths due to misalignment or other causes.

On the positive side, a software program can point out many flaws in the system that contribute 
stray radiation by considering the input BRDF characteristics of the coatings. A program can also do 
trade-off studies, parametric analysis, and in many other ways aid in the study of alternate designs. 
The analysis of the paths of scatter will suggest meaningful modifications and help to discard 
impossible designs. These analyses allow designers to test designs and make modifications before the 
design goes into production. This is very useful, since rejecting a sensor design is much easier when 
it is on paper than after it has already been built. It is usually much more cost-efficient than cutting 
new hardware, redesigning the system, or making fixes on the built system.

If you are in a field related to the optical design of a sensor, be it at the design level or the system 
level, you know that it would be preposterous to perform the optical design analysis and then put 
the system together without testing it for its image quality. Yet that is how far the pendulum has 
swung in favor of performing a stray light analysis over making a system-level stray light test. It 
reflects a major change in attitude since the early 1970s. It has been stated by stray light analysts that 
the reliability of a stray light analysis is now much higher than experimental test results, so some 
people avoid the latter. While there is a degree of truth in this statement, it is wrong to omit the stray 
light test at the system level.

The advantages and disadvantages of the two methods are summarized in Fig. 36. The disadvan-
tages of the build-and-test approach are the strengths of the analysis method, whereas the strengths of 
the build-and-test approach cover the weaknesses of an analysis. Taken together these two methods 
give the greatest amount of reliable information which you can use to create the optimal system and 
have confidence in its performance. Jointly, they indicate the reliability of the analysis and test results.

FIGURE 36 Build-and-test and analysis methods complement each other.
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7.6 CONCLUSION

In summary, the issues involved in designing a system with stray light suppression in mind are

 I. System design concepts
  A. Critical objects seen by the detector
  B. Illuminated objects
  C. Lyot stops
  D. Field stops
  E. Optical designs

 II. Baffle and vane design
  A. Diffuse and specular vane cavities
  B. Vane edge scatter

 III. Diffraction

 IV. Strut design

 V. Scattering theory

 VI. BRDF data
  A. Log BRDF versus q
  B. Log BRDF versus log (b – bo)
  C. Polar plots
  D. Isometric projections (3-D characteristics)

 VII. Coatings
  A. Paints and anodized surfaces
  B. AR coatings and other thin films
  C. Mirror coatings

 VIII. Thermal emission

 IX. Ghost images

 X. Software

 XI. Detection, prevention, and removal of contamination

A step by step procedure that can help you to improve your system is:

 I.  Start from the detector and identify what objects, called “critical objects,” can be seen 
from various positions on the detector. Be sure to include a point near the edge of the 
detector.

 II.  Work to remove the number of critical objects that the detector can see.

 III.  Determine what objects the source of unwanted radiation can see, called the “illuminated 
objects.”

 IV. If possible, reduce the number of illuminated objects seen.

 V.  If there are illuminated objects that are also critical objects, work very hard on these 
paths. Orders of magnitude in improvement will be your reward.

 VI.  If task V is not possible, then the computations are quite easy.
  A. Calculate the power incident on the illuminated/critical objects.
  B.  Use Eq. (1) to calculate the transfer of power from the critical objects to the detector. 

Remember to properly account for the input and output angles when calculating the 
BRDF. Do not use a straight lambertian scatter distribution; there is no such distribution 
in reality.

 VII. Find all the paths connecting the illuminated objects to the critical objects.

 VIII.  Evaluate the corresponding input and output angles at the illuminated and critical objects.
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CONTROL OF STRAY LIGHT  7.31

 IX.  Determine if vane structure will help, or if some other redesign will effectively block 
these paths.

 X. For the calculated input and output angles, evaluate which coating would be lowest.

 XI.  Perform the stray light calculation using Eq. (1) in an iterative fashion. This should 
determine the most significant stray light path and quantify the amount of stray light on 
the detector

 XII. Perform the above tasks for a series of off-axis positions of the point source.
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THERMAL COMPENSATION 
TECHNIQUES

Philip J. Rogers and Michael Roberts
Pilkington Optronics
Wales, United Kingdom

8.1 GLOSSARY

 c surface curvature of an optical element

 D diameter

 FN F-number or focal ratio

 f paraxial focal length

 G thermo-optical constant (normalized thermal change of OPD)

 h (subscript) signifi es “pertaining to the optic housing”

 i (subscript) number of a specifi c optical element

 j signifi es a number of optical elements

 K Kelvin

 k thermal conductivity

 n refractive index

 OPD optical path difference

 T temperature

 t thickness

 V Abbe number of a refracting optical material

 v spatial frequency

 a linear coeffi cient of thermal expansion

 g thermal glass constant (normalized thermal change of optical power)

 Δ small, fi nite change

 l wavelength

 d infi nitely small change of a parameter

 f optical power (reciprocal of focal length)

8.1

8
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8.2  DESIGN

8.2 INTRODUCTION

In the following, the thermal effects for which compensation is required are taken to be those 
that affect the focus and image scale of an optical system. Methods for quantifying and offsetting 
these effects were described some time ago,1 similar information being provided by several other 
authorities.2,3,4 The thermal compensation techniques described in this chapter, with the exception 
of intrinsic athermalization, involve either mechanical movement of one or more parts of the opti-
cal system, or compensation achieved solely by choice of optical materials. Except in Sec. 8.5 titled 
“Effect of Thermal Gradients,” a homogeneous temperature change of all parts of the optical system 
is assumed.

Most optical materials undergo a change of refractive index n with temperature T, conveniently 
quoted as a rate of change d n/d T. The usual values of n and d n/d T given for a material (and 
assumed in this chapter unless stated otherwise) are those relative to the surrounding air rather 
than the absolute values with respect to vacuum. Air has a d n/d T of −1 × 10−6 at T = 288 K and 
1 atmosphere air pressure for wavelengths between 0.25 and 20 μm:5 allowance for this must be 
made when a lens operates in vacuum or in an enclosed space where the number of air molecules 
per unit volume does not change with temperature. The absolute d n/d T of an optical material can 
be found from

 δ
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δ
δ

δ
δ
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n

n

T
n

n
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where the value of nair is approximately 1.0.

8.3 HOMOGENEOUS THERMAL EFFECTS

Thermal Focus Shift of a Simple Lens

The rate of change of the power f (reciprocal of the focal length f) of an optical element with tem-
perature T can be obtained by differentiating the thin lens power equation f = c(n − 1), where c is 
the total surface curvature of the element. For a linear thermal expansion coefficient a of the mate-
rial from which the element is formed this gives
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T T
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1
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The material-dependent factor inside the parenthesis in Eqs. (2) and (3) is known as the thermal 
“glass” constant (g ) and represents the thermal power change due to an optical material normal-
ized to unit f and unit change of T. Tables 1 to 3 give g values for a selected number of visual and 
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THERMAL COMPENSATION TECHNIQUES  8.3

infrared materials along with the relevant V value (Abbe number) and other data. The much 
higher level of g for infrared as opposed to glass optical materials indicates that thermal defocus 
(focus shift) is generally a much more serious problem in the infrared wavebands. The actual value 
of g varies with both wavelength and temperature due to variations in the value of dn/dT and a. In 
general, this is unlikely to cause major problems unless a wide wavelength or temperature range is 

TABLE 1 Optical and Thermal Data for a Number of Visual Waveband Materials

Schott Optical Refractive Abbe Thermal Glass Thermo-Optical Thermal
Glass Plastic  Index, Number, Constant, Constant, Conductivity,
  Type  ne

∗ Ve
† g (×106)‡ G(×106)‡ k(W · m−1 · K−1)

 FK52 1.487 81.4 −27 +1 0.9
 FK5 1.489 70.2 −11 +4 0.9
 BK7 1.519 64.0 −1 +7 1.1
 PSK53A 1.622 63.2 −13 +4 —
 SK5 1.591 61.0 +1 +7 1.0
 BaLKN3 1.521 60.0 −3 +7 1.0
 BaK2 1.542 59.4 −5 +6 —
 SK4 1.615 58.4 −2 +7 0.9
 LaK9 1.694 54.5 −1 +8 0.9
 KzFSN4 1.617 44.1 +4 +8 0.8
 LF5 1.585 40.6 −6 +7 0.9
 BaSF51 1.728 37.9 +8 +14 0.7
 LaFN7 1.755 34.7 +6 +12 0.8
 SF5  1.678 32.0 0 +11 —
 SFN64 1.711 30.1 −4 +9 —
 SF6  1.813 25.2 +6 +18 0.7
Acrylic§ 1.497 57 −279 −71 0.2
Polycarbonate§ 1.590 30 −247 −68 0.2

∗At l = 546 nm.
†Defined as (n546 −1)/(n480 − n644).
‡At l = 546 nm and T = 20C.
§Values (except conductivity) from Waxier et al. Appl. Opt. 18:102 (1979).

TABLE 2 Optical and Thermal Data for Selected 3- to 5-μm Waveband Infrared Materials

     Thermal
 Optical  Refractive  Abbe Number,  Thermal “Glass”  Thermo-Optical  Conductivity,
 Material Index, n4m V3–5m Constant, g Constant, G k(W · m−1 · K−1)

Silicon 3.43 2.4 × 102 +6.3 × 10−5 +1.7 × 10−4 1.5 × 102

KRS5∗ 2.38 2.3 × 102 −2.3 × 10−4 −1.5 × 10−4 5.0 × 10−1

AMTIR1† 2.51 1.9 × 102 +3.9 × 10−5 +9.5 × 10−5 3.0 × 10−1

Zinc selenide 2.43 1.8 × 102 +3.6 × 10−5 +7.3 × 10−5 1.8 × 101

Arsenic trisulfide 2.41 1.6 × 102 −1.9 × 10−5 +3.4 × 10−5 1.7 × 10−1

Zinc sulfide 2.25 1.1 × 102 +2.6 × 10−5 +5.2 × 10−5 1.7 × 101

Germanium 4.02 1.0 × 102 +1.3 × 10− 4 +4.2 × 10−4 5.9 × 101

Calcium fluoride 1.41 2.2 × 101 −5.1 × 10−5 −1 × 10−6 9
Magnesium oxide 1.67 1.2 × 101 +1.9 × 10−5 +2.6 × 10−5 4.4 × 101

∗Thallium bromo-iodide.
†Ge/As/Se chalcogenide from Amorphous Materials Inc.
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8.4  DESIGN

being considered.6 Thermal defocus results not only from a change of optical power but also from 
the thermal expansion coefficient ah of the housing. Equation (3) can be modified to allow for the 
effect of the latter:

Single thin lens: Δ Δf f Th= − +( )γ α  (4)

j thin lenses in contact: Δ = − +
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
Δ

−
∑f f f Ti i h
i

j

( )γ φ α
1

 (5)

Thermal Defocus of a Compound Optical Construction

Consider a homogeneous temperature change in an optical system that comprises two thin-lens 
groups separated from each other, the normalized thermal power change being the same in each 
lens group. Taking the thermal defocus calculated from Eq. (4) as unity, then that due to a com-
pound optic comprising two separated components and of the same overall power can be estimated 
from Fig. 1.7 The latter shows scaling of thermal defocus with respect to a simple thin lens, relative 
to front lens/image plane distance (overall length) for three different positions of the second lens 
group. The graph is divided into three basic lens constructions distinguished from each other by 
overall optical length and/or the sign of the power of the front lens group.

Figure 1 assumes germanium optics in an aluminum housing but change of either material, 
while altering values slightly, has no effect on the following two conclusions:

1. Telephoto/inverted telephoto constructions always give more (and Petzval lenses always give less) 
thermal defocus than an equivalent simple lens.

2. Thermal defocus reduces as the second lens group is moved toward the image plane, irrespective 
of lens construction: the efficacy of this procedure is limited, however, by the increased imbal-
ance of optical powers between the groups.

The thermal defocus scaling technique could be extended to cover an optic comprising more 
than two lens groups. This extension has been carried out for the Cooke triplet construction8 and 
for a series of separated thin lenses,6 although only for the case of a zero-expansion housing.

TABLE 3 Optical and Thermal Data for Selected 8- to 12-μm Waveband Infrared Materials

  Abbe   Thermal
Optical  Refractive  Number, Thermal “Glass” Thermo-Optical Conductivity,
Material Index, n10m V8−12m Constant, g Constant, G k(W · m−1 · K−1)

Germanium 4.00 8.6 × 102 +1.2 × 10−4 +4.1 × 10−4 5.9 × 101

Cesium iodide 1.74 2.3 × 102 −1.7 × 10−4 −5.3 × 10−5 1
Cadmium telluride 2.68 1.7 × 102 +5.3 × 10−5 +1.1 × 10−4 6
KRS5 2.37 1.7 × 102 −2.3 × 10−4 −1.6 × 10−4 5.0 × 10−1

AMTIR1 2.50 1.1 × 102 +3.6 × 10−5 +9.0 × 10−5 3.0 × 10−1

Gallium arsenide 3.28 1.1 × 102 +7.6 × 10−5 +2.0 × 10−4 4.8 × 101

Zinc selenide 2.41 5.8 × 101 +3.6 × 10−5 +7.2 × 10−5 1.8 × 101

Zinc sulfide 2.20 2.3 × 101 +2.6 × 10−5 +5.0 × 10−5 1.7 × 101

Sodium chloride 1.49 1.9 × 101 −9.5 × 10−5 −3 × 10−6 6
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THERMAL COMPENSATION TECHNIQUES  8.5

8.4 TOLERABLE HOMOGENEOUS TEMPERATURE 
CHANGE (NO COMPENSATION)

Diffraction-Limited Optic

Equation (5) can be used to establish the temperature change ΔT that will result in a quarter-wave 
of longitudinal thermal defocus, a reasonable limit for a simple optic that is nominally diffraction-
limited. Given an optic of diameter D and focal ratio FN imaging at a mean wavelength of l:

Diffraction-based depth of focus: Δ = ±f 2 2λ( )FN  (6)

Combining Eqs. (5) and (6): Δ = ±
+∑

⎡
⎣⎢

⎤
⎦⎥=

T

D f i i h
i

j

2

1

λ

γ φ α

( )

( )

FN
 (7)

Figure 2 gives ΔT against D results for a simple 8- to 12-μm bandwidth germanium optic in an 
aluminum housing:9 the curves illustrate the small temperature change that can be tolerated in ger-
manium optics before focus compensation is required. Partial avoidance of this particular problem 
may be achieved by the replacement of germanium by other infrared optical materials having lower 
values of g : this may also be desirable to reduce high-temperature absorption but generally leads to 
much greater optical complexity.
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FIGURE 1 Effect of compound lens construction on thermal defocus. (From Rogers.7)
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8.6  DESIGN

Nondiffraction-Limited Optic

The depth of focus of an optic having a nominal performance far from the diffraction limit is a 
function of the residual aberration level and balance in the optic as well as its first-order parameters. 
An estimate related to a cutoff spatial frequency v that gives a reasonable approximation in many 
cases can be obtained10 from

Approximate depth of focus: Δ = ±f
v

( )FN  (8)

Combining Eqs. (5) and (8): Δ = ± +
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪

−

=
∑T Dv f i i h
i

j

( )γ φ α
1

1

 

(9)

Notice that, given the approximation of this method, the value of v can be determined by extend-
ing a straight line MTF from 1.0 response at zero spatial frequency, through the MTF point of inter-
est, to the intersection of the line with the spatial frequency axis.

8.5 EFFECT OF THERMAL GRADIENTS

The previous sections assume a homogeneous temperature change in all parts of the optical system: 
in situations where steady-state or transient temperature gradients exist, further consideration is 
required.1

Allowance for the effect of steady-state longitudinal gradients can be made by applying a 
different value of T to each lens group and an average local temperature to each portion of the 
housing that separates two adjacent lens groups. Transient longitudinal gradients are a more 
difficult problem and, if severe, may require individual athermalization of each lens group in its 
own housing domain.

Steady-state or transient radial thermal gradients cause at least a shift of focus position, with the 
possible addition of a change of aberration correction. A localized radial temperature difference of 

1

250200150

Lens diameter (mm)

100500

1

3ΔT
 (

K
)

10

25

2

4

FN

FIGURE 2 Tolerable temperature change for a simple 
germanium infrared lens. (From Rogers.9)
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THERMAL COMPENSATION TECHNIQUES  8.7

ΔT through the thickness t of a plane-parallel plate will cause a deviation of a ray of light11 that can 
be quantified as an optical path difference (OPD):

 OPD /= − + Δt n n T T[ ( ) ]α δ δ1  (10)

The expression in the square bracket is often referred to as the thermo-optical constant G and is 
an approximate measure of the sensitivity of an optical material to radial gradients. More thorough 
analysis of the effects produced by radial thermal gradients includes computation of thermally 
induced stress and consequent anisotropic change of refractive index: in some cases, this may be a 
significant factor in image degradation.12–14

Tables 1 to 3 give values of G for the selected optical materials. Also tabulated is the thermal con-
ductivity k, as in many cases G/k is a more appropriate measure of sensitivity given the greater abil-
ity of high-conductivity materials to achieve thermal equilibrium.

8.6 INTRINSIC ATHERMALIZATION

The need for athermalization can be avoided or minimized for some applications by employing 
optical power and mounting techniques that are inherently insensitive to temperature change. A 
concave spherical mirror fabricated from the same material that separates the mirror from its focal 
plane (e.g., an aluminum mirror in an aluminum housing) is in effect “self-athermalized” for a 
homogeneous distribution of temperature. The optical performance of a single spherical mirror 
is limited, but the above principle applies for more complex all-reflective optical constructions 
employing conic or other aspheric surface forms. A glass spherical mirror, although not thermally 
matched to an aluminum mounting, may be used as part of a self-athermalized catadioptric afocal 
in the infrared, a germanium Mangin being used in this case as a secondary mirror lens.15 The high 
thermal power change of the negatively powered lens in the germanium Mangin, used in double-
pass, compensates for the thermal defocus due to the glass primary, the housing, and the remaining 
germanium optics in the afocal—Fig. 3.16

Germanium Mangin
secondary mirror

Glass primary mirror

Exit
pupil

FIGURE 3 High magnification self-athermalized catadioptric afocal. (From 
Norrie.16)
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8.8  DESIGN

An alternative approach to the above is to use glass-ceramic mirrors within a nickel-iron alloy 
housing, since they can have thermal expansion coefficients approaching zero. A major advantage of 
this approach is its insensitivity to thermal gradients.

8.7 MECHANICAL ATHERMALIZATION

General

Mechanical athermalization essentially involves some agency moving one or more lens elements by 
an amount that compensates for thermal defocus—a simple manual option being to use an existing 
focus mechanism. Automatic methods are, however, preferable in many cases and can be divided 
into passive or active. Passive athermalization employs an agency, often involving materials (includ-
ing liquids) with abnormal thermal expansion coefficients, to maintain focus without any powered 
drive mechanism being required. Automatic active athermalization involves the computation of 
focus compensation algorithms that are stored (usually electronically) and implemented by a pow-
ered device such as an electric motor. The following sections refer to a number of passive and active 
athermalization methods, although the list is by no means exhaustive.

Passive Mechanical Athermalization

The principal advantages of passive thermal compensation methods are their relative simplicity and 
potential reliability. Disadvantages are their inadequate response to transient temperature gradients 
and, generally, lack of adjustment to allow for errors or unforeseen circumstances. Passive methods 
are ideal in glass optics17 where thermal effects are low, although here it is not too difficult to achieve 
optical athermalization (see later under “Optical Athermalization”) except where very low secondary 
spectrum is required. In the infrared wavebands, where thermal effects are much greater due to the 
nature of the optical materials, it is difficult to achieve simple passive mechanical athermalization 
due to the large refocusing movement required, typically 1.5 × 10−4 per unit focal length per Kelvin 
for an aluminum-housed germanium optic. An exception to the above is the combination of silicon 
and germanium in 3- to 5-μm optics, where thermal defocus results largely from the expansion of 
the housing. In this case, use of more than one nonmetallic housing material can result in an ather-
malized optic, even one having two fields of view18—Fig. 4.

For infrared cases other than the above, the options are either to provide a mechanism that mod-
ifies mechanical expansion effects or to reduce the required refocusing movement by optical means. 

Composite

Plastic

Plastic

Plastic

FIGURE 4 Part composite/part plastic mounting structure used for athermalization of a 3- to 
5-μm IR optic. (From Garcia-Nuñez and Michika.18)
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THERMAL COMPENSATION TECHNIQUES  8.9

Examples of the former include19 a series of linked rods of alternatively high and low expansion 
coefficient—Fig. 5—and a hydraulic method where the fluid contained in a large-volume reservoir 
expands into a small-bore cylinder—Fig. 6.

An interesting alternative employs shape-memory metal20 to provide a large movement over a 
relatively small temperature range.19 Another alternative is to employ a geodetic arrangement: in this 
method19 an athermalizing adjustment of, for example, the separation between primary and second-
ary mirrors in a catadioptric, is produced by differing expansion coefficients of the primary mirror 

A

Athermalizing element
carriage attached directly

to differential rod at A

Two outer rods
attached to main
support structure

at this point

FIGURE 5 Passive mechanical thermal compensation 
using differential expansion rods. (From Povey.19)

Optical axis

Extra ports
as required

One or more
“thermal sensors”

High
expansion

fluid

Max conduction
via mounting

surface

Finned for fast response
via convection

FIGURE 6 Passive mechanical thermal compensation using high-expansion-fluid 
thermal sensors. (From Povey.19)
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8.10  DESIGN

mount and the secondary mirror struts—Fig. 7. Where none of the above methods are desirable, the 
option to reduce the necessary movement may be the only alternative. This may be achieved by an 
optical layout9 configured such that the required athermalizing movement is reduced typically by a 
factor of four, but at the expense of somewhat greater optical complexity—Fig. 8.

Δ

Δ  =  Movement of
         athermalizing
         lens group

Then Δ   =

Let ST = S at temp T
      HT  =  H at temp T etc.

Optical axis

One of three pairs
of struts equispaced

at 120°

aS

aH

S

A

H

S2
T – H 2

T – A

+

FIGURE 7 Geodetic support structure for positive or negative thermal compensation move-
ment. (From Povey.19)

23 μm/°C
–ΔT

Mechanical

Simple/OK materials
Large movement
(10 μm/°C whole lens)
Δf = 2.3 × 10–4 ΔTf

Improved mechanical

Small movement
OK materials
Δf = 0.4 × 10–4 ΔTf
Boresight?

2.4 μm/°C
–ΔT

FIGURE 8 Alternative optical configurations for mechanically athermalized forward 
looking infrared (FLIR) systems. (From Rogers.9)
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THERMAL COMPENSATION TECHNIQUES  8.11

Active Mechanical Athermalization

Active mechanical athermalization in its simplest form can be manual adjustment of a lens ele-
ment or group for refocusing. For more complex optics, such as multi-field-of-view, a procedure 
can be specified for manual (or motorized) adjustment of several lens elements to maintain focus 
over a range of magnifications and temperatures.21,22 Where automatic athermalization is required, 
a method can be employed that uses a combination of electronics and mechanics—Fig. 9. One or 
more temperature sensors located along the body of the optic feed their signals into an algorithm 
that calculates the required movement of a compensating lens and then initiates the motion. For 
simplicity, the compensating lens may be that which already provides close-distance focusing, thus 
requiring only an increase in the range of movement for athermalization. The location of sensors is 
especially important for infrared optics and should be dependent on the thermal sensitivity varia-
tions within the optical system.

Active electromechanical thermal compensation is particularly suitable where transient longitudinal 
temperature gradients are expected and for multi-field-of-view optics where thermal defocus is depen-
dent on field-of-view setting. The algorithm required for elimination of the effects of a combination of 
both of the above is complex, but compensation may be accomplished by a single mechanical motion.23

A single motion does not, however, guarantee athermalization of image scale, in which case 
more than one compensatory movement may be required. Two motion athermalization in a zoom 
or dual-field-of-view infrared telescope can take advantage of the existing mechanisms required for 
field-of-view change. Also, by utilizing internal lens elements, problems associated with hermetically 
sealing an external focusing lens element can be avoided.24–28 In order to maintain stability of aber-
ration correction in infrared zoom telescopes, particularly those having a large zoom range, three-
motion athermalization has been proposed.29,30

Active/Passive Athermalization

An improvement over simple manual active athermalization is to include partial passive athermaliza-
tion. This is best suited to systems that already contain axially moving lens components, for example, a 
dual-field-of-view infrared telescope31—Fig. 10.32 Here the majority of the athermalization is provided 

Thermal actuator

Temperature sensors

Corrective
refocusing
lens

Reducer

Motor

FIGURE 9 Active electromechanical athermalization— 
schematic.
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8.12  DESIGN

by a mechanically passive device that adjusts the position of the rear lens group in the objective. The 
residual focus error is then corrected by small manual adjustments to the magnification change ele-
ment. This technique can minimize the change of image scale and aberrations with temperature. A 
potential problem, however, is the subjective nature of best-focus determination.

Athermalization by Image Processing

Athermalization by image processing is suitable for some applications. A range of automatic focusing 
techniques exists but, while this approach has the advantage of not requiring temperature sensors, it 
does suffer the potential disadvantage of misinterpretation of image information.

8.8 OPTICAL ATHERMALIZATION

General

Athermalization of the focus position of an optical system by choice of refractive materials has been 
described extensively in the literature.33–42 The requirements of overall optical power, achromatism, 
and athermalism demand that three conditions be satisfied for j thin lens elements in contact:

Power: φ φi
i

j

=
=
∑

1

 (11a)

Zoom movement

(Passive—lens group adjustment)

(Active—end stop adjustment)

High
mag

Low
mag

FIGURE 10 Part active, part passive mechanical athermalization. 
(From Roberts.32)
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THERMAL COMPENSATION TECHNIQUES  8.13

Achromatism: 
φi

ii

j

V
=

=
∑ 0

1

 (11b)

Athermalism: ( )γ φ φαi i
i

j

h
=
∑ + =

1

0  (11c)

The presence of three conditions implies the need for three different materials in order to obtain 
an exact solution. It is possible, however, to find achromatic combinations of two materials that are 
also athermal, provided that a simple condition is satisfied:41

 
V Vh h1 1 2 2( ) ( )γ α γ α+ = +  (12)

Suitable combinations for thin-lens athermal achromats can be found by plotting a range of 
materials on a graph of g V against V, the slope of the line joining a chosen pair representing the 
required thermal expansion coefficient of the housing.6

A number of approximately athermal optical glass achromats exist of which those listed in 
Table 443—with the exception of the last entry—represent examples with low to moderate second-
ary spectrum over the visible to near infrared waveband. The data given for these achromats are 
lens element total curvatures for unity focal length; secondary spectrum (second-order color); 
thin-lens Petzval sum; and an approximate indication of mass, normalized to the lowest value. The 
pairing of radiation-stabilized versions of SK5 and SF5, both of which have a low value of g makes 
a good choice for athermalized space optics in a temperature-invariant mount.6

In the infrared wavebands the options are far more limited: at least one 3- to 5-μm waveband 
two-material athermal combination exists, namely, arsenic trisulfide and magnesium oxide, but 
there is currently no realistic pairing of materials in the 8- to 12-μm band.

Athermal Laser Beam Expanders

Many more two-material athermal combinations exist if the requirement for achromatism [Eq. (11b] 
is removed. This is the situation that occurs with a (preferably) galilean laser beam expander, although 
here the two lens materials are separated.44 From Eq. (4), making the thermal defocus Δf values equal 

TABLE 4 Unity Focal Length Athermal Two-Material Achromatic Combinations

 Material  Material Total  Secondary  Petzval  Normalized
 Type Combination Curvatures Spectrumt† Sum Mass

Optical glasses BaLKN3 + KzFSN4 +7.24/−4.49 3.6 × 10−4 0.77 2.1
 BaK2 + LaFN7 +4.43/−1.86 4.8 × 10−4 0.76 1.4
 FK5 + LF5 +4.85/−2.34 4.8 × 10−4 0.73 1.3
 PSK53A + SFN64 +3.06/−1.28 5.0 × 10−4 0.65 1.0
 BaLKN3 + BaSF51 +5.21/−2.35 5.2 × 10−4 0.79 1.5
Stabilized optical SK4 + KzFSN4 +7.30/−5.64 1.8 × 10−4 0.62 2.0‡

 glasses SK5 + SF5∗ +3.97/−1.99 10.6 × 10−4 0.67 1.0‡

3- to 5-μm Materials As2S3 + MgO +0.77/−0.12 8.6 × 10−4 0.40 0.8§

∗Thermally invariant housing, all others aluminum.
†Over wavebands of 480 to 644 nm, 546 to 852 nm, and 3 to 5 μm respectively.
‡Relative to SK5/SF5 solution.
§Relative to lowest value in Table 5.
Source: Rogers.43
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8.14  DESIGN

and opposite for the two lenses leads to a value for magnification at which two given materials in a 
specific housing material will provide an athermal beam expander (for a homogeneous temperature 
distribution):

 Magnification =
+
+

γ α
γ α

1

2

h

h

 (13)

Three-Material Athermal Solutions

Graphical methods have been described that allow investigation of preferred three-material ather-
malized achromatic solutions.41 An alternative method is the systematic evaluation of all possible 
combinations of three materials selected from a short list, each combination being allocated a risk 
factor dependent on material characteristics and solution sensitivity.9 The optical powers of the three 
in-contact thin-lens elements are determined by solving Eq. (11a to c) which give for a unity focal 
length:

 
a

V V V V

V V V V

b b
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−
= −2

2 1
2 3, φ φ  (14b)

 φ φ φ1 2 31= − +( )  (14c)

Tables 5 and 6 give a selection of lower-risk three-material solutions, in approximate order of 
increasing risk, for 3- to 5- and 8 to 12-μm infrared combinations, respectively. The data given are 
similar to those in Table 4, but the housing is assumed to be aluminum in all cases. Note that these 
tables are intended as a guide only and are based on currently available material data.

Athermalization of Separated Components

In many ways, thermal defocus and thermal change of focal length are analogous to longitudinal 
and lateral chromatic aberration, having the same first-order dependencies. For this reason it has 
been suggested that a thermal Abbe number, defined as g −1,3 be used to replace the chromatic 

TABLE 5 Unity Focal Length Athermal Three-Material Achromatic Combinations for the 
3- to 5-μm Waveband

Material Combination Total Curvatures Petzval Sum Normalized Mass

Si + Ge + ZnS +0.72/−0.36/+0.27 0.39 1.3
ZnSe + Ge + MgO +1.16/−0.21/−0.06 0.51 1.8
Si + Ge + KRS5 +0.69/−0.26/+0.08 0.34 1.0
[ZnS + MgO + Ge] +1.28/−0.17/−0.16 0.52 1.5
AMTIR1 + Ge + Si +0.56/−0.32/+0.46 0.42 1.4
Si + MgO + KRS5 +0.31/−0.08/+0.22 0.31 1.1
ZnSe + ZnS + Ge +1.80/−0.69/−0.23 0.50 2.8
Si + CaF2 + KRS5 +0.32/−0.25/+0.24 0.29 1.1

[ ] Low residual high-order chromatic aberration.
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THERMAL COMPENSATION TECHNIQUES  8.15

Abbe number (V value) in the usual chromatic aberration equations. Thermal expansion of the 
housing—obviously not present in chromatic calculations—does, however, complicate the situation 
a little.

In equations thus far, Δf has meant both thermal defocus and focal length change, as numerically 
these are the same for a thin lens. For separated components, rules similar to those for chromatic 
aberration apply, for example, two separated thin-lens groups—such as those described by Fig. 1—
must be individually athermalized if both types of thermal “aberration” are to be corrected simul-
taneously. More complex optics (for example, multistage) may have transfer of thermal aberration 
between constituent lens groups but may still be corrected simultaneously for thermal focus shift 
and focal length change as a whole. This procedure can, however, lead to one lens group requiring 
excessive optical powers in order to achieve full overall correction—transient longitudinal thermal 
gradients may also cause problems.

Use of Diffractive Optics in Optical Athermalization

The term “hybrid optic” is generally used to signify a combination of refractive and diffractive 
means in an optical element. The diffractive part of the hybrid is usually a transmission hologram 
which for high efficiency would be of surface relief form, the surface structure being machined or 
etched onto the refractive surface.45 The diffractive surface acts as a powered diffraction grating, 
producing large amounts of chromatic aberration which could be employed in an optic where a 
lightweight optically athermalized combination of two materials could be chosen without regard to 
achromatism: residual chromatic aberration could then be corrected by the hologram.46
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9.3

9

9.1 INTRODUCTION

The novel creations of optical designers have been limited by the fabricator’s ability to manufacture 
and measure the elements of the optical prescription. A solution to a design criteria often existed 
only on paper as the required elements were not physically realizable. Optics manufacturing tech-
nology innovations continually expand the possibilities for optical components. Increasingly, manu-
facturing is tethered to metrology. Creation of optics metrology instruments with accuracy equal 
to that of optics manufacturing equipment and vice versa has driven process development. It is this 
developmental symbiosis that has brought determinism to the art of precision optics manufactur-
ing. Metrology and machine innovations offer optics of higher quality and complexity in predict-
able timeframes. The requirement for skilled technicians is still vital in the manufacturing process; 
however, the skill set is increasingly one of craft in combination with science. Artisan opticians of 
yesteryear still provide value; however, the future of optics manufacturing is in the hands of the 21st 
century optics technicians. 

The methods described below are the most common for typical optical components used in 
industrial, aerospace, and defense applications. For the spherical lens section, a brief overview of the 
traditional process is described first and then the latest methods. The remaining sections will pro-
vide general overviews. The focus will be exclusively on brittle materials. For our purposes, brittle 
materials are defined as those where the removal process is achieved by applying mechanical forces 
that fracture the surface, releasing fragmented particles in a controlled manner. Much has been doc-
umented on fine finishing of brittle materials such as optical glasses, ceramics, and crystals. Works 
by Preston1, Silvernail2, Izumitani3, Buijs4, Bach5, Kaller6, Lambropoulos7, Golini8, Cook9, Jacobs10

and DeGroote11 have contributed greatly to the understanding of optics finishing processes.

9.2 MATERIAL FORMS OF SUPPLY

Optical glass is available in boule, slab, and gob forms. Boules are formed in special disposable 
pots that yield a batch or glass melt of a specific glass type, such as the borosilicate glass BK7, but 
whose detailed characteristics are unique to that batch. Slab is yielded from a continuous flow process. 
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9.4  FABRICATION

Materials are homogeneously mixed and heated, and a continuous ribbon of glass is produced. These 
ribbons are cut into slabs that are generally 250 mm wide, 25 mm thick, and 350 mm long, although 
sizes vary significantly based on supplier and material. Gobs are also yielded from a continuous flow 
process; however, the molten glass flows through an orifice and is sliced like cookie dough at a pre-
determined frequency that ensures the desired volume for the application. Gobs are almost always 
made to customer specifications for glass type and volume. They are used as the preblank to produce 
near net shape molded blanks for high-volume lens systems. Many glass suppliers also provide pol-
ished preforms, usually balls. These are used for glass molding finished optics components.

Manufacturers will order the form that best suits their purpose. The closer to final form the 
material, the less waste and time consumed in bulk removal operations. When rough shaping mate-
rial blanks from boule or slab forms, most manufactures use diamond impregnated saw blades and 
core drills to yield a part appropriate to yield the finished optic, generally called disks. Typically 
blanks or disks are several millimeters oversized from the final part’s critical dimensions.

9.3 BASIC STEPS IN SPHERICAL 
OPTICS FABRICATION

Generating

This is a bulk material removal operation that starts with a near net shape molded blank or a disk.

Generating—Traditional The removal is accomplished through the application of diamonds 
embedded in a matrix on the cutting surface of a cup-shaped ring tool. The material is ground away 
as the diamonds create cracks in the surface, sweeping away glass particles where the fractures intersect.12

The machine accuracy is generally akin to manually set, mechanically based control production 
equipment used in the machine tool industry. The operator continually monitors results and modi-
fies machine settings as the cupped ring tools wear. Machine precision is adequate to control thick-
nesses to +/– 0.025 mm and radius to +/– 0.010-mm sagittal height, but the machine is only capable 
of coarse removal. Subsequent lapping operations are required in order to reduce subsurface dam-
age13 to a level where polishing is possible. 

Generating—Modern The advent of deterministic microgrinding processes spearheaded by the 
work at the University of Rochester’s Center for Optics Manufacturing14 in the 1990s shifted the 
paradigm for finishing expectations from the generating operation. As a result, machines used in 
the generating operation have evolved to precision machine tool status. Generators manufactured 
by mainstream optics manufacturing equipment providers such as OptiPro,15 Satisloh,16 Schneider17

and others, have created grinding solutions that enable the generating operation to predictably 
yield surfaces that are ready for polishing operations. This modern equipment makes use of CNC 
(computer numeric control) systems, robust motion and motion control systems such as precision 
linear ball slides, advanced machine base materials, structure design, and improved positioning 
feedback through optical encoders and other submicron feedback systems. Additionally, most of 
the machine builders provide in situ metrology options that enable operator assisted or completely 
automated parameter adjustment optimization. This is an important feature as the tool consumes 
itself during the process. 

Complimenting the advent of advanced generating machine tools for optics generating has been 
the increased understanding of fixed abrasive grinding mechanisms. Deterministic microgrinding 
is typically preferred to loose abrasive lapping when fabricators have a choice. The residual damage 
from microgrinding can be estimated based on glass properties.18 This aids in determining prepol-
ish finish requirements so the overall process time for the optics can be optimized. Even with recent 
advancements in understanding the microgrinding process, the industry is far from offering a direc-
tory of ring tools optimized for the array of optical materials. Therefore the industry continues to 
rely heavily on empirical results to determine optimal setups. 
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OPTICAL FABRICATION  9.5

Lapping

This process reduces subsurface damage left from generating to a manageable level in preparation 
for polishing.

Lapping—Traditional Lapping is the application of loose abrasive particles applied as slurry 
and pressed into the work surface by nominally constant applied pressure.19 The process typically 
consists of applying the abrasive slurry between a cast-iron-rotating lapping tool and the optic. 
Both surfaces abrade away as they remain in random dynamic contact. The fabricator controls the 
material removal so the operation yields the desired surface radius and smoothness. The abrasive 
material, often aluminum oxide, is typically between 30- and 5-μm particle size. The operator steps 
through particle sizes, using progressively smaller abrasives. Removal amounts account for the sub-
surface damage from the prior generating or lapping operation, ideally completely removing it.

Lapping—Modern The use of diamond particles embedded in a resin or metal matrix have been 
popular for some time. Initially, these matrices were fabricated in pellets, fastened as desired on 
metal backing plates, and used as laps. Abrasive work is done by the diamonds and coolant serves as 
lubricant and carries the glass particulate away. Unlike loose abrasive lapping, the slurry is not the 
abrasive. Diamond tool manufactures also make diamond-sheet material for ready application to 
tools, and more recent products such as resin-bonded sheet materials from abrasive manufacturers 
such as 3M20 can be used the same way.

Polishing

Polishing converts the finely fractured surface from the lapping or deterministic grinding opera-
tion [typical roughness of about 1-μm rms (root mean square)] into a specular surface of a surface 
roughness typically 1 to 3 nm rms. Polishing is a chemical-mechanical process. Water attacks the 
surface creating a chemically softened layer, and then the mechanical action of the abrasive in the 
polishing slurry, usually ceria based for optical glasses, removes the chemically softened outer layer 
of glass.3

Polishing—Traditional The polishing process is expected to remove the damage left from preced-
ing operations, typically 5 to 20 μm of material. The intimate contact between the polishing tool 
and the optic, working with the slurry, slowly enhances the surface finish. The process is feedback 
based, and the fabricator works the part for a while and checks the outcome. Reacting to the results, 
the experienced fabricator controls various parameters to yield the desired form and finish of the 
polished surface. 

The most basic polishing tool is a pitch polisher. Optical polishing pitch is a viscoelastic material. 
To form a pitch polisher, a metal tool of proper radius is coated with a 4 to 5-mm layer of polishing 
pitch. The pitch is warmed and formed to the optic. Once cool the brittle pitch will be cut to allow 
irrigation grooves for slurry access. When performed by artisans, pitch polishing can yield form 
errors equal to fractional wavelength of visible light routinely. Less capable fabricators may be lim-
ited to commercial quality, multiple wavelength form error outcomes. 

By the 1980s, high-speed polishing had become very popular. One of the key innovations was 
the use of polyurethane polishing pads as a replacement for pitch. Polyurethane pads are a visco-
elastic thermoplastic material with a higher viscosity than pitch. Polyurethane remains a polishing 
material staple and is the polishing material of choice for the fast removal seen in high-volume 
optics manufacturing. 

Polishing—Modern Advances in deterministic polishing are dramatically changing the demands 
placed on optics manufacturers. Deterministic polishing is a feed-forward process, where the 
outcome is reasonably certain. Industry leaders in deterministic polishing development are QED/
Schneider consisting of Magnetorheological Finishing (MRF)21 and Zeeko/SATISLOH22 who promote 
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9.6  FABRICATION

a precessions polishing and air bladder solution. Each has created opportunities for manufacturers 
to produce optics at more predictable cost. Their application of CNC machining systems to the pol-
ishing process is revolutionizing the precision optics industry.23

All these new solutions rely on subaperture small “pad” polishing with a known removal rate, 
where the “pad” may be in the form of variable stiffness polishing fluid or compliant tool made from 
a variety of materials and consistencies. Originally used to finish large astronomical telescope optics, 
small pad methods have advanced in recent years to scale cost and size down so these technologies 
are available to the broader population of precision optics manufactures.

Deterministic subaperture polishing solutions combine a tool’s known removal rate with an 
error map of the optic to produce a removal schedule. This feed-forward process relies completely 
on the accuracy of actual surface form information. In most cases this information is acquired from 
a variety of instruments such as coordinate measurement machines (CMM) or surface profilometers 
like the Taylor-Hobson Form TalySurf.24 These instruments themselves or the software of the pol-
ishing tool convert points of data into an error map for a continuous surface. The removal profile 
dictates the dwell time for the small aperture polishing pad, and in general form error decreases by 
a factor of five per iteration. For example, if the form error is 1 wave, it is reasonable to expect that 
after a deterministic polishing iteration the form error will be ~1/5 wave, and after another iteration 
would be ~1/25 wave.

Newer technology that is also under development at a number of equipment manufacturers 
including QED and ZEEKO25 incorporates fluid jet technology. Surfaces are corrected by direct-
ing a jet of abrasive/fluid mixture at a surface, the flow generates sufficient surface shear stress that 
chemical-mechanical polishing occurs.26,27 The jet-polishing technology is especially promising for 
difficult to reach areas seen in asphere and conformal optical surfacing. 

Edging

Most applications of lenses require mounting into a lens housing. Lens system performance is maxi-
mized when the centers of curvature reside on the cylindrical axis of the housing. The edging opera-
tion simultaneously creates a precise (+/− 0.025 mm or less) diameter for mounting and aligns the 
centers of curvature on the mechanical centerline of the lens.

Edging—Traditional 28 Earlier pitch-based methods consisted of using a precision spindle where 
a brass cup was trued using a cutting tool. This was basically a lathe-type operation and required a 
skilled combination of heat, pitch, spindle velocity, timing, and consistent axial force applied by a 
skilled artisan in order to set the lens in a “trued” position. Once the lens was blocked, a diamond 
wheel ground the diameter to final dimension. Lenses are typically brought to final polished state 
with the diameter of the lens 1- to 3-mm oversized.

This pitch method was almost entirely replaced with mechanical bell-clamping edging machines. 
Bell clamping employs two opposed coaxial synchronized precision spindles and is a pitch-free pro-
cess. Each spindle is affixed with a precision cup of the appropriate size to capture the lens and allow 
auto alignment by virtue of the mechanical forces on the variably sloped surfaces. Once the lens is 
“clamped” into true position, an operator mechanically defines and initiates an automated grinding 
sequence. 

Edging—Modern In recent years, the use of CNC edging equipment is enabling a single setup for 
multiple grinding operations. For example, it is fairly routine to process the diameter, sagitta with 
a step, bevel and a fiduciary flat, all in one operation. The CNC controller interface shows a series 
of cross-sections, and the operator fills in inputs for what is the starting point and what features 
are needed in the end. Simultaneous creation enssures the features will all run true relative to one 
another. In addition to facilitating grinding of more complex features, optional features such as 
micropositioning air blasts for automated alignment optimization and measurement enable preci-
sion placement of the optic. Lenses are still mechanically bell clamped.
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OPTICAL FABRICATION  9.7

9.4 PLANO OPTICS FABRICATION

A plano surface has a radius equal to infinity. Typically plano form specification does not differ-
entiate between spherical power and irregularity, specifying lump sum reflected errors as flatness. 
Therefore, maintaining perfect flatness is critical during plano surface finishing. The process steps 
for plano surfaces are exactly the same as for spheres. Planos have the advantage of fixed radius, so 
often, companies, departments within companies, personnel and equipment will be plano specific. 
This specificity allows economies of scale and development of plano-specific solutions. An example 
of this are continuous polishers (CPs), in which a large (40–60 inches in diameter) annular lap is 
“conditioned” to maintain lap flatness independent of the workpiece size. The lap is forced by a large 
glass (or similar material) “conditioner” to stay flat. This persuasion by the conditioner imprints 
onto the work piece and maintains flatness as a result. 

Double-sided CPs polish both sides of a window simultaneously. Much of the recent technology 
used in the precision plano window manufacturing has been taken from semiconductor industry’s 
work-optimizing silicon wafer processes.

9.5 ASPHERE OPTICS FABRICATION

Aspheric lenses contain at least one optically active surface of nonconstant curvature. This is the 
primary differentiator from a spherical lens. Rotationally symmetric aspheric lenses are solids of 
revolution, where a general equation describes the cross section to be revolved (Fig. 1). Lenses of 
this style are capable of higher aberration order correction than spherical lenses. While the forms 
and their promise have been known to optical designers for centuries, for most of that time only the 
mildest forms have been physically realizable. The methods, machinery, and metrology are specific 
to asphere manufacturing.14

FIGURE 1 Sample general asphere form. (Brandon Light, Optimax Systems, Inc.)
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aspheric trace
around the
aspheric axis

Aspheric profile

Spherical backside

Vertex

Once rotated around the axis of
revolution, the aspheric solid is formed.
This rotation transforms a two-dimensional
aspheric trace into a three-dimensional
aspheric lens. The 2D trace is generated via
the general aspheric equation.

Aspheric axis
also the axis
of rotation

z
z

y
x x

2D trace
transforms
to 3D solid

x2 + y2( )

z =
cr2

1 + 1 – (k + 1)c2r2
+

i=1

n
air

i∑

where, in a cartesian sense,
z = height of aspheric surface relative to vertex
r = radial distance from aspheric axis

1
vertex radius

c =

k = conic constant
ai = aspheric coefficient of ith order
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9.8  FABRICATION

Traditional full-aperture fabrication methods are not capable of manufacturing aspheric 
surfaces due to their nonconstant curvature. By changing the amount of contact from full to a 
region where change in local curvature approaches zero, some portions of traditional spherical 
lens-manufacturing techniques can be applied. Brittle removal by high-speed diamond grinding 
followed by ductile removal using a polishing slurry (ceria, alumina, etc.) can be used to prepare 
aspheric surfaces. Instead of full contact, curvature-insensitive local contact is used in grinding 
and polishing. 

In aspheric grinding, a peripheral diamond wheel on a CNC platform traces the surface to 
generate the aspheric profile. In grinding, machine accuracy determines profile accuracy. A more 
accurate ground profile makes a more accurate polished profile more likely, since there’s less cor-
rection needed. Particular attention must be paid to wheel wear, wheel balance, positional accuracy, 
and overall stiffness of the grinding platform. Imperfection in any of these grinding parameters will 
leave signatures in the ground surface. 

The surface is then polished by working only a small area at a time. All of this must be done 
while maintaining location of the aspheric axis, the axis around which the solid of revolution was 
formed. Each iteration has an error inducement associated with it, so making as few correction runs 
as possible is a primary focus. Typically, asphere polishing is a feed-forward, deterministic process. 
While the local curvature may be constant, globally it is not. Polishing requires an adaptive tool 
and knowledge of what’s ahead. The polishing tool needs to change to suit local curvature at a suit-
able rate of change. This requires knowledge of how the tool will evolve and how much removal is 
needed in which region. Deterministic processes provided by Zeeko/Satisloh and QED machinery, 
discussed earlier, are examples of such tools. These processes characterize the removal rate as a func-
tion of curvature for a given tool and combine that with an error map of the surface to be worked. 
The resulting removal schedule accommodates for volumes to be removed and tool performance at 
that local curvature.

Conventional interferometric techniques do not translate to aspheric manufacturing either. 
Since local curvature is nonconstant, interferometric techniques for aspheres are lock and key. 
The setup and equipment can be unique for a given aspheric form, so time and money demands 
are large. For example, form-specific computer-generated holograms (CGHs) may be required 
to provide feedback to the closed-loop deterministic polishing process. For a more cost-effective 
solution profilometry is the main two-dimensional compromise, and it is the current industry 
standard. Although more generalized interferometric solutions are beginning to be offered by 
QED, Zygo, and others. 

Errors in centration are unrecoverable. In centering a spherical lens, errors can be removed. With 
sufficient diameter overage both centers of curvature could be positioned on the same axis and that 
axis could be made concurrent and coincidental with the mechanical axis. Since an aspheric surface 
is centered about an axis and not a point such realignment is not possible. Therefore, centration 
must be conserved throughout processing.

9.6 CRYSTALLINE OPTICS

As more optical work occurs outside the visible spectrum, use of optics made from nonglass brittle 
materials will grow. Single crystalline and polycrystalline materials are transparent far outside the 
usual spectral transmission range of glass. In many cases, the surfaces of these materials have dif-
fering hardness values depending on the orientation of the crystal boundaries. Soft laps tend to 
accentuate the grain boundaries of these materials, and that can lead to wavefront errors, mottled 
surfaces, and scattering. The traditional optical fabrication process can be adapted to crystal materi-
als if some substitutions are made. The lapping process may substitute finely graded diamond for 
alumina and tin or zinc laps in place of the typical cast iron. Similarly, diamond suspensions are 
often used in polishing in place of ceria. Polishing laps may consist of synthetic materials like poly-
urethane or beeswax instead of optical pitches.29,30
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OPTICAL FABRICATION  9.9

9.7 PURCHASING OPTICS

There are a number of companies who offer lines of standard optical components. These suppliers 
can provide off-the-shelf optics in a variety of sizes, shapes, and quality levels. Most optics providers 
have areas of specialization, and the informed optics buyer will select vendors that match their spe-
cific optics requirements. When custom optics are required, it is best to understand the capabilities 
of prospective suppliers. Most optics companies promote a broad range of capabilities, but many 
tend to specialize in some manner. Professionals who are engaged in optics purchasing on a regular 
basis learn where to go for specific optics requirements. Often this education is paid for by award-
ing of numerous contracts across a broad array of parts and suppliers and experiencing the conse-
quences of the decisions. Much is learned in the contract’s postmortem review. 

Optics purchasing is further complicated with the predominance of the internet as a research tool. 
Web sites and promotional materials often do not reflect a supplier’s true capability and know-how. 

Whether buying off-the-shelf or custom optics, it is always best to engage potential suppliers in 
dialog, preferably addressing tolerances and other manufacturing cost drivers. The buyer should be 
satisfied the supplier has the ability to meet and measure all critical criteria. For optics that approach 
a manufacturer’s limits, it is especially important to understand the test and acceptance process, as 
there can be quite a divergence of metrology equipment and methods available for testing various 
parameters.31 This is especially true for aspheres, where full format phase measuring interferometry 
or transmitted wavefront testing is not always within a supplier’s capability. 

9.8 CONCLUSION

Optics fabrication requires serial application of relatively simple steps. In the past, these steps were 
carefully carried out by artisans using traditional techniques. Modern approaches incorporate scien-
tific research into the manufacturing process. Artisan skills integrate with the scientific know-how 
yielding a new breed of technology workers of the twenty-first century. Nevertheless, the basic pro-
cess steps of grinding followed by polishing have remained. Introduction of new optical materials, 
more complex shapes and more narrow tolerance budgets will enable designers to develop improved 
solutions to old problems over an expanded spectrum, and modern manufacturing methods can 
make the optics physically realizable. Finally, the tendency for specialization among optics supplier 
requires open dialog between supplier and designer as a means to optimize successful relationships. 
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10.1 GLOSSARY

 f  feed rate 

 h  peak-to-valley height

 R  tip radius of diamond tool

10.2 INTRODUCTION 

The use of special machine tools with single-crystal diamond-cutting tools to produce optical sur-
faces on some metals and a limited range of other materials is called diamond turning. Over the last 
50 years or so, diamond turning has matured to become the method of choice for producing some 
optical surfaces; in other applications, diamond turning provides a critical process step with radi-
cally different characteristics from most other optical fabrication methods.

In terms of geometry and motions required, the diamond-turning process is much like the step 
of ‘‘generating the optical surface’’ in traditional optical fabrication. However, the diamond-turning 
machine is a more sophisticated piece of equipment that produces the final surface, which frequently 
does not need the traditional polishing operation. The surface quality produced by the ‘‘best’’ diamond 
turning does not yet match the best produced by conventional polishing practice. The limits of diamond 
turning for both figure and surface-finish accuracy have not yet been reached—and diamond turning can be 
combined with postpolishing to improve surface finish and reduce scatter.1 Also subaperture processing 
with small polishing tools or magnetorheological finishing (MRF) can be used to improve figure. 

There are several important advantages of using diamond turning, including the ability to produce 
good optical surfaces to the edge of the element, to fabricate soft ductile materials that are difficult to 
polish, to eliminate alignment adjustments in some systems, and to fabricate shapes difficult to produce 
by other methods. The latest generation of diamond-turning machines incorporates up to five axes 

10

∗Official contribution of the National Institute of Standards and Technology; not subject to copyright in the United States.
†Certain commercial equipment, instruments, or materials are identified in this chapter. Such identification does not imply 

recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the products 
identified are necessarily the best available for the purpose.
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10.2  FABRICATION

of computer-controlled motion, allowing for production of anamorphic optics. Use of form tools on 
multiaxis machines enables production of “structured” optical surfaces2 ranging from subwavelength 
structures through diffractive/refractive infrared (IR) elements to optical component molds.

If the advantages of diamond turning suggest this fabrication method, then it is important to 
determine early in the design phase of a project whether the material specified is appropriate for 
diamond turning and whether slideway travels and linear and rotary axis controls are available on 
the diamond-turning machine to support fabrication of complex structures. 

 Sections in this chapter highlight the following:

• The diamond-turning process

• The advantages of diamond turning

• Diamond-turnable materials 

• Comparison of diamond turning and traditional optical fabrication

• Machine tools for diamond turning

• Basic steps in diamond turning

• Surface finish of diamond-turned optics

• Metrology of diamond-turned optics

• Conclusions

10.3 THE DIAMOND-TURNING PROCESS

The diamond-turning process produces finished surfaces by very accurately cutting away a thin chip or 
layer of the surface. Thus, it is generally applicable to ductile materials that machine well rather than 
to hard brittle materials traditionally used for optical elements. However, by using a grinding head on 
a diamond-turning machine in place of the tool, hard brittle materials can be finished. At very small 
effective depths of cut, brittle materials behave in an apparently ductile manner. This attribute allows 
fracture-free grinding of glasses and ceramics as well as diamond turning of optical surfaces on materi-
als such as germanium, zinc selenide, and potassium dihydrogen phosphate (KDP). 

In diamond turning, both the figure and surface finish are largely determined by the machine 
tool and the cutting process. Note, however, that material characteristics such as grain size and inclu-
sion size limit the ultimate surface finish achievable. The tool has to be very accurately moved with 
respect to the optical element to generate a good optical surface, and the edge of the diamond tool 
has to be extremely sharp and free of defects.

10.4 THE ADVANTAGES OF DIAMOND TURNING

Diamond turning fits within a broad spectrum of optics fabrication processes. When compared with 
traditional optical fabrication methods of lapping and polishing (see, for example, Chap. 9, “Optical 
Fabrication,” by Michael P. Mandina) diamond turning has several advantages.

• It can produce good optical surfaces clear to the edge of the optical element. This is important, 
for example, in making scanners, polygons, special shaped flats, and when producing parts with 
interrupted cuts.

• It can produce optical surfaces on soft ductile materials that are extremely difficult to polish.

• It can easily produce off-axis parabolas and other difficult-to-lap aspherical shapes.

• It can produce optical elements with a significant cost advantage over conventional lapping and 
polishing where the relationship of the mounting surface—or other feature—to the optical surface 
is very critical. Expressed differently, this feature of diamond turning offers the opportunity to 
eliminate alignment adjustments in some systems.
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FABRICATION OF OPTICS BY DIAMOND TURNING  10.3

• It can fabricate optical shapes such as axicons, facetted optics, and grazing incidence X-ray optics 
that would be extremely difficult to fabricate by methods other than diamond turning (see Fig. 1). 

Conflicts between optical requirements and diamond turnability on the one hand, and mechani-
cal considerations on the other, often lead to the use of platings. Plating deficiencies, however, can 
cause as much trouble as poor bulk materials. For example, small changes in the composition of 
plated electroless nickel may cause dramatic changes in tool wear.3 

Residual stress in the mirror blank, whether plated or not, can lead to changes in mirror shape 
with time. It is essential to pay careful attention to stress-relief prior to final diamond turning. 

A decision to diamond turn an optical element, rather than fabricate it by the conventional polish-
ing techniques, might be based on several different considerations such as type of element, size, and 
material. A general guide to different considerations in selecting diamond turning as a fabrication 
technique is presented in Table 1.

FIGURE 1 An axicon optical element being diamond turned. (Courtesy of Rank 
Taylor Hobson, Keene, New Hampshire.)

TABLE 1 General Guide to Optical Fabrication Methods

    Size, m Shape Material Preferred Method

Less than 0.5 Flat or sphere Glass/ceramic Polish
  Ductile metal Diamond turn
 Asphere Glass/ceramic Grind/polish∗

  Ductile metal Diamond turn

0.5 to 2.0 Any axisymmetric Ductile metal Diamond turn†

Greater than 2.0 Any Any Large polishing machine

∗Can generate shape or figure on a diamond-turning machine with a grinding head replacing the diamond tool. Subaperture 
polishing techniques, including techniques such as MRF, may be applied to advantage.

†Diamond-turning machines up to 2-m diameter have been built.
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10.4  FABRICATION

As indicated above, diamond turning has some unique characteristics. In some IR (and even
visible) imaging systems, considerable improvements in optical performance have been obtained by 
combining a refractive aspheric surface and a diffractive surface in a single element. For IR applications, 
it is hard to produce such a component by any other fabrication process; for visible applications, such 
optics can be produced in volume from diamond-turned molds.

Another unique capability of diamond turning is to provide datums or alignment features 
machined in the same setup as the optical surface. “Snap-together” optical systems requiring no 
alignment adjustments after assembly are very attractive in some applications.

Over the last decade, there have been considerable advances in the ability to produce aspheric 
optics using computer-controlled generators and pad polishers. These technologies, combined with 
ion polishing, magnetorheological finishing, and computer-controlled polishing have enabled a new 
generation of aspheric optics. Ultimately the choice of manufacturing process requires a careful 
analysis of the options and the system requirements.

10.5 DIAMOND-TURNABLE MATERIALS 

Selection of appropriate materials is, necessarily, a trade-off between application-specific require-
ments and optimization of the manufacturing process. This trade-off may drive the selection of a 
plated surface, for example, or the choice of fabrication steps.

Historically materials have been described as either ‘‘diamond turnable,’’ or not, as if this were an 
inherent material property. This shorthand covers two different situations. One is that, in practice, 
some materials cause very rapid wear of the diamond; for example, it is widely known that ferrous 
materials cause rapid tool wear. The other is that, particularly for certain plastics, tool-workpiece 
interactions produce unacceptable optical surfaces.

A number of listings of diamond-turnable materials, such as the one included in Table 2, have 
been published. Such listings should be treated with caution. Typically, they are incomplete and 
do not provide sufficient information on the materials that are listed. For example, good optical 
surfaces are not generally produced on all aluminum alloys: Aluminum Alloy 6061 (Aluminum 
Association, Inc. designation) is the most commonly used alloy, although certain 5000 series and 
7000 series alloys have their proponents, and 2024 aluminum has been used but, in general, does not 
produce the best surfaces. 

TABLE 2 Diamond-Turnable Materials

      Metals Nonmetals Plastics

Aluminum Calcium fluoride Polymethymethacrylate
Brass Magnesium fluoride Polycarbonates
Copper Cadmium telluride Polyimide 
Beryllium copper Zinc selenide 
Bronze Zinc sulphide 
Gold Gallium arsenide 
Silver Sodium chloride 
Lead Calcium chloride 
Platinum Germanium 
Tin Strontium fluoride 
Zinc Sodium fluoride 
Electroless nickel KDP 
 KTP 
 Silicon 
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FABRICATION OF OPTICS BY DIAMOND TURNING  10.5

Similarly, gold is considered diamond-turnable, but problems have been reported machining large 
gold-plated optics. Conventional electroplated nickels (and bulk nickel) give rapid tool wear, but 
electroless nickel with phosphorous contents above about 10 percent, if appropriately heat treated, can 
be machined effectively.4 Higher phosphorous contents (up to 15 percent) are obtainable in electroplated 
nickel5,6 which also machines extremely well. Both materials are metastable and will transform—with 
exposure to the necessary time/temperature conditions—to a mixture of crystalline nickel with hard 
phosphides. This transformation is accompanied by a volume change, a degradation of optical charac-
teristics of the surface, and a dramatic increase in tool wear.

Platings may also be optimized to give low ductility and hence minimum burr formation when 
machining Fresnels or the molds for micro-optics arrays such as arrays of retroreflectors. Platings 
over a diamond-turned sacrificial mandrel allow production of otherwise unobtainable forms. 
Plated surfaces, however, have characteristics which can adversely affect both fabrication and appli-
cation; at some level the resulting structure is a temperature-sensitive bimetal strip. Pits and inclu-
sions can cause significant fabrication issues.7

Silicon, although included in the listing given here, should be considered marginal as tool wear 
can be high. Reasonably large areas of amorphous silicon cladding are reported to have been suc-
cessfully machined. 

Over the last decade or so there have been significant advances in understanding of diamond tool 
wear. Mechanisms associated with abrasion and chipping typically provide one limit to diamond 
tool life. For example, when machining bulk aluminums the interactions between hard inclusions 
and the diamond tool clearly lead to wear. Such mechanisms, however, do not explain the very rapid 
wear observed when machining soft, high-purity iron.

Paul et al.8 showed that machining metallic elements containing unpaired d-shell electrons 
results in catalyzed reactions between diamond and the work material. The same mechanism 
explains the role of phosphorous in electroless nickel and led to a recent breakthrough by 
Brinksmeier et al.9 They showed that, like phosphorous, nitrogen in a nitride surface layer on steel 
combines with the unpaired d-shell electrons from the iron. The result is a dramatic reduction in 
tool wear, suggesting that diamond-turned steel molds (e.g., for plastic optics) may become practi-
cal in the near future. Previous approaches—such as diamond turning at cryogenic temperatures10 
or in methane or acetylene environments11—provided evidence of the mechanisms at work but 
were not widely adopted (and in the case of cryogenic machining was not intended by the original 
researchers to be practical).

For a number of years, Moriwaki12 has been developing ultrasonic-assisted machining, including 
cutting when the tool is vibrated with an elliptical motion. Significant reductions in tool wear have 
been demonstrated, although the mechanism remains controversial. The amplitude and frequency 
of oscillation in the cutting direction are generally selected such that separation between the rake 
face of the tool and the chip is expected. In this case, one might postulate poisoning of the catalytic 
process by, for example, hydrocarbon-based cutting fluids. Elliptical motion would also move the 
clearance face out of contact. Other measurements show significant reductions in cutting forces,13 
suggesting a reduction of tool temperatures.

In case of some plastics, recent work by Gubbels et al.14 shows that the chemical explanations of 
Paul et al.8 do not apply, but that triboelectric effects dominate. In general, there are some sugges-
tions that parameters, such as surface speed, are more important for successful diamond machin-
ing of plastics than for metal and crystalline substrates. Some plastics are diamond turned in vol-
ume production.

Other material characteristics, in addition to the material composition, are important. For 
example, large grain size results in a more pronounced “orange peel” as tools become dull and 
the variation in modulus of the different grain orientations leads to different deflections due to 
cutting forces. Residual stresses can relax over time and cause changes in figure. Because of these 
types of problems it is important to involve experienced personnel early in the design phase15 to 
ensure that the material specified is appropriate. In some projects, the part is so valuable and/or 
so difficult to produce by other techniques, it is worth consuming tools more rapidly than would 
normally be acceptable. However, such a decision should be taken consciously, not by default late 
in a project. 
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10.6  FABRICATION

10.6 COMPARISON OF DIAMOND TURNING 
AND TRADITIONAL OPTICAL FABRICATION 

In diamond turning, the final shape and surface of the optic produced depend on the machine 
tool accuracy, whereas, in traditional optical fabrication, the final shape and surface of the opti-
cal element depend on the process variables involved with using an abrasive-loaded lap. The 
differences between diamond turning and traditional optical fabrication can be summarized 
by describing diamond turning as a displacement-controlled process versus a force-controlled 
process for traditional optical fabrication.16 The goal in diamond turning is to have a machine 
tool that produces an extremely accurate path with the diamond tool, hence a displacement-
controlled process. A traditional polishing machine used for optical fabrication depends on the 
force being constant over the area where the abrasive-loaded lap—or tool—touches the surface 
being worked. Selective removal of material can be produced by increasing the lap pressure in 
selected areas or by use of a zone lap. The stiffness of a diamond-turning machine is important 
because, to control the displacement, it is important that cutting forces and other influences do 
not cause unwanted displacements. Feeds, speeds, and depth of cut are typically much lower 
in diamond turning than conventional machining, thus giving lower forces. However, the dis-
placements of concern are also much lower. Thus the stiffness required is as much, or more, of 
a concern than conventional machining even though the total force capability may be lower for 
diamond turning. 

10.7 MACHINE TOOLS FOR DIAMOND TURNING

In general, the machine tools used for diamond turning are very expensive compared to the equip-
ment needed for traditional optical fabrication. The positioning accuracy required for diamond 
turning is beyond the capability of conventional machine tools, thus some of the first widely 
adopted diamond-turning machines for fabricating optics were modified Moore measuring 
machines.17

Although there are some records of machine tools being used to generate optical surfaces as early 
as the seventeenth century, most of the effort is modern, accelerated in the 1960s and 1970s with the 
advent of computer-based machine tool controls and laser interferometer systems used as positional 
feedback devices. Evans18 has documented much of the history of diamond turning and provides 
an extensive reference list. Ikawa19 summarizes some of the research in metal cutting related to dia-
mond turning and associated machine tools.

The early diamond-turning machines were two-axis lathes that could produce axisymmetric 
optical elements. With recent advances in computer-based control systems, and improved motion 
control and feedback sensors, multiaxis diamond-turning machines have become readily available. 
Two commercial diamond-turning machines are shown in Fig. 2. Both machines can be configured 
with five-axis motion control combining both linear and rotary axes. Measuring scales have replaced 
the laser interferometers in many diamond-turning machines and give a very reliable positioning 
feedback system at lower cost.

Programming of these multiaxis machines draws on the technology developed in precision 
machine shops for large five-axis machine tools used to make complicated parts. By adapting the 
multiaxis control to diamond-turning machines, a great variety of shapes can now be diamond 
turned which opens up the process to many new optical applications. Before judging an optical 
element shape to be unsuitable for diamond turning, a manufacturer of modern diamond-turning 
machines should be consulted.

Producing nonaxisymmetric parts—such as an off-axis parabola machined while centered on the 
rotating axis—has become possible with fast tool servos. These systems can rapidly move a cutting 
tool a short distance coordinated with the rotation of the spindle.20 There are also cases where the 
machine’s slideways or rotary motions can be used to produce nonaxisymmetric parts.
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FABRICATION OF OPTICS BY DIAMOND TURNING  10.7

FIGURE 2 (a) Diamond-turning machine configurable for five-axis machining. (Courtesy of Precitech, 
Inc., Keene, New Hampshire.) (b) Diamond-turning machine configurable for five-axis machining. (Courtesy 
of Moore Nanotechnology Systems, LLC., Keene, New Hampshire.)

(a)

(b)
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10.8  FABRICATION

Many diamond-turning machines are used in the traditional turning lathe mode where the 
workpiece turns and the tool is held stationary in the tool post. Most diamond-turning machines 
can also be configured such that the tool rotates about the spindle axis—commonly called fly 
cutting—to produce components such as long flat mirror surfaces or other milled surfaces.

10.8 BASIC STEPS IN DIAMOND TURNING 

Much like the traditional optical-fabrication process, the diamond-turning process can be described 
as a series of steps used to make an optical element. The steps used in diamond turning are

1. Preparing the blank with all the required features of the element with an extra thickness of mate-
rial (generally 0.1-mm extra material or plating is adequate) on the surface to be diamond turned

2. Mounting the blank in an appropriate fixture or chuck on the diamond-turning machine

3. Selecting the diamond tool appropriate for the material and shape of the optical component

4. Mounting and adjusting the diamond tool on the machine

5. Machining the optical surface to final shape and surface quality

6. Cleaning the optical surface to remove cutting oils or solvents 

Mounting the optical element blank on a diamond-turning machine is extremely important. 
If a blank is slightly distorted in the holding fixture, and then machined to a perfect shape on the 
machine, it will be a distorted mirror when released from the fixture. Therefore, fixtures and chucks 
to hold mirrors during diamond turning need to be carefully designed to prevent distortion. Often 
the best way to hold a mirror during machining is to use the same mounting method that will be 
used to hold the mirror in service. 

It is advantageous in many applications to machine a substrate of aluminum or copper and then 
add a plating to be diamond turned. The design and application of platings is part science and part 
art. Many aspects of the platings as related to diamond turning were covered at the ASPE Spring 
1991 Topical Meeting.7

Tool setting—the mounting and adjusting of the diamond-tipped cutting tool—is often accom-
plished by cutting a test surface, either on the actual mirror blank to be later machined over, or by plac-
ing a test piece on the machine just for tool setting. If the cutting tool is too high or too low, a defect at 
the center of a mirror is produced. It is possible, using reasonable care and patience, to set the tool height 
within about 0.1 μm of the exact center. Setting the tool in the feed direction after the height is correct 
is somewhat more difficult. For example, an error in setting will produce an ogive shape rather than a 
sphere which is not obvious until the figure is measured. Gerchman21 describes these types of defects.

The selection of the tool for diamond turning is important. Large cutting tip radii (2 mm or 
greater) are often used when producing flats, convex, or concave mirrors with large radius of curvature. 
However, small-radii diamond tools are available (in the range of 0.1 mm) for making small deep mir-
rors or molds. Tools with special geometries, including so-called “dead sharp” tools, can be obtained for 
such applications as Fresnel lenses or retroreflector arrays. In general, approximately 0° rake tools, with 
about 5° or 6° front clearance, are used for diamond-turning ductile metals. Negative rake tools are 
often good for crystalline materials and positive rakes may be beneficial when machining some plastics. 
The cutting edge has to be chip free to produce a good diamond-turned surface. A normal specification 
for edge quality is “chip free when examined at 1000×.” The edge sharpness is a concern for very small 
depths of cut—especially where the depth of cut is close to the cutting edge sharpness—because the 
cutting forces increase and more of a plowing than a cutting process occurs. The effect of cutting edge 
sharpness has been investigated by researchers, for example Lucca, et al,22 however, there is currently no 
convenient way to specify and inspect tools for edge sharpness.

The orientation of the diamond itself on the shank is of concern because the single-crystal dia-
mond is anisotropic. The orientation of diamond tools has been studied, for example, by Wilks,23 
Decker,24 and Hurt.25 It is necessary for the tool manufacturer to mount the diamond so that it can 
be shaped to the required radius and produce a good cutting edge. The usual orientation for diamond 
tools is with the cleavage plane parallel to the rake face. 
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FABRICATION OF OPTICS BY DIAMOND TURNING  10.9

The actual diamond turning, or machining to final size and surface finish, is often the fastest part 
of the process. The machine-tool controller has to be programmed to move the tool along the cor-
rect path, the chip-removal system has to be positioned, and the cutting-fluid applicator needs to be 
adjusted to provide consistent clean cutting. 

For machining of flats and spherical surfaces, the part programs that define the machine motion 
are straightforward. But when cutting aspherical surfaces, caution has to be exercised so that the 
radius of the tool is properly handled in calculating the tool path. Modern computer-aided design 
(CAD) systems perform the necessary calculations, but tests should be performed prior to cutting a 
difficult or expensive component.

In general, the cutting speeds for diamond turning are similar to those used for conventional 
machining: less than 1 m/min to more than 100 m/min. However, the slower cutting speeds produced 
by facing to the center of a workpiece do not affect the surface finish in diamond turning as is often the 
case with nondiamond tools. Thus, varying the spindle speed to keep the cutting speed constant is not 
necessary in diamond turning. The upper speed for diamond turning is often limited by the distortion 
of the optical element due to inertial forces, especially for larger elements. The upper spindle speed can 
also be limited due to any unbalance of the workpiece and fixture. The feed rate in diamond turning is 
usually adjusted to give a good theoretical surface finish. (See the following section.) 

Cleaning of diamond-turned optics has a lot in common with cleaning conventionally polished 
optics. But because many of the diamond-turned elements are of soft metals, caution has to be exercised 
to prevent scratching. In general, a degreaser is used (soap or solvent), followed by a rinse in pure ethyl 
alcohol. The drag-wiping technique traditionally used on some glass optics can be used on some 
diamond-turned elements. Care must be taken to ensure that the lens tissue is very clean and remains 
wet. Some work has been done to study the best solvents to use for cleaning diamond-turned optics 
from an environmental-impact standpoint.26

10.9 SURFACE FINISH OF DIAMOND-TURNED OPTICS

The surface structure is different for diamond-turned surfaces as compared with conventionally 
polished surfaces. A diamond-turned surface is produced by moving a cutting tool across the surface of 
the turning component, such as the facing operation illustrated in Fig. 3. Therefore, diamond-turned 
elements always have some periodic surface roughness, which can produce a diffraction-grating effect, 
whereas polished optical surfaces have a random roughness pattern. The traditional ‘‘scratch and dig’’ 
approach to describing surfaces is not meaningful for diamond-turned surfaces. 

Spindle rotation
(RPM = revolutions per minute)

Tool slide motion

Feed rate

Cutting speed = 2p r • RPM
(usually converted to feet/minute or meters/minute)

Diamond-turned
surface r

FIGURE 3 Diamond turning an optical element.
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10.10  FABRICATION

The machining process produces a periodic surface structure directly related to the tool tip 
radius and feed rate. The theoretical diamond-turned surface is illustrated in Fig. 4. The formula 
displayed in the figure for calculating the height of the cusps is

 h
f

R
=

⋅

2

8
 (1)

where h = peak-to-valley height of the periodic surface defect
 f = feed per revolution 
 R = tool tip radius

For example, if a surface is diamond turned using a spindle speed of 31.4 rad/s (300 rpm), a feed 
of 7.5 mm/min, and a 5.0-mm tool tip radius:

 h =
×

= × −( . / )
.

7 5 300

8 5
1 56 10

2
5 mm  

 h = 15.6 nm (2)

In addition to the ‘‘theoretical finish’’ based on cusp structure, the measured surface finish on 
diamond-turned parts is influenced by other factors.

• Waviness within the long-wavelength cut-off for surface measurement may be correlated, for 
example, with slide straightness errors.

• Asynchronous error motions of the spindle can cause surface defects. If, for a given angular spin-
dle position, there is nonrepeatability in axial, radial, or tilt directions, these errors will transfer 
into surface structure. Details of spindle errors are important in diamond turning. Further infor-
mation can be found in the “Axis of Rotation Standard.”27

• External and self-induced vibration, not at the spindle frequency or at one of its harmonics, can 
have the same effect on finish—measured across the lay—as asynchronous spindle motions.

• Materials effects such as the differential elastic recovery of adjacent grains can cause steps in the 
machined surface that have an appearance commonly referred to as ‘‘orange peel.’’ Impurities in 
the material can also degrade surface finish.

• Within each cusp, there can be a repeated surface structure related to chips in the edge of the tool. 

FIGURE 4 ‘‘Cusp’’ surface of diamond-turned optical 
element. 

With h2 ≈ 0

f

R

R2 =
h

R–h

Part being diamond turned

Turned surface

Tool

Cusp geometry

f
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2
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FABRICATION OF OPTICS BY DIAMOND TURNING  10.11

The Nomarski microscope is an excellent means of qualitatively evaluating diamond-turned sur-
faces. The Nomarski photo in Fig. 5a illustrates the periodic structure of a diamond-turned surface. 
The feed rate used in producing the surface causes the wavelength of the periodic structure to be about 
8 μm. Figure 5b illustrates other defects in the diamond-turned surface when the Nomarski micro-
scope is adjusted such that the periodic cusps are not seen.28 

(a)

FIGURE 5 Nomarski micrograph of a diamond-turned aluminum alloy (a) aligned so that 
the grooves can be seen and (b) aligned so that the grooves are canceled. (From Bennett, p. 84.28) 

(b)
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10.12  FABRICATION

10.10 METROLOGY OF DIAMOND-TURNED OPTICS

In general, measurement of diamond-turned optics is similar to the measurement of any other 
optic; figure, midspatial frequency errors, transmitted wavefront, and surface roughness may all 
need characterization, depending on the specification. As with other optics, the choice of figure 
metrology is driven by the optical surface itself. Classical null tests—especially autocollimation tests 
for parabolae and the related tests for other conics—are widely used. Over the last decade or so, use 
of in-cavity holograms in Fizeau tests has increased. What remains elusive is a general test. Over a 
limited range of surfaces, subaperture stitching29 may be viable or, for circularly symmetric aspheres, 
zonal stitching.30 Kuechel31 described a zonal technique that uses only the zone of null data and, 
hence, is free of retrace errors and applicable to a range of aspheres without the need for null optics. 
An instrument based on this technique is shown in Fig. 6.

One area in which diamond turning differs from conventional optics production is that the 
machine itself can be used as a measuring machine. The diamond tool can be replaced with an 
appropriate sensor (such as a capacitance sensor, air bearing linear variable differential transformer 
(LVDT), optical triangulation sensor, etc.) or the sensor can be built into an auxiliary mount. With 
sufficient care,32 the geometric errors of the machine can be mapped so that the limits in the metrol-
ogy are the uncertainties associated with probing and with the environment. This approach is par-
ticularly advantageous when making (and measuring) radical aspheres or discontinuous, structured 
surfaces2 such as molds for facetted automotive lighting. On multiaxis machines, it is sometimes 
more useful to use a different combination of axes for metrology than for machining to better 
decouple machine geometry errors from measurement uncertainty. For example, on a diamond-
turning machine with a B axis (rotary table), near hemispheres and some aspheres can conveniently 
be machined using only the x and y axes, with measurement of the departure from a best-fit sphere 
performed using a separate probe mounted on the rotary table. 

FIGURE 6 Aspheric measuring system. (Courtesy Zygo 
Corporation, Middlefield, CT.)
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FABRICATION OF OPTICS BY DIAMOND TURNING  10.13

There is little practical difference between measuring optical surfaces produced using traditional 
methods and by diamond turning. It is worth bearing in mind, however, that during diamond turn-
ing there is usually a monotonic progression in cutting from outside diameter to inside diameter 
or vice versa; hence, diamond tool wear or small edge nicks will cause a degradation in finish that 
depends on position on the part. The surface finish measurement sampling strategy should be 
adjusted accordingly. Surfaces produced using traditional 2-axis or 3-axis diamond-turning have 
significantly different characteristics along and transverse to the lay; scattering is isotropic, a char-
acteristic that should be considered in both the specification and metrology of diamond-turned 
optics. Four-axis and 5-axis machining using methods akin to milling produce cusp structures usu-
ally at different spatial wavelengths in both directions.

Microinterferometers (Fig. 7) have become the tool of choice for characterizing optical sur-
faces at spatial wavelengths down to the limits posed by the instrument transfer function.33 
Microinterferometers—particularly those using scanning coherence techniques frequently referred 
to as scanning white light interferometry (SWLI)—can be useful, provided the surface slopes and 
lateral extent are compatible with the available numerical aperture of the objective and the field of 
view. Replication—for example, using dental replica materials, silicone-based caulks, two-part epox-
ies, and the like—allows sampling of large surfaces, although there is inevitably some increase in 
“noise” due to the replication process.

Higher spatial frequency structured surfaces, such as retroreflectors or other micro-optic arrays,34 
often pose metrology challenges for which there is no general solution.

10.11 CONCLUSIONS 

Diamond turning has been used for many years to commercially produce infrared optics. Some vis-
ible and ultraviolet applications are now possible. Moreover, the limits of diamond turning for both 
figure and surface finish accuracy have not yet been reached. Taniguchi35 and others have shown that 
precision in both conventional machining and ultraprecision machining, such as diamond turning, 
has steadily improved for many decades, with roughly a factor of three improvements possible 
every 10 years. If this trend continues, we could expect diamond-turning machines with accuracies 
below 10 nm and even approaching 1 nm by the year 2020. Yet, it is important to remember that it 
becomes increasingly difficult to push the capabilities in this regime—nor is it clear that it is cost 
effective to do so. Other manufacturing techniques may be more appropriate for production of the 
highest quality optics. 

FIGURE 7 Microinterferometer. (Courtesy of Zygo Corporation).
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10.14  FABRICATION

The technology developed for diamond-turning optics in some industries is now beginning to 
impact the precision machining of nonoptical components. In the future, the improvement of all 
machine tools will likely be driven by both optical and nonoptical applications, with diamond-
turning machines possibly reaching the accuracy level that will allow visible and ultraviolet optics to 
be fabricated by machining or grinding without postpolishing.
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ABSTRACT

Zernike circle polynomials are in widespread use for wavefront analysis because they are orthogo-
nal over a unit circle and represent balanced classical aberrations for imaging systems with circular 
pupils. However, they are not suitable for systems with noncircular pupils. Examples of such pupils 
are annular as in astronomical telescopes, elliptical as in the off-axis pupil of an otherwise rotation-
ally symmetric system with a circular on-axis pupil, hexagonal as in the hexagonal segments of a 
large telescope, for example, Keck, and rectangular and square as in high-power laser beams. In 
this chapter, we list the orthonormal circle, annular, elliptical, hexagonal, rectangular, and square 
polynomials. The polynomials for a noncircular pupil can be obtained by orthogonalizing the circle 
polynomials over the pupil using the recursive Gram-Schmidt process or a nonrecursive matrix 
approach. These polynomials are unique in that they are not only orthogonal across such pupils, 
but also represent balanced classical aberrations for such pupils, just as the Zernike circle polyno-
mials are unique in these respects for circular pupils. The polynomials are given in terms of the 
circle polynomials as well as in polar and Cartesian coordinates. The orthonormal polynomials for a 
one-dimensional slit pupil are given as a limiting case of a rectangular pupil. The polynomials cor-
responding to Seidel aberrations are illustrated isometrically, interferometrically, and with the cor-
responding point-spread functions (PSFs).

11.1 GLOSSARY

 a half width of a unit rectangular pupil

 aj jth expansion coeffi cient

 A area of pupil

 b aspect ratio of a unit elliptical pupil
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11.4  TESTING

 Ej(x, y) orthonormal elliptical polynomial in Cartesian coordinates (x, y)

 F focal ratio of the image-forming light cone

 Fj(x, y) jth orthonormal polynomial

 Hj(x, y) orthonormal hexagonal polynomial

 j polynomial number

 Nn number of polynomials through an order n

 Pj(x) orthonormal slit polynomial along the x axis

 Pn(⋅) Legendre polynomial of order n

 Rj(x, y) orthonormal rectangular polynomial

 Rn
m( )ρ  Zernike circle radial polynomial

 Rn
m( ; )ρ �  Zernike annular radial polynomial

 Sj(x, y) orthonormal square polynomial

 W(x, y) wave aberration at a point (x, y)

 Zj(r, q) orthonormal Zernike circle polynomial in polar coordinates (r, q)

Z j ( )ρ θ, ; � orthonormal Zernike annular polynomial

 s standard deviation

 s 2 variance

 � obscuration ratio of an annular pupil

11.2 INTRODUCTION

Optical systems generally have a circular pupil. The imaging elements of such systems have a cir-
cular boundary. Hence they also represent circular pupils in fabrication and testing. As a result, the 
Zernike circle polynomials have been in widespread use since Zernike introduced them in his phase 
contrast method for testing circular mirrors.1 They are used in optical design and testing to under-
stand the aberration content of a wavefront. They have also been used for analyzing the wavefront 
aberration introduced by atmospheric turbulence on a wave propagating through it.2 Their utility 
stems from the fact that they are orthogonal over a unit circle and they represent balanced classi-
cal aberrations yielding minimum variance over a circular pupil.3–6 They are unique in this respect 
since no other polynomials have these properties. Because of their orthogonality, when a wavefront 
is expanded in terms of them, the value of an expansion coefficient is independent of the number 
of polynomials used in the expansion. Hence, one or more polynomial terms can be added or sub-
tracted without affecting the other coefficients. The piston coefficient represents the mean value of 
the aberration function and the variance of the function is given simply by the sum of the squares of 
the other expansion coefficients.7

For systems with noncircular pupils, the Zernike circle polynomials are neither orthogonal 
over such pupils nor do they represent balanced aberrations. Hence their special utility is lost. 
However, since they form a complete set, an aberration function over a noncircular wavefront can 
be expanded in terms of them. The expansion coefficients are no longer independent of each other 
and their values change as the number of polynomials used in the expansion changes. The piston 
coefficient does not represent the mean value of the aberration function, and the sum of the squares 
of the other coefficients does not yield the aberration variance.

The reflecting telescopes, such as the Hubble, have annular pupils and require polynomials that 
are orthogonal across an annulus to describe their aberrations.8–11 The primary mirrors of large 
telescopes, such as the Keck, consist of hexagonal segments.12 The wavefront analysis of such seg-
ments requires polynomials that are orthogonal over a hexagon. The pupil for off-axis imaging by 
a system with an axial circular pupil is vignetted, but can be approximated by an ellipse.13 When a 
flat mirror is tested by shining a circular beam on it at some angle (other than normal incidence), 
the illuminated spot is elliptical. Similarly, the overlap region of two circular wavefronts that are 

11_Bass_v2ch11_p001-042.indd 11.4 8/21/09 3:34:16 PM

DO
 N

OT
 D

UP
LI

CA
TE



ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.5

displaced from each other, as in lateral shearing interferometry14 or in the calculation of the optical 
transfer function of a system,15 can also be approximated by an ellipse. In such cases we need poly-
nomials that are orthogonal over an ellipse. In Refs. 14 and 15, the polynomials that are orthogonal 
over an elliptical region were obtained simply by scaling the Cartesian coordinates by its aspect 
ratio. However, such orthogonal polynomials cannot represent classical aberrations. For example, 
defocus, which varies as r 2, has the same scale for both the x and y coordinates. Similarly, they can-
not represent balanced classical aberrations, for example, coma balanced with tilt. High-power laser 
beams have rectangular or square cross sections16 and require polynomials that are orthogonal over 
a rectangle or a square, respectively.

The polynomials orthonormal over a unit annulus, hexagon, ellipse, rectangle, and a square 
inscribed inside a unit circle may be obtained from the circle polynomials by the recursive Gram-
Schmidt orthogonalization process17,18 or a nonrecursive matrix approach.19 The orthonormal 
polynomials representing balanced aberrations for a slit pupil can be obtained as a limiting case of 
the rectangular polynomials, where one dimension of the rectangle approaches zero. They are the 
Legendre polynomials.20 We use the circle polynomials as the basis functions for the orthogonaliza-
tion process, so that the relationship of a noncircle polynomial to the circle polynomials is evident, 
since the former is a linear combination of the latter. We give the orthonormal form of the polyno-
mials so that when an aberration function is expanded in terms of them, each expansion coefficient 
(with the exception of piston) represents the standard deviation of the corresponding expansion 
term. The noncircle polynomials are given not only in terms of the circle polynomials, but in polar 
and Cartesian coordinates as well. The circle, annular, hexagonal, and square polynomials are given 
up to the eighth order, and the elliptical and rectangular polynomials are given up to the fourth 
order. Just as the Zernike circle polynomials uniquely represent the orthogonal and balanced aberra-
tions across circular pupils, similarly, the orthonormal polynomials for the noncircular pupils given 
in this chapter also uniquely represent the orthogonal and balanced aberrations across such pupils.

Orthogonal square polynomials were obtained by Bray by orthogonalizing the circle polynomi-
als, but he chose a circle inscribed inside a square instead of the other way around.21 Thus his square 
with a full width of unity has regions that fall outside the unit circle. Defining a unit square in this 
manner has the disadvantage that the coefficient of a term in a certain polynomial does not repre-
sent its peak value. Products of x and y Legendre polynomials,17 which are orthogonal over a square 
pupil, have been suggested for analysis of square wavefronts.22 But they do not represent classical 
or balanced aberrations. For example, defocus is represented by a term in x2 + y2. While it can be 
expanded in terms of a complete set of Legendre polynomials, it cannot be represented by a single 
two-dimensional Legendre polynomial (i.e., as a product of x and y Legendre polynomial). The 
same difficulty holds for spherical aberration and coma, and the like.

Although in many imaging applications, the amplitude across the pupil is uniform, such is not 
always the case, for example, a system with an apodized pupil. An example of such a pupil is the 
Gaussian pupil, where the amplitude has the form of a Gaussian due either to an amplitude filter 
placed at the pupil or to the wave incident on the pupil being Gaussian, as in the case of a Gaussian 
laser beam. Again, the balanced aberrations for a Gaussian pupil have a form that is different from 
the corresponding balanced aberrations for a uniform pupil due to the amplitude weighting of the 
pupil.23–25 The amount of defocus to optimally balance spherical aberration, or the amount of wave-
front tilt to optimally balance coma, for example, is different for a Gaussian pupil than its correspond-
ing value for a uniform pupil.

11.3 ORTHONORMAL POLYNOMIALS

In Cartesian coordinates (x, y), the aberration function W(x, y) for a certain pupil may be expanded 
in terms of J polynomials Fj(x, y) that are orthonormal over the pupil:26

 W x y a F x yj j
j

J

( , ) ( , )=
=

∑
1

 (1)
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11.6  TESTING

where aj is an expansion or the aberration coefficient of the polynomial Fj(x, y). The orthonormality 
of the polynomials is represented by

 
1

A
F x y F x y dxdyj j jj

pupil
∫ ′ ′=( , ) ( , ) δ  (2)

where A is the area of the pupil inscribed inside a unit circle, the integration is carried out over the 
area of the pupil, and djj ′ is a Kronecker delta. If F1 = 1, then the mean value of each polynomial, 

except for j = 1, is zero, that is,

 
1

0
A

F x y dx dy jj
pupil

for 1∫ = ≠( , )  (3)

as may be seen by letting j ′ = 1 in Eq. (2). The aberration coefficients are given by

 a
A

W x y F x y dx dyj j= ∫
1

pupil

( , ) ( , )  (4)

as may be seen by substituting Eq. (1) into Eq. (4) and using the orthonormality Eq. (2).
The mean and the mean square values of the aberration function are given by

 〈 〉 =W x y a( , ) 1 (5)

and

 〈 〉 =
=

∑W x y aj
j

J
2 2

1

( , ) (6)

Accordingly, the variance s 2 of the aberration function is given by

 σ 2 2 2 2

2

= 〈 〉− 〈 〉 =
=
∑W x y W x y aj
j

J

( , ) ( , )  (7)

where s is the standard deviation of the aberration function. The number of polynomials J used in 
the expansion is a sufficiently large that the variance obtained from Eq. (6) equals the actual value 
obtained from the function W(x, y) within some prescribed tolerance.

11.4 ZERNIKE CIRCLE POLYNOMIALS

An aberration function W(r, q), across a unit circle can be expanded in terms of the orthonormal 
Zernike circle polynomials Zj(r, q) in the form2,5

 W a Zj j
j

( , ) ( , )ρ θ ρ θ= ∑  (8)

where (r, q) are the polar coordinates of a point on the circle, 0 ≤ r ≤ 1, 0 ≤ q < 2p, and aj are the 
expansion coefficients. The polynomials may be written in the form

 Z n R m mj n
m

even ( , ) ( ) ( )cos ,ρ θ ρ θ= + ≠2 1 0  (9a)

   Z n R m mj n
m

odd ( , ) ( ) ( )sin ,ρ θ ρ θ= + ≠2 1 0  (9b)

 Z n R mj n( , ) ( ),ρ θ ρ= + =1 00  (9c)
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.7

where n and m are positive integers (including zero) and n – m ≥ 0 and even. It is evident from Eqs. (9) 
that the circle polynomials are separable in the polar coordinates r and q. A radial polynomial Rn

m( )ρ  
is given by

 R
n s

s
n m

s
n m

s
n
m

s

( )
( ) ( )!

! !

ρ = − −
+ −

⎛
⎝⎜

⎞
⎠⎟

− −
⎛
⎝⎜

⎞
1

2 2 ⎠⎠⎟
=

−
−∑

!

( )

s

n m
n s

0

2
2

/

ρ  (10)

with a degree n in r containing terms in  rn, rn−2, …, and rm. It is even or odd in r depending on 
whether n (or m) is even or odd. Also, R Rn

n n
n
m( ) , ( ) ,ρ ρ= =1 1  and Rn

m
m( )0 0=δ  for even n/2 and –dm0 

for odd n/2. The polynomials Rn
m( )ρ  obey the orthogonality relation

 R R d
nn

m
n
m

nn( ) ( )
( )

ρ ρ ρ ρ δ′ ′∫ =
+

0

1
1

2 1
(11)

The orthogonality of the angular functions yields

 d

m m j j

θ

θ θ
π

0

2

∫
′ ′cos cos ,

cos
and are both even

mm m j j
m m

θ θ
θ

sin ,
sin cos

′ ′
′

is even and is odd
θθ

θ θ
,

sin sin ,
j j

m m j
is odd and is even
and

′
′ are both odd′

⎧

⎨
⎪⎪

⎩
⎪
⎪ j

 

 =

+ ′′

′

π δ δ

πδ

( ) ,1 0m mm

mm

j jand are both even

,,

,

j jand are both odd

otherwise

′

⎧

⎨
⎪⎪

⎩0
⎪⎪
⎪

 (12)

Therefore, the Zernike polynomials are orthonormal according to

 ( , ) ( , )
0

1

0

2

0

1

∫ ∫ ∫′ ′=Z Z d d d dj j jρ θ ρ θ ρ ρ θ ρ ρ θ δ
π

jj
0

2π

∫ (13)

The expansion coefficients are given by

 a W Z d dj j= ∫ ∫
1

0

1

0

2

π
ρ θ ρ θ ρ ρ θ

π

( , ) ( , )  (14)

as may be seen by substituting Eq. (8) into Eq. (14) and using the orthonormality Eq. (13).
While the index n represents the radial degree or the order of a polynomial, since it represents 

the highest power of r in the polynomial, m is referred to as its azimuthal frequency. The index j is a 
polynomial-ordering number and is a function of both n and m. The polynomials are ordered such 
that an even j corresponds to a symmetric polynomial varying as cosmq, while an odd j corresponds 
to an antisymmetric polynomial varying as sinmq. A polynomial with a lower value of n is ordered 
first, and for a given value of n, a polynomial with a lower value of m is ordered first.

The Zernike circle polynomials are unique in that they are the only polynomials in two variables 
r and q, which (a) are orthogonal over a circle, (b) are invariant in form with respect to rotation of 
the coordinate axes about the origin, and (c) include a polynomial for each permissible pair of n and 
m values.4,27

The orthonormal Zernike circle polynomials and the names associated with some of them when 
identified with classical aberrations are listed in Table 1a for n ≤ 8. The polynomials independent of 
q are the spherical aberrations, those varying as cosq are the coma aberrations, and those varying as 
cos2q are the astigmatism aberrations. The variation of several radial polynomials Rn

m( )ρ with r is 
illustrated in Fig. 1.
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11.8  TESTING

TABLE 1a Orthonormal Zernike Circle Polynomials Zj(r, q) Ordered Such That an Even j 
Corresponds to a Symmetric Polynomial Varying as cosmq , While an Odd j Corresponds to an 
Antisymmetric Polynomial Varying as sinmq

 j n m Zj(r, q) Aberration Name∗

 1 0 0  1 Piston
 2 1 1 2ρ θcos  x tilt
 3 1 1 2ρ θsin  y tilt

 4 2 0 3 2 12( )ρ −  Defocus

 5 2 2 6 22ρ θsin  Primary astigmatism at 45°

 6 2 2 6 22ρ θcos  Primary astigmatism at 0°

 7 3 1 8 3 23( )sinρ ρ θ−  Primary y coma

 8 3 1 8 3 23( )cosρ ρ θ−  Primary x coma

 9 3 3 8 33ρ θsin  

10 3 3 8 33ρ θcos  

11 4 0 5 6 6 14 2( )ρ ρ− +  Primary spherical aberration

12 4 2 10 4 3 24 2( )cosρ ρ θ−  Secondary astigmatism at 0°

13 4 2 10 4 3 24 2( )sinρ ρ θ−  Secondary astigmatism at 45°

14 4 4 10 44ρ θcos  

15 4 4 10 44ρ θsin  

16 5 1 12 10 12 35 3( )cosρ ρ ρ θ− +  Secondary x coma

17 5 1 12 10 12 35 3( )sinρ ρ ρ θ− +  Secondary y coma

18 5 3 12 5 4 35 3( )cosρ ρ θ−  

19 5 3 12 5 4 35 3( )sinρ ρ θ−  

20 5 5 12 55ρ θcos  

21 5 5 12 55ρ θsin  

22 6 0 7 20 30 12 16 4 2( )ρ ρ ρ− + −  Secondary spherical aberration

23 6 2 14 15 20 6 26 4 2( )sinρ ρ ρ θ− +  Tertiary astigmatism at 45°

24 6 2 14 15 20 6 26 4 2( )cosρ ρ ρ θ− +  Tertiary astigmatism at 0°

25 6 4 14 6 5 46 4( )sinρ ρ θ−  

26 6 4 14 6 5 46 4( )cosρ ρ θ−  

27 6 6 14 6 66ρ θsin

28 6 6 14 66ρ θcos  
29 7 1 4 35 60 30 47 5 3( )sinρ ρ ρ ρ θ− + −  Tertiary y coma
30 7 1 4 35 60 30 47 5 3( )cosρ ρ ρ ρ θ− + −  Tertiary x coma
31 7 3 4 21 30 10 37 5 3( )sinρ ρ ρ θ− +  
32 7 3 4 21 30 10 37 5 3( )cosρ ρ ρ θ− +  
33 7 5 4 7 6 57 5( )sinρ ρ θ−  
34 7 5 4 7 6 57 5( )cosρ ρ θ−  
35 7 7 4 77ρ θsin  
36 7 7 4 77ρ θcos  

37 8 0 3 70 140 90 20 18 6 4 2( )ρ ρ ρ ρ− + − +  Tertiary spherical aberration

38 8 2 18 56 105 60 10 28 6 4 2( )cosρ ρ ρ ρ θ− + −  Quaternary astigmatism at 0°

39 8 2 18 56 105 60 10 28 6 4 2( )sinρ ρ ρ ρ θ− + −  Quaternary astigmatism at 45°

40 8 4 18 28 42 15 48 6 4( )cosρ ρ ρ θ− +  

 (Continued)
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11.9

41 8 4 18 28 42 15 48 6 4( )sinρ ρ ρ θ− +  

42 8 6 18 8 7 68 6( )cosρ ρ θ−  

43 8 6 18 8 7 68 6( )sinρ ρ θ−  

44 8 8 18 88ρ θcos  

45 8 8 18 88ρ θsin  

∗The words orthonormal Zernike circle are to be associated with these names, e.g., orthonormal Zernike circle 
primary astigmatism at 0°.

TABLE 1a Orthonormal Zernike Circle Polynomials Zj(r, q) Ordered Such That an Even j 
Corresponds to a Symmetric Polynomial Varying as cosmq , While an Odd j Corresponds to an 
Antisymmetric Polynomial Varying as sinmq (Continued)

 j n m Zj(r, q) Aberration Name∗

FIGURE 1 Variation of a Zernike circle radial polynomial Rn
m( )ρ  with r : 

(a) defocus and spherical aberrations; (b) tilt and coma; and (c) astigmatism.
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The number of polynomials of a given order n is n + 1. Their number through a certain order n
is given by

 N n nn = + +( )( )1 2 2/  (15)

For a rotationally symmetric imaging system, each of the sinmq terms is zero.4,28–32 Accordingly the 
number of polynomials of an even order is (n/2) + 1 and (n + 1)/2 for an odd order. Their number 
through an order n is given by

 N
n

nn = +
⎛
⎝⎜

⎞
⎠⎟2

1
2

for even  (16a)

 = + +( )( )n n n1 3 4/ for odd  (16b)

Relationships among the Indices n, m, and j

The number of polynomials Nn through a certain order n represents the largest value of j. Since 
the number of terms with the same value of n but different values of m is equal to n + 1, the small-
est value of j for a given value of n is Nn – n. For a given value of n and m, there are two j values, 
Nn – n + m – 1 and Nn – n + m. The even value of j represents the cosmq term and the odd value of 
j represents the sinmq term. The value of j with m = 0 is Nn – n. For example, for n = 5, Nn = 21,
and j = 21 represents the sin5q term. The number of the corresponding cos5q term is j = 20. The 
two terms with m = 3, for example, have j values of 18 and 19 representing the cos3q and the sin3q 
terms, respectively.

For a given value of j, n is given by

 n j= − + −[( ) . ]/2 1 0 5 11 2
integer

 (17)

FIGURE 1 (Continued)
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.11

where the subscript integer implies the integer value of the number in brackets. Once n is known, 
the value of m is given by

 m

j n n n

=
+ − +{ }2 2 1 1 4

2 2

[ ]

[

( ) when is even
integer

(( ) ]j n n n+ − +{ } −

⎧
⎨
⎪

⎩
1 1 4( ) 1 when is odd

integer
⎪⎪

 (18a)

  (18b)

For example, suppose we want to know the values of n and m for the term j = 10. From Eq. (17), n = 3 
and from Eq. (18b), m = 3. Hence, it is a cos3q term.

The polar coordinates (r, q) and the Cartesian coordinates (x, y) of a pupil point Q, as illustrated 
in Fig. 2, are related to each other according to

 ( , ) (cos , sin )x y = ρ θ θ  (19)

The circle polynomials in the Cartesian coordinates (x, y) of a pupil point are listed in Table 1b. It is 
quite common in the optics literature to consider a point object lying along the y axis when imaged 
by a rotationally symmetric optical system, thus making the yz plane the tangential plane.4,28–32 To 
maintain symmetry of the aberration function about this plane, the polar angle q of a pupil point 
is accordingly defined as the angle made by its position vector OQ

� ���
with the y axis, contrary to the 

standard convention as the angle with the x axis. We choose a point object along the x axis so that, 
for example, the coma aberration is expressed as x(x2 + y2) and not as y(x2 + y2). A positive value of 
our coma aberration yields a diffraction point spread function that is symmetric about the x axis 
(or symmetric in y) with its peak and centroid shifted to a positive value of x with respect to the 
Gaussian image point.

O x

r

y

y

q
x

Q(x, y)
Q(r, q)

FIGURE 2 Cartesian and polar coordinates (x, y) and 
(r, q), respectively, of a point Q in the plane of a unit circle 
representing the circular exit pupil of an imaging system.
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11.12  TESTING

TABLE 1b Orthonormal Zernike Circle Polynomials Zj(x , y) in Cartesian 

Coordinates (x , y), Where x = r cos q, y = r sin q, and 0 12 2≤ = + ≤ρ x y

Polynomial Zj(x, y)

Z1 1
Z2 2x
Z3 2y

Z4 3 2 12( )ρ −
Z5 2 6 xy

Z6 6 2 2( )x y−
Z7 8 3 22y( )ρ −
Z8 8 3 22x( )ρ −
Z9 8 3 2 2y x y( )−
Z10 8 32 2x x y( )−
Z11 5 6 6 14 2( )ρ ρ− +
Z12 10 4 32 2 2( )( )x y− −ρ
Z13 2 10 4 32xy( )ρ −
Z14 10 84 2 2( )ρ − x y

Z15 4 10 2 2xy x y( )−
Zl6 12 10 12 34 2x( )ρ ρ− +
Z17 12 10 12 34 2y( )ρ ρ− + ⎤⎦
Z18 12 3 5 42 2 2x x y( )( )− −ρ
Z19 12 3 5 42 2 2y x y( )( )− −ρ
Z20 12 16 20 54 2 2 4x x x( )− +ρ ρ
Z21 12 16 20 54 2 2 4y y y( )− +ρ ρ
Z22 7 20 30 12 16 4 2( )ρ ρ ρ− + −
Z23 2 14 15 20 62 2xy( )ρ ρ− +
Z24 14 15 20 62 2 4 2( )( )x y− − +ρ ρ
Z25 4 14 6 52 2 2xy x y( )( )− −ρ
Z26 14 8 8 6 5( )( )x x4 2 2 4 2− + −ρ ρ ρ
Z27 14 32 32 64 2 2 4xy x x( )− +ρ ρ
Z28 14 32 48 186 4 2 2 4 6( )x x x− + −ρ ρ ρ
Z29 4 35 60 30 46 4 2y( )ρ ρ ρ− + −
Z30 4 35 60 30 46 4 2x( )ρ ρ ρ− + −
Z31 4 3 21 30 102 2 4 2y x y( )( )− − +ρ ρ
Z32 4 3 21 30 102 2 4 2x x y( )( )− − +ρ ρ
Z33 4 7 6 4 82 2 2 2 4 2 2( )[ ( ) ( )]ρ ρ− − + −x y x y y x y
Z34 4 7 6 8 42 4 2 2 2 2 2( )[ ( ) ( )]ρ ρ− − − −x x y xy x y
Z35 8 3 16 4 162 4 2 2 2 2 4 2 2x y x y y x y x y( ) ( )( )ρ ρ− + − −
Z36 4 16 8 3 162 2 4 2 2 2 4 2 2x x y x y xy x y( )( ) ( )− − − −ρ ρ
Z37 3 70 140 90 20 18 6 4 2( )ρ ρ ρ ρ− + − +
Z38 18 56 105 60 106 4 2 2 2( )( )ρ ρ ρ− + − −x y

Z39 2 18 56 105 60 106 4 2xy( )ρ ρ ρ− + −
Z40 18 28 42 15 84 2 4 2 2( )( )ρ ρ ρ− + − x y

Z41 4 18 28 42 154 2 2 2xy x y( )( )ρ ρ− + −
Z42 18 16 8 72 2 4 2 2 2( )( )( )x y x y− − −ρ ρ
Z43 2 18 3 164 2 2xy x y( )ρ −
Z44 2 18 84 2 2 2 8( )ρ ρ− −x y

Z45 8 18 82 2 4 2 2xy x y x y( )( )− −ρ
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.13

11.5 ZERNIKE ANNULAR POLYNOMIALS

The aberration function W(r, q ; �) across a unit annulus with an obscuration ratio �, representing the 
ratio of its inner and outer radii, as illustrated in Fig. 3a, can be expanded in terms of a complete set of 
Zernike annular polynomials Zj (r, q ; �) that are orthonormal over the unit annulus in the form8–11

 W a Zj j
j

( , ; ) ( , ; )ρ θ ρ θ� �= ∑  (20)

where aj is an expansion coefficient of the polynomial, �  ≤ r ≤ l and 0 ≤ q < 2p. The annular polyno-
mials are written in a manner similar to the circle polynomials. Thus

 Z n R m mj n
m

even ( , ; ) ( ) ( ; )cos ,ρ θ ρ θ� �= + ≠2 1 0  (21a)

 Z n R m mj n
m

odd ( , ; ) ( ) ( ; )sin ,ρ θ ρ θ� �= + ≠2 1 0  (21b)

 Z n R mj n( , ; ) ( ; ),ρ θ ρ� �= + =1 00  (21c)

where n and m are positive integers (including zero) and n – m ≥ 0 and even. The radial annular 
polynomials Rn

m( ; )ρ � obey the orthogonality relation

 R R d
nn

m
n
m

nn( ; ) ( ; )
( )

ρ ρ ρ ρ δ� �
�

�
′ ′=

−
+∫

1

2 1

21

(22)

Accordingly, the annular polynomials obey the orthonormality condition

 Z Z d d d dj j j( , ; ) ( , ; )ρ θ ρ θ ρ ρ θ ρ ρ θ δ
π

� �
�

′∫∫ =
0

21

′′∫∫ j
0

21 π

�

 (23)

The Zernike expansion coefficients are given by

 a W Z d dj j=
− ∫
1

1 2
0

21

π
ρ θ ρ θ ρ ρ θ

π

( )
( , ; ) ( , ; )

�
� �

�
∫∫  (24)

as may be seen by substituting Eq. (20) into Eq. (24) and using Eq. (23) for the orthonormality of 
the polynomials.

The annular polynomials are similar to the circle polynomials, except that they are orthogonal 
over an annular pupil. They can be obtained from the circle polynomials by the Gram-Schmidt 
orthogonalization process.17 The radial polynomials are accordingly given by

 R N R n i R Rn
m

n
m

n
m

n
m

n i
m( ; ) ( ) ( ) ( ) ( ;ρ ρ ρ ρ� = − − + < −2 1 2 ) ( ; )

( )/

� �>
⎡

⎣
⎢

⎤

⎦
⎥−

≥

−

∑ Rn i
m

i

n m

2
1

2

ρ  (25)

where

 < > =
−′ ′R R R R dn

m
n
m

n
m

n
m( ) ( ; ) ( ) ( ; )ρ ρ ρ ρ ρ�

�
�

2

1 2
ρρ

�

1

∫ (26)

and Nn
m is a normalization constant such that the radial polynomials satisfy the orthogonality Eq. (22). 

Thus, Rn
m( ; )ρ �  is a radial polynomial of degree n in r containing terms in rn, rn−2,…, and rm with 

coefficients that depend on � . The radial polynomials are even or odd in r depending on whether n
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FIGURE 3 Unit pupils inscribed inside a unit circle: (a) annulus of obscuration ratio � ; (b) hexagon; (c) ellipse of aspect ratio b;

(d) rectangle of half width a; (e) square of half width 1 2/ ; and ( f ) slit.
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.15

(or m) is even or odd. For m = 0, the radial polynomials are equal to the Legendre polynomials Pn(⋅)
according to

 R Pn n2
0

2 2

2

2

1
1( )

( )ρ ρ
; �

�

�
=

−
−

−
⎡

⎣
⎢

⎤

⎦
⎥  (27)

Thus, they can be obtained from the circle radial polynomials R n2
0 ( )ρ  by replacing r by 

[ ] /( ) ( )ρ2 2 2 1 21− −� �/ , that is,

 R Rn n2
0

2
0

2 2
1 2

1
( )ρ ρ

;

/

�
�

�
=

−
−

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

 (28)

It can be seen from Eqs. (22) and (25) that

 Rn
n n i

i

n

( )ρ ρ;

/

� �=
⎛

⎝
⎜

⎞

⎠
⎟

=
∑ 2

0

1 2

 (29)

  = − − +ρn n{ ]}( ) /( ) [1 12 2 1 1 2� �  (30)

Moreover,

 R
n nn

n n n

2
2

2 2 11 1 1−
−

=
− − − −

( )
( )[( ) ( )]ρ ρ ρ

;
( )

�
� �/ nn

n nn n

−

+− − − − −

2

2 2 2 1 21 1 1 1{ [ ( )( ) ( ) ( )( )−1 2� � �2 /(( )1 2 1 1 2− −� ( ) /]}n
 (31)

It is evident that the radial polynomial Rn
n( )ρ; �  differs from the corresponding circle polynomial 

Rn
n( )ρ  only in its normalization. We also note that

 
R m

m

n
m( ; ) ,

,

1 1 0

1 0

� = =

≠ ≠  (32)

The variation of several Zernike annular radial polynomials with r is shown in Fig. 4 for � = 0.5.
It is evident from Eqs. (21) that the annular polynomials, like the circle polynomials, are sepa-

rable in the polar coordinates r and q. This is a consequence of the radial symmetry of the annular 
pupil. As may be evident from the Gram-Schmidt orthogonalization process, each annular poly-
nomial is a linear combination of the circle polynomials.33 Accordingly, each radial polynomial 
Rn

m( )ρ; �  can be written as a linear combination of the polynomials Rn
m( ),ρ  Rn

m
−2( ),ρ  . . ., and Rm

m( ).ρ  
For example,

 R R3
1

2 2 4 6 1 2
2

3

1

1 1 5 5
1( ; )

( )( )
[( )

/
ρ �

� � � �
�=

− + + +
+ 11 4

1
12( ) ( )]ρ ρ− � R  (33a)

and

 R R R4
0

2 2 4
0 2

2
0 2 21

1
3 1( ; )

( )
[ ( ) ( ) (ρ ρ ρ�

�
� � �=

−
− + + )) ( )]R0

0 ρ  (33b)

The Zernike annular radial polynomials for n ≤ 8 are listed in Table 2a. The number polynomi-
als of a certain order or through a certain order n is given by the same expressions as in the case of 
Zernike circle polynomials. Table 2b lists the full annular polynomials illustrating their ordering. In 
Table 2c, they are given in the Cartesian coordinates.
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11.16

FIGURE 4 Variation of a Zernike annular radial polynomial 
Rn

m( ; )ρ �  with r for �  = 0.5: (a) defocus and spherical aberrations; (b) tilt 
and coma; and (c) astigmatism.
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.17

TABLE 2a Zernike Annular Radial Polynomials Rn
m( ; )ρ � , Where �  Is the Obscuration Ratio of 

Annular Pupil and � ≤ r  ≤ 1

n m Rn
m( ; )ρ �

0 0 1

1 1 ρ/( ) /1 2 1 2+�

2 0 ( ) ( )2 1 12 2 2ρ − − −� �/

2 2 ρ2 2 2 1 21/( ) /+ +� �

3 1 
3 1 2 1

1 1 1 4

2 3 2 4

2 2 2 4

( ) ( )

( )[( )(

+ − + +
− + + +

� � �

� � � �

ρ ρ
))] /1 2

3 3 ρ3 2 4 6 1 21/( ) /+ + +� � �

4 0 [ ( ) ]/( )6 6 1 1 4 14 2 2 2 4 2 2ρ ρ− + + + + −� � � �

4 2 
4 3 1 1

1 16 1 1

4 8 6 2

2 1 10

ρ ρ− − −
− − −−

[( ) ( )]

{( ) [ ( )

� �

� �

/

55 1 18 2 6 1 2( ) ( )] }/− −� �/

4 4 ρ4 2 4 6 8 1 21/( ) /+ + + +� � � �

5 1 
10 1 4 12 1 4 4 3 1 4 12 4 5 2 4 6 3 2( ) ( ) (+ + − + + + + + +� � � � � �ρ ρ 00 4

1 1 4 1 9 9

4 6 8

2 2 2 4 2 4

� � �

� � � � � �

+ +
− + + + + +

)

( ) [( )(

ρ
66 1 2)] /

5 3 
5 4 1 1

1 25 1

5 10 8 3

2 1 12

ρ ρ− − −
− − −−

[( )/( )]

{( ) [ ( )

� �

� � 224 1 110 2 1 2( ) ( )]} /− −� �/ 8

5 5 ρ5 2 4 6 8 10 1 21/( ) /+ + + + +� � � � �

6 0 [ ( ) ( ) (20 30 1 12 1 3 1 9 96 2 4 2 4 2 2 4ρ ρ ρ− + + + + − + + +� � � � � �� �

� � � �

6 2 3

2 4 6 8 6

1

15 1 4 10 4 20 1 4

)] ( )

( ) (

/ −
+ + + + − +ρ �� � � � �2 4 6 8 10 410 10 4+ + + + )ρ

6 2 + + + + + + +
+

6 1 4 10 20 10 4

1

2 4 6 8 10 12 2

2 2

( )

( ) [

� � � � � �

�

ρ
(( )(1 4 10 4 1 9 45 65 45 92 4 6 8 2 4 6 8+ + + + + + + + +� � � � � � � � �� �10 12 1 2+ )] /

6 4 
6 5 1 1

1 36 1

6 12 10 4

2 1 14

ρ ρ− − −
− −−

[( )/( )]

{( ) [ ( )

� �

� � −− − −35 1 112 2 10 1 2( ) /( )]} /� �

6 6 ρ6 2 4 6 8 10 12 1 21/( ) /+ + + + + +� � � � � �

7 1 a b c d7
1 7

7
1 5

7
1 3

7
1ρ ρ ρ ρ+ + +

7 3 a b c7
3 7

7
3 5

7
3 3ρ ρ ρ+ +

7 5 
7 6 1 1

1 49 1

7 14 12 5

2 1 16

ρ ρ− − −
− −−

[( ) ( )]

{( ) [ ( )

� �

� �

/

−− − −48 1 114 2 12 1 2( ) ( )]} /� �/

7 7 ρ7 2 4 6 8 10 12 14 1 21/( ) /+ + + + + + +� � � � � � �

8 0 
70 140 1 30 3 8 3 20 1 6 68 2 6 2 4 4 2ρ ρ ρ− + + + + − + +( ) ( ) (� � � � �� � �

�

4 6 2
8
0

2 41

+ +
−

)

( )

ρ

8 2 a b c d8
2 8

8
2 6

8
2 4

8
2 2ρ ρ ρ ρ+ + +

8 4 a b c8
4 8

8
4 6

8
4 4ρ ρ ρ+ +

8 6 a b8
6 8

8
6 6ρ ρ+

8 8 ρ8 2 4 6 8 10 12 14 16/( ) /1 1 2+ + + + + + + +� � � � � � � �

(Continued)
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11.18  TESTING

a A7
1 2 4 6

7
135 1 9 9= + + +( )� � � /

b A7
1 2 4 6 8

7
160 1 9 15 9= − + + + +( )� � � � /

c A7
1 2 4 6 8 10

7
130 1 9 25 25 9= + + + + +( )� � � � � /

d A7
1 2 4 6 8 10 12

7
14 1 9 45 65 45 9= − + + + + + +( )� � � � � � /

A7
1 2 3 2 4 6 1 2 2 41 1 9 9 1 16 36 16= − + + + + + +( ) ( ) (/� � � � � � �� �6 8 1 2+ ) /

a A7
3 2 4 6 8 10 12

7
321 1 4 10 20 10 4= + + + + + +( )� � � � � � /

b7
3 2 4 6 8 10 12 1430 1 4 10 20 20 10 4= − + + + + + + +( � � � � � � � ))/A7

3

c7
3 2 4 6 8 10 12 110 1 4 10 20 35 20 10 4= + + + + + + +( � � � � � � � 44 16

7
3+� )/A

A7
3 2 2 2 4 6 8 10 12 11 1 4 10 20 10 4= − + + + + + +( ) ( )� � � � � � � //

(

2

2 4 6 8 10 121 9 45 165 270 270 165 4× + + + + + + +� � � � � � 55 914 16 18 1 2� � �+ + ) /

e8
0 2 4 6 81 16 36 16= + + + +� � � �

a A8
2 2 4 6 8 10 12

8
256 1 9 45 65 45 9= + + + + + +( )� � � � � � /

b8
2 2 4 6 8 10 12 1105 1 9 45 85 85 45 9= − + + + + + + +( � � � � � � � 44

8
2)/A

c8
2 2 4 6 8 10 1260 1 9 45 115 150 115 45= + + + + + + +( � � � � � � 99 14 16

8
2� �+ )/A

d8
2 2 4 6 8 10 110 1 9 45 165 270 270 165= − + + + + + +( � � � � � � 22 14 16 18

8
245 9+ + +� � � )/A

A8
2 2 3 2 4 6 8 10 12 11 1 9 45 65 45 9= − + + + + + +( ) ( )� � � � � � � //

(

2

2 4 6 8 10 121 16 136 416 626 416 136× + + + + + +� � � � � � ++ +16 14 16 1 2� � ) /

a8
4 2 4 6 8 10 12 128 1 4 10 20 35 20 10 4= + + + + + + +( � � � � � � � 44 16

8
4+� )/A

b8
4 2 4 6 8 10 1242 1 4 10 20 35 35 20 10= − + + + + + + +( � � � � � � �� � �14 16 18

8
44+ + )/A

c8
4 2 4 6 8 10 1215 1 4 10 20 35 56 35 20= + + + + + + +( � � � � � � �114 16 18 20

8
410 4+ + +� � � )/A

A8
4 2 2 2 4 6 8 10 11 1 4 10 20 35 20 10= − + + + + + +( ) (� � � � � � � 22 14 16 1 2

2 4 6 8

4

1 9 45 165 495 846

+ +

× + + + + +

� �

� � � �

)

(

/

�� � � � � � �10 12 14 16 18 20 22994 846 495 165 45 9+ + + + + + ++�24 1 2) /

a A8
6 2 4 6 8 10 12

8
68 1= + + + + + +( )� � � � � � /

b A8
6 2 4 6 8 10 12 14

8
67 1= − + + + + + + +( )� � � � � � � /

A8
6 2 2 4 6 8 10 12 1 2

2

1 1

1 4

= − + + + + + +

× +

( )( )

(

/� � � � � � �

� ++ + + + + + + +10 20 35 56 84 56 35 204 6 8 10 12 14 16� � � � � � � �� � � �18 20 22 24 1 210 4+ + + ) /

TABLE 2a Zernike Annular Radial Polynomials Rn
m( ; )ρ � , Where �  Is the Obscuration Ratio of 

Annular Pupil and � ≤ r ≤ 1(Continued)
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.19

TABLE 2b Orthonormal Zernike Annular Polynomials Zj(r, q ; �), Ordered in the 
Same Manner as the Zernike Circle Polynomials in Table 1a

 j n m Zj(r, q ; �)∗ Aberration Name∗

 1 0 0 R0
0 1( ; )ρ � =  Piston

 2 1 1 2 1
1R ( ; )cosρ θ�  x tilt

 3 1 1 2 1
1R ( ; )sinρ θ�  y tilt

 4 2 0 3 2
0R ( ; )ρ �  Defocus

 5 2 2 6 22
2R ( ; )sinρ θ�  Primary astigmatism at 45°

 6 2 2 6 22
2R ( ; )cosρ θ�  Primary astigmatism at 0°

 7 3 1 8 3
1R ( ; )sinρ θ�  Primary y coma

 8 3 1 8 3
1R ( ; )cosρ θ�  Primary x coma

 9 3 3 8 33
3R ( ; )sinρ θ�  

10 3 3 8 33
3R ( ; )cosρ θ�  

11 4 0 5 4
0R ( ; )ρ �  Primary spherical aberration

12 4 2 10 24
2R ( ; )cosρ θ�  Secondary astigmatism at 0°

13 4 2 10 24
2R ( ; )sinρ θ�  Secondary astigmatism at 45°

14 4 4 10 44
4R ( ; )cosρ θ�  

15 4 4 10 44
4R ( ; )sinρ θ�  

16 5 1 12 5
1R ( ; )cosρ θ�  Secondary x coma

17 5 1 12 5
1R ( ; )sinρ θ�  Secondary y coma

18 5 3 12 35
3R ( ; )cosρ θ�  

19 5 3 12 35
3R ( ; )sinρ θ�  

20 5 5 12 55
5R ( ; )cosρ θ�  

21 5 5 12 55
5R ( ; )sinρ θ�  

22 6 0 7 6
0R ( ; )ρ �  Secondary spherical aberration

23 6 2 14 26
2R ( ; )sinρ θ�  Tertiary astigmatism at 45°

24 6 2 14 26
2R ( ; )cosρ θ�  Tertiary astigmatism at 0°

25 6 4 14 46
4R ( ; )cosρ θ�  

26 6 4 14 46
6R ( ; )sinρ θ�  

27 6 6 14 66
6R ( ; )sinρ θ�  

28 6 6 14 66
6R ( ; )cosρ θ�  

29 7 1 4 7
1R ( ; )sinρ θ�  

30 7 1 4 7
1R ( ; )cosρ θ�  

31 7 3 4 37
3R ( ; )sinρ θ�  

32 7 3 4 37
3R ( ; )cosρ θ�  

33 7 5 4 57
5R ( ; )sinρ θ�  

34 7 5 4 57
5R ( ; )cosρ θ�  

35 7 7 4 77
7R ( ; )sinρ θ�  

36 7 7 4 77
7R ( ; )cosρ θ�  

37 8 0 3 8
0R ( ; )ρ �  Tertiary spherical aberration

38 8 2 18 28
2R ( ; )cosρ θ�  Quaternary astigmatism at 0°

39 8 2 18 28
2R ( ; )sinρ θ�  Quaternary astigmatism at 45°

40 8 4 18 48
4R ( ; )cosρ θ�  

41 8 4 18 48
4R ( ; )sinρ θ�  

42 8 6 18 68
6R ( ; )cosρ θ�  

43 8 6 18 68
6R ( ; )sinρ θ�  

44 8 8 18 88
8R ( ; )cosρ θ�  

45 8 8 18 88
8R ( ; )sinρ θ�  

∗The words “orthonormal Zernike annular” should be added to the name, e.g., orthonormal 
Zernike annular primary spherical aberration.
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11.20  TESTING

TABLE 2c Orthonormal Zernike Annular Polynomials Zj (x, y; �) in Cartesian Coordinates 

(x, y), Where x = rcosq, y = rsinq, and � ≤ = + ≤ρ x y2 2 1

Polynomial Zj (x, y; �)

Z1 1

Z2 2 1 2 1 2x/( ) /+�

Z3 2 1 2 1 2y/( ) /+�

Z4 3 2 1 12 2 2( ) ( )ρ − − −� �/

Z5 2 6 1 2 4 1 2xy/( ) /+ +� �

Z6 6 12 2 2 4 1 2( ) ( ) /x y− + +/ � �

Z7 

8 3 1 2 1

1 1 1 4

2 2 2 4

2 2 2

y[ ( ) ( )]

( )[ )(

+ − + +
− + + +

� � �

� � �

ρ
��4 1 2)] /

Z8 

8 3 1 2 1

1 1 1 4

2 2 2 4

2 2 2

x[ ( ) ( )]

( )[ )(

+ − + +
− + + +

� � �

� � �

ρ
��4 1 2)] /

Z9 8 3 12 2 2 4 6 1 2y x y( ) ( ) /− + + +/ � � �

Z10 8 3 12 2 2 4 1 2x x y( ) ( ) /− + + +/ 6� � �

Z11 5 6 6 1 1 4 14 2 2 2 4 2 2[ ( ) ( )] ( )ρ ρ− + + + + −� � � �/

Z12 

10 4 3 1 1

1 16 1

2 2 2 8 6

2 1

( )[ ( )/( )]

{( ) [ (

x y− − − −
− −

ρ � �

� −− − − −� � �10 8 2 12 1 215 1 1) ( ) /( )]} /

Z13 

2 10 4 3 1 1

1 16 1

2 8 6

2 1 10

xy[ ( )/( )]

{( ) [ (

ρ − − −
− −−

� �

� � )) ( ) /( )]} /− − −15 1 18 2 6 1 2� �

Z14 10 8 14 2 2 2 4 6 8 1 2( ) ( ) /ρ − + + + +x y / � � � �

Z15 4 10 12 2 2 4 6 8 1 2xy x y( ) ( ) /− + + + +/ � � � �

Z16 

12 10 1 4 12 1 4 4 3 1 42 4 4 2 4 6 2x[ ( ) ( ) (+ + − + + + + +� � � � �ρ ρ �� � � �

� � � �

2 4 6 8

2 2 2 4 2

10 4

1 1 4 1 9 9

+ + +
− + + + +

)]

( ) [( )( �� �4 6 1 2+ )] /

Z17 

12 10 1 4 12 1 4 4 3 1 42 4 4 2 4 6 2y[ ( ) ( ) (+ + − + + + + +� � � � �ρ ρ �� � � �

� � � �

2 4 6 8

2 2 2 4 2

10 4

1 1 4 1 9 9

+ + +
− + + + +

)]

( ) [( )( �� �4 6 1 2+ )] /

Z18 

12 3 5 4 1 1

1 2

2 2 2 10 8

2 1

x x y( )[ ( ) ( )]

{( ) [

− − − −
− −

ρ � �

�

/

55 1 24 1 112 10 8 1 2( ) ( ) ( )]} /− − − −� � �2 /

Z19 

12 3 5 4 1 1

1 2

2 2 2 10 8

2 1

y x y( )[ ( ) ( )]

{( ) [

− − − −
− −

ρ � �

�

/

55 1 24 1 112 10 2 8 1 2( ) ( ) /( )]} /− − − −� � �

Z20 12 16 20 5 14 2 2 4 2 4 6 8 10 1 2x x x( ) ( ) /− + + + + + +ρ ρ / � � � � �

Z21 12 16 20 5 14 2 2 4 2 4 6 8 10 1 2y y y( ) ( ) /− + + + + + +ρ ρ / � � � � �

Z22 7 20 30 1 12 1 3 1 9 96 2 4 2 4 2 2 4[ ( ) ( ) (ρ ρ ρ− + + + + − + +� � � � � ++ −� �6 2 31)] ( )/

Z23 

2 14 15 1 4 10 4 20 1 4 102 4 6 8 4 2 4xy[ ( ) (+ + + + − + +� � � � � �ρ ++ + +
+ + + + + +

10 4
6 1 4 10 20 10 4

6 8 10 2

2 4 6 8

� � �

� � � � �

)
(

ρ
110 12

2 2 2 4 6 8 21 1 4 10 4 1 9

+
− + + + + + +

�

� � � � � �

)]

( ) [( )( 445 65 45 94 6 8 10 12 1 2� � � � �+ + + + )] /

Z24 

14 15 1 4 10 4 20 1 42 2 2 4 6 8 4 2( )[ ( ) (x y− + + + + − + +� � � � �ρ 110 10 4
6 1 4 10 20 10

4 6 8 10 2

2 4 6

� � � �

� � � �

+ + +
+ + + + +

)
(

ρ
88 10 12

2 2 2 4 6 8

4

1 1 4 10 4 1 9

+ +
− + + + + +

� �

� � � � �

)]

( ) ( )( �� � � � � �2 4 6 8 10 12 1 245 65 45 9+ + + + + ) /

(Continued)
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.21

11.6 HEXAGONAL POLYNOMIALS

Figure 3b shows a unit hexagon inscribed inside a unit circle. Each side of the hexagon has a length 
of unity. The area of the hexagon is A = 3 3 2/ . The orthonormality of the hexagonal polynomials 
Hj(x, y) implies that26

 
2

3 3
H x y H x y dxdyj j jj( , ) ( , )′ ′=∫ δ

hexagon

 (34)

The orthonormal hexagonal polynomials are given in Tables 3 up to the eighth order in three dif-
ferent but equivalent forms. In Table 3a, each hexagonal polynomial is written in terms of the circle 
polynomials, thus illustrating the relationship between the two. In particular, it helps determine 
the potential error made when a hexagonal aberration function is expanded in terms of the circle 
polynomials.34 The polynomials up to H19 are given in their analytical form, but those with j > 19 
are written in a numerical form because of the increasing complexity of the coefficients of the circle 
polynomials. In Table 3b, the hexagonal polynomials are given in polar coordinates, showing one-
to-one correspondence with the circle polynomials, but illustrating the difference from them. This 
form is convenient for analytical calculations because of the integration of trigonometric functions 
over symmetric limits. Finally, in Table 3c, they are given in Cartesian coordinates, as they would be 
used for any quantitative numerical analysis of, say, an interferogram.

From Table 3a, we note that each hexagonal polynomial consists of cosine or sine terms, but not 
both. Unlike the circle,3–6 annular,8–11 or Gauss23,24 polynomials, the hexagonal polynomials are gen-
erally not separable in r and q due to the lack of radial symmetry of the hexagonal pupil. The first 
13 polynomials, that is, up to H13, are separable, but H14 and H15 are not; H16 through H19 are sepa-
rable, but H20 and H21 are not. Accordingly, the notion of two indices n and m with dependence on 
m in the form of cosmq or sinmq, as in the case of circle polynomials, loses significance. For exam-
ple, the Zernike polynomial Z14 for n = 4 and m = 4 varies as cos4q, but H14 has a term in cos2q also. 
Hence, the hexagonal polynomials can be ordered by a single index only. While the polynomials H11
and H22 representing the balanced primary and secondary spherical aberrations are radially sym-
metric, the polynomial H37 representing the balanced tertiary spherical aberration is not, since it 
consists of an angle-dependent term in Z28 or cos6q also. If this term is not included in the polyno-
mial H37, the standard deviation of the aberration increases from a value of unity to 1.3339.

11.7 ELLIPTICAL POLYNOMIALS

Figure 3c shows a unit ellipse of an aspect ratio b inscribed inside a unit circle. The semimajor and 
semiminor axes of the ellipse have lengths of unity and b, respectively. Of course, a unit ellipse is not 
unique, since b can have any value between 0 and 1. It is represented by an equation

 x y b2 2 2 1+ =/  (35a)

Z25 

4 14 6 5 1 1

1

2 2 2 12 10

2 1

xy x y( )[ ( ) ( )]

{( )

− − − −
− −

ρ � �

�

/

[[ ( ) ( ) ( )]} /36 1 35 1 114 12 2 10 1 2− − − −� � �/

Z26 

14 8 8 6 5 1 1

1

4 2 2 4 2 12 10( )[ ( ) ( )]

{(

x x− + − − −
−

ρ ρ ρ � �

�

/
22 1 14 12 2 10 1 236 1 35 1 1) [ ( ) ( ) ( )]} /− − − − −� � �/

Z27 14 32 32 6 14 2 2 4 2 4 6 8 10 1xy x x( ) (− + + + + + + +ρ ρ / � � � � � � 22 1 2) /

Z28 14 32 48 18 16 4 2 2 4 6 2 4 6 8 1( ) (x x x− + − + + + + +ρ ρ ρ / � � � � � 00 12 1 2+� ) /

TABLE 2c Orthonormal Zernike Annular Polynomials Zj (x, y; �) in Cartesian Coordinates 

(x, y), Where x = rcosq, y = rsinq, and � ≤ = + ≤ρ x y2 2 1 (Continued)

Polynomial Zj (x, y; �)
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11.22  TESTING

TABLE 3a Orthonormal Hexagonal Polynomials Hj in Terms of Zernike Circle Polynomials Zj

H1 = Z1

H2 =
√

6/5Z2

H3 =
√

6/5Z3

H4 =
√

5/43Z1 + (2
√

15/43)Z4

H5 =
√

10/7Z5

H6 =
√

10/7Z6

H7 = 16
√

14/11055Z3 + 10
√

35/2211Z7

H8 = 16
√

14/11055Z2 + 10
√

35/2211Z8

H9 = (2
√

5/3)Z9

H10 = 2
√

35/103Z10

H11 = (521/
√

1072205)Z1 + 88
√

15/214441Z4 + 14
√

43/4987Z11

H12 = 225
√

6/492583Z6 + 42
√

70/70369Z12

H13 = 225
√

6/492583Z5 + 42
√

70/70369Z13

H14 = −2525
√

14/297774543Z6 − (1495
√

70/99258181/3)Z12 + (
√

378910/18337/3)Z14

H15 = 2525
√

14/297774543Z5 + (1495
√

70/99258181/3)Z13 + (
√

378910/18337/3)Z15

H16 = 30857
√

2/3268147641Z2 + (49168/
√

3268147641)Z8 + 42
√

1474/1478131Z16

H17 = 30857
√

2/3268147641Z3 + (49168/
√

3268147641)Z7 + 42
√

1474/1478131Z17

H18 = 386
√

770/295894589Z10 + 6
√

118965/2872763Z18

H19 = 6
√

10/97Z9 + 14
√

5/291Z19

H20 = −0.71499593Z2 − 0.72488884Z8 − 0.46636441Z16 + 1.72029850Z20

H21 = 0.71499594Z3 + 0.72488884Z7 + 0.46636441Z17 + 1.72029850Z21

H22 = 0.58113135Z1 + 0.89024136Z4 + 0.89044507Z11 + 1.32320623Z22

H23 = 1.15667686Z5 + 1.10775599Z13 + 0.43375081Z15 + 1.39889072Z23

H24 = 1.15667686Z6 + 1.10775599Z12 − 0.43375081Z14 + 1.39889072Z24

H25 = 1.31832566Z5 + 1.14465174Z13 + 1.94724032Z15 + 0.67629133Z23 + 1.75496998Z25

H26 = −1.31832566Z6 − 1.14465174Z12 + 1.94724032Z14 − 0.67629133Z24 + 1.75496998Z26

H27 = 2
√

77/93Z27

H28 = −1.07362889Z1 − 1.52546162Z4 − 1.28216588Z11 − 0.70446308Z22 + 2.09532473Z28

H29 = 0.97998834Z3 + 1.16162002Z7 + 1.04573775Z17 + 0.40808953Z21 + 1.36410394Z29

H30 = 0.97998834Z2 + 1.16162002Z8 + 1.04573775Z16 − 0.40808953Z20 + 1.36410394Z30

H31 = 3.63513758Z9 + 2.92084414Z19 + 2.11189625Z31

H32 = 0.69734874Z10 + 0.67589740Z18 + 1.22484055Z32

H33 = 1.56189763Z3 + 1.69985309Z7 + 1.29338869Z17 + 2.57680871Z21 + 0.67653220Z29

+1.95719339Z33

H34 = −1.56189763Z2 − 1.69985309Z8 − 1.29338869Z16 + 2.57680871Z20 − 0.67653220Z30

+1.95719339Z34

H35 = −1.63832594Z3 − 1.74759886Z7 − 1.27572528Z17 − 0.77446421Z21 − 0.60947360Z29

−0.36228537Z33 + 2.24453237Z35

H36 = −1.63832594Z2 − 1.74759886Z8 − 1.27572528Z16 + 0.77446421Z20 − 0.60947360Z30

+0.36228537Z34 + 2.24453237Z36

H37 = 0.82154671Z1 + 1.27988084Z4 + 1.32912377Z11 + 1.11636637Z22 − 0.54097038Z28

+1.37406534Z37

H38 = 1.54526522Z6 + 1.57785242Z12 − 0.89280081Z14 + 1.28876176Z24 − 0.60514082Z26

+1.43097780Z38

H39 = 1.54526522Z5 + 1.57785242Z13 + 0.89280081Z15 + 1.28876176Z23 + 0.60514082Z25

+1.43097780Z39

H40 = −2.51783502Z6 − 2.38279377Z12 + 3.42458933Z14 − 1.69296616Z24 + 2.56612920Z26

−0.85703819Z38 + 1.89468756Z40

H41 = 2.51783502Z5 + 2.38279377Z13 + 3.42458933Z15 + 1.69296616Z23 + 2.56612920Z25

+0.85703819Z39 + 1.89468756Z41

 (Continued)
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.23

TABLE 3b Orthonormal Hexagonal Polynomials Hj(r, q) in Polar Coordinates

H1 = 1

H2 = 2
√

6/5ρ cos θ

H3 = 2
√

6/5ρ sin θ

H4 =
√

5/43(−5 + 12ρ2)

H5 = 2
√

15/7ρ2 sin 2θ

H6 = 2
√

15/7ρ2 cos 2θ

H7 = 4
√

42/3685(−14ρ + 25ρ3) sin θ

H8 = 4
√

42/3685(−14ρ + 25ρ3) cos θ

H9 = (4
√

10/3)ρ3 sin 3θ

H10 = 4
√

70/103ρ3 cos 3θ

H11 = (3/
√

1072205)(737 − 5140ρ2 + 6020ρ4)

H12 = (30/
√

492583)(−249ρ2 + 392ρ4) cos 2θ

H13 = (30/
√

492583)(−249ρ2 + 392ρ4) sin 2θ

H14 = (10/3)
√

7/99258181[10(297 − 598ρ2)ρ2 cos 2θ + 5413ρ4 cos 4θ]

H15 = (10/3)
√

7/99258181[−10(297 − 598ρ2)ρ2 sin 2θ + 5413ρ4 sin 4θ]

H16 = 2
√

6/1089382547(70369ρ − 322280ρ3 + 309540ρ5) cos θ

H17 = 2
√

6/1089382547(70369ρ − 322280ρ3 + 309540ρ5) sin θ

H18 = 4
√

385/295894589(−3322ρ3 + 4635ρ5) cos 3θ

H19 = 4
√

5/97(−22ρ3 + 35ρ5) sin 3θ

H20 = (−2.17600248ρ + 13.23551876ρ3 − 16.15533716ρ5) cos θ + 5.95928883ρ5 cos 5θ

H21 = (2.17600248ρ − 13.23551876ρ3 + 16.15533716ρ5) sin θ + 5.95928883ρ5 sin 5θ

H22 = −2.47059083 + 33.14780774ρ2 − 93.07966445ρ4 + 70.01749250ρ6

H23 = (23.72919095ρ2 − 90.67126833ρ4 + 78.51254738ρ6) sin 2θ + 1.37164051ρ4 sin 4θ

H24 = (23.72919095ρ2 − 90.67126833ρ4 + 78.51254738ρ6) cos 2θ − 1.37164051ρ4 cos 4θ

H25 = (7.55280798ρ2 − 36.13018255ρ4 + 37.95675688ρ6) sin 2θ + (−26.67476754ρ4

+39.39897852ρ6) sin 4θ

H26 = (−7.55280798ρ2 + 36.13018255ρ4 − 37.95675688ρ6) cos 2θ + (−26.67476754ρ4

+39.39897852ρ6) cos 4θ

H27 = 14
√

22/93ρ6 sin 6θ

H28 = 0.56537219 − 10.44830313ρ2 + 38.71296332ρ4 − 37.27668254ρ6 + 7.83998727ρ6 cos 6θ

H29 = (−15.56917599 + 130.07864353ρ2 − 288.33220017ρ4 + 190.97455178ρ6)ρ sin θ

+2.82732724ρ5 sin 3θ + 1.41366362ρ5 sin 5θ

H30 = (−15.56917599 + 130.07864353ρ2 − 288.33220017ρ4 + 190.97455178ρ6)ρ cos θ

+2.82732724ρ5 cos 3θ + 1.41366362ρ5 cos 5θ

H31 = (54.28516840 − 202.83704634ρ2 + 177.39928561ρ4)ρ3 sin 3θ

H32 = (41.60051295 − 135.27397959ρ2 + 102.88660624ρ4)ρ3 cos 3θ

H33 = (−3.87525156 + 41.84243767ρ2 − 193.65605837ρ4 + 204.31733848ρ6)ρ sin θ + (76.09262860

−109.60283027ρ2)ρ5 sin 3θ + (38.04631430 − 54.80141514ρ2)ρ5 sin 5θ

H34 = (3.87525156 − 41.84243767ρ2 + 117.56342977ρ4 − 94.71450820ρ6)ρ cos θ + (−76.09262860

+109.60283027ρ2)ρ5 cos 3θ + (38.04631430 − 54.80141514ρ2)ρ5 cos 5θ

(Continued)

H42 = −2.72919646Z1 − 4.02313214Z4 − 3.69899239Z11 − 2.49229315Z22 + 4.36717121Z28

−1.13485132Z37 + 2.52330106Z42

H43 = 1362
√

77/20334667Z27 + (260/3)
√

341/655957Z43

H44 = −2.76678413Z6 − 2.50005278Z12 + 1.48041348Z14 − 1.62947374Z24 + 0.95864121Z26

−0.69034812Z38 + 0.40743941Z40 + 2.56965299Z44

H45 = −2.76678413Z5 − 2.50005278Z13 − 1.48041348Z15 − 1.62947374Z23 − 0.95864121Z25

−0.69034812Z39 − 0.40743941Z41 + 2.56965299Z45

 

TABLE 3a Orthonormal Hexagonal Polynomials Hj in Terms of Zernike Circle Polynomials Zj 
(Continued)
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11.24  TESTING

TABLE 3c Orthonormal Hexagonal Polynomials Hj(x, y) in Cartesian Coordinates, Where r 2 = x 2 + y 2 

H1 = 1

H2 = 2
√

6/5x

H3 = 2
√

6/5y

H4 =
√

5/43(−5 + 12ρ2)

H5 = 4
√

15/7xy

H6 = 2
√

15/7(x2 − y2)

H7 = 4
√

42/3685(−14 + 25ρ2)y

H8 = 4
√

42/3685(−14 + 25ρ2)x

H9 = (4/3)
√

10(3x2y − y3)

H10 = 4
√

70/103(x3 − 3xy2)

H11 = (3/
√

1072205)(737 − 5140ρ2 + 6020ρ4)

H12 = (30/
√

492583)(392ρ2 − 249)(x2 − y2)

H13 = (60/
√

492583)(392ρ2 − 249)xy

H14 = −(10/3)
√

7/99258181[567x4 + 32478x2y2 − 11393y4 − 2970(x2 − y2)]

H15 = (40/3)
√

7/99258181(−1485 + 8403x2 − 2423y2)xy

H16 = 2
√

2/3268147641(211107 − 966840ρ2 + 928620ρ4)x

H17 = 2
√

2/3268147641(211107 − 966840ρ2 + 928620ρ4)y

H18 = 4
√

385/295894589(−3322 + 4635ρ2)(x3 − 3xy2)

H19 = 4
√

5/97(−22 + 35ρ2)(3x2y − y3)

H20 = (−2.17600247 + 13.23551876ρ2 − 10.19604832x4 − 91.90356268x2y2 + 13.64110702y4)x

H21 = (2.17600247 − 13.23551876ρ2 + 45.95178134x4 − 27.28221405x2y2 + 22.11462599y4)y

H22 = −2.47059083 + 33.14780774ρ2 − 93.07966445ρ4 + 70.01749250ρ6

H23 = (47.45838189 − 175.85597460x2 − 186.82909872y2 + 157.02509476x4

+314.05018953x2y2 + 157.02509476y4)xy

H24 = (23.72919094 − 92.04290884x2 + 78.51254738x4)x2 + (−23.72919094 + 8.22984309x2

+89.29962781y2 + 78.51254738x4 − 78.51254738x2y2 − 78.51254738y4)y2

  

H35 = (3.10311187 − 34.93479698ρ2 + 114.10529848ρ4 − 87.65802721ρ6)ρ sin θ + (12.02405243

−2.33172188ρ2)ρ5 sin 3θ + (12.02405243 + 3.68030434ρ2)ρ5 sin 5θ + 6.01202622ρ7 sin 7θ

H36 = (3.10311187 − 34.93479698ρ2 + 114.10529848ρ4 − 87.65802721ρ6)ρ cos θ + (12.02405243

−2.33172188ρ2)ρ5 cos 3θ + (12.02405243 + 3.68030434ρ2)ρ5 sin 5θ + 6.01202622ρ7 cos 7θ

H37 = 2.74530738 − 60.39881618ρ2 + 300.22087475ρ4 − 518.03488742ρ6 + 288.55372176ρ8

−2.02412582ρ6 cos 6θ

H38 = (−42.96232789 + 287.78381063ρ2 − 565.13651608ρ4 + 339.98298180ρ4)ρ2 cos 2θ

+(8.49786414 − 13.58537785ρ2)ρ4 cos 4θ

H39 = (−42.96232789 + 287.78381063ρ2 − 565.13651608ρ4 + 339.98298180ρ4)ρ2 sin 2θ

+(8.49786414 − 13.58537785ρ2)ρ4 sin 4θ

H40 = (14.79181046 − 121.61654135ρ2 + 286.77354559ρ4 − 203.62188574ρ6)ρ2 cos 2θ

+(83.39879886 − 280.00664075ρ2 + 225.07739907ρ4)ρ4 cos 4θ

H41 = (−14.79181046 + 121.61654135ρ2 − 286.77354559ρ4 + 203.62188574ρ6)ρ2 sin 2θ

+(83.39879886 − 280.00664075ρ2 + 225.07739907ρ4)ρ4 sin 4θ

H42 = −0.84269170 + 24.65387703ρ2 − 158.21741244ρ4 + 344.75780000ρ6 − 238.31877895ρ8

+(−58.59775991 + 85.64367812ρ2)ρ6 cos 6θ

H43 = 2
√

22/20334667(−23443 + 32240ρ2)ρ6 sin 6θ

H44 = (9.64776957 − 85.41873843ρ2 + 216.08041438ρ4 − 164.01834750ρ6)ρ2 cos 2θ

+(12.67622930 − 51.08055822ρ2 + 48.40133344ρ4)ρ4 cos 4θ + 10.90211434ρ8 cos 8θ

H45 = (9.64776957 − 85.41873843ρ2 + 216.08041438ρ4 − 164.01834750ρ6)ρ2 sin 2θ

−(12.67622930 − 51.08055822ρ2 + 48.40133344ρ4)ρ4 sin 4θ + 10.90211434ρ8 sin 8θ

TABLE 3b Orthonormal Hexagonal Polynomials Hj(r, q ) in Polar Coordinates (Continued)
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.25

or

 y b x= ± −1 2 (35b)

Its area is equal to p b. The orthonormality of the elliptical polynomials Ej(x, y) is represented by26

 1

1

1

1

1

2
π

δ
b

dx E x y E x y dyj j jj

b x

b x

−
′ ′

− −

−

∫ =( , ) ( , )

22

∫  (36)

The orthonormal elliptical polynomials up to the fourth order are given in Tables 4 in three dif-
ferent but equivalent forms, as in the case of hexagonal polynomials. As in the case of a hexagonal 

H25 = (15.10561596 − 178.95943525x2 + 34.43870505y2 + 233.50942786x4

+151.82702751x2y2 − 81.68240034y4)xy

H26 = (−7.55280798 + 9.45541501x2 + 1.44222164x4)x2 + (7.55280798 + 160.04860523x2

−62.80495008y2 − 234.95164950x4 − 159.03813574x2y2 + 77.35573540y4)y2

H27 = (40.85537039x4 − 136.18456799x2y2 + 40.85537039y4)xy

H28 = 0.56537219 − 10.44830312ρ2 + 38.71296332x4 + 77.42592664x2y2 + 38.71296332y4

−29.43669525x6 − 229.42985678x4y2 + 5.76976155x2y4 − 45.11666981y6

H29 = (−15.56917599 + 7.06831810x4 − 14.13663621x2y2 + 1.41366362y4 + 130.07864353ρ2

−291.15952741ρ4 + 190.97455178ρ6)y

H30 = (−15.56917599 − 1.41366362x4 + 14.13663621x2y2 − 7.06831810y4 + 130.07864353ρ2

−291.15952741ρ4 + 190.97455178ρ6)x

H31 = 162.85550520x2 − 54.28516840y2 − 608.51113904x2ρ2 + 202.83704634y2ρ2

+532.19785685x2ρ4 − 177.39928561y2ρ4)y

H32 = [(41.60051295 − 135.27397959x2 + 102.88660624x4)x2 + (−124.80153887 + 270.54795919x2

+405.82193879y2 − 102.88660624x4 − 514.43303123x2y2 − 308.65981874y4)y2]x

H33 = [−3.87525156 + (41.84243767 − 307.79500129x2 + 368.72158389x4)x2 + (41.84243767

+145.33628349x2 − 155.60974407y2 + 10.13644892x4 − 209.06921162x2y2 + 149.51592334y4)y2]y

H34 = [3.87525156 + (−41.84243767 + 79.51711547x2 − 39.91309306x4)x2 + (−41.84243767

+615.59000259x2 − 72.66814174y2 − 777.35626084x4 − 558.15060029x2y2 + 179.29256748y4)y2]x

H35 = [3.10311187 + (−34.93479698 + 132.14137712x2 − 73.19935100x4)x2 + (−34.93479698

+144.04222993x2 + 108.09327226y2 − 519.49349681x4 + 23.85771799x2y2 − 104.44842531y4)y2]y

H36 = [3.10311187 + (−34.93479698 + 96.06921983x2 − 66.20418535x4)x2 + (−34.93479698

+264.28275425x2 + 72.02111496y2 − 535.81555000x4 + 7.53566481x2y2 − 97.45325965y4)y2]x

H37 = 2.74530738 − 60.39881618ρ2 + 300.22087475ρ4 + 288.55372176ρ8 − 520.05901324x6

−1523.74277487x4y2 − 1584.46654966x2y4 − 516.01076159y6

H38 = (−42.96232789 + 296.28167478x2 − 578.72189394x4 + 339.98298180x6)x2 + (42.96232789

−50.98718488x2 − 279.28594648y2 − 497.20962679x4 + 633.06340537x2y2 + 551.55113822y4

+679.96596360x6 − 679.96596360x2y4 − 339.98298180y6)y2

H39 = [−85.92465579 + (541.57616468 − 1075.93152073x2 + 679.96596360x4)x2 + (609.55907786

−2260.54606433x2 − 1184.61454360y2 + 2039.89789081x4 + 2039.89789081x2y2 + 679.96596360y4)y2]xy

H40 = (14.79181046 − 38.21774249x2 + 6.76690483x4 + 21.45551332x6)x2 + (−14.79181046

−500.39279319x2 + 205.01534022y2 + 1686.80674937x4 + 1113.25965819x2y2 − 566.78018634y4

−1307.55336779x6 − 2250.77399075x4y2 − 493.06582480x2y4 + 428.69928482y6)y2

H41 = [−29.58362093 + (576.82827818 − 1693.57365421x2 + 1307.55336779x4)x2 + (−90.36211274

−1147.09418236x2 + 546.47947184y2 + 2122.04091078x4 + 321.42171817x2y2 − 493.06582480y4)y2]xy

H42 = −0.84269170 + (24.65387703 − 158.21741244x2 + 286.16004008x4 − 152.67510082x6)x2

+(24.65387703 − 316.43482489x2 − 158.21741244y2 + 1913.23979875x4 + 155.30700127x2y2

+403.35555992y4 − 2152.28660953x6 − 1429.91267370x4y2 + 245.73637792x2y4 − 323.96245707y6)y2

H43 = 2
√

22/20334667(6x5y − 20x3y3 + 6xy5)(−23443 + 32240ρ2)

H44 = (9.64776957 − 72.74250912x2 + 164.99985615x4 − 104.71489971x6)x2 + (−9.64776957

−76.05737585x2 + 98.09496774y2 + 471.48320551x4 + 39.32237674x2y2 − 267.16097261y4

−826.90123032x6 + 279.13466933x4y2 − 170.82784030x2y4 + 223.32179529y6)y2

H45 = [19.29553915 + (−221.54239411 + 636.48306167x2 − 434.42511407x4)x2 + (−120.13255963

+864.32165754x2 + 227.83859586y2 − 1788.23382186x4 − 179.98634818x2y2 − 221.64827593y4)y2]xy

 

TABLE 3c Orthonormal Hexagonal Polynomials Hj(x, y) in Cartesian Coordinates, Where r 2 = x 2 + y 2 (Continued)
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E1 = Z1

E2 = Z2

E3 = Z3/b

E4 = (1/
√

3 − 2b2 + 3b4)[
√

3(1 − b2)Z1 + 2Z4]

E5 = Z5/b

E6 = [1/(2
√

2b2
√

3 − 2b2 + 3b4)][−√
3(3 − 4b2 + b4)Z1 − 3(1 − b4)Z4 +

√
2(3 − 2b2 + 3b4)Z6]

E7 = [1/(b
√

5 − 6b2 + 9b4)][6(1 − b2)Z3 + 2
√

2Z7]

E8 = (2/
√

9 − 6b2 + 5b4)[(1 − b2)Z2 +
√

2Z8]

E9 = [1/(2
√

2b3
√

5 − 6b2 + 9b4)][−2
√

2(5 − 8b2 + 3b4)Z3 − (5 − 2b2 − 3b4)Z7 + (5 − 6b2 + 9b4)Z9]

E10 = [1/(2
√

2b3
√

9 − 6b2 + 5b4)][−2
√

2(3 − 4b2 + b4)Z2 − (3 + 2b2 − 5b4)Z8 + (9 − 6b2 + 5b4)Z10]

E11 = (1/α)[
√

5(7 − 10b2 + 3b4)Z1 + 4
√

15(1 − b2)Z4 − 2
√

30(1 − b2)Z6 + 8Z11]

E12 = −
√

5/8b−2(195 − 475b2 + 558b4 − 422b6 + 159b8 − 15b10)β−1Z1

−
√

15/8b−2(105 − 205b2 + 194b4 − 114b6 + 5b8 + 15b10)β−1Z4

+
√

15/4(75 − 155b2 + 174b4 − 134b6 + 55b8 − 15b10)β−1Z6

−10
√

2b−2(3 − 2b2 + 2b6 − 3b8)β−1Z11 + b−2αγ−1Z12

E13 = [1/(b
√

5 − 6b2 + 5b4)][
√

15(1 − b2)Z5 + 2Z13]

E14 = (
√

5/2/4)(1 − b2)2b−4(35 − 10b2 − b4)γ−1Z1 + +(5
√

15/2/8)(1 − b2)2b−4(7 + 2b2 − b4)γ−1Z4

−(
√

15/8)(35 − 70b2 + 56b4 − 26b6 + 5b8)γ−1Z6 + [5/(8
√

2)](1 − b2)2b−4(7 + 10b2 + 7b4)γ−1Z11

−(5/8)b−4(7 − 6b2 + 6b6 − 7b8)γ−1Z12 + [γ/(8b4)]Z14

E15 = −(
√

15/4)b−3(5 − 8b2 + 3b4)δ−1Z5 − (5/4)(1 − b4)b−3β−1Z13 + [δ/(2b3)]Z15

α = (45 − 60b2 + 94b4 − 60b6 + 45b8)1/2

β = (1575 − 4800b2 + 12020b4 − 17280b6 + 21066b8 − 17280b10 + 12020b12 − 4800b14 + 1575b16)1/2

γ = (35 − 60b2 + 114b4 − 60b6 + 35b8)1/2

δ = (5 − 6b2 + 5b4)1/2

TABLE 4a Orthonormal Elliptical Polynomials Ej in terms of Zernike Circle Polynomials Zj , Which 
Reduce to the Corresponding Circle Polynomials as the Aspect Ratio b → 1 

 

E1 = 1

E2 = 2ρ cos θ

E3 = (2ρ sin θ)/b

E4 =
√

3/(3 − 2b2 + 3b4)(−1 − b2 + 4ρ2)

E5 = (
√

6/b)ρ2 sin 2θ

E6 = [1/(2b2)]
√

6/(3 − 2b2 + 3b4)[2b2(1 − b2) − 3(1 − b4)ρ2 + (3 − 2b2 + 3b4)ρ2 cos 2θ]

E7 = [4/(b
√

5 − 6b2 + 9b4)][−(1 + 3b2)ρ + 6ρ3] sin θ

E8 = (4/
√

9 − 6b2 + 5b4)[−(3 + b2)ρ + 6ρ3] cos θ

E9 = [1/(b3
√

5 − 6b2 + 9b4)]{3[4b2(1 − b2)ρ − (5 − 2b2 − 3b4)ρ3] sin θ + (5 − 6b2 + 9b4)ρ3 sin 3θ]}
E10 = [1/(b2

√
9 − 6b2 + 5b4)]{3[4b2(1 − b2)ρ − (3 + 2b2 − 5b4)ρ3] cos θ + (9 − 6b2 + 5b4)ρ3 cos 3θ]}

E11 =
√

5[3 + 2b2 + 3b4 − 24(1 + b2)ρ2 + 48ρ4 − 12(1 − b2)ρ2 cos 2θ]α

E12 = [
√

10α/(γb2)](−3ρ2 + 4ρ4) cos 2θ + [
√

5/2/(2b2β)][−12b2(5 − 2b2 + 2b6 − 5b8)

+6(15 + 125b2 − 194b4 + 194b6 − 125b8 − 15b10)ρ2 + 240(−3 + 2b2 − 2b6 + 3b8)ρ4

+6(75 − 155b2 + 174b4 − 134b6 + 55b8 − 15b10)ρ2 cos 2θ]

E13 = (
√

10/b)δ−1[−3(1 + b2)ρ2 + 8ρ4] sin 2θ

E14 = [
√

10/(8b4γ)]{3(1 − b2)2[8b4 − 40b2(1 + b2)ρ2 + 5(7 + 10b2 + 7b4)ρ4]

+4[6b2(5 − 7b2 + 7b4 − 5b6) − 5(7 − 6b2 + 6b6 − 7b8)ρ2]ρ2 cos 2θ + (35 − 60b2 + 114b4

−60b6 + 35b8)ρ4 cos 4θ}
E15 = (

√
10/b3)δ−1{[6b2(1 − b2) − 5(1 − b4)ρ2]ρ2 sin 2θ + [(5 − 6b2 + 5b4)/2]ρ4 sin 4θ}

TABLE 4b Orthonormal Elliptical Polynomials Ej (r, q) in Polar Coordinates
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.27

pupil, each elliptical polynomial consists of either cosine or sine terms, but not both. For example, E6
is a linear combination of Z6, Z4, and Z1. It also shows that the balancing defocus for (zero-degree) 
Seidel astigmatism is different for an elliptical pupil compared to that for a circular,3–6 annular,8–11

or a Gaussian pupil.23–25 Moreover, E11 is a linear combination of Z11, Z6, Z4, and Z1. Thus, spherical 
aberration r 4 is balanced with not only defocus r2 but astigmatism r2 cos2q as well. The ellipti-
cal polynomials are generally more complex in that they are made up of a larger number of circle 
polynomials. These results are a consequence of the fact that the x and y dimensions of the elliptical 
pupil are not equal. As expected, the elliptical polynomials reduce to the circle polynomials as b → 1, 
that is, as the unit ellipse approaches a unit circle.

11.8 RECTANGULAR POLYNOMIALS

Figure 3d shows a unit rectangle inscribed inside a unit circle. While the distance of a corner point of 

the rectangle, such as A, from its center O is unity, the half widths of the rectangle along the x and y 

axes are a and 1 2−a ,  respectively. Accordingly, the aspect ratio of the rectangle is 1 2−a a/ , and 

its area is 4 1 2a a− . As in the case of a unit ellipse, a unit rectangle is also not unique, since a can 
have any value between 0 and 1. The orthonormality of the rectangular polynomials Rj(x, y) is rep-
resented by26

 
1

4 1 2
1

1

2

2

a a
dy R x y R x y dx

a

a

j j jj−
=

− −

−

′ ′∫ ( , ) ( , ) δ
−−
∫
a

a

 (37)

E1 = 1

E2 = 2x

E3 = 2y/b

E4 = (
√

3/
√

3 − 2b2 + 3b4)(−1 − b2 + 4ρ2)

E5 = (2
√

6/b)xy

E6 = [
√

3/(b2
√

6 − 4b2 + 6b4)][b2(1 − b2) + b2(3b2 − 1)x2 − (3 − b2)y2]

E7 = [4/(b
√

5 − 6b2 + 9b4)][−(1 + 3b2) + 6ρ2]y

E8 = (4/
√

9 − 6b2 + 5b4)[−(3 + b2) + 6ρ2]x

E9 = [4/(b3
√

5 − 6b2 + 9b4)][3b2(3b2 − 1)x2 − (5 − 3b2)y2 + 3b2(1 − b2)]y

E10 = [4/(b2
√

9 − 6b2 + 5b4)][b2(5b2 − 3)x2 − 3(3 − b2)y2 + 3b2(1 − b2)]x

E11 = (
√

5/α)[48ρ4 − 12(3 + b2)x2 − 12(1 + 3b2)y2 + 3 + 2b2 + 3b4]

E12 = [
√

10α/(b2γ)][(x2 − y2)(4ρ2 − 3) + [
√

5/(2
√

2b2β)][240(−3 + 2b2 − 2b6 + 3b8)ρ4

−60(−9 + 3b2 + 2b4 − 6b6 + 7b8 + 3b10)x2 − 24(15 − 70b2 + 92b4 − 82b6 + 45b8)y2

+12b2(−5 + 2b2 − 2b6 + 5b8)]

E13 = [2
√

10/(bδ)](8ρ2 − 3 − 3b2)xy

E14 = [
√

10/(b4γ)][b4(3 − 30b2 + 35b4)x4 + 6b2(5 − 18b2 + 5b4)x2y2 + (35 − 30b2 + 3b4)y4

−6b4(1 − 6b2 + 5b4)x2 − 6b2(5 − 6b2 + b4)y2 + 3b4(1 − b2)2]

E15 = [4
√

10/(b3δ)][b2(5b2 − 3)x2 − (5 − 3b2)y2 + 3b2(1 − b2)]xy

TABLE 4c Orthonormal Elliptical Polynomials Ej (x, y) in Cartesian Coordinates, Where r2 = x2 + y2, − 1 ≤ x 

≤ 1, and − − ≤ ≤ −1 12 2 2 2b x y b x
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The rectangular polynomials thus obtained up to the fourth order are given in Tables 5 in 
the same manner as the hexagonal and elliptical polynomials. As in the case of hexagonal and 
elliptical polynomials, each rectangular polynomial also consists of either cosine or sine terms, 
but not both. Like the elliptical polynomials, the rectangular polynomials also consist of a larger 
number of circle polynomials. The rectangular polynomial R11, like the elliptical polynomials 
E11, representing a balanced primary spherical aberration is not radially symmetric, since it 
consists of a term in astigmatism Z6 or cos2q. As discussed below, the rectangular polynomials 
reduce to the square polynomials as a →1 2/ , and the slit polynomials for a slit pupil parallel 
to the x axis as a → 1.

R1 = Z1

R2 = [
√

3/(2a)]Z2

R3 = [
√

3/(2
√

1 − a2)]Z3

R4 = [
√

5/(4
√

1 − 2a2 + 2a4)](Z1 +
√

3Z4)

R5 = [
√

3/2/(2a
√

1 − a2)]Z5

R6 = {√5/[8a2(1 − a2)
√

1 − 2a2 + 2a4]}[(3 − 10a2 + 12a4 − 8a6)Z1 +
√

3(1 − 2a2)Z4

+
√

6(1 − 2a2 + 2a4)Z6]

R7 = [
√

21/(4
√

2
√

27 − 81a2 + 116a4 − 62a6)][
√

2(1 + 4a2)Z3 + 5Z7]

R8 = [
√

21/(4
√

2a
√

35 − 70a2 + 62a4)][
√

2(5 − 4a2)Z2 + 5Z8]

R9 = {
√

5/2
√

(27 − 54a2 + 62a4)/(1 − a2)/[16a2(27 − 81a2 + 116a4 − 62a6)]}[2√2(9 − 36a2

+52a4 − 60a6)Z3 + (9 − 18a2 − 26a4)Z7 + (27 − 54a2 + 62a4)Z9]

R10 = {
√

5/2/[16a3(1 − a2)
√

35 − 70a2 + 62a4]}[2√2(35 − 112a2 + 128a4 − 60a6)Z2

+(35 − 70a2 + 26a4)Z8 + (35 − 70a2 + 62a4)Z10]

R11 = [1/(16μ)][8(3 + 4a2 − 4a4)Z1 + 25
√

3Z4 + 10
√

6(1 − 2a2)Z6 + 21
√

5Z11]

R12 = {3μ/[16a2νη]}{(105 − 550a2 + 1559a4 − 2836a6 + 2695a8 − 1078a10)Z1

+5
√

3(14 − 74a2 + 205a4 − 360a6 + 335a8 − 134a10)Z4 + (5
√

3/2)(35 − 156a2

+421a4 − 530a6 + 265a8)Z6 + 21
√

5(1 − 4a2 + 6a4 − 4a6)Z11 + [(7/2)
√

5/2η/(1 − a2)]Z12}
R13 = [

√
21/(16

√
2a

√
1 − 3a2 + 4a4 − 2a6)](

√
3Z5 +

√
5Z13)

R14 = τ [6(245 − 1400a2 + 3378a4 − 4452a6 + 3466a8 − 1488a10 + 496a12)Z1

+15
√

3(49 − 252a2 + 522a4 − 540a6 + 270a8)Z4 + 15
√

6(49 − 252a2 + 534a4 − 596a6

+360a8 − 144a10)Z6 + 3
√

5(49 − 196a2 + 282a4 − 172a6 + 86a8)Z11

+147
√

10(1 − 4a2 + 6a4 − 4a6)Z12 + 3
√

10ν2Z14]

R15 = {1/[32a3(1 − a2)(1 − 3a2 + 4a4 − 2a6)1/2]}[3
√

7/2(5 − 18a2 + 24a4 − 16a6)Z5

+
√

105/2(1 − 2a2)Z13 +
√

210(1 − 2a2 + 2a4)Z15]

μ = (9 − 36a2 + 103a4 − 134a6 + 67a8)1/2

ν = (49 − 196a2 + 330a4 − 268a6 + 134a8)1/2

τ = 1/[128νa4(1 − a2)2]

η = 9 − 45a2 + 139a4 − 237a6 + 210a8 − 67a10

TABLE 5a Orthonormal Rectangular Polynomials Rj in Terms of Zernike Circle Polynomials Zj  Which 

Reduce to the Corresponding Square Polynomials as a →1 2/
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.29

R1 = 1

R2 = (
√

3/a)ρ cos θ

R3 =
√

3/(1 − a2)ρ sin θ

R4 = [
√

5/(2
√

1 − 2a2 + 2a4)](3ρ2 − 1)

R5 = [3/(2a
√

1 − a2)]ρ2 sin 2θ

R6 = {√5/[4a2(1 − a2)
√

1 − 2a2 + 2a4]}[3(1 − 2a2 + 2a4)ρ2 cos 2θ + 3(1 − 2a2)ρ2

−2a2(1 − a2)(1 − 2a2)]

R7 = [
√

21/(2
√

27 − 81a2 + 116a4 − 62a6)](15ρ2 − 9 + 4a2)ρ sin θ

R8 = [
√

21/(2a
√

35 − 70a2 + 62a4)](15ρ2 − 5 − 4a2)ρ cos θ

R9 = {√5
√

(27 − 54a2 + 62a4)/(1 − a2)/[8a2(27 − 81a2 + 116a4 − 62a6)]}{(27 − 54a2 + 62a4)

×ρ3 sin 3θ − 3[4a2(3 − 13a2 + 10a4) − (9 − 18a2 − 26a4)ρ2]ρ sin θ}
R10 = {√5/[8a3(1 − a2)

√
35 − 70a2 + 62a4]}{(35 − 70a2 + 62a4)ρ3 cos 3θ

−3[4a2(7 − 17a2 + 10a4) − (35 − 70a2 + 26a4)ρ2]ρ cos θ}
R11 = [1/(8μ)][315ρ4 + 30(1 − 2a2)ρ2 cos 2θ − 240ρ2 + 27 + 16a2 − 16a4]

R12 = [3μ/(8a2νη)][315(1 − 2a2)(1 − 2a2 + 2a4)ρ4 + 5(7μ2ρ2 − 21 + 72a2 − 225a4 + 306a6

−153a8)ρ2 cos 2θ − 15(1 − 2a2)(7 + 4a2 − 71a4 + 134a6 − 67a8)ρ2

+a2(1 − a2)(1 − 2a2)(70 − 233a2 + 233a4)]

R13 = [
√

21/(4a
√

1 − 3a2 + 4a4 − 2a6)](5ρ2 − 3)ρ2 sin 2θ

R14 = 6τ{5ν2ρ4 cos 4θ − 20(1 − 2a2)[6a2(7 − 16a2 + 18a4 − 9a6) − 49(1 − 2a2 + 2a4)ρ2]ρ2 cos 2θ

+8a4(1 − a2)2(21 − 62a2 + 62a4) − 120a2(7 − 30a2 + 46a4 − 23a6)ρ2

+15(49 − 196a2 + 282a4 − 172a6 + 86a8)ρ4}
R15 = {√21/[8a3(1 − a2)3/2(1 − 2a2 + 2a4)1/2]}[−(1 − 2a2)(6a2 − 6a4 − 5ρ2)ρ2 sin 2θ

+(5/2)(1 − 2a2 + 2a4)ρ4 sin 4θ]

TABLE 5b Orthonormal Rectangular Polynomials Rj(r, q) in Polar Coordinates

 

TABLE 5c Orthonormal Rectangular Polynomials Rj(x, y) in Cartesian Coordinates, Where 

r2 = x2 + y2, −a ≤ x ≤ a,  and − − ≤ ≤ −1 12 2a y a

R1 = 1

R2 = (
√

3/a)x

R3 =
√

3/(1 − a2)y

R4 = [
√

5/(2
√

1 − 2a2 + 2a4)](3ρ2 − 1)

R5 = [3/(a
√

1 − a2)]xy

R6 = {√5/[2a2(1 − a2)
√

1 − 2a2 + 2a4]}[3(1 − a2)2x2 − 3a4y2 − a2(1 − 3a2 + 2a4)]

R7 = [
√

21/(2
√

27 − 81a2 + 116a4 − 62a6)](15ρ2 − 9 + 4a2)y

R8 = [
√

21/(2a
√

35 − 70a2 + 62a4)](15ρ2 − 5 − 4a2)x

R9 = {√5
√

(27 − 54a2 + 62a4)/(1 − a2)/[2a2(27 − 81a2 + 116a4 − 62a6)]}[27(1 − a2)2x2

−35a4y2 − a2(9 − 39a2 + 30a4)]y

R10 = {√5/[2a3(1 − a2)
√

35 − 70a2 + 62a4]}[35(1 − a2)2x2 − 27a4y2 − a2(21 − 51a2 + 30a4)]x

R11 = [1/(8μ)][315ρ4 − 30(7 + 2a2)x2 − 30(9 − 2a2)y2 + 27 + 16a2 − 16a4]

R12 = [3μ/(8a2νη)][35(1 − a2)2(18 − 36a2 + 67a4)x4 + 630(1 − 2a2)(1 − 2a2 + 2a4)x2y2

−35a4(49 − 98a2 + 67a4)y4 − 30(1 − a2)(7 − 10a2 − 12a4 + 75a6 − 67a8)x2

−30a2(7 − 77a2 + 189a4 − 193a6 + 67a8)y2 + a2(1 − a2)(1 − 2a2)(70 − 233a2 + 233a4)]

R13 = [
√

21/(2a
√

1 − 3a2 + 4a4 − 2a6)](5ρ2 − 3)xy

R14 = 16τ [735(1 − a2)4x4 − 540a4(1 − a2)2x2y2 + 735a8y4 − 90a2(1 − a2)3(7 − 9a2)x2

+90a6(1 − a2)(2 − 9a2)y2 + 3a4(1 − a2)2(21 − 62a2 + 62a4)]

R15 = {√21/[2a3(1 − a2)
√

1 − 3a2 + 4a4 − 2a6]}[5(1 − a2)2x2 − 5a4y2 − a2(3 − 9a2 + 6a4)]xy
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11.9 SQUARE POLYNOMIALS

Figure 3e shows a unit square inscribed inside a unit circle, as in the case of a rectangle. The distance 
of a corner point of the square, such as A, from its center O is unity, but each of its sides has a length 
of 2  and its area is 2. The orthonormality of the square polynomials Sj(x, y) is represented by26

 
1

2
1 2

1 2

1 2

1 2

dy S x y S x y dxj j jj

−
′ ′

−
∫ =
/

/

/

/

( , ) ( , ) δ∫∫  (38)

The square polynomials through the eighth order are given in terms of the Zernike polynomials in 
Table 6a. The first 15 polynomials are given in their analytical form, but those with j > 15 are written in 
a numerical form because of the increasing complexity of the coefficients of the circle polynomials. The 
corresponding polynomials in polar and Cartesian coordinates are given in Tables 6b and 6c, respec-
tively. Of course, up to the fourth order, they can be obtained simply from the rectangular polynomials 
Rj(x, y) given in Tables 5 by letting a =1 2/ . The square polynomial S11 representing the balanced 
primary spherical aberration is radially symmetric, but the polynomial S22 representing the balanced 
secondary spherical aberration is not, since it consists of a term in Z14 or cos 4q also. Similarly, the poly-
nomial S37 representing the balanced tertiary spherical aberration is also not radially symmetric, since 
it consists of terms in Z14 and Z26 both varying as cos 4q.

11.10 SLIT POLYNOMIALS

By letting a → 1 in the rectangular pupil, we obtain a unit slit pupil that is parallel to the x axis, as 
illustrated in Figure 3f. The corresponding orthonormal polynomials representing balanced aberra-
tions for such pupils can be obtained from the rectangular polynomials Rj(x, y) given in Table 5c by 
letting y → 0 and a → 1. Half of the rectangular polynomials thus reduce to zero. Some of the other 
polynomials are redundant. For example, the one-dimensional defocus and astigmatism can not be 
distinguished from each other. The slit polynomials are orthonormal according to26

 
1

2
1

1

P x P x dxj j ij( ) ( )′
−

=∫ δ  (39)

The relevant orthonormal slit polynomials are listed in Table 7. They are the Legendre polynomials,17

which represent balanced aberrations uniquely.20,26 Since the pupil is one dimensional along the x 
axis, the aberrations vary with x only.

11.11 ABERRATION BALANCING AND 
TOLERANCING, AND DIFFRACTION FOCUS

For small aberrations, the Strehl ratio of the image of a point object is approximately given by 1 – s2

or exp(–s 2) when the standard deviation s of the aberration is in units of radians.4,5,35 The Zernike 
circle and annular polynomials are separable in r and q. The balanced spherical aberrations for these 
radially symmetric pupils are radially symmetric, and the balanced primary astigmatism for them 
has the same form. This is also true of a Gaussian circular or annular pupil, again because of the 
radial symmetry of the pupil and the amplitude across it.23–25 From the orthonormal form H4 of 

defocus for a hexagonal pupil, the sigma of the defocus aberration r2 is given by ( ) / .1 12 43 5/  The 

hexagonal polynomials H5 and H6 show that the balanced astigmatism has the same form as the cir-
cle polynomials Z5 and Z6, respectively. Thus the relative amount of defocus r2 that balances classi-
cal or Seidel astigmatism r2cos2q is the same for a hexagonal pupil as for a circular pupil. Hence, for 
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S1 = Z1

S2 =
√

3/2Z2

S3 =
√

3/2Z3

S4 = (
√

5/2/2)Z1 + (
√

15/2/2)Z4

S5 =
√

3/2Z5

S6 = (
√

15/2)Z6

S7 = (3
√

21/31/2)Z3 + (5
√

21/62/2)Z7

S8 = (3
√

21/31/2)Z2 + (5
√

21/62/2)Z8

S9 = −(7
√

5/31/2)Z3 − (13
√

5/62/4)Z7 + (
√

155/2/4)Z9

S10 = (7
√

5/31/2)Z2 + (13
√

5/62/4)Z8 + (
√

155/2/4)Z10

S11 = (8/
√

67)Z1 + (25
√

3/67/4)Z4 + (21
√

5/67/4)Z11

S12 = (45
√

3/16)Z6 + (21
√

5/16)Z12

S13 = (3
√

7/8)Z5 + (
√

105/8)Z13

S14 = 261/(8
√

134)Z1 + (345
√

3/134/16)Z4 + (129
√

5/134/16)Z11 + (3
√

335/16)Z14

S15 = (
√

105/4)Z15

S16 = 1.71440511Z2 + 1.71491497Z8 + 0.65048499Z10 + 1.52093102Z16

S17 = 1.71440511Z3 + 1.71491497Z7 − 0.65048449Z9 + 1.52093102Z17

S18 = 4.10471345Z2 + 3.45884077Z8 + 5.34411808Z10 + 1.51830574Z16 + 2.80808005Z18

S19 = −4.10471345Z3 − 3.45884078Z7 + 5.34411808Z9 − 1.51830575Z17 + 2.80808005Z19

S20 = 5.57146696Z2 + 4.44429264Z8 + 3.00807599Z10 + 1.70525179Z16 + 1.16777987Z18

+4.19716701Z20

S21 = 5.57146696Z3 + 4.44429264Z7 − 3.00807599Z9 + 1.70525179Z17 − 1.16777988Z19

+4.19716701Z21

S22 = 1.33159935Z1 + 1.94695912Z4 + 1.74012467Z11 + 0.65624211Z14 + 1.50989174Z22

S23 = 0.95479991Z5 + 1.01511643Z13 + 1.28689496Z23

S24 = 9.87992565Z6 + 7.28853095Z12 + 3.38796312Z24

S25 = 5.61978925Z15 + 2.84975327Z25

S26 = 11.00650275Z1 + 14.00366597Z4 + 9.22698484Z11 + 13.55765720Z14 + 3.18799971Z22

+5.11045000Z26

S27 = 4.24396143Z5 + 2.70990074Z13 + 0.84615108Z23 + 5.17855026Z27

S28 = 17.58672314Z6 + 11.15913268Z12 + 3.57668869Z24 + 6.44185987Z28

S29 = 2.42764289Z3 + 2.69721906Z7 − 1.56598064Z9 + 2.12208902Z17 − 0.93135653Z19

+0.25252773Z21 + 1.59017528Z29

S30 = 2.42764289Z2 + 2.69721906Z8 + 1.56598064Z10 + 2.12208902Z16 + 0.93135653Z18

+0.25252773Z20 + 1.59017528Z30

S31 = −9.10300982Z3 − 8.79978208Z7 + 10.69381427Z9 − 5.37383385Z17 + 7.01044701Z19

−1.26347272Z21 − 1.90131756Z29 + 3.07960207Z31

S32 = 9.10300982Z2 + 8.79978208Z8 + 10.69381427Z10 + 5.37383385Z16 + 7.01044701Z18

+1.26347272Z20 + 1.90131756Z30 + 3.07960207Z32

S33 = 21.39630883Z3 + 19.76696884Z7 − 12.70550260Z9 + 11.05819453Z17 − 7.02178756Z19

+15.80286172Z21 + 3.29259996Z29 − 2.07602718Z31 + 5.40902889Z33

S34 = 21.39630883Z2 + 19.76696884Z8 + 12.70550260Z10 + 11.05819453Z16 + 7.02178756Z18

+15.80286172Z20 + 3.29259996Z30 + 2.07602718Z32 + 5.40902889Z34

S35 = −16.54454462Z3 − 14.89205549Z7 + 22.18054997Z9 − 7.94524849Z17 + 11.85458952Z19

−6.18963457Z21 − 2.19431441Z29 + 3.24324400Z31 − 1.72001172Z33 + 8.16384008Z35

S36 = 16.54454462Z2 + 14.89205549Z8 + 22.18054997Z10 + 7.94524849Z16 + 11.85458952Z18

+6.18963457Z20 + 2.19431441Z30 + 3.24324400Z32 + 1.72001172Z34 + 8.16384008Z36

TABLE 6a Orthonormal Square Polynomials Sj in Terms of Zernike Circle Polynomials Zj

(Continued)
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11.32  TESTING

TABLE 6b Orthonormal Square Polynomials Sj(r, q) in Polar Coordinates

S1 = 1

S2 =
√

6ρ cos θ

S3 =
√

6ρ sin θ

S4 =
√

5/2(3ρ2 − 1)

S5 = 3ρ2 sin 2θ

S6 = 3
√

5/2ρ2 cos 2θ

S7 =
√

21/31(15ρ2 − 7)ρ sin θ

S8 =
√

21/31(15ρ2 − 7)ρ cos θ

S9 = (
√

5/31/2)[31ρ3 sin 3θ − 3(13ρ2 − 4)ρ sin θ]

S10 = (
√

5/31/2)[31ρ3 cos 3θ + 3(13ρ2 − 4)ρ cos θ]

S11 = [1/(2
√

67)](315ρ4 − 240ρ2 + 31)

S12 = [15/(2
√

2)](7ρ2 − 3)ρ2 cos 2θ

S13 =
√

21/2(5ρ2 − 3)ρ2 sin 2θ

S14 = [3/(8
√

134)](335ρ4 cos 4θ + 645ρ4 − 300ρ2 + 22)

S15 = (5/2)
√

21/2ρ4 sin 4θ

S16 =
√

55/1966[11ρ3 cos 3θ + 3(19 − 97ρ2 + 105ρ4)ρ cos θ]

S17 =
√

55/1966[−11ρ3 sin 3θ + 3(19 − 97ρ2 + 105ρ4)ρ sin θ]

S18 = (1/4)
√

3/844397[5(−10099 + 20643ρ2)ρ3 cos 3θ + 3(3128 − 23885ρ2 + 37205ρ4)ρ cos θ]

S19 = (1/4)
√

3/844397[5(−10099 + 20643ρ2)ρ3 sin 3θ − 3(3128 − 23885ρ2 + 37205ρ4)ρ sin θ]

S20 = (1/16)
√

7/859[2577ρ5 cos 5θ − 5(272 − 717ρ2)ρ3 cos 3θ + 30(22 − 196ρ2 + 349ρ4)ρ cos θ]

S21 = (1/16)
√

7/859[2577ρ5 sin 5θ + 5(272 − 717ρ2)ρ3 sin 3θ + 30(22 − 196ρ2 + 349ρ4)ρ sin θ]

S22 = (1/4)
√

65/849(1155ρ6 + 30ρ4 cos 4θ − 1395ρ4 + 453ρ2 − 31)

S23 = (1/2)
√

33/3923(471 − 1820ρ2 + 1575ρ4)ρ2 sin 2θ

S24 = (21/4)
√

65/1349(27 − 140ρ2 + 165ρ4)ρ2 cos 2θ

S25 = (7/4)
√

33/2(9ρ2 − 5)ρ4 sin 4θ

S26 = [1/(16
√

849)][5(−98 + 2418ρ2 − 12051ρ4 + 15729ρ6) + 3(−8195 + 17829ρ2)ρ4 cos 4θ]

S27 = [1/(16
√

7846)][27461ρ6 sin 6θ + 15(348 − 2744ρ2 + 4487ρ4)ρ2 sin 2θ]

S28 = [21/(32
√

1349)][1349ρ6 cos 6θ + 5(196 − 1416ρ2 + 2247ρ4)ρ2 cos 2θ]

  (Continued)

S37 = 1.75238960Z1 + 2.72870567Z4 + 2.76530671Z11 + 1.43647360Z14 + 2.12459170Z22

+0.92450043Z26 + 1.58545010Z37

S38 = 19.24848143Z6 + 16.41468913Z12 + 9.76776798Z24 + 1.47438007Z28 + 3.83118509Z38

S39 = 0.46604820Z5 + 0.84124290Z13 + 1.00986774Z23 − 0.42520747Z27 + 1.30579570Z39

S40 = 28.18104531Z1 + 38.52219208Z4 + 30.18363661Z11 + 36.44278147Z14 + 15.52577202Z22

+19.21524879Z26 + 4.44731721Z37 + 6.00189814Z40

S41 = (369/4)
√

35/3574Z15 + [11781/(32
√

3574)]Z25 + (2145/32)
√

7/3574Z41

S42 = 85.33469748Z6 + 64.01249391Z12 + 30.59874671Z24 + 34.09158819Z28 + 7.75796322Z38

+9.37150432Z42

S43 = 14.30642479Z5 + 11.17404702Z13 + 5.68231935Z23 + 18.15306055Z27 + 1.54919583Z39

+5.90178984Z43

S44 = 36.12567424Z1 + 47.95305224Z4 + 35.30691679Z11 + 56.72014548Z14 + 16.36470429Z22

+26.32636277Z26 + 3.95466397Z37 + 6.33853092Z40 + 12.38056785Z44

S45 = 21.45429746Z15 + 9.94633083Z25 + 2.34632890Z41 + 10.39130049Z45

TABLE 6a Orthonormal Square Polynomials Sj (r, q) in Terms of Zernike Circle Polynomials 
(Continued)
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.33

TABLE 6c Orthonormal Square Polynomials Sj (x, y) in Cartesian Coordinates, Where r 2 = x2 + y 2, −1/ 2  ≤ x ≤ 

1/ 2 , and , −1/ 2  ≤ y ≤ 1/ 2  

S1 = 1

S2 =
√

6x

S3 =
√

6y

S4 =
√

5/2(3ρ2 − 1)

S5 = 6xy

S6 = 3
√

5/2(x2 − y2)

S7 =
√

21/31(15ρ2 − 7)y

S8 =
√

21/31(15ρ2 − 7)x

S9 =
√

5/31(27x2 − 35y2 + 6)y

S10 =
√

5/31(35x2 − 27y2 − 6)x

S11 = [1/(2
√

67)](315ρ4 − 240ρ2 + 31)

S12 = [15/(2
√

2)](x2 − y2)(7ρ2 − 3)

S13 =
√

42(5ρ2 − 3)xy

(Continued)

S29 = (−13.79189793ρ + 125.49411319ρ3 − 308.13074909ρ5 + 222.62454035ρ7) sin θ

+(8.47599260ρ3 − 16.13156842ρ5) sin 3θ + 0.87478174ρ5 sin 5θ

S30 = (−13.79189793ρ + 125.49411319ρ3 − 308.13074909ρ5 + 222.62454035ρ7) cos θ

+(−8.47599260ρ3 + 16.13156842ρ5) cos 3θ + 0.87478174ρ5 cos 5θ

S31 = (6.14762642ρ − 79.44065626ρ3 + 270.16115026ρ5 − 266.18445920ρ7) sin θ

+(56.29115383ρ3 − 248.12774426ρ5 + 258.68657393ρ7) sin 3θ − 4.37679791ρ5 sin 5θ

S32 = (−6.14762642ρ + 79.44065626ρ3 − 270.16115026ρ5 + 266.18445920ρ7) cos θ

+(56.29115383ρ3 − 248.12774426ρ5 + 258.68657393ρ7) cos 3θ + 4.37679791ρ5 cos 5θ

S33 = (−6.78771487ρ + 103.15977419ρ3 − 407.15689696ρ5 + 460.96399558ρ7) sin θ

+(−21.68093294ρ3 + 127.50233381ρ5 − 174.38628345ρ7) sin 3θ

+(−75.07397471ρ5 + 151.45280913ρ7) sin 5θ

S34 = (−6.78771487ρ + 103.15977419ρ3 − 407.15689696ρ5 + 460.96399558ρ7) cos θ

+(21.68093294ρ3 − 127.50233381ρ5 + 174.38628345ρ7) cos 3θ

+ρ5(−75.07397471 + 151.45280913ρ2) cos 5θ

S35 = (3.69268433ρ − 59.40323317ρ3 + 251.40397826ρ5 − 307.20401818ρ7) sin θ

+(28.20381860ρ3 − 183.86176738ρ5 + 272.43249673ρ7) sin 3θ

+(19.83875817ρ5 − 48.16032819ρ7) sin 5θ + 32.65536033ρ7 sin 7θ

S36 = (−3.69268433ρ + 59.40323317ρ3 − 251.40397826ρ5 + 307.20401818ρ7) cos θ

+(28.20381860ρ3 − 183.86176738ρ5 + 272.43249673ρ7) cos 3θ

+(−19.83875817ρ5 + 48.16032819ρ7) cos 5θ + 32.65536033ρ7 cos 7θ

S37 = 2.34475558 − 55.32128002ρ2 + 296.53777290ρ4 − 553.46621887ρ6 + 332.94452229ρ8

+(−12.75329096ρ4 + 20.75498320ρ6) cos 4θ

S38 = (−51.83202694ρ2 + 451.93890159ρ4 − 1158.49126888ρ6 + 910.24313983ρ8) cos 2θ

+5.51662508ρ6 cos 6θ

S39 = (−39.56789598ρ2 + 267.47071204ρ4 − 525.02362247ρ6 + 310.24123146ρ8) sin 2θ

−1.59098067ρ6 sin 6θ

S40 = 1.21593465 − 45.42224477ρ2 + 373.41167834ρ4 − 1046.32659847ρ6 + 933.93661610ρ8

+(137.71626496ρ4 − 638.10242034ρ6 + 712.98912399ρ8) cos 4θ

S41 = (9/8)
√

7/1787(1455 − 5544ρ2 + 5005ρ4)ρ4 sin 4θ

S42 = (−40.45171657ρ2 + 494.75561036ρ4 − 1738.64589491ρ6 + 1843.19802390ρ8) cos 2θ

+(−150.76043598ρ6 + 318.07940431ρ8) cos 6θ

S43 = (−9.12193686ρ2 + 110.47679089ρ4 − 371.21215287ρ6 + 368.07015240ρ8) sin 2θ

+(−107.35168289ρ6 + 200.31338972ρ8) sin 6θ

S44 = 0.58427150 − 25.29433513ρ2 + 242.54313549ρ4 − 795.02011474ρ6 + 830.47943579ρ8

+(90.22533813ρ4 − 538.44320774ρ6 + 752.97905752ρ8) cos 4θ + 52.52630092ρ8 cos 8θ

S45 = (31.08509142ρ4 − 194.79990628ρ6 + 278.72965314ρ8) sin 4θ + 44.08655427ρ8 sin 8θ 

TABLE 6b Orthonormal Square Polynomials Sj(r, q) in Polar Coordinates (Continued)
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11.34

TABLE 6c Orthonormal Square Polynomials Sj (x, y), in Cartesian Coordinates, Where r 2 = x2 + y 2, −1/ 2  ≤ x ≤ 
1/ 2 , and , −1/ 2  ≤ y ≤ 1/ 2  (Continued)

S14 = [3/(4
√

134)][10(49x4 − 36x2y2 + 49y4) − 150ρ2 + 11]

S15 = 5
√

42(x2 − y2)xy

S16 =
√

55/1966(315ρ4 − 280x2 − 324y2 + 57)x

S17 =
√

55/1966(315ρ4 − 324x2 − 280y2 + 57)y

S18 = (1/2)
√

3/844397[105(1023x4 + 80x2y2 − 943y4) − 61075x2 + 39915y2 + 4692]x

S19 = (1/2)
√

3/844397[105(943x4 − 80x2y2 − 1023y4) − 39915x2 + 61075y2 − 4692]y

S20 = (1/4)
√

7/859[6(693x4 − 500x2y2 + 525y4) − 1810x2 − 450y2 + 165]x

S21 = (1/4)
√

7/859[6(525x4 − 500x2y2 + 693y4) − 450x2 − 1810y2 + 165]y

S22 = (1/4)
√

65/849[1155ρ6 − 15(91x4 + 198x2y2 + 91y4) + 453ρ2 − 31]

S23 =
√

33/3923(1575ρ4 − 1820ρ2 + 471)xy

S24 = (21/4)
√

65/1349(165ρ4 − 140ρ2 + 27)(x2 − y2)

S25 = 7
√

33/2(9ρ2 − 5)xy(x2 − y2)

S26 = [1/(8
√

849)][42(1573x6 − 375x4y2 − 375x2y4 + 1573y6) − 60(707x4 − 225x2y2 + 707y4)

+6045ρ2 − 245]

S27 = [1/(2
√

7846)][14(2673x4 − 2500x2y2 + 2673y4) − 10290ρ2 + 1305]xy

S28 = [21/(8
√

1349)][3146x6 − 2250x4y2 + 2250x2y4 − 3146y6 − 1770(x4 − y4) + 245(x2 − y2)]

S29 = (−13.79189793 + 150.92209099x2 + 117.01812058y2 − 352.15154565x4 − 657.27245247x2y2

−291.12439892y4 + 222.62454035x6 + 667.87362106x4y2 + 667.87362106x2y4 + 222.62454035y6)y

S30 = (−13.79189793 + 117.01812058x2 + 150.92209099y2 − 291.12439892x4 − 657.27245247x2y2

−352.15154565y4 + 222.62454035x6 + 667.87362106x4y2 + 667.87362106x2y4 + 222.62454035y6)x

S31 = (6.14762642 + 89.43280522x2 − 135.73181009y2 − 496.10607212x4 + 87.83479115x2y2

+513.91209661y4 + 509.87526260x6 + 494.87949207x4y2 − 539.86680367x2y4 − 524.87103314y6)y

S32 = (−6.14762642 + 135.73181009x2 − 89.43280522y2 − 513.91209661x4 − 87.83479115x2y2

+496.10607212y4 + 524.87103314x6 + 539.86680367x4y2 − 494.87949207x2y4 − 509.87526260y6)x

S33 = (−6.78771487 + 38.11697536x2 + 124.84070714y2 − 400.01976911x4 + 191.43062089x2y2

−609.73320550y4 + 695.06919087x6 − 246.30347616x4y2 − 154.56957886x2y4 + 786.80308817y6)y

S34 = (−6.78771487 + 124.84070714x2 + 38.11697536y2 − 609.73320550x4 + 191.43062089x2y2

−400.01976911y4 + 786.80308817x6 − 154.56957886x4y2 − 246.30347616x2y4 + 695.06919087y6)x

S35 = (3.69268433 + 25.20822264x2 − 87.60705178y2 − 200.98753298x4 − 63.30315999x2y2

+455.10450382y4 + 497.87935336x6 − 461.58554163x4y2 + 470.02596297x2y4 − 660.45220344y6)y

S36 = (−3.69268433 + 87.60705178x2 − 25.20822264y2 − 455.10450382x4 + 63.30315999x2y2

+200.98753298y4 + 660.45220344x6 − 470.02596297x4y2 + 461.58554163x2y4 − 497.87935336y6)x

S37 = 9.37902233 − 221.28512011ρ2 + 1186.15109160ρ4 − 2213.86487550ρ6 + 1331.77808917ρ8

+0.0190064(x4 − 6x2y2 + y4)(−671 + 1092ρ2)

S38 = (−51.83202694 + 451.93890159x2 − 1152.97464379x4 + 910.24313983x6)x2 + (51.83202694

−451.93890159y2 − 1241.24064523x4 + 1241.24064523x2y2 + 1152.97464379y4 + 1820.48627967x6

−1820.48627967x2y4 − 910.24313983y6)y2

S39 = (−79.13579197 + 534.94142408x2 + 534.94142408y2 − 1059.59312899x4 − 2068.27487642x2y2

−1059.59312899y4 + 620.48246292x6 + 1861.44738877x4y2 + 1861.44738877x2y4

+620.48246292y6)xy

S40 = 1.21593465 + (−45.42224477 + 511.12794331x2 − 1684.42901882x4 + 1646.92574009x6)x2

+(−45.42224477 − 79.47423312x2 + 511.12794331y2 + 51.53230630x4 + 51.53230630x2y2

−1684.42901882y4 + 883.78996844x6 − 1526.27154329x4y2 + 883.78996844x2y4

+1646.92574009y6)y2

S41 = (409.79084415x2 − 409.79084415y2 − 1561.42985567x4 + 1561.42985567y4 + 1409.62417525x6

+1409.62417525x4y2 − 1409.62417525x2y4 − 1409.62417525y6)xy

S42 = (−40.45171657 + 494.75561036x2 − 1889.40633090x4 + 2161.27742821x6)x2 + (40.45171657

−494.75561036y2 + 522.76064491x4 − 522.76064491x2y2 + 1889.40633090y4 − 766.71561254x6

+766.71561254x2y4 − 2161.27742821y6)y2

S43 = (−18.24387372 + 220.95358178x2 + 220.95358178y2 − 1386.53440310x4 + 662.18504631x2y2

−1386.53440310y4 + 1938.02064313x6 − 595.96654168x4y2 − 595.96654168x2y4

+1938.02064313y6)xy

S44 = 0.58427150 + (−25.29433513 + 332.76847363x2 − 1333.46332249x4 + 1635.98479424x6)x2

+(−25.29433513 − 56.26575785x2 + 332.76847363y2 + 307.15569451x4 + 307.15569451x2y2

−1333.46332249y4 − 1160.73491284x6 + 1129.92710444x4y2 − 1160.73491284x2y4

+1635.98479424y6)y2

S45 = (124.34036571x2 − 124.34036571y2 − 779.19962514x4 + 779.19962514y4 + 1467.61104674x6

−1353.92842666x4y2 + 1353.92842666x2y4 − 1467.61104674y6)xy 
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.35

a small amount of astigmatism, the diffraction focus for an inscribed hexagonal pupil is the same as 
for a circular pupil.4,5 For an image with a focal ratio of F, it lies along the z axis at a distance of −8F2 
times the amount of the balancing defocus from the Gaussian image point. However, the hexagonal 
polynomials H7 and H8 show that the relative amount of tilt rcosq that optimally balances classi-
cal or Seidel coma r3cosq is −14/25 ≈ –0.56 compared to –2/3 for a circular pupil. The diffraction 
focus in this case lies along the x axis at a distance of –2F times the amount of tilt from the Gaussian 
image point. Similarly, the hexagonal polynomial H11 shows that the relative amount of defocus that 
optimally balances classical primary or Seidel spherical aberration r4 is –257/301 ≈ –0.85 compared 
to a value of –1 for a circular pupil. It has the consequence that the diffraction focus lies closer to 
the Gaussian image point in the case of coma, and closer to the Gaussian image plane in the case of 
spherical aberration, compared to their corresponding locations for a circular pupil. While the bal-
anced primary and secondary spherical aberrations H11 and H22 are radially symmetric, the balanced 
tertiary spherical aberration H37 is not. The tertiary spherical aberration r8 is balanced not only by 
defocus r2 and primary and secondary spherical aberrations r4 and r6, but by a term in Z28 or r6 
cos 6q as well.

In the case of an elliptical pupil, the sigma of Seidel astigmatism r2cosq is given by s a = 1/4, 
independent of its aspect ratio b, and thus equal to that for a circular pupil. Since Seidel astigmatism 
x2 varies only along the x axis for which the unit ellipse has the same length as a unit circle, the sigma 
is independent of b. The amount of balancing defocus r2 for astigmatism is different in the case of 
an elliptical or a rectangular pupil from the value of –1/2 for a circular pupil. Moreover, for these 
pupils, spherical aberration r4 is balanced not only by defocus r2 but astigmatism r2cos2q as well. 
This is a consequence of the fact that the x and y dimensions of the these pupils are not equal.

A square pupil is a special case of a rectangular pupil for which a =1 2/ . It is evident from the 
square polynomials S5 and S6 that they have the same form as the corresponding circle polynomials. 
Thus there is no additional defocus for balancing astigmatism, as may be seen by the absence of a 
Z4 term in the expression for S6. Hence, the diffraction focus of a system does not change when its 
circular pupil is replaced by an inscribed square pupil. Unlike an elliptical or a rectangular pupil, 
the primary spherical aberration in a square pupil is balanced by defocus only, as is evident from 
the radially symmetric expression for S11. However, the balanced secondary and tertiary spherical 
aberrations are not radially symmetric, since they contain angle-dependent terms varying as cos4q. 
From the polynomials S7, S8, and S11, the diffraction foci in the case of coma and spherical aberra-
tion are closer to the Gaussian image point and the Gaussian image plane, respectively, compared to 
their corresponding locations for a circular pupil.

The sigma of Seidel aberrations with and without balancing are listed in Table 8 for elliptical and 
rectangular pupils. The corresponding values for a circular, hexagonal, square, and a slit pupil are 
listed in Table 9.26 As expected, the results for an elliptical pupil reduce to those for a circular pupil 

as b→1, and the results for a rectangular pupil reduce to those for a square pupil as a →1 2/ . As 
the area of a unit pupil decreases in going from a circular to a hexagonal to a square pupil (from p
to 3 3 2 2 6/ ≈ .  to 2), the sigma of an aberration decreases and its tolerance for a certain Strehl ratio 

1 Piston 1
2 Tilt

√
3x

3 Defocus (
√

5/2)(3x2 − 1)
4 Coma (

√
7/2)(5x3 − 3x)

5 Spherical aberration (3/8)(35x4 − 30x2 + 3)
6 Secondary coma (

√
11/8)(63x5 − 70x3 + 15x)

7 Secondary spherical aberration (
√

13/16)(231x6 − 315x4 + 105x2 − 5)

TABLE 7 Orthonormal Polynomials for a Unit Slit Pupil

 j Aberration Orthonormal Polynomials
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11.36  TESTING

increases. The slit pupil is more sensitive compared to a circular pupil, except for spherical aber-
ration for which it is slightly less sensitive. To obtain the Seidel coefficients from the orthonormal 
coefficients of a noncircular wavefront, all significant coefficients that contain a Seidel term must be 
taken into account, just as in the case of Zernike coefficients.36

11.12 ISOMETRIC, INTERFEROMETRIC, AND PSF 
PLOTS FOR ORTHONORMAL ABERRATIONS

The aberration-free point-spread functions (PSFs) for unit pupils considered in this chapter are 
shown in Fig. 5, illustrating their symmetry, for example, 6-fold symmetry for a hexagonal pupil. 
Their linear scale is such that the first zero of the PSF, for example, for a square pupil occurs at unity 
in units of lF (corresponding to 1.22 for a circular pupil). Here l is the wavelength of the object 
radiation and F is the focal ratio of the image-forming light cone. These PSFs are the ultimate goal 
of fabrication and testing. The obscuration ratio of the annular pupil in Fig. 5b is � = 0.5; the aspect 
ratio of the elliptical pupil in Fig. 5d is b = 0.85; and the half width of the rectangular pupil in Fig. 5e 

Sigma Elliptical Rectangular

σd (1/4)[(3 − 2b2 + 3b4)/3]1/2 (2/3)[(1 − 2a2 + 2a4)/5]1/2

σa 1/4 2a2/(3
√

5)

σba b2/[6(3 − 2b2 + 3b4)]1/2 2a2(1 − a2)/{3[5(1 − 2a2 + 2a4)]1/2}
σc (5 + 2b2 + b4)1/2/8 a[(7 + 8a4)/105]1/2

σbc (9 − 6b2 + 5b4)1/2/24 2a(35 − 70a2 + 62a4)1/2/(15
√

21)

σs (225 + 60b2 − 58b4 + 60b6 + 225b8)1/2/(24
√

10) 4(63 − 162a2 + 206a4 − 88a6 + 44a8)1/2/(45
√

7)

σbc (45 − 60b2 + 94b4 − 60b6 + 45b8)1/2/(48
√

5) (8/315)(9 − 36a2 + 103a4 − 134a6 + 67a8)1/2

TABLE 8 Standard Deviation or Sigma of a Primary and a Balanced Primary Aberration for Elliptical and 
Rectangular Pupils

 

Sigma Circle Hexagon Square Slit

σd 1/(2
√

3) (1/12)
√

43/5 (1/3)
√

2/5 2/(3
√

5)

= 1/3.464 = 1/4.092 = 1/4.743 = 1/3.354

σa 1/4 (1/24)
√

127/5 1/(3
√

5) -

= 1/4.762 = 1/6.708 -

σba 1/(2
√

6) (1/4)
√

7/15 1/(3
√

10) -

= 1/4.899 = 1/5.855 = 1/9.487 -

σc 1/(2
√

2) (1/4)
√

83/70
√

3/70 1
√

7

= 1/2.828 = 1/3.673 = 1/4.831 = 1/2.646

σbc 1/(6
√

2) (1/20)
√

737/210 (1/15)
√

31/21 2/(5
√

7)

= 1/8.485 = 1/10.676 = 1/12.346 = 1/6.614

σs 2/(3
√

5) (1/6)
√

59/35 (2/45)
√

101/7 4/15

= 1/3.354 = 1/4.621 = 1/5.923 = 1/3.750

σbs 1/(6
√

5) (1/84)
√

4987/215 (2/315)
√

67 8/105

= 1/13.416 = 1/17.441 = 1/19.242 = 1/13.125

TABLE 9 Standard Deviation or Sigma of a Primary and a Balanced 
Primary Aberration for Circular, Hexagonal, Square, and Slit Pupils
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.37

is a = 0.8. The orthonormal polynomials corresponding to a Seidel aberration for a hexagonal, 
elliptical, rectangular, and square pupils are illustrated in three different but equivalent ways in Fig. 6.7 
In Fig. 6d, as in Fig. 5a the aspect ratio of the elliptical pupil is b = 0.85. In Fig. 6e, as in Fig. 5e, the half 
width of the rectangular pupil is a = 0.8. For each polynomial, the isometric plot at the top illustrates 
its shape as produced, for example, in a deformable mirror. The standard deviation of each polyno-
mial aberration in the figure is one wave. An interferogram, as in optical testing, is shown on the left. 
The number of fringes, which is equal to the number of times the aberration changes by one wave as 
we move from the center to the edge of a pupil, is different for the different polynomials. Each fringe 
represents a contour of constant phase or aberration. The fringe is dark when the phase is an odd 
multiple of p or the aberration is an odd multiple of l/2. On the right for each polynomial are shown 
the PSFs, which represent the images of a point object in the presence of a polynomial aberration.

11.13 USE OF CIRCLE POLYNOMIALS 
FOR NONCIRCULAR PUPILS

Since the Zernike circle polynomials form a complete set, any wavefront, regardless of the shape 
of the pupil (which defines the perimeter of the wavefront) can be expanded in terms of them.34 
However, unless the pupil is circular, advantages of orthogonality and aberration balancing are 
lost. For example, the mean value of a Zernike circle polynomial across a noncircular pupil is not 
zero, the Zernike piston coefficient does not represent the mean value of the aberration, the other 
Zernike coefficients do not represent the standard deviation of the corresponding aberration terms, 
and the variance of the aberration is not equal to the sum of the squares of these other coefficients. 
Moreover, the value of a Zernike coefficient changes as the number of polynomials used in the 

(a) (b) (c)

(d) (e) (f)

FIGURE 5 Aberration-free PSFs for different unit pupils: (a) Circular; (b) annular with obscu-
ration ratio � = 0.5; (c) hexagonal; (d) elliptical with aspect ratio b = 0.85; (e) rectangular with half 
width a = 0.8; and ( f ) square.
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(a) Z4 Z6 Z8 Z11

(b) A4 A6 A8 A11

(c) H4 H6 H8 H11

(d) E4 E6 E8 E11

(e) R4 R6 R8 R11

(f) S4 S6 S8 S11

FIGURE 6 Isometric plots, interferograms, and PSFs for defocus ( j = 4), astigmatism ( j = 6), 
coma ( j = 8), and spherical aberration ( j = 11) in unit pupils. (a) Circular; (b) annular with � = 0.5; 
(c) hexagonal; (d) elliptical with aspect ratio b = 0.85; (e) rectangular with half width a = 0.8; and 
( f ) square.
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.39

expansion of an aberration function changes. Hence, the circle polynomials are not appropriate 
for analysis of noncircular wavefronts. The polynomials given in this chapter for various pupils 
uniquely represent balanced classical aberrations that are also orthogonal across those pupils, just 
like the Zernike circle polynomials are for a circular pupil. Since each orthonormal polynomial is a 
linear combination of the Zernike circle polynomials, the wavefront fitting is as complete with the 
latter as it is with the former. However, since the circle polynomials do not represent the balanced 
classical aberrations for a noncircular pupil, the Zernike coefficients do not have the physical signifi-
cance of their orthonormal counterparts. But the tip/tilt and defocus values in an interferometrically 
obtained aberration function, representing the lateral and longitudinal errors of an interferometer 
setting, obtained from the corresponding Zernike circle coefficients when the function is approxi-
mated with only the first four circle polynomials in a least square sense are identically the same as 
those obtained from the corresponding orthonormal coefficients. Accordingly, the aberration func-
tion obtained by subtracting the tip/tilt and defocus values from the measured aberration function 
is independent of the nature of the polynomials used in the expansion, regardless of the domain of 
the function or the shape of the pupil, so long as the nonorthogonal expansion is in terms of only 
the first four circle polynomials. The difference function is what is provided to the optician to zero 
out from the surface under fabrication by polishing.

11.14 DISCUSSION AND CONCLUSIONS

The Zernike circle polynomials are in widespread use for wavefront analysis in optical design and 
testing, because they are orthogonal over a unit circle and represent balanced aberrations of systems 
with circular pupils. When an aberration function of a circular wavefront is expanded in terms of 
them, the value of an expansion coefficient is independent of the number of polynomials used in 
the expansion. Accordingly, one or more terms can be added or subtracted without affecting the 
other coefficients. The piston coefficient represents the mean value of the aberration function and 
the other coefficients represent the standard deviation of the corresponding terms. The variance of 
the aberration is given simply by the sum of the squares of those other aberration coefficients.

We have also listed the orthonormal polynomials for analyzing the wavefronts across noncircular 
pupils, such as annular, hexagonal, elliptical, rectangular, and square. These polynomials are for unit 
pupils inscribed inside a unit circle. Such a choice keeps the maximum value of the distance of a 
point on the pupil from its center to be unity, thus easily identifying the peak of value of a classical 
aberration across it. Each orthonormal polynomial for the pupils considered consists of either the 
cosine or the sine terms, but not both due to the biaxial symmetry of the pupils. Whereas the circle 
and annular polynomials are separable in their dependence on the polar coordinates r and q of a 
pupil point due to the radial symmetry of the pupils, only some of the polynomials for other pupils 
are separable. Hence polynomial numbering with two indices n and m, as for circular and annular 
polynomials, loses significance, and must be numbered with a single index j. The hexagonal polyno-
mials H11 and H22 representing the balanced primary and secondary spherical aberrations are radi-
ally symmetric, but the polynomial H37 representing the balanced tertiary spherical aberration is not, 
since it contains an angle-dependent term in Z28 or cos6q also. A hexagonal pupil has two distinct 
configurations where the hexagon in one is rotated by 30° with respect to that in the other. Only 
some of the polynomials are the same for the two configurations.26 While the balancing defocus to 
optimally balance Seidel astigmatism for a hexagonal or a square pupil is the same as that for circular 
and annular pupils, it is different for the elliptical and rectangular pupils. For the elliptical and rect-
angular pupils, the Seidel or primary aberration r4 is balanced not only by defocus but astigmatism 
as well. The square polynomial S11 representing the balanced primary spherical aberration is radially 
symmetric, but the square polynomial S22 representing the balanced secondary spherical aberration 
is not, since it contains a term in Z14 or cos4q also. Similarly, the polynomial S37 representing the 
balanced tertiary spherical aberration is also not radially symmetric, since it consists of terms in Z14 
and Z26 both varying as cos4q. We have illustrated orthonormal polynomials in three different but 
equivalent ways: isometrically, interferometrically, and by the corresponding aberrated PSFs.
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11.40  TESTING

The sigma of a Seidel aberration with and without balancing decreases as the area of a unit pupil 
decreases in going from a circular to a hexagonal to a square pupil. The sigma for Seidel astigmatism 
r2cosq for an elliptical pupil is independent of its aspect ratio and, therefore, is the same as for a 
circular pupil. This is due to the fact that the aberration is one dimensional along the dimension 
for which the unit ellipse has the same length as the unit circle. Since a slit pupil is one dimensional, 
there is no distinction between defocus and astigmatism. It is more sensitive to a Seidel aberration 
with or without balancing compared to a circular pupil, except for spherical aberration for which it 
is slightly less sensitive.

When the aberration function is known only at a discrete set of points, as in a digitized interfero-
gram, the integral for determining the aberration coefficients reduces to a sum and the orthonormal 
coefficients thus obtained may be in error, since the polynomials are not orthonormal over the dis-
crete points of the aberration data set. The magnitude of the error decreases as the number of points 
increases. This is not a serious problem when the wavefront errors are determined by, say, phase-
shifting interferometry,37 since the number of points can be very large. However, when the number 
of data points is small, or the pupil is irregular in shape due to vignetting, then ray tracing or testing 
of the system yields wavefront error data at an array of points across a region for which closed-form 
orthonormal polynomials are not available. In such cases, we can determine the coefficients of an 
expansion in terms of numerical polynomials that are orthogonal over the data set, obtained by 
the Gram-Schmidt orthogonalization process.7,38 However, if we just want to determine the values 
of tip/tilt and defocus terms, yielding the errors in interferometer settings, they can be obtained by 
least squares fitting the aberration function data with only these terms.
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Zacarías Malacara and Daniel Malacara-Hernández
Centro de Investigaciones en Óptica, A. C.
León, Gto., México

12.1 GLOSSARY

 B baseline length

 f focal length

 f signal frequency

 fb back focal length

 I irradiance

 N average group refractive index

 R radius of curvature of an optical surface

 r radius of curvature of a spherometer ball

 R range

 a attenuation coeffi cient

 l wavelength of light

 Λ synthetic wavelength

 t delay time

In the optical shop, the measuring process has the purpose to obtain a comparison of physical vari-
ables using optical means. In this chapter we describe the most common procedures for the mea-
surements of length, angle, curvature, and focal length of lenses and mirrors. The reader may obtain 
some more details about these procedures in the book Optical Shop Testing by D. Malacara,1 or in 
Chap. 32, “Interferometers,” in Vol. I.

∗Note: Figures 27, 30 and 31 are from Optical Shop Testing, 3d ed., edited by D. Malacara. (Reprinted with permission 
John Wiley and Sons, Inc. New York, 2007.)
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12.2  TESTING

12.2 INTRODUCTION AND DEFINITIONS

Lens parameter measuring in the optical shop has been a permanent problem in respect to the unit’s 
agreement. Usually, rather than using SI units for length specifications, wavelength units is still a com-
mon reference for precision length measurements. Although the meter is obtained practically from the 
wavelength of a krypton source, helium-neon lasers are a common reference wavelength. The gener-
ally accepted measurement system of units is the International System or Sistéme International (SI).

Time is the fundamental standard and is defined as follows: “The second is the duration of 
9,192,631,770 periods of the radiation corresponding to the transition between the two hyperfine 
levels of the ground state of the cesium 133 atom.” Formerly, the meter was a fundamental standard 
defined as 1,650,763.73 wavelengths in vacuum of the orange-red spectral line from the 2p10 and 5d5
levels of the krypton 86 atom. Shortly after the invention of the laser, it was proposed to use a laser 
line as a length standard.2 In 1986, the speed of light was defined as 299,792, 458 m/s, thus the meter 
is now a derived unit defined as “the distance traveled by light during 1/299,792,458 of a second.” 
The advantages of this definition, compared with the former meter definition, lie in the fact that it 
uses a relativistic constant, not subjected to physical influences, and is accessible and invariant. To 
avoid a previous definition of a time standard, the meter could be defined as “The length equal to 
9,192,631,770/299,792,458 wavelengths in vacuum of the radiation corresponding to the transition 
between the two hyperfine levels of the ground state of the cesium 133 atom.”3,4 Modern description 
of the time and distance standards are described by Cundiff et al.5

The measurement process is prone to errors. They may be systematic or stochastic. A systematic 
error occurs in a poorly calibrated instrument. An instrument low in systematic error is said to be 
accurate. Accuracy is a measure of the amount of systematic errors. The accuracy is improved by 
adequate tracing to a primary standard. Stochastic errors appear due to random noise and other 
time-dependent fluctuations that affect the instrument. Stochastic errors may be reduced by taking 
several measurements and averaging them. A measurement from an instrument is said to be repro-
ducible when the magnitude of stochastic errors is low. Reproducibility is a term used to define the 
repeatability for the measurements of an instrument. In measurements, a method for data acquisi-
tion and analysis has to be developed. Techniques for experimentation, planning, and data reduction 
can be found in the references.6,7

12.3 LENGTH AND STRAIGHTNESS 
MEASUREMENTS

Length measurements may be performed by optical methods, since the definition of the meter is in 
terms of a light wavelength. Most of the length measurements are, in fact, comparisons to a second-
ary standard. Optical length measurements are made by comparisons to an external or internal scale 
a light time of flight, or by interferometric fringe counting.

Stadia and Range Finders

A stadia is an optical device used to determine distances. The principle of the measurement is a bar of 
known length W set at one end of the distance to be measured (Fig. 1). At the other end, a prism super-
imposes two images, one coming directly and the other after a reflection from a mirror, which are then 
observed through a telescope. At this point, the image of one end of the bar is brought in coincidence 
with that of the other end by rotating the mirror an angle q. The mirror rotator is calibrated in such a 
way that for a given bar length W, a range R can be read directly in a dial, according to the equation:8

R
W=
θ

 (1)

where q is small and expressed in radians.
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OPTICAL METROLOGY  12.3

Another stadia method uses a graduated bar and a calibrated reticle in the telescope. For a known 
bar length W imaged on a telescope with focal length f, the bar on the focal plane will have a size i,
and the range can be calculated approximately by:9

R
f
i

W=
⎛
⎝⎜

⎞
⎠⎟

 (2)

Most surveying instruments have stadia markings usually in a 1:100 ratio, to measure distances 
from the so-called anallatic point, typically the instrument’s center. A theodolite may be used for 
range measurements using the subtense bar method. In this method, a bar of known length is placed 
at the distance to be measured from the theodolite. By measuring the angle from one end to another 
end of the bar, the range can be easily measured.

A range finder is different from the stadia, in that the reference line is self-contained within the 
instrument. A general layout for a range finder is shown in Fig. 2. Two pentaprisms are separated a 
known baseline B; two telescopes form an image, each through a coincidence prism. The images from 
the same reference point are superimposed in a split field formed by the coincidence prism. In one 
branch, a range compensator is adjusted to permit an effective coincidence from the reference images.

FIGURE 1 A stadia range meter. (From Patrick.8)

Range
compensator

Eyepiece

Coincidence
prism

B

FIGURE 2 A range finder.
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12.4  TESTING

Assuming a baseline B and a range R, for small angles (large distances compared with the baseline), 
the range is

R
B=
θ

 (3)

For an error Δq in the angle measurement, the corresponding error ΔR in the range determina-
tion would be

Δ ΔR B= − −θ θ2  (4)

and by substituting in Eq. (3),

Δ ΔR
R

B
= −

2

θ  (5)

From this last equation, it can be seen that the range error increases with the square of the range. 
Also, it is inversely proportional to the baseline. The angle error Δq is a function of the eye’s angular 
acuity, about 10 arcsec or 0.00005 rad.10

Pentaprisms permit a precise 90° deflection, independent of the alignment, and are like mirror 
systems with an angle of 45° between them. The focal length for the two telescopes in a range finder 
must be closely matched to avoid any difference in magnification. There are several versions of the 
range compensator. In one design, a sliding prism makes a variable deviation angle (Fig. 3a); in 
another system (Fig. 3b), a sliding prism displaces the image, without deviating it. A deviation can 
be also made with a rotating glass block (Fig. 3c). The Risley prisms (Fig. 3d) are a pair of counter 
rotating prisms located on the entrance pupil for one of the arms. Since the light beam is collimated, 
there is no astigmatism contribution from the prisms.10 A unit magnification Galilean telescope 
(Fig. 3e) is made with two weak lenses. A sliding lens is used to form a variable wedge to deviate the 
image path.8

Time-Based and Optical Radar

Distance measurements can also be done by the time-of-flight method. An application of the laser, 
obvious at the time of its advent, is the measurement of range. Distance determination by precise 
timing is known as optical radar. Optical radar has been used to measure the distance to the moon. 

FIGURE 3 Range compensators for range finders (a) and (b) sliding prisms; 
(c) rotating glass block; (d) counterrotating prisms; and (e) sliding lens.

(a)

(b)

(c)

(d)

(e)
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OPTICAL METROLOGY  12.5

Since a small timing is involved, optical radar is applicable for distances from about 10 km. For dis-
tances from about a meter up to 50 km, modulated beams are used.

Laser radars measure the time of flight for a pulsed laser. Since accuracy depends on the tem-
poral response of the electronic and detection system, optical radars are limited to distances larger 
than 1 km. Whenever possible, a cat’s eye retro reflector is set at the range distance, making possible 
the use of a low power-pulsed laser. High-power lasers can be used over small distances without the 
need of a reflector. Accuracies of the order of 10−6 can be obtained.11

The beam modulation method requires a high-frequency signal, about 10 to 30 MHz (modulat-
ing wavelength between 30 and 10 m) to modulate a laser beam carrier. The amplitude modulation 
is usually applied, but polarization modulation may also be used. With beam modulation distance 
measurements, the phase for the returning beam is compared with that of the output beam. The 
following description is for an amplitude modulation distance meter, although the same applies 
for polarizing modulation. Assuming a sinusoidally modulated beam, the returning beam can be 
described by

I I A tR = + −α ω τ0 1[ sin ( )]  (6)

where a is the attenuation coefficient for the propagation media, Io is the output intensity for the exit 
beam; w is 2p times the modulated beam frequency, and t is the delay time. By measuring the relative 
phase between the outgoing and the returning beam, the quantity w is measured. In most electronic 
systems, the delay time t is measured, so, the length in multiples of the modulating wavelength is

L
c

Ng

=
2

τ  (7)

where Ng is the average group refractive index for the modulating frequency.11

Since the measured length is a multiple of the modulating wavelength, one is limited in range to 
one-half of the modulating wavelength. To measure with acceptable precision, and at the same time 
measure over large distances, several modulating frequencies are used, sometimes at multiples of ten 
to one another. The purpose is to obtain a synthetic wavelength Λ obtained from the mixing of two 
wavelengths l1, l2 as follows:12,13

Λ =
−

λ λ
λ λ

1 2

1 2

 (8)

To increment the range, several wavelengths are used to have several synthetic wavelengths. A 
frequency comb can increase the accuracy up to 8 nm in a range of 800 mm.14 The use of a femto-
second mode locked laser produces the desired frequency comb.15

The traveling time is measured by comparing the phase of the modulating signal for the exiting 
and the returning beams. This phase comparison is sometimes made using a null method. In this 
method, a delay is introduced in the exiting signal, until it has the same phase as the returning beam, 
as shown in Fig. 4. Since the introduced delay is known, the light traveling time is thus determined.

Another method uses the down conversion of the frequency of both signals. These signals, with 
frequency f, are mixed with an electrical signal with frequency fo, in order to obtain a signal with 
lower frequency fL, in the range of a few kHz. The phase difference between the two low-frequency 
signals is the same as that between the two original signals. The lowering of the frequencies permits 
us to use conventional electronic methods to determine the phase difference between the two sig-
nals. A broad study on range finders has been done by Stitch.16

Interferometric Measurement of Small Distances

Interferometric methods may be used to measure small distances with a high degree of accuracy. 
This is usually done with a Michelson interferometer by comparing the thickness of the lens or glass 
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12.6  TESTING

plate with that of a calibrated reference glass plate. Both plates must have approximately the same 
thickness and should be made with the same material.17 The two mirrors of a dispersion-compensated 
Michelson interferometer are replaced by the glass plate to be measured and by a reference plane-
parallel plate of the same material as the lens. (The next step is to adjust the interferometer, to pro-
duce white-light Newton rings with the front surfaces of the lens and the plate.) Then, the plate is 
translated along the arm of the interferometer until the rear surface produces white-light rings. The 
displacement is the optical thickness Nt of the measured plate.

Interferometric Measurement of Medium Distances

Long and medium distances may also be measured by interferometric methods.18,19,20 Basically, the 
method counts the fringes in an interferometer while increasing or decreasing the optical path dif-
ference. The low temporal coherence or monochromaticity of most light sources limits this proce-
dure to short distances. Lasers, however, have a much longer coherence length, due to their higher 
monochromaticity. Using lasers, it has been possible to make interferometric distance measurements 
over several meters.

In these interferometers, three things should be considered during their design. The first is that 
the laser light illuminating the interferometer should not be reflected back to the laser because that 
would cause instabilities in the laser, resulting in large irradiance fluctuations. As the optical path 
difference is changed by moving one of the mirrors, an irradiance detector in the pattern will detect 
a sinusoidally varying signal, but the direction of this change cannot be determined. Therefore, the 
second thing to be considered is that there should be a way to determine if the fringe count is going 
up or down; that is, if the distance is increasing or decreasing. There are two basic approaches to 
satisfy this last requirement. One is by producing two sinusoidal signals in phase quadrature (phase 
difference of 90° between them). The direction of motion of the moving prism may be sensed by 
determining the phase of which signal leads or lags the phase of the other signal. This information 

FIGURE 4 A wave modulation distance meter.
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divider
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OPTICAL METROLOGY  12.7

is used to make the fringe counter increase or decrease. The alternative method uses a laser with 
two different frequencies. Finally, the third thing to consider in the interferometer design is that the 
number of fringes across its aperture should remain low and constant while moving the reflector 
in one of the two interferometer arms. This last condition is easily satisfied by using retroreflectors 
instead of mirrors. Then the two interfering wavefronts will always be almost flat and parallel. A 
typical retroreflector is a cube corner prism of reasonable quality to keep the number of fringes over 
the aperture low.

One method of producing two signals in quadrature is to have only a small number of fringes 
over the interferogram aperture. One possible method is by deliberately using an imperfect retrore-
flector. Then, the two desired signals are two small slits parallel to the fringes and separated by one-
fourth of the distance between the fringes.11 To avoid illuminating back the laser, the light from this 
laser should be linearly polarized. Then, a l/4 phase plate is inserted in front of the beam, with its 
slow axis set at 45° to the interferometer plane to transform it into a circularly polarized beam.

Another method used to produce the two signals in quadrature phase is to take the signals 
from the two interference patterns that are produced in the interferometer. If the beam splitters 
are dielectric (no energy losses), the interference patterns will be complements of each other and, 
thus, the signals will be 90° apart. By introducing appropriate phase shifts in the beam splitter using 
metal coatings, the phase difference between the two patterns may be made 90°, as desired.21 This 
method was used by Rowley,22 as illustrated in Fig. 5. In order to separate the two patterns from the 
incident light beam, a large beam splitter and large retroreflectors are used. This configuration has 
the advantage that the laser beam is not reflected back. This is called a nonreacting interferometer 
configuration.

One more method, illustrated in Fig. 6, is the nonreacting interferometer designed at the Perkin-
Elmer Corporation by Minkowitz and Vanir.23 A circularly polarized light beam, produced by a linearly 
polarized laser and a l/4 phase plate, illuminates the interferometer. This beam is divided by a beam 
splitter into two beams going to both arms of the interferometer. Upon reflection by the retro reflec-
tor, one of the beams changes its state of polarization from right to left circularly polarized. The 
two beams with opposite circular polarization are recombined at the beam splitter, thus producing 
linearly polarized light. The angle of the plane of polarization is determined by the phase differ-
ence between the two beams. The plane of polarization rotates 360° if the optical path difference 

Laser
Collimator

Retroreflector

Retroreflector

Absorbing
beam splitter

Detector

Detector

FIGURE 5 Two-interference pattern distance-measuring interferometer.
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12.8  TESTING

is changed by l/2, the direction of rotation being given by the direction of the displacement. This 
linearly polarized beam is divided into two beams by a beam splitter. On each of the exiting beams, 
a linear polarizer is placed, one at an angle of +45° and the other at an angle of −45°. Then the two 
beams are in quadrature to each other.

In still another method, shown in Fig. 7, a beam of light, linearly polarized at 45° (or circu-
larly polarized), is divided at a beam splitter, the p and s components. Then, both beams are con-
verted to circular polarization with a l/4 phase plate in front of each of them, with their axis at 
45°. Upon reflection on the retro-reflectors, the handedness of the polarization is reversed. Thus, 
the linearly polarized beams exiting from the phase plates on the return to the beam splitter will 
have a plane of polarization orthogonal to that of the incoming beams. It is easily seen that no 
light returns to the laser. Here, the nonreacting configuration is not necessary but it may be used 
for additional protection. After recombination on the beam splitter, two orthogonal polariza-
tions are present. Each plane of polarization contains information about the phase from one 
arm only so that no interference between the two beams has occurred. The two desired signals 
in quadrature are then generated by producing two identical beams with a nonpolarizing beam 
splitter with a polarizer on each exiting beam with their axes at +45° and −45° with respect to the 
vertical plane. The desired phase difference between the two beams is obtained by introducing a 

Laser

Retroreflector

Polarizer

Polarizing
beam splitter

Polarizer

Retroreflector

l/2 phase
plates 

Beam
splitter

FIGURE 7 Brunning distance-measuring interferometer.
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Detector

Detector

Polarizers
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FIGURE 6 Minkowitz distance-measuring interferometer.

12_Bass_v2ch12_p001-028.indd 12.8 8/24/09 6:39:15 PM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICAL METROLOGY  12.9

l/4 phase plate after the beam splitter but before one of the polarizers with its slow axis vertical 
or horizontal. These two polarizers may be slightly rotated to make the two irradiances equal, at 
the same time preserving the 90° angle between their axes. If the prism is shifted a distance x, the 
fringe count is

Δcount = ±
⎡
⎣
⎢

⎤
⎦
⎥

2x

λ
 (9)

where [ ] denotes the integer part of the argument.
These interferometers are problematic in that any change in the irradiance may be easily inter-

preted as a fringe monitoring the light source. A more serious problem is the requirement that the 
static interference pattern be free of, or with very few, fringes. Fringes may appear because of mul-
tiple reflections or turbulence.

A completely different method uses two frequencies. It was developed by the Hewlett Packard 
Co.24,25 and is illustrated in Fig. 8. The light source is a frequency-stabilized He-Ne laser whose 
light beam is Zeeman split into two frequencies f1 and f2 by application of an axial magnetic field. 
The frequency difference is several megahertz and both beams have circular polarization, but with 
opposite sense. A l/4 phase plate transforms the signals f1 and f2 into two orthogonal linearly polar-
ized beams, one in the horizontal and the other in the vertical plane. A sample of this mixed signal is 
deviated by a beam splitter and detected at photo detector A, by using a polarizer at 45°. The ampli-
tude modulation of this signal, with frequency f1 − f2, is detected and passed to a counter. Then, the 
two orthogonally polarized beams with frequencies f1 and f2 are separated at a polarizing beam splitter. 
Each is transformed into a circularly polarized beam by means of l/4 phase plates. After reflection 
by the prisms, the handedness of these polarizations is changed. Then they go through the same 
phase plates where they are converted again to orthogonal linearly polarized beams. There is no 
light reflecting back to the laser. After recombination at the beam splitter, a polaroid at 45° will take 
the components of both beams in this plane. This signal is detected at the photo detector B. As with 
the other signal, the modulation with frequency f1 − f2 + Δf is extracted from the carrier and sent to 

FIGURE 8 Hewlett Packard double-frequency distance-measuring interferometer.

12_Bass_v2ch12_p001-028.indd 12.9 8/24/09 6:39:15 PM

DO
 N

OT
 D

UP
LI

CA
TE



12.10  TESTING

another counter. The shift Δf in the frequency of this signal comes from a Doppler shift due to the 
movement of one of the retroreflectors,

Δf
dx

dt
= 2

2λ
 (10)

where dx/dt is the cube corner prism velocity and l1 is the wavelength corresponding to the fre-
quency f1. The difference between the results of the two counters is produced by the displacement of 
the retroreflector. If the prism moves a distance x, the number of pulses detected is given by

Δcount = ±
⎡

⎣
⎢

⎤

⎦
⎥

2

2

x

λ
 (11)

The advantage of this method compared with the first is that fringe counting is not subject to 
drift. These signals may be processed to obtain a better signal-to-noise ratio and higher resolution.25

Straightness Measurements

Light propagation is assumed to be rectilinear in a homogeneous medium. This permits the use of 
a propagating light beam as a straightness reference. Besides the homogeneous medium, it is neces-
sary to get a truly narrow pencil of light to improve accuracy. Laser light is an obvious application 
because of the high degree of spatial coherence. Beam divergence is usually less than 1 mrad for a 
He-Ne laser. One method uses a position-sensing detector to measure the centroid of the light spot 
despite its shape. In front of the laser, McLeod26 used an axicon as an aligning device. When a col-
limated light beam is incident on an axicon, it produces a bright spot on a circular field. An axicon 
can give as much as 0. 01 arcsec.

Another method to measure the deviation from an ideal reference line uses an autocollimator. 
A light beam leaving an autocollimator is reflected by a mirror. The surface slope is measured at the 
mirror. By knowing the distance to the mirror, one can determine the surface’s profile by integra-
tion, as in a curvature measurement (see “Optical Methods for Measuring Curvature,” later in this 
chapter). A method can be designed for measuring flatness for tables on lathe beds.27

12.4 ANGLE MEASUREMENTS

Angle measurements, as well as distance measurements, require different levels of accuracy. For cut-
ting glass, the required accuracy can be as high as several degrees, while for test plates, an error of less 
than a second of arc may be required. For each case, different measurement methods are developed.

Mechanical Methods

The easiest way to measure angles with medium accuracy is by means of mechanical nonoptical 
methods. These are

Sine Plate Essentially it is a table with one end higher than the other by a fixed amount, as shown 
in Fig. 9. Accuracy close to 30 arcmin may be obtained.

Goniometer This is a precision spectrometer. It has a fixed collimator and a moving telescope 
pointing to the center of a divided circle. Accuracies close to 20 arcsec may be obtained.

Bevel Gauge Another nonoptical method is by the use of a bevel gauge. This is made of two straight 
bars hinged at their edges by a pivot, as shown in Fig. 10. This device may be used to measure angle 
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OPTICAL METROLOGY  12.11

prisms whose angle accuracies are from 45 to about 20 arcsec.28 For example, if the measured prism 
has a 50-mm hypotenuse, a space of 5 μm at one end represents an angle of 0.0001 rad or 20 arcsec.

Numerically Controlled Machines (CNC) The advent of digitally controlled machines has brought 
to the optical shop machines to work prisms and angles with a high level of accuracy. Most machines 
can be adjusted within 0.5 arcmin of error.

Autocollimators

As shown in Fig. 11, an autocollimator is essentially a telescope focused at infinity with an illu-
minated reticle located at the focal plane. A complete description of autocollimators is found in 
Hume.29 A flat reflecting surface, perpendicular to the exiting light beam, forms an image of the 
reticle on the same plane as the original reticle. Then, both the reticle and its image are observed 
through the eyepiece. When the reflecting surface is not exactly perpendicular to the exiting light 
beam, the reticle image is laterally displaced in the focal plane with respect to the object reticle. The 
magnitude of this of displacement d is

d f= 2α  (12)

where a is the tilt angle for the mirror in radians and f  is the focal length of the telescope.
Autocollimator objective lenses are usually corrected doublets. Sometimes a negative lens is 

included to form a telephoto lens to increase the effective focal length while maintaining compactness. 
The collimating lens adjustment is critical for the final accuracy. Talbot interferometry can be used 
for a precise focus adjustment.30

FIGURE 10 Bevel gauge.FIGURE 9 Sine plate.

Lamp

Reticles

EyepieceBeam
splitter

FIGURE 11 An autocollimator.
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12.12  TESTING

The focal plane is observed through an eyepiece. Several types of illuminated reticles and eye-
pieces have been developed. Figure 1231 illustrates some illuminated eyepieces, in all of which 
the reticle is calibrated to measure the displacement. Gauss and Abbe illuminators show a dark 
reticle on a bright field. A bright field32 may be more appropriate for low reflectance surfaces. Rank33

modified a Gauss eyepiece to produce a dark field. In other systems, a drum micrometer displaces a 
reticle to position it at the image plane of the first reticle. To increase sensitivity some systems, called 
microoptic autocollimators, use a microscope to observe the image.

Direct-reading autocollimators have a field of view of about 1°. Precision in an autocollimator is 
limited by the method for measuring the centroid of the image. In a diffraction-limited visual sys-
tem, the diffraction image size sets the limit of precision. In a precision electronic measuring system, 
the accuracy of the centroid measurement is limited by the electronic detector, independent of the 
diffraction image itself, and can exceed the diffraction limit. In some photoelectric systems, the pre-
cision is improved by more than an order of magnitude.

Autocollimators are used for angle measurements in prisms and glass polygons. But they also 
have other applications; for example, to evaluate the parallelism between faces in optical flats or to 
manufacture divided circles.34 By integrating measured slope values with an autocollimator, flatness 
deviations for a machine tool for an optical bed can also be evaluated.27

The reflecting surface in autocollimation measurements must be kept close to the objective in 
order to make the alignment easier and to be sure that all of the reflected beam enters the system. 
The reflecting surface must be of high quality. A curved surface is equivalent to introducing another 
lens in the system with a change in the effective focal length.27

Several accessories for autocollimators have been designed. For single-axis angle measurement, 
a pentaprism is used. An optical square permits angle measurements for surfaces at right angles. 
Perpendicularity is measured with a pentaprism and a mirror, as shown in Fig. 13. A handy horizon-
tal reference can be produced with an oil pool, but great care must be taken with the surface stability.

Light
source

Light
source

Light
source

Reticle Reticle

Reticles

FIGURE 12 Illuminated eyepieces for autocollimators and microscopes. (a) Gauss; 
(b) bright line; and (c) Abbe.

Second position
of mirror

First position
of mirror

Pentaprism

Autocollimator

FIGURE 13 Perpendicularity measurement with an autocollimator.
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OPTICAL METROLOGY  12.13

Theodolites

Theodolites are surveying instruments to measure vertical and horizontal angles. A telescope with 
reticle is the reference to direct the instrument axis. In some theodolites, the telescope has an invert-
ing optical system to produce an erect image. The reticle is composed of a crosswire and has a couple 
of parallel horizontal lines, called stadia lines, used for range measurements (see “Stadia and Range 
Finders” earlier in this chapter). The telescope has two focus adjustments: one to sharply focus the 
reticle according to the personal setting for each observer, and the other to focus the objective on the 
reticle. This later focus adjustment is performed by moving the whole eyepiece.

The theodolite telescope has a tree-screw base altitude-azimuth mounting on a base made horizontal 
with a spirit level. Divided circles attached to both telescope axes measure vertical and horizontal angles. 
In older instruments, an accuracy of 20 arcmin was standard. Modern instruments are accurate to within 
20 arcsec, the most expensive of which can reach an accuracy of 1 arcsec. To remove errors derived from 
eccentric scales as well as orthogonality errors, both axes are rotated 180° and the measurement repeated. 
Older instruments had a provision for reading at opposite points of the scale. Scales for theodolites can 
be graduated in sexagesimal degrees or may use a centesimal system that divides a circle into 400 grades.

Some of the accessories available for theodolites include

1. An illuminated reticle that can be used as an autocollimator when directed to a remote retrore-
flector. The observer adjusts the angles until both the reflected and the instrument’s reticle are 
superposed. This increases the pointing accuracy.

2. A solar filter, which can be attached to the eyepiece or objective side of the telescope. This is used 
mainly for geographic determination in surveying.

3. An electronic range meter, which is superposed to the theodolite to measure the distance. 
Additionally, some instruments have electronic position encoders that allow a computer to be 
used as an immediate data-gathering and reducing device.

4. A transverse micrometer for measuring angular separation in the image plane.

Accuracy in a theodolite depends on several factors in its construction. Several of these errors can 
be removed by a careful measuring routine. Some of the systematic or accuracy limiting errors are

1. Perpendicularity—deviation between vertical and horizontal scales. This error can be nulled by 
plunging and rotating the telescope, then averaging.

2. Concentricity deviation of scales. When scales are not concentric, they are read at opposite ends 
to reduce this error. Further accuracy can be obtained by rotating the instrument 90°, 180°, and 
270° and averaging measurements.

Level

Levels are surveying instruments for measuring the deviation from a horizontal reference line. A level 
is a telescope with an attached spirit level. The angle between the telescope axis and the one defined 
by the spirit level must be minimized. It can be adjusted by a series of measurements to a pair of 
surveying staves (Fig. 14). Once the bubble is centered in the tube, two measurements are taken on 

FIGURE 14 Level adjustment. (After Kingslake.35)
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12.14  TESTING

each side of the staves.35 The level differences between the two staves must be equal if the telescope 
axis is parallel with the level horizontal axis.

The autoset level (Fig. 15) uses a suspended prism and a fixed mirror on the telescope tube. The 
moving prism maintains the line aimed at the horizon and passing through the center of the reticle, 
despite the tube orientation, as long as it is within about 15 arcmin. Typical precision for this auto-
matic level can go up to 1 arcsec.27

Interferometric Measurements

Interferometric methods find their main applications in measuring very small wedge angles in glass 
slabs36,37 and in parallelism evaluation38 by means of the Fizeau or Haidinger interferometers.39

Interferometric measurements of large angles may also be performed. In one method, a col-
limated laser beam is reflected from the surfaces by a rotating glass slab. The resulting fringes can 
be considered as coming from a Murty lateral shear interferometer.40 This device can be used as a 
secondary standard to produce angles from 0° to 360° with accuracy within a second of arc. Further 
analysis of this method has been done by Tentori and Celaya.41 In another system, a Michelson 
interferometer is used with an electronic counter to measure over a range of ±5° with a resolu-
tion of 10°.42,43 An interferometric optical sine bar for angles in the milliseconds of arc was built by 
Chapman.44

Angle Measurements in Prisms

A problem frequently encountered in the manufacture of prisms is the precise measurement of 
angle. In most cases, prism angles are 90°, 45°, and 30°. These angles are easily measured by com-
parison with a standard but it is not always necessary.

An important aspect of measuring angles in a prism is to determine if the prism is free of pyra-
midal error. Consider a prism with angles A, B, and C (Fig. 16a). Let OA be perpendicular to plane 
ABC. If line AP is perpendicular to segment BC, then the angle AOP is a measurement of the pyra-
midal error. In a prism with pyramidal error, the angles between the faces, as measured in planes 
perpendicular to the edges between these faces, add up to over 180°. To simply detect pyramidal 
error in a prism, Johnson45 and Martin46 suggest that both the refracted and the reflected images 
from a straight line be examined (Fig. 16b). When pyramidal error is present, the line appears to be 
broken. A remote target could be graduated to measure directly in minutes of arc. A sensitivity of up 
to 3 arcmin may be obtained.

During the milling process in the production of a prism, a glass blank is mounted in a jig col-
linear with a master prism (Fig. 17). An autocollimator aimed at the master prism accurately sets the 

Horizontal line and optical axis

Optical axis

Horizontal line

Reticle

FIGURE 15 The autoset level.
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OPTICAL METROLOGY  12.15

position for each prism face.47,48 With a carefully set diamond lap, pyramidal error is minimized. In 
a short run, angles can be checked with a bevel gauge. Visual tests for a prism in a bevel gauge can 
measure an error smaller than a minute of arc.31

A 90° angle in a prism can be measured by internal reflection, as shown in Fig. 18a. At the auto-
collimator image plane, two images are seen with an angular separation of 2Na, where a is the 
magnitude of the prism angle error, and its sign is unknown. Since the hypotenuse face has to be 
polished and the glass must be homogeneous, the measurement of the external angle with respect 
to a reference flat is preferred (Fig. 18b). In this case, the sign of the angle error is determined by a 
change in the angle by tilting the prism. If the external angle is decreased and the images separate 
further, then the external angle is less than 90°. Conversely, if the images separate by tilting in such 
way that the external angle increases, then the external angle is larger than 90°.

A

B

C
P

O

(a) (b)

FIGURE 16 Pyramidal error in a prism (a) nature of the error and 
(b) test of the error.

Master
prism

Autocollimator

Prisms blank
Clamp

Diamond
tool

FIGURE 17 Milling prisms for replication.
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12.16  TESTING

To determine the sign of the error, several other methods have been proposed. DeVany49 sug-
gested that when looking at the double image from the autocollimator, the image should be 
defocused inward. If the images tend to separate, then the angle in the prism is greater than 90°.
Conversely, an outward defocusing will move the images closer to each other for an angle greater 
than 90°. Another way to eliminate the sign of the error in the angle is by introducing, between the 
autocollimator and the prism, a glass plate with a small wedge whose orientation is known. The 
wedge should cover only one-half of the prism aperture. Ratajczyk and Bodner50 suggested a differ-
ent method using polarized light.

Right-angle prisms can be measured using an autocollimator with acceptable precision.51

With some practice, perfect cubes with angles more accurate than 2 arcsec can be obtained.49 An 
extremely simple test for the 90° angle in prisms45 is performed by looking to the retroreflected 
image of the observer’s pupil without any instrument. The shape of the image of the pupil deter-
mines the error, as shown in Fig. 19. The sensitivity of this test is not very great and may be used 
only as a coarse qualitative test. As shown by Malacara and Flores,52 a small improvement in the 
sensitivity of this test may be obtained if a screen with a small hole is placed in front of the eye, as in 
Fig. 20a. A cross centered on the small hole is painted on the front face of the screen. The observed 
images are as shown in the same Fig. 20b. As opposed to the collimator test, there is no uncertainty 
in the sign of the error in the tests just described, since the observed plane is located where the two 
prism surfaces intersect. An improvement described by Malacara and Flores,52 combining these sim-
ple tests with an autocollimator, is obtained with the instrument in Fig. 21. In this system, the line 
defining the intersection between the two surfaces is out of focus and barely visible while the reticle 
is in perfect focus at the eyepiece.

Corner cube prisms are a real challenge to manufacture, since besides the large precision required 
in the angles, all surfaces should be exempt of any curvature. The dihedral angle in pentaprisms is 
tested usually with an interferometer. An error in the prism alignment results in an error in angle 
determination.53 A simple geometric method for angle measurement in corner cube reflector has 
been described by Rao.54 Also, the calculations for the electric field in a corner cube are performed 
by Scholl.55 These calculations include the effect by nonhomogeneities, angle of incidence, and 
errors in the surface finish.

(a) (b)

FIGURE 18 Right angle measurement in prisms: (a) internal measurement 
and (b) external measurement.

FIGURE 19 Retroreflected images of the observer’s pupil in a 90°
prism.
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OPTICAL METROLOGY  12.17

12.5 CURVATURE AND FOCAL LENGTH 
MEASUREMENTS

The curvature of a spherical optical surface or the local curvature of an aspherical surface may be 
measured by means of mechanical or optical methods. Some methods measure the sagitta, some the 
surface slope, and some others directly locate the position of the center of curvature.

Mechanical Methods for Measuring Curvature

Templates The simplest and most common way to measure the radius of curvature is by compar-
ing it with metal templates with known radii of curvature until a good fit is obtained. The template 
is held in contact with the optical surface with a bright light source behind the template and the 
optical surface. If the surface is polished, gaps between the template and the surface may be detected 
to an accuracy of one wavelength. If the opening is very narrow, the light passing through the gap 
becomes blue due to diffraction.

Test Plates This method uses a glass test plate with a curvature opposite to that of the glass surface to be 
measured. The accuracy is much higher than in the template method, but the surface must be polished.

FIGURE 20 Testing a right-angle prism: (a) screen 
in front of the eye and (b) to (d) its observed images.

Illuminated
reticle

Focusing
lens

Collimator

Observed
image

Prism under
test

FIGURE 21 Modified autocollimator for testing the right angle in prisms without sign uncertainity in 
measured error.
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12.18  TESTING

Spherometers This is probably the most popular mechanical device used to measure radii of cur-
vature. It consists of three equally spaced feet with a central moving plunger. The value of the radius 
of curvature is calculated after measuring the sagitta, as shown in Fig. 22. The spherometer must 
first be calibrated by placing it on top of a flat surface. Then it is placed on the surface to be mea-
sured. The difference in the position of the central plunger for these two measurements is the sagitta 
of the spherical surface being measured. Frequently, a steel ball is placed at the end of the legs as well 
as at the end of the plunger to avoid the possibility of scratching the surface with sharp points. In 
this case, if the measured sagitta is z, the radius of curvature R of the surface is given by

R
z y

z
r= + ±

2 2

2

 (13)

where r is the radius of curvature of the balls. The plus sign is used for concave surfaces and the 
minus sign for convex surfaces. The precision of this instrument in the measurement of the radius 
of curvature for a given uncertainty in the measured sagitta may be obtained by differentiating 
Eq. (13)

dR

dz

y

z
= −1

2 2

2

2
 (14)

obtaining

Δ Δ
R

z y

z
= −

⎛
⎝⎜

⎞
⎠⎟2

1
2

2  (15)

This accuracy assumes that the spherometer is perfectly built and that its dimensional parameters 
y and r are well known. The uncertainty comes only from human or instrumental errors in the mea-
surement of the sagitta. Noble31 has evaluated the repeatability for a spherometer with y = 50 mm 
and an uncertainty in the sagitta reading equal to 5 μm, and has reported the results in Table 1 where 
it can be seen that the precision is better than 2 percent. An extensive analysis of the precision and 
accuracy of several types of spherometers is given by Jurek.56

A ring may be used instead of the three legs in a mechanical spherometer. A concave surface con-
tacts the external edge of the cup, and a convex surface is contacted by the internal edge of the ring. 
Thus, Eq. (5) may be used if a different value of y is used for concave and convex surfaces, and r is 
taken as zero. Frequently in spherometers of this type, the cups are interchangeable in order to have 
different diameters for different surface diameters and radii of curvature. The main advantage of the 

20 30 40

r

R y

FIGURE 22 Three-leg spherometer.
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OPTICAL METROLOGY  12.19

use of a ring instead of three legs is that an astigmatic deformation of the surface is easily detected, 
although it cannot be measured.

A spherometer that permits the evaluation of astigmatism is the bar spherometer, shown in Fig. 23. 
It can measure the curvature along any diameter. A commercial version of a small bar spherometer for 
the specific application in optometric work is the Geneva gauge, where the scale is directly calibrated 
in diopters assuming that the refractive index of the glass is 1.53.

Automatic spherometers use a differential transformer as a transducer to measure the plunger 
displacement. This transformer is coupled to an electronic circuit and produces a voltage that is 
linear with respect to the plunger displacement. This voltage is fed to a microprocessor which calcu-
lates the radius of curvature or power in any desired units and displays it.

Optical Methods for Measuring Curvature

Foucault Test Probably the oldest and easiest method to measure the radius of curvature of a con-
cave surface is the knife-edge test. In this method, the center of curvature is first located by means of 
the knife edge. Then, the distance from the center of curvature to the optical surface is measured.

Autocollimator The radius of curvature may also be determined through measurements of the 
slopes of the optical surface with an autocollimator as described by Horne.57 A pentaprism producing 
a 90° deflection of a light beam independent of small errors in its orientation is used in this technique, 

TABLE 1 Spherometer precision∗

 Radius of Sphere  Sagitta Fractional Precision Precision
R (mm) Z (mm) ΔR (mm) ΔR/R

 10,000 0.125 −400 −0.040
 5,000 0.250 −100 −0.020
 2,000 0.625 −16 −0.008
 1,000 1.251 −4 −0.004
 500 2.506 −1 −0.002
 200 6.351 −0.15 −0.0008

∗y = 50 mm; Δz = 5 μm.
Source: From Noble.31

20 30 40

FIGURE 23 Bar spherometer.
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12.20  TESTING

as illustrated in Fig. 24, where the pentaprism travels over the optical surface to be measured along 
one diameter. First the light on the reticle of the autocollimator is centered on the vertex of the surface 
being examined. Then the pentaprism is moved toward the edge of the surface in order to measure 
any slope variations. From these slope measurements, the radius of curvature may be calculated. This 
method is useful only for large radii of curvature for either concave or convex surfaces.

Confocal Cavity Technique Gerchman and Hunter58,59 have described the so-called optical cav-
ity technique that permits the interferometric measurement of very long radii of curvature with 
an accuracy of 0.1 percent. The cavity of a Fizeau interferometer is formed, as illustrated in Fig. 25. 
This is a confocal cavity of nth order, where n is the number of times the path is folded. The radius 
of curvature is equal to approximately 2n times the cavity length Z.

Traveling Microscope This instrument is used to measure the radius of curvature of small concave 
optical surfaces with short radius of curvature. As illustrated in Fig. 26, a point light source is pro-
duced at the front focus of a microscope objective. This light source illuminates the concave optical 
surface to be measured near its center of curvature. Then this concave surface forms an image which 
is also close to its center of curvature. This image is observed with the same microscope used to illu-
minate the surface. During this procedure, the microscope is focused both at the center of curvature 
and at the surface to be measured. A sharp image of the light source is observed at both places. The 
radius of curvature is the distance between these two positions for the microscope.

FIGURE 25 Confocal cavity arrangements used to measure radius of curvature.

n = 2 n = 3

n = 1

Flat beam
splitter

Flat beam
splitter

Surface to
measure

Surface to
measure

Flat beam
splitter

Surface to
measure

FIGURE 24 Autocollimator and pentaprism used to determine radius of curvature by measuring 
surface slopes.
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This distance traveled by the microscope may be measured on a vernier scale, obtaining a preci-
sion of about 0.1 mm. If a bar micrometer is used, the precision may be increased by an order of 
magnitude. In this case, two small convex buttons are required: one fixed to the microscope carriage 
and the other to the stationary part of the bench. They must face each other when the microscope 
carriage is close to the optical bench fixed component.

Carnell and Welford32 describe a method that requires only one measurement. The microscope is 
focused only at the center of curvature. Then the radius of curvature is measured by inserting a bar 
micrometer with one end touching the vertex of the optical surface. The other end is adjusted until it is 
observed to be in focus on the microscope. Accuracies of a few microns are obtained with this method.

In order to focus the microscope properly, the image of an illuminated reticle must fall, after 
reflection, back on itself, as in the Gauss eyepiece shown in Fig. 12. The reticle and its image appear 
as dark lines in a bright field. The focusing accuracy may be increased with a dark field. Carnell and 
Welford obtained a dark field with two reticles, as in Fig. 12, one illuminated with bright lines and 
the other with dark lines.

A convex surface may also be measured with this method if a well-corrected lens with a conju-
gate longer than the radius of curvature of the surface under test is used. Another alternative for 
measuring convex surfaces is by inserting an optical device with prisms in front of the microscope, 
as described by Jurek.56

Some practical aspects of the traveling microscope are examined by Rank,33 who obtained a dark 
field at focus with an Abbe eyepiece which introduces the illumination with a small prism. This 
method has been implemented using a laser light source by O’Shea and Tilstra.60

Additional optical methods to measure the radius of curvature of a spherical surface have been 
described. Evans61,62,63 determines the radius by measuring the lateral displacements on a screen of 
a laser beam reflected on the optical surface when this optical surface is laterally displaced. Cornejo-
Rodriguez and Cordero-Dávila,64 Klingsporn,65 and Diaz-Uribe et al.66 rotate the surface about its 
center of curvature on a nodal bench.

Focal Length Measurements

There are two focal lengths in an optical system: the back focal length and the effective focal length. 
The back focal length is the distance from the last surface of the system to the focus. The effective 
focal length is the distance from the principal plane to the focus. The back focal length is easily mea-
sured, following the same procedure used for measuring the radius of curvature, using a microscope 
and the lens bench. On the other hand, the effective focal length requires the previous location of 
the principal plane.

Surface under
test

Microscope focused
to test surface

Microscope at
center of curvature

FIGURE 26 Traveling microscope to measure radii of curvature.
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12.22  TESTING

Nodal Slide Bench In an optical system in air, the principal points (intersection of the principal 
plane and the optical axis) coincide with the nodal points. Thus, to locate this point we may use the 
well-known property that small rotations of the lens about an axis perpendicular to the optical axis 
and passing through the nodal point do not produce any lateral shift of the image. The instrument 
used to perform this procedure, shown in Fig. 27, is called an optical nodal slide bench.67 This bench 
has a provision for slowly moving the lens under test longitudinally in order to find the nodal point.

The bench is illuminated with a collimated light source and the image produced by the lens 
under test is examined with a microscope. The lens is then displaced slightly about a vertical axis 
as it is being displaced longitudinally. This procedure is stopped until a point is found in which the 
image does not move laterally while rotating the lens. This axis of rotation is the nodal point. Then, 
the distance from the nodal point to the image is the effective focal length.

Focimeters A focimeter is an instrument designed to measure the focal length of lenses in a simple 
manner. The optical scheme for the classical version of this instrument is shown in Fig. 28. A light 
source illuminates a reticle and a convergent lens, with focal length f, displaced at a distance x from 
the reticle. The lens to be measured is placed at a distance d from the convergent lens. The magnitude 

Nodal adjustment

Focus adjustment

Lens under
test

T bar

Microscope

FIGURE 27 Nodal slide bench. (From Malacara.1)

Light
source Reticle

Convergent
lens

Lens to
measure

Telescope
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d = f

Movable
box

Scale

FIGURE 28 Focimeter schematics.
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OPTICAL METROLOGY  12.23

of x is variable and is adjusted until the light beam going out from the lens under test becomes colli-
mated. This collimation is verified by means of a small telescope in front of this lens focused at infin-
ity. The values of d and the focal length f are set to be equal. Then, the back focal length fb of the lens 
under test is given by

1 1
2f d

x

d
P

b

= − = ν  (16)

where its inverse Pv is the vertex power. As can be seen, the power of the lens being measured is 
linear with respect to the distance x. There are many variations of this instrument. Some modern 
focimeters measure the lateral deviation of a light ray from the optical axis (transverse aber-
ration), as in Fig. 29, when a defocus is introduced.61,62,63 This method is mainly used in some 
modern automatic focimeters for optometric applications. To measure the transverse aberration, 
a position-sensing detector is frequently used. The power error of a focimeter can be obtained by 
derivation of Eq. (16)

δ δ
νP

x

fc
z

= −  (17)

Thus, the power error is a linear function of the target position error and decreases with the 
square of the collimating lens focal distance.70

Other Focal Length Measurements

Moiré Deflectometry Moiré deflectometry method for focal length determination sends a colli-
mated beam over a pair of Ronchi rulings (Fig. 30) depending on the convergence or divergence of 
the beam, the resulting moiré pattern rotates according to the convergence (Fig. 31). The rotation 
has an angle a that is related to the focal distance by71,72

f
d≈

θ αtan
 (18)

d being the ruling’s pitch, q is the angle between the ruling’s lines, and a is the rotation angle of the 
moiré pattern.

Talbot Autoimages Talbot autoimages method for focal length determination is performed by 
sending a coherent beam of light into a Ronchi ruling. An image of the grating will be produced 
periodically and evenly spaced along the light beam. Every Talbot autoimage is an object for the lens 

Lens to be
measured

Y

Transverse
aberration

Focal length

FIGURE 29 Focal length determination by transverse aberration measurements.
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under test and produces a set of autoimages at the image side of the lens. To determine the lens focal 
length, another ruling coincident to the autoimages at the image plane is used.73,74

Fourier Transforms The Fourier-transforming property of a lens can be used in the focal-length 
determination. Horner75 measured the diffraction pattern at the focal plane produced by a slit. For 
this method, the light beam does not have to be perfectly collimated.

Microlenses Micro-lenses applications require new methods for small focal length determination. 
The propagated Gaussian beam of a laser can be analyzed.76,77 In this method, a lens is placed al the 
laser beam waist, then the propagating beam is measured to determine the focal length.

Point
source

Collimating
lens

Ronchi
rulling

Lens
under

test

Ground
glass

Observing
position

FIGURE 30 Moiré deflectometry lens power measurement. (From Malacara.1)

FIGURE 31 Moiré pattern as produced in a moiré deflectometer. 
(From Malacara.1)
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Fiber Optics A clever method used to automatically find the position of the focus has been 
described by Howland and Proll.78 They used optical fibers to illuminate the lens in an autocollimat-
ing configuration, and the location of the image was also determined using optical fibers.
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OPTICAL TESTING

Daniel Malacara-Hernández
Centro de Investigaciones en Optica, A. C.
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13.1

13

13.1 GLOSSARY

 E electric fi eld strength

 k radian wave number

 r position

 t time

 l wavelength

 j phase

 w radian frequency

13.2 INTRODUCTION

The requirements for high-quality optical surfaces are more demanding every day. They should be 
tested in an easier, faster, and more accurate manner. Optical surfaces usually have a flat or a spheri-
cal shape, but they also may be toroidal or generally aspheric. Frequently, an aspherical surface is a 
conic of revolution, but an aspherical surface can only be made as good as it can be tested. Here, the 
field of optical testing will be reviewed. There are some references that the reader may consult for 
further details.1

13.3 CLASSICAL NONINTERFEROMETRIC TESTS

Some classical tests will never be obsolete, because they are cheap, simple, and provide qualitative 
results about the shape of the optical surface or wavefront almost instantly. These are the Foucault 
or knife-edge test, the Ronchi test, and the Hartmann test. They will be described next.
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13.2  TESTING

Foucault Test

The Foucault or knife-edge test was invented by Leon Foucault2 in France, to evaluate the quality of 
spherical surfaces. This test described by Ojeda-Castañeda3 detects the presence of transverse aber-
rations by intercepting the reflected rays deviated from their ideal trajectory, as Fig. 1 shows. The 
observer is behind the knife, looking at the illuminated optical surface, with the reflected rays enter-
ing the eye. The regions corresponding to the intercepted rays will appear dark, as in Fig. 2.

This test is extremely sensitive. If the wavefront is nearly spherical, irregularities as small as a frac-
tion of the wavelength of the light may be easily detected. This is the simplest and most powerful 
qualitative test for observing small irregularities and evaluating the general smoothness of the spherical 

FIGURE 1 Optical schematics for the Foucault test of a spherical mirror at 
several positions of the knife edge.

(a)

(b)

(c)

(d)
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OPTICAL TESTING  13.3

surface under test. Any other surface or lens may be tested, as long as it produces an almost spherical 
wavefront, otherwise, an aberration compensator must be used, as will be described later. Very often a 
razor blade makes a good, straight, sharp edge that is large enough to cover the focal region.

Ronchi Test

Vasco Ronchi4 invented his famous test in Italy in 1923. A coarse ruling (50–100 lines per inch) 
is placed in the convergent light beam reflected from the surface under test, near its focus. The 
observer is behind the ruling, as Fig. 3 shows, with the light entering the eye. The dark bands in 
the ruling intercept light, forming shadows on the illuminated optical surface. These shadows will 
be straight and parallel only if the reflected wavefront is perfectly spherical. Otherwise, the fringes 
will be curves whose shape and separation depends on the wavefront deformations. The Ronchi test 

Mirror under test

Ronchi ruling

ObserverLight
source

FIGURE 3 Testing a concave surface by means of the Ronchi test.

FIGURE 2 An optical surface being examined 
by the Foucault test. (From Ojeda-Castañeda.3)
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13.4  TESTING

measures the transverse aberrations in the direction perpendicular to the slits on the grating. The 
wavefront deformations W(x, y) are related to the transverse aberrations TAx(x, y) and TAy(x, y) by 
the following well-known relations:

 TA x y r
W x y

xx ( , )
( , )

= −
∂

∂
 (1)

and

 TA x y r
W x y

yy( , )
( , )

= −
∂

∂  (2)

where r is the radius of curvature of the wavefront W(x, y). Thus, if we assume a ruling with period d, 
the expression describing the mth fringe on the optical surface is given by

 
∂

∂
W x y

x

md

r

( , )
= −  (3)

Each type of aberration wavefront has a characteristic Ronchi pattern, as shown in Fig. 4; thus, 
the aberrations in the optical system may be easily identified, and their magnitude estimated. We 
may interpret the Ronchi fringes not only as geometrical shadows, but also as interferometric 
fringes, identical with those produced by a lateral shear interferometer.

Hartmann Test

J. Hartmann5 invented his test in Germany. It is one of the most powerful methods to determine 
the figure of a concave spherical or aspherical mirror. Figure 5 shows the optical configuration used 

(a) (b) (c)

(d) (e) (f)

FIGURE 4 Typical Ronchi patterns for a spherical and a parabolic mirror for different positions of the 
Ronchi ruling.
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OPTICAL TESTING  13.5

in this test, where a point light source illuminates the optical surface, with its Hartmann screen in 
front of it. The light beams reflected through each hole on the screen are intercepted on a photo-
graphic plate near the focus. Then, the position of the recorded spots is measured to find the value 
of the transverse aberration on each point. If the screen has a rectangular array of holes, the typical 
Hartmann plate image for a parabolic mirror looks like that in Fig. 6. The wavefront W(x, y) may be 
obtained from integration of Eqs. (1) and (2) as follows:

 W x y
r

TA x y dxx

x

( , ) ( , )= − ∫
1

0

 (4)

Mirror under test

Hartmann screen

Hartmann 
plate

Point light
source

FIGURE 5 Optical arrangement to perform the Hartmann test.

FIGURE 6 Array of spots in a Hartmann plate of 
a parabolic mirror.
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13.6  TESTING

and

 W x y
r

TA x y dyy

y

( , ) ( , )= − ∫
1

0

 (5)

After numerical integration of the values of the transverse aberrations, this test provides the concave 
surface shape with very high accuracy. If the surface is not spherical, the transverse aberrations to be 
integrated are the difference between the measured values and the ideal values for a perfect surface. 
Extended, localized errors, as well as asymmetric errors like astigmatism, are detected with this test. 
The two main problems of this test are that small, localized defects are not detected if they are not 
covered by the holes on the screen. Not only is this information lost, but the integration results will 
be false if the localized errors are large. The second important problem of the Hartmann test is that 
it is very time consuming, due to the time used in measuring all the data points on the Hartmann 
plate. These problems are avoided by complementing this test with the Foucault test, using an Offner 
compensator, in order to be sure about the smoothness of the surface (discussed under “Measuring 
Aspherical Wavefronts”). Various stratagems are available to speed the process. These include 
modulating the light at different frequencies at each of the holes. Variations also include measuring 
in front of, behind, or at the focus to get slope information. This technique can be considered an 
experimental ray trace.

Hartmann-Shack Test

Platt and Shack,6 proposed using a lenticular screen, instead of a screen with an array of holes, as 
illustrated in Fig. 7. This is a simple but important modification from the classic Hartmann. Some 
differences are

(a) In the Hartmann test the pattern is obtained in focused convergent light beam, near the focus. 
On the other hand, in the Hartmann-Shack the test is made in a nearly collimated beam of light. 

(b) A practical advantage of the Hartmann-Shack method is that any positive or negative power can 
be easily detected and measured. 

Aberrated wavefront CCD detector

FIGURE 7 Hartmann-Shack Test.
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OPTICAL TESTING  13.7

(c) A second advantage is that each of the spots is individually focused on the detector, making the 
light energy density of the spot higher than in the Hartmann test. 

(d) The Hartmann-Shack lenticular screen can be made with two identical layers of cylindrical lenses 
perpendicular to each other, or with a lenslet arrays in molded plastic, glass, or fused silica.

If the wavefront is flat, the light beam passing through each lens is focused close to the optical 
axis of each lenslet. Since the lens array is not perfect, the lenticular array must be previously cali-
brated with a reference well-known flat wavefront.

The spot displacement on the detector is equal to the wavefront slope multiplied by the focal 
length of the lenslet, thus, a shorter focal length will give a greater dynamic range but a reduced 
angular sensitivity. The optimum focal length depends on the application.

13.4 INTERFEROMETRIC TESTS

Classical geometrical tests are very simple, but they do not provide the accuracy of the interferomet-
ric tests. Quite generally, an interferometric test produces an interferogram by producing the inter-
ference between two wavefronts. One of these two wavefronts is the wavefront under test. The other 
wavefront is either a perfectly spherical or flat wavefront, or a copy of the wavefront under test.

When the second wavefront is perfectly spherical or flat, this wavefront acts as a reference. The 
separation between the two wavefronts, or optical path difference OPD(x, y), is a direct indication of the 
deformations W(x, y) of the wavefront under test. Then, we may simply write W(x, y) = OPD(x, y).
There are many types of interferometers producing interferograms of these type of interferograms, 
for example, the Twyman-Green and the Fizeau interferometers. Some other interferometers can be 
considered as modifications of these two basic interferometers, such as the Point Diffraction and the 
Burch interferometers, and many others that will not be described.

Twyman-Green Interferometer

The Twyman-Green interferometer is illustrated in Fig. 8. The light from a monochromatic point 
light source is collimated to produce a flat wavefront. Then, the two interfering wavefronts are gen-
erated by means of a partially reflective and partially transmitting glass plate, called beam splitter. 

FIGURE 8 Twyman-Green interferometer.

Reference
mirror

Beam splitterCollimatorMonochromatic
point light source

Surface
under test

Interference pattern
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13.8  TESTING

After the beam splitter two flat wavefronts travel in orthogonal directions, one of them to the flat 
reference mirror and the other to the surface or optical element under test. After returning to the 
beam splitter, the two wavefronts are recombined to produce an interference pattern. The beam 
splitter can be oriented at 45° as in Fig. 8, but sometimes a different angle is chosen, for example, a 
Brewster angle to avoid the reflected beam from the second face on the beam splitter.

Instead of a plane parallel beam splitter, sometimes a polarizing cube beam splitter is used, as in 
Fig. 9. In this system the plane wavefront entering the beam splitter is linearly polarized at an angle 
of 45° with respect to the plane of the interferometer. Then, the two wavefronts exiting the cube in 
orthogonal directions will also be linearly polarized but one of them in the vertical plane and the 
other in the horizontal plane. A l/4 phase plate is located at each of the two exiting faces on the 
cube. These phase plates produce circularly polarized beams, one going to the reference mirror and 
the other to the surface under test, but one is right handed and the other is left handed. When arriv-
ing back to the cube, after passing twice through the phase plates, the two beams will be again lin-
early polarized, one in the vertical plane and the other in the horizontal plane. However, these planes 
of polarization will be orthogonal to the planes of polarization when the wavefront exited the cube. 
Thus, the two wavefronts are sent to the observation plane and not back to the light source.

Two important facts should be noticed: (a) that the two wavefronts are orthogonally polarized 
and hence they can not interfere and (b) that there are not any light beams going back to the light 
source to produce a complementary pattern as in the classic Twyman-Green interferometer. In order 
to produce observable fringes a linear polarizer should be placed just before the observing plane.

This interferometer with a polarizing beam splitter has many practical advantages.

Fizeau Interferometer

A Fizeau interferometer, illustrated in Fig. 10, is also a two-beam system like the Twyman-Green 
interferometer. The main difference is that the plate beam splitter is not at 45° with the illuminated 

Laser

Polarizing
beam
splitter

Linearly
polarized
light at 45°

l/2 phase plates
with vertical axis

Interference
fringes

l/4 phase plate
axis at 45°
analyzer

l/2 phase plates
axis at 45°

Reference mirror

S

P

FIGURE 9 Twymann-Green interferometer with polarized beam splitter.
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OPTICAL TESTING  13.9

collimated beam, but perpendicular to its incidence path. Some important practical advantages are 
that (a) the beam splitter can be smaller for the same aperture, (b) it is more compact, and (c) it is 
easier to align.

Figure 11 shows some typical interferograms for the Seidel primary aberrations obtained with a 
Twyman-Green or a Fizeau interferometer.1 The mathematical analysis of interferograms for wave-
fronts with arbitrary deformations is a research topic of great interest that has been described in a 
large number of publications.7

Common Path Interferometer

A common path interferometer is one for which the two interfering beams travel the same paths. 
The optical path difference at the center of the optical axis is zero and cannot be modified. Thus 
interference with a white light source can be easily achieved. An example of this kind of interferom-
eter is the point-diffraction interferometer first described by Linnik in 1933 and later rediscovered 
by Smart and Strong.8 The lens of optical element under test focuses the light at the center of a small 
diffracting plate as illustrated in Fig. 12. This diffracting plate is coated with a thin partially trans-
mitting film with a small uncoated disk at its center. The diameter of the central clear disk is about 
the size of the diffraction air disk produced by a perfect optical system. If the wavefront from the 
system is not spherical but distorted, the focused spot would be larger than the central disk. Then, 
two wavefronts are produced. One is a reference spherical wavefront arising from the light diffracted 
at the central disk. The undiffracted light passing outside of the disk is the wavefront under test.

The fringe patterns in the point diffraction interferometer are identical to those produced by the 
Twyman-Green interferometer.

Lateral Shearing Interferometers

When the second wavefront is not perfectly flat or spherical, but a copy of the wavefront under test, 
its relative dimensions or orientation must be changed (sheared) in some way with respect to the 
wavefront under test. Otherwise, no information about the wavefront deformations is obtained, 
because the fringes will always be straight and parallel independent of any aberrations. There are 
several kinds of shearing interferometers, depending on the kind of transformation applied to the 
reference wavefront.

Interferogram

Collimator
Surface

under test

Reference
flat

Beam
splitter

Monochromatic
point light source

FIGURE 10 Fizeau interferometer.
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No aberration

No tilt
No defocusing

Tilt Defocusing

Defocusing

Defocusing 
and tilt

Average focus Average focus
and tilt

Paraxial focus Paraxial focus
and tilt

Spherical aberration

Coma

No Tilt
No defocusing

Tilt in tangencial
direction

Tilt in sagittal
direction

Tangential focus Average focus Sagittal focus Defocusing

Astigmatism

FIGURE 11 Twyman-Green interferograms. (From Malacara.1)

The most popular of these instruments is the lateral shearing interferometer, with the reference 
wavefront laterally displaced with respect to the other, as in the interferograms in Fig. 13 shows. The 
optical path difference OPD(x, y) and the wavefront deformations W(x, y) are related by

 OPD( , ) ( , ) ( , )x y W x y W x S y= − −  (6)
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FIGURE 12 Point diffraction interferometer.

Plate with central disc

Light source

Observer

Mirror
under test

FIGURE 13 Laterally sheared interferograms. (From Malacara.1)

(a) Perfect wavefront (b) Defocusing (c) Spherical aberration

(d) Spherical aberration
and defocusing

(e) Coma (meridional shear) (f) Coma (sagittal shear)

(g) Coma and defocusing
(sagittal shear)

(h) High-order spherical
aberration

(i) Astigmatism
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Laser light

Collimator

Plane parallel
glass plate

Interferogram

FIGURE 14 Murty’s lateral shear interferometer.

where S is the lateral shear of one wavefront with respect to the other. If the shear is small with 
respect to the diameter of the wavefront, this expression may be approximated by

 OPD( , )
( , )

( , )x y S
W x y

x

S

r
TA x yx= − = −

∂
∂

 (7)

This relation suggests that the parameter being directly measured is the slope in the x direction of 
the wavefront (x component TAx of the transverse aberration). An example of a lateral shear inter-
ferometer is the Murty interferometer, illustrated in Fig. 14.

Radial, Rotational, and Reversal Shearing Interferometers

There are also radial, rotational, and reversal shearing interferometers, where the interfering wave-
fronts are as illustrated in Fig. 15. A radial shear interferometer with a large shear approaches an 
interferometer with a perfect reference wavefront. These interferometers procedure fringe patterns 
by the interference of two wavefronts with the same aberrations and deformations. The difference 
between the two interfering wavefronts is their size or orientation.

The optical path in the radial shear interferometer can be represented by

 OPD( , ) ( , ) ( , )x y W x y W x y= − ρ ρ  (8)

A typical radial shear interferogram is in Fig. 16.
In the rotational shear interferometer. The two interfering wavefronts have the same size, but one 

of those is rotated with respect to the other. In the particular case on a 180° rotation the sensitivity 
of the interferometer is zero for symmetrical (even) aberrations, like spherical aberration. However, 
the sensitivity is doubled for antisymmetrical (odd) aberrations, like coma.

In a reversing shear interferometer one of the two wavefronts is reversed with respect to the other 
about any diameter on the wavefront’s pupil. As in the rotational shear interferometer, the sensitivity 
to aberrations is symmetric with respect to the axis of reversion. Also, the sensitivity to aberration 
antisymmetric about the axis of reversion is doubled.
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OPTICAL TESTING  13.13

13.5 INCREASING THE SENSITIVITY 
OF INTERFEROMETERS

The sensitivity of interferometers is a small fraction of the wavelength being used (about l/20).
There are several methods to increase this sensitivity, but the most common methods will now be 
described.

Multiple-Reflection Interferometers

A method to increase the sensitivity of interferometric methods is to use multiple reflections, as 
in the Fabry-Perot interferometer. The Newton as well as the Fizeau interferometers can be made 
multiple-reflection interferometers by coating the reference surface and the surface under test with 
a high-reflection film. Then, the fringes are greatly narrowed and their deviations from straightness 
are more accurately measured.9

Multiple-Pass Interferometers

Another method to increase the sensitivity of interferometers is by double, or even multiple, pass. 
An additional advantage of double-pass interferometry is that the symmetrical and antisymmetri-
cal parts of the wavefront aberration may be separated. This makes their identification easier, as 
Hariharan and Sen10 have proved. Several arrangements have been devised to use multiple pass.11

Zernike Tests

The Zernike phase-contrast method is another way to improve the sensitivity of an interferom-
eter to small aberrations. It was suggested by Zernike as a way to improve the knife-edge test.12 
There are several versions of this test. The basic principle in all of them is the introduction of a 

F

FF F

Reference
wavefront

Radially
sheared

wavefront

Rotationally
sheared

wavefront

Reversally
sheared

wavefront

FIGURE 15 Wavefronts in radial, rotational, and 
reversal shear interferometers.

FIGURE 16 A radial shear interferogram.
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phase difference equal to l/2 between the wavefront under test and the reference wavefront. To 
understand why this phase difference is convenient, let us consider two interfering beams and 
irradiances I1(x, y) and I2(x, y) and a phase j(x, y) between them. The final irradiance I(x, y) in 
the interferogram is given by

 I x y I x y I x y I x y I x y( , ) ( , ) ( , ) ( , ) ( , )= + +1 2 1 22 ccos ( , )φ x y  (9)

Thus, the irradiance I(x, y) of the combination would be a sinusoidal function of the phase, as illus-
trated in Fig. 17. If the phase difference is zero for a perfect wavefront, deformations of the wavefront 
smaller than the wavelength of the light will not be easy to detect, because the slope of the function 
is zero for a phase near zero. The slope of this function is larger and linear for a phase value of 90°. 
Thus, the small wavefront deformations are more easily detected if the interferometer is adjusted, so 
that the wavefronts have a phase difference equal to 90° when the wavefront under test is perfect.

13.6 INTERFEROGRAM EVALUATION

An interferogram may be analyzed in several manners. One way begins by measuring several points 
on the interferogram, on top of the fringes. Then, the wavefront values between the fringes are inter-
polated. Another way uses a Fourier analysis of the interferogram. A third method interprets the 
fringe deformations as a phase modulation.

Fixed Interferogram Evaluation

Once the interferogram has been formed, a quantitative evaluation of it is a convenient method 
to find the wavefront deformations. The fixed interferogram evaluation by fringe measurements is 
done by measuring the position of several data points located on top of the fringes. These measure-
ments are made in many ways, for example, with a measuring microscope, with a digitizing tablet, 
or with a video camera connected to a computer.

The fringe centers can be located either manually, using a digitizing tablet, or automatically, with 
the computer directly examining a single fringe image that has been captured using a digital frame 
grabber. After locating the fringe centers, fringe order numbers must be assigned to each point. The 
wavefront can then be characterized by direct analysis of the fringe centers. If desired, instead of 
global interpolation, a local interpolation procedure may be used.

To analyze the fringes by a computer, they must first be digitized by locating the fringe centers, 
and assigning fringe order numbers to them. The optical path difference (OPD) at the center of any 
fringe is a multiple m of the wavelength (OPD = ml), where m is the fringe order. To obtain the 

Phase differencep/2 2p

Irradiance

IMAX

I0

IMIN

FIGURE 17 Irradiance in an interference pattern, as a function of the 
phase difference between the two interfering waves.
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OPTICAL TESTING  13.15

wavefront deformation, only the relative values of the fringe order are important. So any value of the 
fringe order may be assigned to the first fringe being measured. However, for the second fringe, it may 
be increased or decreased by one. This choice affects only the sign of the OPD. An important disad-
vantage of the fixed interferogram analysis is that the sign of the OPD cannot be obtained from the 
interferogram alone. This information can be retrieved if the sign of any term in the wavefront defor-
mation expression, like defocusing or tilt, is previously determined when taking the interferogram.

Fringes have been digitized using scanners,13 television cameras,14 photoelectric scanners, and 
digitizing tablets. Review articles by Reid15,16 give useful references for fringe digitization using tele-
vision cameras.

Global and Local Interpolation of Interferograms

After the measurements are made, the wavefront is computed with the measured points. The data den-
sity depends on the density of fringes in the interferogram. Given a wavefront deformation, the ratio 
of the fringe deviations from straightness to the separation between the fringes remains a constant, 
independently of the number of fringes introduced by tilting of the reference wavefront. If the num-
ber of fringes is large due to a large tilt, the fringes look more straight than if the number of fringes 
is small. Thus, the fringe deviations may more accurately be measured if there are few fringes in the 
interferogram. Thus, information about many large zones is lost. A way to overcome this problem is to 
interpolate intermediate values by any of several existing methods. One method is to fit the wavefront 
data to a two-dimensional polynomial with a least-squares fitting, as described by Malacara et al.17 or 
by using splines as described by Hayslett and Swantner18 and Becker et al.19 Unfortunately, this proce-
dure has many problems if the wavefront is very irregular. The values obtained with the polynomial 
may be wrong, especially near the edge, or between fringes if the wavefront is too irregular.

The main disadvantage of global fits is that they smooth the measured surface more than desired. 
Depending on the degree of the polynomial, there will only be a few degrees of freedom to fit many 
data points. It is even possible that the fitted surface will pass through none of the measured points. 
If the surface contains irregular features that are not well described by the chosen polynomial, such 
as steps or small bumps, the polynomial fit will smooth these features. Then, they will not be visible 
in the fitted surface.

Global interpolation is done by least-squares fitting the measured data to a two-dimensional 
polynomial in polar coordinates. The procedure to make the least-squares fitting begins by defining 
the variance of the discrete wavefront fitting as follows:

 σ ρ θ= ′−
=
∑1 2

1N
W Wi i i

i

N

[ ( , )]  (10)

where N is the number of data points, Wi is the measured wavefront deviation for data point i, and 
W (i, qi) is the functional wavefront deviation after the polynomial fitting. The only requirement is 
that this variance or fit error is minimized. It is well known that the normal least-squares procedure 
leads to the inversion of an almost singular matrix. Then, the round-off errors will be so large that 
the results will be useless. To avoid this problem, the normal approach is to fit the measured points 
to a linear combination of polynomials that are orthogonal over the discrete set of data points. Thus, 
the wavefront is represented by

  W B Vi i n n i i
i

L

( , ) ( , )ρ θ ρ θ=
=
∑

1

 (11)

V(r, q) are polynomials of degree r and not the monomials x. These polynomials satisfy the orthog-
onality condition

  V V Fn i i m i i
i

N

n nm( , ) ( , )ρ θ ρ θ ρ=
=
∑

1

 (12)

where Fn = ∑Vn
2.
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13.16  TESTING

The advantage of using these orthogonal polynomials is that the matrix of the system becomes 
diagonal and there is no need to invert it.

The only problem that remains is to obtain the orthogonal polynomials by means of the Gram-
Schmidt orthogonalization procedure. It is important to notice that the set of orthogonal polynomials 
is different for every set of data points. If only one data point is removed or added, the orthogonal poly-
nomials are modified. If the number of data points tends to infinity and they are uniformly distributed 
over a circular pupil with unit radius, these polynomials Vr (r, q) approach the Zernike polynomials.20

Several properties of orthogonal polynomials make them ideal for representing wavefronts, but 
the most important of them is that we may add or subtract one or more polynomial terms without 
affecting the fit coefficients of the other terms. Thus, we can subtract one or more fitted terms—
defocus, for example—without having to recalculate the least-squares fit. In an interferometric opti-
cal testing procedure the main objective is to determine the shape of the wavefront measured with 
respect to a best-fit sphere. Nearly always it will be necessary to add or subtract some terms.

The only problem with these orthogonal polynomials over the discrete set of data points is that 
they are different for every set of data points. A better choice for the wavefront representation is the 
set of Zernike polynomials, which are orthogonal on the circle with unit radius, as follows:

 U U d d Fn m nm nm
0

2

0

1 π

ρ θ ρ θ ρ ρ θ δ∫∫ =( , ) ( , )  (13)

These polynomials are not exactly orthogonal on the set of data points, but they are close to satis-
fying this condition. Therefore, it is common to transform the wavefront representation in terms of 
the polynomials Vn to another similar representation in terms of Zernike polynomials Un(r, q), as

 W A Un n
n

L

( , ) ( , )ρ θ ρ θ=
=

∑
1

 (14)

Fourier Analysis of Interferograms

A completely different way to analyze an interferogram without having to make any interpolation 
between the fringes is by a Fourier analysis of the interferogram. An interpolation procedure is not 
needed because the irradiance at a fine two-dimensional array of points is measured and not only at 
the top of the fringes. The irradiance should be measured directly on the interferogram with a two-
dimensional detector or television camera, and not on a photographic picture. Womack,21 Macy,22 
Takeda et al.,23 and Roddier and Roddier24 have studied in detail the Fourier analysis of interfero-
grams to obtain the wavefront deformations.

Consider an interferogram produced by the interference of the wavefront under test and a flat 
reference wavefront, with a large tilt between them, as in the interferogram in Fig. 18. The tilt is 
about the y axis, increasing the distance between the wavefronts in the x direction. The picture of this 
interferogram may be thought of as a hologram reconstructing the wavefront. Thus, three wavefronts 
(images) are generated when this hologram is illuminated with a flat wavefront. In order to have 
complete separation between these images, the tilt between the wavefronts must be large enough, so 
that the angle between them is not zero at any point over the interferogram. This is equivalent to say-
ing that the fringes must be open, and never cross any line parallel to the x axis more than once. One 
image is the wavefront under test and another is the conjugate of this wavefront.

If the tilt between the wavefront is q and the wavefront shape is W(x, y), the irradiance is 
given by

 I x y I x y I x y I x y I x y( , ) ( , ) ( , ) ( , ) ( , )= + +1 2 1 22 ccos( sin ( , ))φ θ0 + +kx kW x y  (15)

where k = 2p/l . This expression may be rewritten as

 I I I I I e I I ei kx kW i kx= + + ++ − +[ ] ( sin ) ( sin
1 2 1 2 1 2

θ θ kkW )  (16)
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OPTICAL TESTING  13.17

The first term represents the zero order, the second is the real image, and the third is the virtual 
image. We also may say that the Fourier transform of the interferogram is formed by a Dirac 
impulse d( f ) at the origin and two terms shifted from the origin, at frequencies +f0 and –f0. The 
quantity f is the spatial frequency, defined by the tilt between the reference wavefront and the 
wavefront under test ( f = sin q/l). These terms may be found by taking the Fourier transform 
of the interferogram. The term at f0 is due to the wavefront under test. This wavefront may be 
obtained by taking the Fourier transform of this term, mathematically isolated from the oth-
ers. This method is performed in a computer by using the fast Fourier transform. The undesired 
terms are simply eliminated before taking the second fast Fourier transform in order to obtain the 
wavefront.

Direct Interferometry

This is another method to obtain the wavefront from an interferogram without the need of any 
interpolation. As in the Fourier method, the image of the interferogram is directly measured with a 
two-dimensional detector or television camera. The interferogram must have many fringes, produced 
with a large tilt between the wavefronts. The requirements for the magnitude of this tilt are the same 
as in the Fourier method.

Consider the irradiance in the interferogram in Fig. 18 along a line parallel to the x axis. This 
irradiance plotted versus the coordinate x is a perfectly sinusoidal function only if the wavefront is 
perfect, that is, if the fringes are straight, parallel, and equidistant. Otherwise, this function appears 
as a wave with a phase modulation. The phase-modulating function is the wavefront shape W(x, y).
If the tilt between the wavefronts is q, the irradiance function is described by Eq. (15). If jo is a mul-
tiple of 2p, this expression may be rewritten as

 I x y I I I I kx kW( , ) cos( sin )= + + +1 2 1 22 θ  (17)

Multiplying this phase-modulated function by a sinusoidal signal with the same frequency as 
the carrier sin (kx sin q) a new signal S is obtained. Similarly, multiplying by a cosinusoidal signal 

FIGURE 18 Interferogram with a large tilt (linear 
carrier) to avoid closed fringes.
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13.18  TESTING

cos (kx sin q) a new signal C is obtained. If all terms in the signals S and C with frequencies equal to 
or greater than the carrier frequency are removed with a low-pass filter, they become

 S x y I I kW x y( , ) sin ( , )= − 1 2
 (18)

C x y I I kW x y( , ) cos ( , )= 1 2 (19)

then, the wavefront W (x, y) is given by

  W x y
k

S x y

C x y
( , ) tan

( , )

( , )
= −

⎡

⎣
⎢

⎤

⎦
⎥−1 1  (20)

which is our desired result.

13.7 PHASE-SHIFTING INTERFEROMETRY

All the methods just described are based on the analysis of a single static interferogram. Static fringe 
analysis is generally less precise than phase-shifting interferometry, by more than one order of mag-
nitude. However, fringe analysis has the advantage that a single image of the fringes is needed. On 
the other hand, phase-shifting interferometry requires several images, acquired over a long time 
span during which the fringes must be stable. This is the main reason why phase-shifting interfer-
ometry has seldom been used for the testing of astronomical optics.

Phase-shifting interferometry25,26 is possible, thanks to modern tools like array detectors and micro-
processors. Figure 19 shows a Twyman-Green interferometer adapted to perform phase-shifting inter-
ferometry. Most conventional interferometers, like the Fizeau and the Twyman-Green, have been used to 
do phase shifting. A good review about these techniques may be found in the review article by Creath.27

FIGURE 19 Twyman-Green interferogram adapted to do phase shifting.
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OPTICAL TESTING  13.19

In phase-shifting interferometers, the reference wavefront is moved along the direction of propa-
gation, with respect to the wavefront under test, changing in this manner their phase difference. 
This phase shifting is made in steps or in a continuous manner. Of course, this relative displacement 
of one wavefront with respect to the other may only be achieved through a momentary or continu-
ous change in the frequency of one of the beams, for example, by Doppler shift, moving one of the 
mirrors in the interferometer. In other words, this change in the phase is accomplished when the 
frequency of one of the beams is modified in order to form beats.

By measuring the irradiance changes for different values of the phase shifts, it is possible to deter-
mine the initial difference in phase between the wavefront under test and the reference wavefront, for 
that measured point over the wavefront. By obtaining this initial phase difference for many points 
over the wavefront, the complete wavefront shape is thus determined. If we consider any fixed point 
in the interferogram, the initial phase difference between the two wavefronts has to be changed in 
order to make several measurements.

One method that can be used to shift this phase is by moving the mirror for the reference beam 
along the light trajectory, as in Fig. 19. This can be done in many ways, for example, with a piezo-
electric crystal or with a coil in a magnetic field. If the mirror moves with a speed V, the frequency 
of the reflected light is shifted by an amount equal to Δn = 2V/l.

Another method to shift the phase is by inserting a plane parallel glass plate in the light beam 
(see Fig. 20). Then the plate is rotated about an axis perpendicular to the optical axis. The phase 
may also be shifted by means of the device shown in Fig. 21. The first quarter-wave retarding plate is 
stationary, with its slow axis at 45° with respect to the plane of polarization of the incident linearly 
polarized light. This plate also transforms the returning circularly polarized light back to linearly 

FIGURE 20 Obtaining the phase shift by means of a moving 
mirror or a rotating glass plate.

J + 2V
l

(a) Moving mirror

w
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T

(b) Rotating glass plate
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polarized
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Incident frequency = J 
Reflected frequency = J + Jp

Frequency of 
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FIGURE 21 Obtaining the phase shift by means of phase plates and polarized 
light, with a double pass of the light beam.
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13.20  TESTING

FIGURE 22 Obtaining the phase shift by means of diffraction: (a) with a diffrac-
tion grating and (b) with an acousto-optic Bragg cell.

Speed V J + mV/d

J − mV/d

J

(a) Moving diffraction grating

J + mfo

fo

(b) Bragg cell

polarized. The second phase retarder is also a quarter-wave plate, it is rotating, and the light goes 
through it twice; therefore, it is acting as a half-wave plate.

Still another manner to obtain the shift of the phase is by a diffraction grating moving perpen-
dicularly to the light beam, as shown in Fig. 22a, or with an acousto-optic Bragg cell, as shown in 
Fig. 22b. The change in the frequency is equal to the frequency f of the ultrasonic wave times the 
order of diffraction m. Thus: Δn = mf.

The nonshifted relative phase of the two interfering wavefronts is found by measuring the irradi-
ance with several predefined and known phase shifts. Let us assume that the irradiance of each of 
the two interfering light beams at the point x, y in the interference patterns are I1(x, y) and I2(x, y) 
and that their phase difference is j(x, y). It was shown before, in Eq. (9), that the resultant irradi-
ance I(x, y) is a sinusoidal function describing the phase difference between the two waves. The basic 
problem is to determine the nonshifted phase difference between the two waves, with the highest 
possible precision. This may be done by any of several different procedures.

Phase-Stepping and Four Steps Algorithms

This method27 consists of measuring the irradiance values for several known increments of the 
phase. There are several versions of this method, which will be described later. The measurement 
of the irradiance for any given phase takes some time, since there is a time response for the detec-
tor. Therefore, the phase has to be stationary during a short time in order to take the measurement. 
Between two consecutive measurements, the phase is changed by an increment ai. For those values 
of the phase, the irradiance becomes

 I x y I I I I i( , ) cos( )= + + +1 2 1 22 φ α  (21)

There are many different algorithms, with many different phase steps, as shown in Fig. 23. The 
minimum number of steps needed to reconstruct this sinusoidal function is three. As an example 
with four steps,

 I I I I IA = + +1 2 1 22 cosφ  (22)

 I I I I IB = + −1 2 1 22 sinφ  (23)

 I I I I IC = + −1 2 1 22 cosφ  (24)

 I I I I ID = + +1 2 1 22 sinφ  (25)
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OPTICAL TESTING  13.21

Integrating Bucket

In the integrating phase-shifting method the detector continuously measures the irradiance during 
a fixed time interval, without stopping the phase. Since the phase changes continuously, the average 
value of the irradiance during the measuring time interval is measured. Thus, the integrating phase-
stepping method may be mathematically considered a particular case of the phase-stepping method 
if the detector has an infinitely short time response. Then, the measurement time interval is reduced 
to zero. If the measurement is taken, as in Fig. 24, from ai + Δ/2 to ai – Δ/2 with center at ai , then

 I I I I I di= + + +
−

+

∫
1

21 2 1 22

2

Δ Δ

Δ
[ cos( )]

/

/
φ α α

α

α
 (26)

 I I I I I c i= + + +1 2 1 22 2sin ( )cos( )Δ/ φ α  (27)

In general, in the phase-stepping as well as in the integrating phase-shifting methods, the irradi-
ance is measured at several different values of the phase ai, and then the phase is calculated.

Two Steps Plus One Method

As pointed out before, phase-shifting interferometry is not useful for testing systems with vibra-
tions or turbulence because the three or four interferograms are taken at different times. An attempt 
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FIGURE 23 Six different ways to shift the phase using phase steps.
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FIGURE 24 Averaged signal measurements 
with the integrating phase-shifting method.
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13.22  TESTING

to reduce this time is the so-called two steps plus one method, in which only two measurements 
separated by 90° are taken.28 A third reading is taken any time later, of the sum of the irradiance of 
the beams, independently of their relative phase. This last reading may be taken using an integrating 
interval Δ = 2p. Thus,

 I I I I IA = + +1 2 1 22 cosφ  (28)

 I I I I IB = + +1 2 1 22 sinφ  (29)

 I I IC = +1 2  (30)

Therefore,

 φ =
−
−

⎧
⎨
⎩⎪

⎫
⎬
⎪

⎭
−tan 1

I I

I I
B C

A C

 (31)

Other Phase-Stepping Algorithms

When calculating the phase with several different three or more phase steps, several sources of error 
affect the accuracy of the result, for example:

(a) A line miscalibration of the phase shifter. Then the introduced phase steps will have a linear 
error, which can be interpreted as a change of the reference frequency fr, making it different 
from the signed frequency as it should be.

(b) A nonlinearity in the phase shifter or on the detector that introduces light order harmonics in 
the detected signed.

These phase errors can be reduced or minimized by property selecting the number phase steps 
and their phase increments. Using Fourier theory as shown by Freischlad and Koliopolus,29 a large 
number of different algorithms with different contributors and number of phase steps have been 
described in the literature. Depending on the kind of source error and the maximum number of 
phase steps desired, the proper algorithm can be selected.

Simultaneous Measurement

It has been said several times that the great disadvantage of phase-shifting interferometry is its 
great sensitivity to vibrations and atmospheric turbulence. To eliminate this problem, it has been 
proposed that the different interferograms corresponding to different phases be taken simultane-
ously.30,31 To obtain the phase-shifted interferogram, they have used polarization-based interferom-
eters. The great disadvantage of these interferometers is their complexity. To measure the images 
these interferometers have to use several television cameras.

Heterodyne Interferometer

When the phase shift is made in a continuous manner rather than in steps, the frequency of the 
shifting beam is permanently modified, and a beating between the two interferometer beams is 
formed.32

The phase of the modulated or beating wave may be determined in many ways. One way is by 
electronic analog techniques, for example, using leading-edge detectors. Another way is by detect-
ing when the irradiance passes through zero, that is, through the axis of symmetry of the irradiance 
function.
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Phase Lock

The phase-lock method31–35 can be explained with the help of Fig. 25. Assume that an additional 
phase difference is added to the initial phase j(x, y). The additional phase being added has two 
components: one of them with a fixed value and the other with a sinusoidal time shape. Both com-
ponents can have any predetermined desired value. Thus, the resultant phase jr is given by

 φ φ δ ωr x y x y a t= + +( , ) ( , ) sin  (32)

then, the irradiance I(x, y) would be given by

 I I I I I a t= + + + +1 2 1 22 cos[ sin ]φ δ ω  (33)

The amplitude of the phase oscillations a sin t is much smaller than p. We may now adjust the 
fixed phase to a value such that j + d = p/2 + np. Then the value of cos (j + d) is zero. The curve 
is antisymmetric at this point; hence, only odd harmonics remain on the irradiance signal. This 
is done in practice by slowly changing the value of the phase d, while maintaining the oscillation 
a sin wt, until the maximum amplitude of the first harmonic, or fundamental frequency, is obtained. 
At this point, then, we have d + j = p/2 + np, and since the value of d is known, the value j has been 
determined.

13.8 MEASURING ASPHERICAL WAVEFRONTS

The most common type of interferometer, with the exception of lateral or rotational shearing inter-
ferometers, produces interference patterns in which the fringes are straight, equidistant, and paral-
lel, when the wavefront under test is perfect and spherical with the same radius of curvature as the 
reference wavefront.

If the surface under test does not have a perfect shape, the fringes will not be straight and their 
separations will be variable. The deformations of the wavefront may be determined by a mathemati-
cal examination of the shape of the fringes. By introducing a small spherical curvature on the refer-
ence wavefront (focus shift) or by changing its angle with respect to the wavefront under test (tilt), 
the number of fringes in the interferogram may be changed. This is done to reduce the number of 
fringes as much as possible, since the greater the number of fringes, the smaller the sensitivity of the 
test. However, for aspherical surfaces this number of fringes cannot be smaller than a certain mini-
mum. The larger the asphericity is, the greater is this minimum number of fringes. Since the fringe 

Irradiance
function Irradiance

oscillations

Phase difference
oscillations

FIGURE 25 Phase-lock method to find the 
phase with a small sinusoidal modulation of the phase.
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separations are not constant, in some places the fringes will be widely spaced, but in some others the 
fringes will be too close together.

The sensitivity of the test depends on the separation between the fringes, because an error of one 
wavelength in the wavefront distorts the fringe shape by an amount equal to the separation between 
the fringes. Thus, the sensitivity is directly proportional to the fringe separation. When the fringes 
are widely separated, the sampled points will be quite separated from each other, leaving many zones 
without any information. On the other hand, where the fringes are very close to each other, there is a 
high density of sampled data points, but the sensitivity is low.

Then, it is desirable that the spherical aberration of the wavefront under test is compensated in 
some way, so that the fringes appear straight, parallel, and equidistant, for a perfect wavefront. This 
is called a null test and may be accomplished by means of some special configurations. These special 
configurations may be used to conduct a null test of a conic surface. These are described in several 
books.1 Almost all of these surfaces have rotational symmetry.

If no testing configuration can be found to get rid of the spherical aberration, additional optical 
components, called null compensators, have to be used. Many different types of compensators have 
been invented. The compensators may be refractive (lenses), reflective (mirrors), or diffractive (real 
or computer-generated holograms).

Refractive or Reflective Compensators

The simplest way to compensate the spherical aberration of a paraboloid or a hyperboloid tested at 
the center of curvature is a single convergent lens placed near the point of convergence of the rays, 
as Fig. 26 shows. This lens is called a Dall compensator. Unfortunately, the correction due to a single 
lens is not complete, so a system of two lenses must be used to obtain a better compensation. This 
system is called an Offner compensator and is shown in Fig. 27. The field lens L is used to image the 
surface under test on the plane of the compensating lens L. Mirrors may also be used to design a 
null compensator.

As the sad experience of the Hubble space telescope proves, the construction parameters in a lens 
compensator have to be very carefully measured and adjusted, otherwise an imperfect correction is 

C

Light
source

Dall
compensator

Testing
point

FIGURE 26 The Dall compensator.

FIGURE 27 The Offner compensator. Only the reflected beam is 
shown.
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obtained either by undercorrection or overcorrection. The distance from the compensator to the 
surface under test is one of those parameters to be carefully measured. A way around this problem 
would be to assume that the compensator detects smoothness imperfections but not the exact degree 
of asphericity. This degree of asphericity may then be measured with some independent measure-
ment like the Hartmann test.

Holographic Compensators

Diffractive holographic elements also may be used to compensate the spherical aberration of the 
system and to obtain a null test. The hologram may be real, produced by photographing an interfer-
ometric pattern. This pattern has to be formed by superimposing on the screen a wavefront like the 
one we have to test and a perfectly flat or spherical wavefront. The only problem with this procedure 
is that a perfect wavefront with the same shape as the wavefront to be tested has first to be produced. 
This is not always easy.

A better approach is to simulate the holographic interference pattern in a computer,36 as in 
Fig. 28. Then this image is transferred to a small photographic plate, with the desired dimensions. 
There are many experimental arrangements to compensate the aspherical wavefront aberration 
with a hologram. One of these is illustrated in Fig. 29.

Infrared Interferometry

Another simple approach to reduce the number of fringes in the interferogram is to use a long infra-
red wavelength. Light from a CO2 laser has been used with this purpose. It can also be used when the 
surface is still quite rough.

Two-Wavelength Interferometry

In phase-shifting interferometry, each detector must have a phase difference smaller than p from the 
closest neighboring detector, in order to avoid 2p phase ambiguities and ensure phase continuity. In 

FIGURE 28 Computer-generated hologram for 
testing an aspherical wavefront. (From Wyant.37)

13_Bass_v2ch13_p001-030.indd 13.25 8/24/09 10:15:21 AM

DO
 N

OT
 D

UP
LI

CA
TE
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other words, there should be at least two detector elements for each fringe. If the slope of the wave-
front is very large, the fringes will be too close together and the number of detector elements would 
be extremely large.37

A solution to this problem is to use two different wavelengths l1 and l2 simultaneously. The 
group wavelength or equivalent wavelength leq is longer than any of the two components and is 
given by

 λ
λ λ

λ λeq =
−
1 2

1 2

 (34)

Under these conditions, the requirement in order to avoid phase uncertainties is that there 
should be at least two detectors for each fringe produced if the wavelength is leq. The great advan-
tage of this method is that we may test wavefronts with large asphericities, limited in asphericity by 
the group wavelength, and accuracy limited by the shortest wavelength of the two components.

Moiré Tests

An interferogram in which a large amount of tilt has been introduced is an ideal periodic struc-
ture to form moiré patterns. A moiré pattern represents the difference between two periodic 
structures. Thus, a moiré formed by two interferograms represents the difference between the two 
interferograms. There are several possibilities for the use in optical testing of this technique, as 
shown by Patorski.38

Let us assume that the two interferograms are taken from the same optical system producing an 
aspherical wavefront, but with two different wavelengths l1 and l2. The moiré obtained represents 
the interferogram that would be obtained with an equivalent wavelength leq given by Eq. (31). If the 
tilt is of different magnitude in the two interferograms, the difference appears as a tilt in the moiré 
between them. Strong aspheric wavefronts may be tested with this method.

A second possibility is to produce the moiré between the ideal interferogram for an aspheric 
wavefront and the actual wavefront. Any differences between both would be easily detected.

Another possibility of application is for eliminating the wavefront imperfections in a low-quality 
interferometer. One interferogram is taken with the interferometer alone, without any optical piece 
under test. The second interferogram is taken with the optical component being tested. The moiré 

FIGURE 29 An optical arrangement for testing an aspherical wavefront with a 
computer-generated hologram.

Beam splitterCollimatorLaser
light source

Hologram

Interference pattern

Surface
under test
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OPTICAL TESTING  13.27

represents the wavefront deformations due to the piece being tested, without the interferometer 
imperfections.

Sub-Nyquist Interferometry

It was pointed out before that in phase-shifting interferometry each detector must have a phase dif-
ference smaller than p from the closest neighboring detector, in order to avoid 2p phase ambiguities 
and to ensure phase continuity. In other words, there should be at least two detector elements for 
each fringe. This condition is known as the Nyquist condition.

Since there is a minimum practical distance between detectors, the maximum asphericity in a 
surface to be tested by phase-shifting interferometry is only a few wavelengths. This condition may 
be relaxed39 if the wavefront and its slope are assumed to be continuous on the whole aperture. 
Then, optical surfaces with larger asphericities may be tested.

Wavefront Stitching

When an aspheric and a flat reference wavefronts interfere, the fringe spacing is minimum where 
the angle between the two wavefronts is larger. When the aspheric wavefront has rotational symme-
try and there is no angle between them (no tilt) near the optical axis, the minimum fringe spacing 
occurs at the edge of the pupil. The maximum fringe spacing is at the center, where the two wave-
fronts are parallel to each other.

Most times the fringe pattern is imaged on a CCD detector with a rectangular array of small 
square pixels. According to the Nyquist sampling conduction, the fringes can be detected only if the 
detector has more than two pixels per fringe spacing. With strongly aspheric wavefronts this condi-
tion can not be satisfied near the pupil edge.

If the flat reference wavefront is tilted or made slightly spherical, the zone of the interferogram 
with maximum fringe spacing can be located at any desired. Then the interferogram can be mea-
sured at a zone around this point with maximum fringe spacing where the Nyquist conduction is 
satisfied. By moving this point the whole interferogram can thus be measured in small pieces. Then, 
all pieces should be joined together in a process called wavefront stitching,40 as illustrated in Fig. 30.

(a) (b)

FIGURE 30 Two different interferograms of the same wavefront with different tilts to do wavefront stitching.
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14.1 GLOSSARY

 CGH computer-generated hologram

 M linear, lateral magnifi cation

 N diffracted order number

 n integers

 P number of distortion-free resolution points

 r radius

 S maximum wavefront slope (waves/radius)

 x, Δx distance

 Δq rotational angle error

 Δf wavefront phase error

 q rotational angle

 l wavelength

 f( ) wavefront phase described by hologram

14.2 INTRODUCTION

Holography is extremely useful for the testing of optical components and systems. If a master opti-
cal component or optical system is available, a hologram can be made of the wavefront produced 
by the component or system and this stored wavefront can be used to perform null tests of similar 

14.1

14
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14.2  TESTING

optical systems. If a master optical system is not available for making a hologram, a synthetic or a 
computer-generated hologram (CGH) can be made to provide the reference wavefront.1–8 When 
an aspheric optical element with a large departure from a sphere is tested, a CGH can be combined 
with null optics to perform a null test.

There are several ways of thinking about CGHs. For the testing of aspheric surfaces, it is easiest 
to think of a CGH as a binary representation of the ideal interferogram that would be produced by 
interfering the reference wavefront with the wavefront produced by a perfect sphere. In the mak-
ing of the CGH the entire interferometer should be ray traced to determine the so-called perfect 
aspheric wavefront at the hologram plane. This ray trace is essential because the aspheric wavefront 
will change as it propagates, and the interferometer components may change the shape of the perfect 
aspheric wavefront.

Figure 1 shows an example of a CGH. Since the amplitude of the aspheric wavefront is constant 
across the wavefront, best results are obtained if the lines making up the hologram have approxi-
mately one-half the spacing of the lines (i.e., fringe spacing) at the location of the lines. Thus, the line 
width will vary across the hologram. The major difference between the binary synthetic hologram 

FIGURE 1 Sample computer-generated hologram (CGH).
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USE OF COMPUTER-GENERATED HOLOGRAMS IN OPTICAL TESTING  14.3

and the real grayscale hologram that would be produced by interfering a reference wavefront and 
the aspheric wavefront is that additional diffraction orders are produced. These additional diffrac-
tion orders can be eliminated by spatial filtering.

14.3 PLOTTING CGHs

The largest problem in making CGHs is the plotting. The accuracy of the plot determines the 
accuracy of the wavefront. It is easier to see the plotting accuracy by comparing a binary synthetic 
hologram with an interferogram. In an interferogram, a wavefront error of 1/n waves causes a 
fringe to deviate from the ideal position by 1/n the fringe spacing. The same is true for CGHs. A 
plotting error of 1/n the fringe spacing will cause an error in the produced aspheric wavefront of 
1/n wave. As an example, assume the error in drawing a line is 0.1 μm and the fringe spacing is 
20 μm, then the wavefront produced by the CGH will have an error in units of wave of 0.1/20, or 
1/200 wave.

To minimize wavefront error due to the plotter, the fringe spacing in the CGH should be as 
large as possible. The minimum fringe spacing is set by the slope difference between the aspheric 
wavefront and the reference wavefront used in the making of the synthetic hologram. While it is 
not mandatory, the interferogram is cleaner if the slope difference is large enough to separate the 
diffraction orders so spatial filtering can be used to select out only the first order. Figure 2 shows 
a photograph of the diffracted orders. As shown in Fig. 2, to ensure no overlapping of the first and 
second orders in the Fourier plane, the tilt angle of the reference beam needs to be greater than three 
times the maximum slope of the aberrated wave.9 This means that, in general, the maximum slope 
difference between the reference and test beams is four times the maximum slope of the test beam. 
Thus, the error produced by plotter distortion is proportional to the slope of the aspheric wavefront 
being produced.

Many plotters have been used to plot holograms, but the best holograms are now made using 
either laser-beam recorders or more commonly electron-beam (e-beam) recorders of the type used 
for producing masks in the semiconductor industry.10 The e-beam recorders write onto photoresist 

FIGURE 2 Diffracted orders in Fourier plane of CGH: (a) drawing 
and (b) photograph.
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14.4  TESTING

deposited on an optical-quality glass plate and currently produce the highest-quality CGHs. Typical 
e-beam recorders will write areas larger than 100 mm × 100 mm with positional accuracies of less 
than 100 nm.11 

If needed, plotter distortion can be measured and calibrated out in the making of the holo-
gram.12,13 The easiest way of determining plotter distortion is to draw straight lines and then treat 
this plot as a diffraction grating. If the computer-generated grating is illuminated with two plane 
waves, and the −N order of beam 1 is interfaced with the +N order of beam 2, the resulting inter-
ferogram gives us the plotter distortion. If the lines drawn by the plotter are spaced a distance Δx, a 
fringe error in the interferogram corresponds to a distortion error of Δx/2N in the plot.

14.4 INTERFEROMETERS USING 
COMPUTER-GENERATED HOLOGRAMS

Many different experimental setups can be used for the holographic testing of optical elements. 
Figure 3 shows one common setup. The setup must be ray traced so the aberration in the hologram 
plane is known. While in theory there are many locations where the hologram can be placed, it is 
convenient to place the hologram in a plane conjugate to the asphere under test so the intensity 
across the image of the asphere is uniform. The longitudinal positional sensitivity for the hologram 
is reduced if the hologram is made in a region where the beams are collimated. Another advantage 
of this setup is that both the test and the reference beams pass through the hologram so errors 
resulting from hologram substrate thickness variations are eliminated without requiring the holo-
gram be made on a good optical flat.

Another common setup for using a CGH to test aspheres is shown in Fig. 4.14 The largest advan-
tage of this setup is that it works well with commercial Fizeau interferometers. The only addition 
to the commercial interferometer is a mount to hold the CGH between the transmission sphere 
and the optics under test. Since the light is diffracted by the CGH twice, the CGH must be a phase 

Reference 
mirror

Collimating 
lens

Laser 
light source

Computer- 
generated 
hologram

Spatial 
filter

Imaging 
lens

Image of 
test mirror

Aspheric mirror 
under test

Beamsplitter
Diverging lens

Interference pattern 
(image of hologram)

FIGURE 3 Interferometer setup using CGHs to test aspheric wavefronts.
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USE OF COMPUTER-GENERATED HOLOGRAMS IN OPTICAL TESTING  14.5

hologram so the diffraction efficiency is good, and since only the test beam is transmitted through 
the CGH, the substrate must either be high quality or thickness variations in the substrate must be 
measured and subtracted from the test results. 

Figure 5 shows a setup for testing convex surfaces. In this case an on-axis CGH is used and the 
CGH is made on the concave reference surface.15 The light waves are perpendicular to the concave 
reference surface and then after diffraction they become perpendicular to the surface under test. The 
CGH pattern may be drawn exposing photoresist, ablating a metallic coating, or by creating a thin 
oxidation layer by heating a metal coating with a focused laser beam. 16

CGHs can also be combined with partial null optics to test much more complicated aspherics 
than can be practically tested with either a CGH or null optics. This combination gives the real 
power of computer-generated holograms.17

Reference 
surface

Collimating 
lens

Laser 
light source

Computer- 
generated 
hologram

Imaging system
Surface 
under test

Beamsplitter

Interference pattern

FIGURE 4 Use of CGH with Fizeau interferometer.
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FIGURE 5 Using CGH to test convex surface.
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14.5 ACCURACY LIMITATIONS

The largest source of error is the error due to plotter distortion as discussed previously. The other 
large sources of error are improper positioning of the hologram in the interferometer, and incorrect 
hologram size.

Any translation or rotation of the hologram produces error.2 If the hologram is made conjugate 
to the exit pupil of the master optical system, the exit pupil of the system under test must coincide 
with the hologram. If the test wavefront in the hologram plane is described by the function f (x, y), 
a displacement of the hologram a distance Δx in the x direction produces an error

 Δ Δφ φ
( , )

( , )
x y

x y

x
x≈

∂
∂

 (1)

where ∂f/∂ x is the slope of the wavefront in the x direction. Similarly, for a wavefront described by 
f (r, q), the rotational error Δq is given by

 Δ Δφ θ φ θ
θ

θ( , )
( , )

r
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∂
 (2)

Another source of error is incorrect hologram size. If the aberrated test wavefront in the plane 
of the hologram is given by f (r, q), a hologram of incorrect size will be given by f(r/M, q), where 
M is a magnification factor. The error due to incorrect hologram size will be given by the difference 
f(r/M, q) − f(r, q), and can be written in terms of a Taylor expansion as
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where terms higher than first order can be neglected if M is sufficiently close to 1, and a small region 
is examined. Note that this error is similar to a radial shear. When the CGH is plotted, alignment 
aids, which can help in obtaining the proper hologram size, can be drawn on the hologram plot. 
Figure 6 shows a CGH where the hologram is made in the center of the substrate and alignment aids 
are placed on the outer portion of the CGH.11 Not only can the alignment aids help in putting the 
CGH in the proper position, but they can be used to help position the optics being tested. Figure 7 

FIGURE 6 Use of CGH for alignment: (a) note structure in CGH and (b) interferogram produced with 
this CGH.

(a) (b)
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USE OF COMPUTER-GENERATED HOLOGRAMS IN OPTICAL TESTING  14.7

shows a crosshair produced by a CGH that aids in the alignment of an off-axis parabolic mirror. The 
same CGH used to produce the crosshair produces the aspheric wavefront required to provide a null 
test of the off-axis parabola.11 

14.6 EXPERIMENTAL RESULTS

Figure 8 shows the results of using the setup shown in Fig. 3 to measure a 10-cm-diameter F/2 
parabola using a CGH generated with an e-beam recorder. The fringes obtained in a Twyman-Green 
interferometer using a helium-neon source without the CGH present are shown in Fig. 8a. After the 
CGH is placed in the interferometer, a much less complicated interferogram is obtained as shown 
in Fig. 8b. The CGH corrects for about 80 fringes of spherical aberration, and makes the test much 
easier to perform.

To illustrate the potential of a combined CGH/null-lens test, results for a CGH/null-lens test of 
the primary mirror of an eccentric Cassegrain system with a departure of approximately 455 waves 
(at 514.5 nm) and a maximum slope of approximately 1500 waves per radius are shown.17 The mir-
ror was a 69-cm diameter off-axis segment whose center lies 81 cm from the axis of symmetry of 
the parent aspheric surface. The null optics was a Maksutov sphere (as illustrated in Fig. 9), which 
reduces the departure and slope of the aspheric wavefront from 910 to 45 waves, and 300 to 70 waves 
per radius, respectively. A hologram was then used to remove the remaining asphericity.

Figure 10a shows interferograms of the mirror under test obtained using the CGH Maksutov test. 
Figure 10b shows the results when the same test was performed using a rather expensive refractive 

FIGURE 7 Use of crosshair produced by CGH 
to aid in the alignment of an off-axis parabola mirror.

(a) (b)

FIGURE 8 Results obtained testing a 10-cm-diameter F/2 parabola: (a) without using 
CGH and (b) using CGH made using an e-beam recorder.
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FIGURE 9 Setup to test the primary mirror of a Cassegrain telescope using a Maksutov 
sphere as a partial null and a CGH.

(a)

(b)

FIGURE 10 Results obtained using Fig. 9: (a) CGH-Maksutov test (l = 
514.5 nm) and (b) using null lens (l = 632.8 nm).

14.8
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USE OF COMPUTER-GENERATED HOLOGRAMS IN OPTICAL TESTING  14.9

null lens. When allowance is made for the fact that the interferogram obtained with the null lens has 
much more distortion than the CGH Maksutov interferogram, and for the difference in sensitivity 
(l = 632.8 nm for the null-lens test and 514.5 nm for the CGH-Maksutov test), the results for the 
two tests are seen to be very similar. The “hills” and “valleys” on the mirror surface appear the same 
for both tests, as expected. The peak-to-valley surface error measured using the null lens was 0.46 
waves (632.8 nm), while for the CGH-Maksutov test it was 0.39 waves (514.5 nm). The rms surface 
error measured was 0.06 waves (632.8 nm) for the null lens, while the CGH Maksutov test gave 0.07 
wave (514.5 nm). These results certainly demonstrate that expensive null optics can be replaced by a 
combination of relatively inexpensive null optics and a CGH.

14.7 DISCUSSION

The difficult problem of testing aspheric surfaces, which are becoming increasingly popular in opti-
cal design, is made easier by the use of CGHs. The technology has reached the point that commer-
cial interferometers using computer-generated holograms are now available. The main problem with 
testing aspheric optical elements is reducing the aberration sufficiently to ensure that light gets back 
through the interferometer. Combinations of simple null optics with a CGH to perform a test enable 
the measurement of a wide variety of optical surfaces. The making and use of a CGH are analogous to 
using an interferometer setup that yields a large number of interference fringes, and measuring the 
interferogram at a large number of data points. Difficulties involved in recording and analyzing a 
high-density interferogram and making a CGH are very similar. In both cases, a large number of 
data points are necessary, and the interferometer must be ray traced so that the aberrations due to 
the interferometer are well known. The advantage of the CGH technique is that once the CGH is 
made, it can be used for testing a single piece of optics many times or for testing several identical 
optical components. Additional alignment aids can be placed on the CGH to aid in the alignment of 
the CGH and the optics under test.
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15.3

15

15.1 GLOSSARY

 l wavelength
 dl differential wavelength
 Ml spectral radiant exitance
 T absolute temperature
 c1 fi rst radiation constant
 c2 second radiation constant
 h Planck’s constant
 c velocity of light
 k Boltzmann constant
 lmax wavelength at peak of radiant exitance
 K factor 
 R radius of the interior surface of the cavity
 r radius of the aperture
 S interior surface area of the cavity
 s aperture area
 d emissivity
 d0 uncorrected emissivity

15.2 INTRODUCTION

Whereas most of the sources described in this chapter can be used for any purpose for which one 
can justify their use, the emphasis is on the production of the appropriate radiation for the calibra-
tion of measurement instrumentation. This implies that the basis for their use is supported by their 

∗Retired
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15.4  SOURCES

traceabilities to calibrated standards of radiation from an internationally known and respected stan-
dards laboratory such as the National Institute of Standards and Technology (NIST) in the United 
States or, say, the National Physical Laboratory (NPL) in the United Kingdom. Because calibration 
implies a high degree of accuracy, the chapter initially contains a short exposition on the so-called 
Planckian, or blackbody radiation standard, and the equation which describes the Planck radiation.

This chapter deals with artificial sources of radiation as subdivided into two classes: laboratory and 
field sources. Much of the information on commercial sources is taken from a chapter previously written 
by the author.1 Where it was feasible, similar information here has been updated. When vendors failed 
to comply to requests for information, the older data were retained to maintain completeness, but the 
reader should be aware that some sources cited here may no longer exist, or perhaps may not exist in 
the specification presented. Normally, laboratory sources are used in some standard capacity and field 
sources are used as targets. Both varieties appear to be limitless. Only laboratory sources are covered here.

The sources in this chapter were chosen arbitrarily, often depending on manufacturer response 
to requests for information. The purpose of this chapter is to consolidate much of this information 
to assist the optical-systems designer in making reasonable choices. To attempt to include the hun-
dreds of types of lasers, however, and the thousands of varieties, would be useless for several reasons, 
but particularly because they change often. 

Complementing the material in the following chapter on Lasers, a fairly comprehensive source 
of information on lasers can be found in the CRC Handbook of Laser Science and Technology, 
Supplement 1: published by the CRC Press, Inc., 2000 Corporate Blvd., N.W., Boca Raton, Florida, 
33431. Of course, the literature is laden with material on lasers, including the chapter on Lasers in 
this Handbook, and the reader would be wise to consult the Internet from which compilations such 
as the one cited above or a host of others can be obtained from companies like Amazon.com, or, 
better yet, by accessing a literature-rich source such as Google.

Regarding the selection of a source, Worthing2 suggests that one ask the following questions:

1. Does it supply energy at such a rate or in such an amount as to make measurements possible?

2. Does it yield an irradiation that is generally constant or that may be varied with time as desired?

3. Is it reproducible?

4. Does it yield irradiations of the desired magnitudes over areas of the desired extent?

5. Has it the desired spectral distribution?

6. Has it the necessary operating life?

7. Has it sufficient ruggedness for the proposed problem?

8. Is it sufficiently easy to obtain and replace, or is its purchase price or its construction cost reasonable?

15.3 RADIATION LAW

All of the radiation sources described in this chapter span the region of the electromagnetic spec-
trum mainly from the visible region (starting from about 400) through the infrared (around 400 μm 
and beyond). Given that they have a demonstrable temperature, they relate in their own peculiar 
ways, depending on material properties, to the radiation called “blackbody” radiation, which is 
described by the Planck radiation law. Many attempts were made in the latter part of the nineteenth 
century and the early twentieth century to describe blackbody radiation mathematically, all doomed 
to failure before the recognition of quantum concepts, in particular, by Max Planck. Any attempt 
to describe the mechanisms surrounding the Planck theory would be superfluous here. Suffice it to 
say that the basis for the theory can be explained from an examination of the experimental curve 
shown in Fig. 1 (borrowed from Richtmeyer and Kennard3) determined from the examination 
of the radiation from a “blackbody” at several different temperatures. By plotting the points one 
concludes, as shown on the graph, that the spectral radiant exitance, Ml, is equal to the product 
of the negative fifth power of l times some function of the product, lT, where l is the wavelength 
(in micrometers) of the radiation and T is the absolute temperature of the radiator (in Kelvins). 
Confirmation of this fact is shown in Table 1. The radiant exitance values in the table were calculated 
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FIGURE 1 Experimental verification of the blackbody displacement law.

Ml = T5 f(lT) = (lT)5 ×

Ml = l–5 F(lT)

lT

≅ T = 1646 K

≅ T = 1449 K

≅ T = 1259 K

× f(lT)

Ml
T5

Ml
T5

1
l5

= f(lT)

TABLE 1 Numerical Values to Support Fig. 1

 T l lT Ml Ml/T 5

1,646 1.761 2,899 4.95 4.09 × 10−16

 1 1,646 1.91 1.56 × 10−16

 0.8 1,317 0.653 5.40 × 10−17

 2 3,291 4.77 3.90 × 10−16

 3 4,938 2.81 2.33 × 10−16

 5 8,230 0.803 6.65 × 10−17

 7 11,522 0.285 2.36 × 10−17

 10 16,460 0.085 7.04 × 10−18

1,449 2 2,898 2.62 4.10 × 10−16

 1.14 1,646 1.02 1.60 × 10−16

 0.909 1,317 0.346 5.42 × 10−17

 2.27 3,291 2.52 3.95 × 10−16

 3.41 4,938 1.49 2.32 × 10−16

 5.68 8,230 0.425 6.65 × 10−17

 7.95 11,522 0.151 2.36 × 10−17

 11.36 16,460 0.045 7.06 × 10−18

1,259 2.3 2,896 1.3 4.11 × 10−16

 1.31 1,646 0.502 1.59 × 10−16

 1.046 1,317 0.171 5.41 × 10−17

 2.61 3,291 1.25 3.95 × 10−16

 3.91 4,938 0.741 2.34 × 10−16

 6.54 8,230 0.21 6.64 × 10−17

 9.15 11,522 0.0749 2.37 × 10−17

 13.07 16,460 0.0223 7.05 × 10−18

T = deg Kelvin; l = μm; Ml = radiant exitance; W-cm−2-ster−1-μm−1

15_Bass_v2ch15_p001-054.indd 15.5 8/21/09 3:39:36 PM

DO
 N

OT
 D

UP
LI

CA
TE



15.6  SOURCES

using the Infrared Radiance Calculator created by the author and found by choosing the term 
“Calculators” from the Military Sensing Information Analysis Center (SENSIAC) in a search of the 
Internet under www.sensiac.gatech.edu.

Postulating the quantum nature of the radiation, Planck, in a clever demonstration of the entro-
pies resulting from small and large values of lT, was able to establish an expression for blackbody 
radiation as

 
M d c e dc T

λ
λλ λ λ λ( ) ( )/= −− −

1
5 12 1

 

where

c1 = 2πhc2 = 3.7413 × 104 W-cm−2-μm4 (first radiation constant)

and

 c2 = hc/k = 14388 μm-K (second radiation constant) 

 h = Planck’s constant = 6.6252 × 10−34 W-s2

 k = Boltzmann constant = 1.38042 × 10−23 W-s-K−1

 c = Velocity of light = 2.99793 × 1010-s−1

He later established the same equation from first principles.
When the Planck function is plotted on log-log paper the graph of Fig. 2 results. The special fea-

ture of this type of plot is that, regardless of the temperature of the blackbody, the shape of the curve 
is constant. It merely moves up and to the left (i.e., toward shorter wavelengths) as the temperature 
increases. The straight line, with a slope of −5, drawn through the set of curves of Fig. 2, depicts the 
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FIGURE 2 Spectral radiant exitance versus wavelength.
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wavelength at which each one peaks, resulting in what is known as the Wein displacement law given 
for a specific temperature by

 
λmax .T = − −2897 9 1μm K

 

Thus the peak of any Planck curve can be determined, given the temperature of the blackbody.

15.4 LABORATORY SOURCES

Standard Sources

The reader may be interested in the exposition by Quinn4 on the calculation of the emissivity of 
cylindrical cavities in which the method of DeVos5 is used. In a more recent paper Irani6 refers to the 
method of Gouffé7 for the construction of blackbody calibration sources. Quinn states that for cer-
tain constructions there are errors in the method of Gouffé. However, for a well-constructed source 
the shape of the construction is least at fault, since any heat-resistant material with a reasonably 
high surface emissivity will produce a resultant emissivity of better than 0.99. However, the accu-
racy of the value of the radiation for a given temperature depends not only on the emissivity but on 
generally high numerical powers of the temperature especially for high-temperature blackbodies. 
Therefore, very small variations of temperature over the inner surface of the source can cause rela-
tively large errors in the radiation accuracy. Thus, great caution is used in creating a uniform tem-
perature, resulting in the use of the fixed-point temperatures of various metals for the most basic 
and accurate calibration standards.

Blackbody Cavity Theory Radiation levels can be standardized by the use of a source that will 
emit a quantity of radiation that is both reproducible and predictable. Cavity configurations can be 
produced to yield radiation theoretically sufficiently close to Planckian that it is necessary only to 
determine what the imprecision is. Several theories have been expounded over the years to calculate 
the quality of a blackbody simulator.∗

The Method of Gouffé.7 For the total emissivity of the cavity forming a blackbody (disregarding 
temperature variations) Gouffé gives

 
ε ε0 1= ′ +0( )K  (1)

where

 

′ =
−

⎛
⎝⎜

⎞
⎠⎟

+
ε ε

ε
0

1
s

S

s

S

 (2)

and K s S s S= − −( )[( ) ( )]1 0ε / / , and is always nearly zero—it can be either positive or negative.

 e = emissivity of materials forming the blackbody surface
 s = area of aperture
 S = area of interior surface
 S0 = surface of a sphere of the same depth as the cavity in the direction normal to the aperture

Figure 3 is a graph for determining the emissivities of cavities with simple geometric shapes. 
In the lower section, the value of the ratio s/S is given as a function of the ratio 1/r. (Note the scale 

∗Generically used to describe those sources designed to produce radiation that is nearly Planckian.
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15.8  SOURCES

change at the value for 1/r = 5.) The values of ′ε0 is found by reading up from this value of the 
intrinsic emissivity of the cavity material. The emissivity of the cavity is found by multiplying ′ε0  by 
the factor (1 + K).

When the aperture diameter is smaller than the interior diameter of the cylindrical cavity, or the 
base diameter of a conical cavity, it is necessary to multiply the value of s/S determined from the 
graph by (r/R)2, which is the ratio of the squares of the aperture and cavity radii (Fig. 3).
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FIGURE 3 Emissivities of conical, spherical, and cylindrical cavities.
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It is important to be aware of the effect of temperature gradients in a cavity. This factor is the 
most important in determining the quality of a blackbody, since it is not very difficult to achieve 
emissivities as near to unity as desired.

Manufacturers of blackbody simulators strive to achieve uniform heating of the cavity because it 
is only under this condition that the radiation is Planckian. The ultimate determination of a radiator 
that is to be used as the standard is the quality of the radiation that it emits.

A recent investigation on comparison of IR radiators is presented by Leupin et al.8 There has 
been, incidentally, a division historically between the standards of photometry and those used to 
establish thermal radiation and the thermodynamic temperature scale. Thus, in photometry the 
standard has changed from the use of candles, the Carcel lamp, the Harcourt pentane lamp, and the 
Hefner lamp9 to more modern radiators.

Baseline Standard of Radiation Although there is no internationally accepted standard of radia-
tion, the National Institute of Standards and Technology (NIST) uses as its substitute standard the 
goldpoint blackbody (see Fig. 4),10 which fixes one point on the international temperature scale, now 
reported to be 1337.33 + 0.34 K. Starting from this point, NIST is able to transfer fixed radiation 
values to working standards of radiation through an accurately constructed variable-temperature 
radiator as shown in Fig. 5.11

The goldpoint blackbody is shown mainly for information. It is quite feasible to build a replica 
of the variable-temperature radiator, especially in the laboratory equipped to do fundamental radia-
tion measurements.

Working Standards of Radiation For the calibration of instruments in the ordinary laboratory, the 
user is likely to use a source which is traceable to NIST, and generally supplied by NIST or one of the 
recognized vendors of calibrated sources, mainly in the form of a heated filament, a gaseous arc enclosed 
in an envelope of glass or quartz (or fused silica), or in glass with a quartz or sapphire window.

FIGURE 4 (a) Cross section of heat-pipe blackbody furnace. 
(b) Blackbody inner cavity dimensions.
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15.10  SOURCES

Any source whose radiation deviates from that described by Planck’s law is nonblackbody. Even 
the sources previously described are not strictly blackbodies, but can come as close as the user 
desires within the constraints of bulk and price. Any other source has an emissivity less than unity 
and can, and usually does, have a highly variable spectral emissivity. The lamps used by NIST, for 
example (see the following), fit into this category, but they differ in one large respect. They are 
transfer standards which have been carefully determined to emit specified radiation within certain 
specific spectral regions.

The following discussion of these types of sources is reproduced (in some cases with slight modi-
fications), with permission, from the NIST Special Publication 250.12 For specific details of calibra-
tion, and for the exact source designations, the user should contact NIST at

U.S. Department of Commerce
National Institute of Standards and Technology
Office of Physical Measurement Services
Rm. B362, Physics Bldg.
Gaithersburg, MD 20899
Photometric Standards

The following text on working standards is left untouched from the presentation of the earlier 
edition of the Handbook because there do not appear to be significant changes since the publica-
tion of that material. However, to the extent that information on the Internet is current, a reason-
able complement to the information published in this chapter would be a search of the Internet 
at the location designated www.physics.nist.gov. The reader will find numerous features of the 
National Institute of Science and Technology from which to choose the service or other information 
required.

FIGURE 5 (a) Variable-temperature blackbody schematic. (b) Central section of variable-tempera ture 
blackbody.
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ARTIFICIAL SOURCES  15.11

 1. Sources/Lamps

Luminous Intenity Standard (100-W Frosted Tungsten Lamp, 90 cd)
Luminous Intensity Standard (100-W Frosted Tungsten Lamp, color temp., 2700 K)
Luminous Intensity Standard (100-W Frosted Tungsten Lamp, color temp., 2856 K)
Luminous Intensity Standard (500-W Frosted Tungsten Lamp, 700 cd)
Luminous Intensity Standard (1000-W Frosted Tungsten Lamp, 1400 cd)
Luminous Intensity Standard (1000-W Frosted Tungsten Lamp, color temp., 2856 K)
Luminous Flux Standard (25-W Vacuum Lamp about 270 lm)
Luminous Flux Standard (60-W Gas-filled Lamp about 870 lm)
Luminous Flux Standard (100-W Gas-Filled Lamp about 1600 lm)
Luminous Flux Standard (200-W Gas-Filled Lamp about 3300 lm)
Luminous Flux Standard (500-W Gas-Filled Lamp about 10,000 lm)
Luminous Flux Standard (Miniature Lamps 7 sizes 6 to 400 lm)
Airway Beacon Lamps for Color Temperature (500-W, 1 point in range, 2000 to 3000 K)

2. General Information

Calibration services provide access to the photometric scales realized and maintained at NIST. 
Lamp standards of luminous intensity, luminous flux, and color temperature, as described next, 
are calibrated on a routine basis.

 a. Luminous Intensity Standards

Luminous intensity standard lamps supplied by NIST [100-W (90–140 cd), 500-W (approxi-
mately 700 cd), and 1000-W (approximately 1400 cd) tungsten filament lamps with C-13B 
filaments in inside-frosted bulbs and having medium bipost bases] are calibrated at either a 
set current or a specified color temperature in the range 2700 to 3000 K. Approximate 3-sigma 
uncertainties are 1 percent relative to the SI unit of luminous intensity and 0.8 percent relative to 
NIST standards.

 b. Luminous Flux Standards

Vacuum tungsten lamps of 25 W and 60-, 100-, 200-, and 500-W gas-filled tungsten lamps that 
are submitted by customers are calibrated. Lamps must be base-up burning and rated at 120 V. 
Approximate 3-sigma uncertainties are 1.4 percent relative to SI units and 1.2 relative to NIST 
standards. Luminous flux standards for miniature lamps producing 6 to 400 lm are calibrated 
with uncertainties of about 2 percent.

 c. Airway Beacon Lamps

Color temperature standard lamps supplied by NIST (airway beacon 500-W meduim bipost 
lamps) are calibrated for color temperature in the range 2000 to 3000 K with 3-sigma uncertain-
ties ranging from 10 to 15°.

 IR Radiometric Standards

General Information

 a. Spectral Radiance Ribbon Filament Lamps

These spectral radiance standards are supplied by NIST. Tungsten, ribbon filament lamps 
(30A/T24/13) are provided as lamp standards of spectral radiance. The lamps are calibrated at 
34 wavelengths from 225 to 2400 nm, with a target area 0.6 mm wide by 0.8 mm high. Radiance 
temperature ranges from 2650 K at 225 nm and 2475 K at 650 nm to 1610 K at 2400 nm, with 
corresponding uncertainties of 2, 0.6, and 0.4 percent. For spectral radiance lamps, errors are 
stated as the quadrature sum of individual uncertainties at the three standard deviation level.
 Figure 6 summarizes the measurement uncertainty for NIST spectral radiance calibrations.

 b. Spectral Irradiance Lamps

These spectral irradiance standards are supplied by NIST. Lamp standards of spectral irradi-
ance are provided in two forms. Tungsten filament, 1000 W quartz halogen-type FEL lamps are 
calibrated at 31 wavelengths in the range 250 to 2400 nm. At the working distance of 50 cm, the 
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15.12  SOURCES

lamps produce 0.2 W/cm2/cm at 250 nm, 220 W/cm2/cm at 900 nm, 115 W/cm2/cm at 1600 nm, 
and 40 W/cm2/cm at 2400 nm, with corresponding uncertainties of 2.2, 1.3, 1.9, and 6.5 percent. 
For spectral irradiance lamps, errors are stated as the quadrature sum of individual uncertainties 
at the three standard deviation level. Deuterium lamp standards of spectral irradiance are also 
provided and are calibrated at 16 wavelengths from 200 to 350 nm. At the working distance of 
50 cm, the spectral irradiance produced by the lamp ranges from about 0.5 W/cm2/cm at 200 nm 
and 0.3 W/cm2/cm at 250 nm to 0.07 W/cm2/cm at 350 nm. The deuterium lamps are intended 
primarily for the spectral region 200 to 250 nm. The approximate uncertainty relative to SI units 
is 7.5 percent at 200 nm and 5 percent at 250 nm. The approximate uncertainty in relative spec-
tral distribution is 3 percent. It is strongly recommended that the deuterium standards be com-
pared to an FEL tungsten standard over the range 250 to 300 nm each time the deuterium lamp 
is lighted to take advantage of the accuracy of the relative spectral distribution.
 Figure 7 summarizes the measurement uncertainty for NIST spectral irradiance calibrations 
of type FEL lamps.

 Radiometric Sources in the Far Ultraviolet

 1. Sources
 Spectral Irradiance Standard, Argon Mini-Arc (140 to 330 nm)
 Spectral Radiance Standard, Argon Mini-Arc (115 to 330 nm)
 Spectral Irradiance Standard, Deuterium Arc Lamp (165 to 200 nm)

 2. General Information
 a. Source Calibrations in the Ultraviolet

NIST maintains a collection of secondary sources such as argon maxi-arcs, argon mini-arcs, and 
deuterium arc lamps in the near and vacuum ultraviolet radiometric standards program to pro-
vide calibrations for user-supplied sources. The calibrations of these sources are traceable to a 
hydrogen arc whose radiance is calculable and which NIST maintains as a primary standard. The 
collection also includes tungsten strip lamps and tungsten halogen lamps whose calibrations are 
based on a blackbody rather than a hydrogen arc. Customer-supplied sources are calibrated in 
both radiance and irradiance by comparing them with NIST secondary standards.
 Argon arcs are used to calibrate other sources in the wavelength range 115 to 330 nm for radi-
ance and 140 to 330 nm for irradiance. The lower wavelength limit is determined in radiance by 
the cutoff of the magnesium fluoride windows used in the arcs, and in irradiance by the decrease 
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FIGURE 6 Uncertainties for NIST spectral radiance calibrations.
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in signal produced by the addition of a diffuser. Deuterium arc lamps are used in the range 165 
to 200 nm, with the low wavelength cutoff due to the onset of blended molecular lines.
  The high wavelength limit is the starting point of the range for the Radiometric Standards 
group. The tungsten lamps are used at 250 nm and above, since their signals are too weak at 
shorter wavelengths. It should be noted that the wavelength range of the NIST arcs partially 
overlap the range of tungsten lamps, thus providing an independent check on calibrations.
  An argon mini-arc lamp supplied by the customer is calibrated for spectral irradiance at 
10-nm intervals in the wavelength region 140 to 300 nm. Absolute values are obtained by com-
parison of the radiative output with laboratory standards of both spectral irradiance and spectral 
radiance. The spectral irradiance measurement is made at a distance of 50 cm from the field stop. 
Uncertainties are estimated to be less than ±10 percent in the wavelength region 140 to 200 nm 
and within ±5 percent in the wavelength region 200 to 330 nm. A measurement of the spectral 
transmission of the lamp window is included in order that the calibration be independent of pos-
sible window deterioration or damage. The uncertainties are taken to be two standard deviations.
  The spectral radiance of argon mini-arc radiation sources is determined to within an uncer-
tainty of less than 7 percent over the wavelength range 140 to 330 nm and 20 percent over the 
wavelength range 115 to 140 nm. The calibrated area of the 4-mm diameter radiation source 
is the central 0.3-mm diameter region. Typical values of the spectral radiance are: at 250 nm, 
L(A) = 30 mW/cm2/nm/sr; and at 150 nm, L(λ) = 3 mW/cm2/nm/sr. The transmission of the 
demountable lamp window and that of an additional MgF2 window are determined individually 
so that the user may check periodically for possible long-term variations.
  The deuterium arc lamp is calibrated at 10 wavelengths from 165 to 200 nm, at a distance of 
50 cm, at a spectral irradiance of about 0.5 W/cm2/cm at 165 nm, 0.5 W/cm2/cm at 170 nm, and 
0.5 W/cm2/cm at 200 nm. The approximate uncertainty relative to SI units is estimated to be less 
than 10 percent. The lamp is normally supplied by NIST and requires 300 mA at about 100 V.

15.5 COMMERCIAL SOURCES

The commercial sources described here are derived from the 1995 edition of The Handbook of 
Optics, which were taken from catalogs available at the time and from the literature of the day and 
prior thereto, providing choices that have obviously been available for years. Evidently changes in 
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FIGURE 7 Uncertainties for NIST spectral irradiance calibra-
tions of type FEL lamps.

15_Bass_v2ch15_p001-054.indd 15.13 8/21/09 3:39:39 PM

DO
 N

OT
 D

UP
LI

CA
TE



15.14  SOURCES

the makeup of these products are slower than those of other areas of technology, making it reason-
able to retain the same sources in this chapter, mainly as examples of the types that are available. 
With the universality of the Internet, accessibility of information on various sources of radiation, 
far beyond what is attainable from a limited collection of company catalogs, is at one’s fingertips. 
Thus, it is recommended that, in seeking information on various sources, one use the examples in 
the text as a reference to what can be found currently on the Internet. Experience demonstrates that, 
in many cases, due to the stability of the lamp industry, there will be few changes between what is 
found currently on the Internet and what appears in the text of this chapter.

Obviously the choice of a source is dependent on the application. Many, if not most of the sources 
described are multipurpose ones, although most of them have been selected specifically for scientific 
study, tailored in a way to produce an image amenable to different optical systems. For basic research 
it is usually essential to have a blackbody source, especially for infrared research, that is traceable to a 
Standards Laboratory, along with traceable secondary standards for calibrating research instrumenta-
tion. Many of the sources can be used to produce spectra, which are capable of calibrating spectral mea-
suring instrumentation. Other sources are included mostly to provide the user with an array of choices.

Blackbody Simulators

Virtually any cavity can be used to produce radiation of high quality, but practicality limits the 
shapes to a few. The most popular shapes are cones and cylinders, the former being more popular. 
Spheres, combinations of shapes, and even flat-plate radiators are used occasionally. Blackbodies can 
be bought rather inexpensively, but there is a fairly direct correlation between cost and quality (i.e., 
the higher the cost the better the quality).

Few manufacturers specialize in blackbody construction. Some, whose products are specifically 
described here, have been specializing in blackbody construction for many years. Other companies 
of this description may be found, for example, in the latest Lasers and Optronics Buying Guide13 or 
the latest Photonics Directory of Optical Industries.14 These references are the latest as of the writing 
of this work. It is expected that they will continue in succeeding years.

A large selection of standard (or blackbody) radiators is offered by Electro-Optical Industries, 
Inc. (EOI), Santa Barbara, California.∗ Most blackbodies can be characterized as one of the fol-
lowing: primary, secondary, or working standard. The output of the primary must, of course, be 
checked with those standards retained at NIST. Figure 8 pictures an EOI blackbody and its controller. 
Figure 9 pictures a similar blackbody from Mikron, Inc. and its controller. All of the companies sell 
separate apertures (some of which are water cooled) for controlling the radiation output of the 
radiators. Another piece of auxiliary equipment which can be purchased is a multispeed chopper. 
It is impossible to cite all of the companies that sell these kinds of sources; therefore, the reader is 
referred to one of the buyers’ guides already referenced for a relatively complete list. It is prudent to 
shop around for the source that suits one’s own purpose.

Figure 10 demonstrates a less conventional working standard manufactured by EOI. Its grooves-
and-honeycomb structure is designed to improve the absorptance of such a large and open struc-
ture. A coating with a good absorbing paint increases its absorptance further.

Incandescent Nongaseous Sources (Exclusive of 
High-Temperature Blackbodies)

Nernst Glower† The Nernst glower is usually constructed in the form of a cylindrical rod or tube 
from refractory materials (usually zirconia, yttria, beria, and thoria) in various sizes. Platinum 
leads at the ends of the tube conduct power to the glower from the source. Since the resistivity of 

∗Many of the sources in the text are portrayed using certain specific company products, only for the sake of demonstration. 
This does not necessarily imply an endorsement of these products by the author. The reader is encouraged in all cases to consult 
the Photonics Directory of Optical Industries14 or a similar directory for competitive products.

†Since Nernst glower is probably obsolete, this section is retained only for historical purpose.
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ARTIFICIAL SOURCES  15.15

the material at room temperature is quite high, the working voltage is insufficient to get the glower 
started. Once started, its negative temperature coefficient-of-resistance tends to increase current, 
which would cause its destruction, so that a ballast is required in the circuit. Starting is effected by 
applying external heat, either with a flame or an adjacent electrically heated wire, until the glower 
begins to radiate. 

Data from a typical glower are as follows:

1. Power requirements: 117 V, 50 to 60 A, 200 W

2. Color temperature range: 1500 to 1950 K

3. Dimension: 0.05-in. diameter by 0.3 in.

FIGURE 8 EOI blackbody.

Verification thermocouple  
NIST traceable

Optional water cooled 
aperture up to 6 settings 

of aperture diameter

FIGURE 9 Mikron blackbody.
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15.16  SOURCES

FIGURE 10 EOI model 1965. This model is 12 in. in diameter and 9 in. deep. The base is an array of 
intersecting conical cavities. The walls are hex-honeycomb and the temperature range is 175 to 340 K.
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ARTIFICIAL SOURCES  15.17

The spectral characteristics of a Nernst glower in terms of the ratio of its output to that of a 
900°C blackbody are shown in Fig. 11.

The life of the Nernst glower diminishes as the operating temperature is increased. Beyond a 
certain point, depending on the particular glower, no great advantage is gained by increasing the 
current through the element. The glower is fragile, with low tensile strength, but can be maintained 
intact with rigid support. The life of the glower depends on the operating temperature, care in han-
dling, and the like. Lifetimes of 200 to 1000 hours are claimed by various manufacturers.

Since the Nernst glower is made in the form of a long thin cylinder, it is particularly useful for 
illuminating spectrometer slits. Its useful spectral range is from the visible region to almost 30 μm, 
although its usefulness compared with other sources diminishes beyond about 15 μm. As a rough 
estimate, the radiance of a glower is nearly that of a graybody at the operating temperature with an 
emissivity in excess of 75 percent, especially below about 15 μm. The relatively low cost of the glower 
makes it a desirable source of moderate radiant power for optical uses in the laboratory. The mak-
ers of spectroscopic equipment constitute the usual source of supply of glowers (or of information 
about suppliers).

Globar The globar is a rod of bonded silicon carbide usually capped with metallic caps which 
serve as electrodes for the conduction of current through the globar from the power source. The 
passage of current causes the globar to heat, yielding radiation at a temperature above 1000°C. A 
flow of water through the housing that contains the rod is needed to cool the electrodes (usually silver). 
This complexity makes the globar less convenient to use than the Nernst glower and necessarily 
more expensive. This source can be obtained already mounted, from a number of manufacturers of 
spectroscopic equipment. Feedback in the controlled power source makes it possible to obtain high 
radiation output.

Ramsey and Alishouse15 provide information on a particular sample globar as follows:

1. Power consumption: 200 W, 6 A

2. Color temperature: 1470 K

They also provide the spectral characteristics of the globar in terms of the ratio of its output to 
that of a 900°C blackbody. This ratio is plotted as a function of wavelength in Fig. 12. Figure 1316 is a 
representation of the spectral emissivity of a globar as a function of wavelength. The emissivity val-
ues are only representative and can be expected to change considerably with use.

Gas Mantle The Welsbach mantle is typified by the kind found in high-intensity gasoline lamps 
used where electricity is not available. The mantle is composed of thorium oxide with some additive 
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FIGURE 11 The ratio of a Nernst glower to a 900°C black-
body versus wavelength.
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15.18  SOURCES

to increase its efficiency in the visible region. Its near-infrared emissivity is quite small, except for 
regions exemplified by gaseous emission, but increases considerably beyond 10 μm.

Ramsey and Alishouse15 provide information on a propane-heated sample from an experiment 
in which a comparison of several sources is made:

1. Color temperature: 1670 K

2. Dimensions: 25.4 by 38.1 mm

The spectral characteristics of the mantle in terms of the ratio of its output to that of a 900°C 
blackbody are shown in Fig. 14.

Pfund modified the gas mantle so that it became more a laboratory experimental source than 
an ordinary radiator. By playing a gas flame on an electrically heated mantle, he was able to increase 
its radiation over that from the gas mantle itself.17 Figure 15 shows a comparison of the gas mantle 
and the electrically heated gas mantle, with a Nernst glower. Strong18 points out that playing a flame 
against the mantle at an angle produces an elongated area of intense radiation useful for illuminat-
ing the slits of a spectrometer.
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FIGURE 12 The ratio of a globar to a 900°C blackbody 
versus wavelength.

FIGURE 13 The spectral emissivity of a globar.
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ARTIFICIAL SOURCES  15.19

Comparison of Nernst Glower, Globar, and Gas Mantle Figure 16 compares these three types of 
sources, omitting a consideration of differences in the instrumentation used in making measure-
ments of the radiation from the sources.

Availability, convenience, and cost usually influence a choice of sources. At the very long wave-
length regions in the infrared, the gas mantle and the globar have a slight edge over the Nernst 
glower because the Nernst glower (a convenient, small, and inexpensive source) does not have the 
power of the gas mantle and globar.

Tungsten-Filament Lamps A comprehensive discussion of tungsten-filament lamps is given by 
Carlson and Clark.19 Figures 17 to 19 show the configurations of lamp housings and filaments. The 
types and variations of lamps are too numerous to be meaningfully included in this chapter. The 
reader is referred to one of the buyer’s guides for a comprehensive delineation of manufacturers 
from whom unlimited literature can be obtained.

Tungsten lamps have been designed for a variety of applications; few lamps are directed toward 
scientific research, but some bear directly or indirectly on scientific pursuits insofar as they can 
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FIGURE 14 The ratio of the gas mantle to a 900°C 
blackbody versus wavelength.

Wavelength (μm)

E
n

er
gy

 r
at

io
 (

W
el

sb
ac

h
/N

er
n

st
)

0
0

1.0

2.0

2 4 6 8 10 12

Nernst

gas + electricity
Welsbach

Welsbach
gas

FIGURE 15 Emission relative to that of a 
Nernst glower (2240 K) of the gas-heated mantle 
(lower curve) and that of the mantle heated by gap 
plus electricity (upper curve).

Wavelength (μm)

0
0.75

7.5

75.0

750.0

7500.0

62 10 14 18 22 26 30 34 38M
l 

(1
04  e

rg
s 

cm
–2

 s
ec

–1
 μ

m
–1

)

Blackbody
(theoretical at 900°C)

Nernst glower
Mantle

Globar

FIGURE 16 The spectral radiant emittances of a globar, 
Nernst glower, 900°C blackbody, and gas mantle versus wavelength.
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15.20  SOURCES

provide steady sources of numerous types of radiation. One set of sources cited here, particularly for 
what the manufacturer calls their scientific usefulness, is described in Lamps for Scientific Purposes.20 
Their filament structures are similar to those already described, but their designs reduce extraneous 
radiation and ensure the quality and stability of the desired radiation. The lamps can be obtained 
with a certification of their calibration values.

The physical descriptions of some of these sources are given in Fig. 20. Applications (according 
to the manufacturer, Osram) are photometry, pyrometry, optical radiometry, sensitometry, spec-
troscopy, spectrometry, polarimetry, saccharimetry, spectrophotometry, colorimetry, microscopy, 
microphotography, microprojection, and stroboscopy.

Quartz Envelope Lamps These are particularly useful as standards because they are longer last-
ing (due to action of iodine in the quartz-iodine series), can be heated to higher temperatures, 
are sturdier, and can transmit radiation to longer wavelengths in the infrared than glass-envelope 
lamps. Studer and Van Beers21 have shown the spectral deviation to be expected of lamps containing 
no iodine. The deviation, when known, is readily acceptable in lieu of the degradation in the lamp 
caused by the absence of iodine. The particular tungsten-quartz-iodine lamps used in accordance 
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FIGURE 17 Bulk shapes most frequently used 
for lamps in optical devices. Letter designations are 
for particular shapes.
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FIGURE 18 Most commonly used fila-
ment forms. Letters designate the type of 
filament.
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FIGURE 19 Ribbon-type tungsten filaments. 
Type designations are by number.
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ARTIFICIAL SOURCES  15.21

with the NIST are described earlier in this chapter. Others can be obtained in a variety of sizes and 
wattages from General Electric, Sylvania, and a variety of other lamp manufacturers and secondary 
sources.

Carbon Arc

The carbon arc has been passed down from early lighting applications in three forms: low-intensity 
arc, flame, and high-intensity arc. The low- and high-intensity arcs are usually operated on direct 

14
0

47
98 ±2

32 Order 
reference

Lamps for scientific purposes

Upper limits for 
electric data 
(V)

Color 
temperature Tf
max.∗

Luminance Ts
max.

Dimensions 
of luminous 
width 
(mm)

Area 
height 
(mm)

Burning 
position†

Base

WI 9
Base E 27/30
DIN 49 620

~ ~

(A)

WI 9 8.5 6 2856 K – 0.2 47 s E 27
WI 14 5 16 – 2400 K 1.6 8 s E 27
WI 16/G 9 16 – 2600 K 21 1.6 s+h E 27
WI 17/G 9 16 – 2600 K 1.6 20 s E 27
WI 40/G 31 6 2856 K – 18 18 s+h E 27
WI 41/G 31 6 2856 K – 18 18 s+h E 27

Type of 
lamp

Light 
intensity

Luminous  
flux

Luminance Color 
temperature

Spectral 
radiance 
distribution‡

WI 9 + – – + –

WI 14 (+) – + + 

WI 16/G (+) – + + 

WI 17/G – – + (+) 

WI 40/G + + – (+) –
WI 42/G + – – + –

Lamps for scientific purposes are gas-filled, incandescent lamps for calibration of 
luminous intensity, luminous flux, luminance (spectral radiant temperature), color 
temperature (luminance temperature and spectral radiance distribution). A test 
certificate can be issued for these types of lamps.

Also for other types of lamp with sufficiently constant electric and photometric data, 
a test certificate can be issued. To order a test certificate, the order reference of the 
lamp, the type of measurement, and the desired burning position have to be given. 
Example: Lamp 41/G, measurement of the electric data and the luminous intensity 
for Tf = 2856 K (light type A), burning position vertical, base up.

Variables for which test certificates can be issued are shown in the following table 
by +. The sigh (+) indicates that certificates can be issued for variables although the 
lamps were not designed for such measurements.

Description

WI 9: 
Lamp with uncoiled straight filament.

WI 14: 
Tungsten ribbon lamp with tubular bulb. The portion of the tungsten ribbon to be  
utilized for measurement is mounted parallel to the lamp axis and positioned approx. 
8 mm off-axis in the measuring direction.

∗ The color temperature of 2856 K corresponds with light-type A (DIN 5035).
† s = vertical (base down): h = vertical (base up).
‡ Only for additional measurement of luminance or color temperature.

+ 
300–800 mm

+ 
300–800 mm

+ 
250–800 mm
250–2500 mm

13
5

76 ±1

38

WI 14
Base E 27/30
DIN 49 620

20
4

14
0

110

WI 16/G
Base E 27/51 × 39

FIGURE 20a Lamps for scientific purposes. (Note dimensions in mm.)
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15.22  SOURCES

current; the flame type adapts to either direct or alternating current. In all cases, a ballast must be 
used. In the alternating current arc, the combined radiation from the two terminals is less than that 
from the positive crater of the direct-current arc of the same wattage.22

Spatial variation in the amount of light energy across the crater of dc arcs for different currents 
is shown in Fig. 21.

The carbon arc is a good example of an open arc, widely used because of its very high radiation 
and color temperatures (from approximately 3800 to 6500 K, or higher). The rate at which the 
material is consumed and expended during burning (5 to 30 cm/h) depends on the intensity of 
the arc. The arc is discharged between two electrodes that are moved to compensate for the rate of 
consumption of the material. The anode forms a crater of decomposing material which provides 
a center of very high luminosity. Some electrodes are hollowed out and filled with a softer carbon 
material which helps keep the arc fixed in the anode and prevents it from wandering on the anode 
surface.

17
0

12
5

±5

40

WI 17/G
Base E 27/51 × 39

ª 60 ª 55

35

WI 40/G
Base E 27/51 × 39

100

18
18

17
0

12
0

±3

WI 41/G
Base E 27/51 × 39

100

17
0

12
0

±3

18

WI 16/G:
Tungsten ribbon lamp with spherical bulb. Horizontal tungsten ribbon with a small
notch to indicate the measuring point. The ribbon is positioned approx. 3 mm off-axis.

WI 17/G:
Tungsten ribbon lamp with horn-shaped bulb. The bulb has a tubular extension with
a sealed-on quartz glass window (homogenized ultrasil). Vertical tungsten ribbon
with a small notch to indicate the measuring point.

WI 40/G:
Standard lamp for total radiation, luminous flux, and color temperatures with conic
bulb. The bulb shape prevents reflections in the direction of the plane normal of the
luminous area, which is formed by the meandrous-shaped filament.

WI 41/G:
Standard lamp for light intensity and color temperature with conic bulb. Differs from
the WI 40/G lamp by a black, opaque coating which covers one side of the bulb.
A window is left open in the coating opposite the filament, through which over an
angle of approx. ±3° a constant light intensity is emitted. The black coating prevents
stray light being reflected in the measuring direction.

FIGURE 20b (Continued)

15_Bass_v2ch15_p001-054.indd 15.22 8/21/09 3:39:42 PM

DO
 N

OT
 D

UP
LI

CA
TE
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In some cored electrodes, the center is filled with whatever material is needed to produce desired 
spectral characteristics in the arc. In such devices, the flame between the electrodes becomes the 
important center of luminosity, and color temperatures reach values as high as 8000 K.22 An exam-
ple of this so-called flaming arc is shown in Fig. 22a. Figure 22b and c shows the low-intensity dc 
carbon arc and the high-intensity dc carbon arc with rotating positive electrodes. Tables 2 and 3 give 
characteristics of dc high-intensity and flame carbon arcs.
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FIGURE 21 Variations in brightness across the craters of 10-, 12-, and 13-mm positive carbons of dc plain 
arcs operated at different currents in the regions of recommended operation.
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A spectrum of low-intensity arc (Fig. 23) shows the similarity between the radiation from it and 
a 3800-K blackbody, except for the band structure at 0.25 and 0.39 μm. In Koller22 an assortment of 
spectra are given for cored carbons containing different materials. Those for a core of soft carbon 
and for a polymetallic core are shown in Figs. 24 and 25. Because radiation emitted from the carbon 
arc is very intense, this arc supplants, for many applications, sources which radiate at lower tempera-
tures. Among the disadvantages in using the carbon arc are its inconvenience relative to the use of 
other sources (e.g., lamps) and its relative instability. However, Null and Lozier23 have studied the 
properties of the low-intensity carbon arc extensively and have found that under the proper operat-
ing conditions the carbon arc can be made quite stable; in fact, in their treatise they recommend its 
use as a standard of radiation at high temperatures.

Enclosed Arc and Discharge Sources (High-Pressure)

Koller22 states that the carbon arc is generally desired if a high intensity is required from a single unit 
but that it is less efficient than the mercury arc. Other disadvantages are the short life of the carbon with 
respect to mercury, and combustion products which may be undesirable. Worthing2 describes a num-
ber of the older, enclosed, metallic arc sources, many of which can be built in the laboratory for labora-
tory use. Today, however, it is rarely necessary to build one’s own source unless it is highly specialized.

The Infrared Handbook1 compiles a large number of these types of sources, some of which will be 
repeated here, in case that publication would not be currently available to the reader. However, the 
reader should take caution that many changes might have occurred in the characteristics of these 
sources and in the supplier whose product is preferred. Consultation with the Photonics Directory 
(see preceding) is usually a good procedure. In some cases a certain type of source described previously 

(a) (b) (c) 

FIGURE 22 Various types of carbon arc: (a) flame type; (b) low-intensity dc arc; and (c) high-intensity dc 
arc with rotating positive carbon.
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15.28  SOURCES

may not still exist. Thus, whereas some manufacturers were less compliant in providing data, they 
should be expected to respond more readily to a potential customer.

Uviarc* This lamp is an efficient radiator of ultraviolet radiation. The energy distribution 
of one type is given in Fig. 26. Since the pressure of this mercury-vapor lamp is intermediate 
between the usual high- and the low-pressure lamps, little background (or continuum) radiation 
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FIGURE 25 Spectral energy distribution of carbon arc 
with polymetallic-cored carbons. Upper curve: 60-A ac 50-V 
across the arc; lower curve: 30-A ac 50-V across the arc.

Wavelength (μm)

125

100

75

50

25

0
0.2 0.4 0.6 0.8 1.0

Sp
ec

tr
al

 r
ad

ia
n

t 
in

te
n

si
ty

FIGURE 23 Spectral distribution of radiant flux 
from 30-A, 55-V dc low-intensity arc with 12-mm posi-
tive carbon (solid line) and a 3800-K blackbody radiator 
(broken line).
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FIGURE 24 Spectral energy distribution of carbon 
arc with core of soft carbon. Upper curve: 60-A ac 50-V 
across the arc; lower curve: 30-A ac 50-V across the arc.

∗Registered trademark of General Electric.
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ARTIFICIAL SOURCES  15.29

is present. In the truly high-pressure lamp, considerable continuum radiation results from greater 
molecular interaction. Figure 2724 shows the dependence on pressure of the amount of contin-
uum in mercury lamps of differing pressure. Bulb shapes and sizes are shown in Fig. 28.

Mercury Arcs A widely used type of high-pressure, mercury-arc lamp and the components neces-
sary for its successful operation are shown in Fig. 29. The coiled tungsten cathode is coated with a 
rare-earth material (e.g., thorium). The auxiliary electrode is used to help in starting. A high resis-
tance limits the starting current. Once the arc is started, the operating current is limited by ballast 
supplied by the high reactance of the power transformer. Spectral data for clear, 400-W mercury 
lamps of this type are given in Fig. 30.

Multivapor Arcs In these lamps, argon and mercury provide the starting action. Then sodium 
iodide, thallium iodide, and indium iodide vaporize and dissociate to yield the bulk of the lamp 
radiation. The physical appearance is like that of mercury lamps of the same general nature. Ballasts 
are similar to their counterparts for the mercury lamp. Up-to-date information on these sources 
should be obtained from the General Electric Corporation Lamp Division in Nela Park near 
Cleveland, Ohio. Spectral features of these sources are given in Fig. 31.
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FIGURE 27 Emission spectrum of high-pressure mercury-arc lamps showing continuum background.
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FIGURE 26 Intensity distribution of UA-2 intermediate-
pressure lamp.
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15.30  SOURCES

Lucalox®∗ Lamps The chief characteristics of this lamp are high-pressure sodium discharge and 
a high temperature withstanding ceramic, Lucalox (translucent aluminum oxide), to yield perfor-
mance typified in the spectral output of the 400-W Lucalox lamp shown in Fig. 32. Ballasts for this 
lamp are described in the General Electric Bulletin TP-109R.25

Capillary Mercury-Arc Lamps22 As the pressure of the arc increases, cooling is required to avoid 
catastrophic effects on the tube. The AH6 tube (Fig. 33) is constructed with a quartz bulb wall and a 
quartz outer jacket, to allow 2800 K radiation to pass, or a Pyrex®† outer jacket to eliminate ultravio-
let. Pure water is forced through at a rapid rate, while the tube is maintained at a potential of 840 V. 
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FIGURE 28 Bulb shapes and sizes (not to 
scale).

End clamp
Arc-tube mount structure

Pinch seal
Platinum heat reflector

Quartz arc tube
Nitrogen vacuum

Rare-earth-coated coiled
tungsten main electrodes

Starting electrode

Starting resistor

Outer bulb
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FIGURE 29 High-pressure mercury lamp 
showing various components.

Wavelength (nm)

300

300

200

100

0
700600500400

400

Sp
ec

tr
al

 r
ad

ia
n

t 
po

w
er

 
(m

ic
ro

w
at

ts
 p

er
 1

0 
n

m
 a

t 
1 

m
 d

is
ta

n
ce

)

Ultraviolet Violet Green OrangeBlue
Yellow

Red

FIGURE 30 Spectral energy distribution for clear 
mercury-arc lamp.
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arc lamp.

∗Registered trademark of General Electric.
†Registered trademark of Corning Glass Works.
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ARTIFICIAL SOURCES  15.31

The spectral characteristics of certain tubes26 are shown in Fig. 34. This company does not appear in 
the Photonics Guide of 1989, so the catalog referenced in the figure may not be current.

Compact-Source Arcs19,27 Some common characteristics of currently available compact-source arc 
lamps are as follows:

1. A clear quartz bulb of roughly spherical shape with extensions at opposite ends constituting the 
electrode terminals. In some cases, the quartz bulb is then sealed within a larger glass bulb, which 
is filled with an inert gas.

2. A pair of electrodes with relatively close spacing (from less than 1 mm to about 1 cm); hence the 
sometimes-used term short-arc lamps.

Wavelength (nm)

300

300

200

100

0
700600500400

400

Sp
ec

tr
al

 r
ad

ia
n

t 
po

w
er

 
(m

ic
ro

w
at

ts
 p

er
 1

0 
n

m
 a

t 
1 

m
 d

is
ta

n
ce

)
Ultraviolet Violet Green OrangeBlue

Yellow
Red

FIGURE 32 Spectral output of 400-W Lucalox lamp.
FIGURE 33 Water-cooled high-pressure (110 atm) 
mercury-arc lamp showing lamp in water jacket.
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15.32  SOURCES

3. A filling of gas or vapor through which the arc discharge takes place.

4. Extreme electrical loading of the arc gap, which results in very high luminance, internal pressures 
of many atmospheres, and bulb temperatures as high as 900°C. Precautions are necessary to pro-
tect people and equipment in case the lamps should fail violently.

5. The need for a momentary high-voltage ignition pulse, and a ballast or other auxiliary equip-
ment to limit current during operation.

6. Clean, attention-free operation for long periods of time.

These lamps are designated by the chief radiating gases enclosed as mercury, mercury xenon, and 
xenon lamps.

Figure 35 shows a compact-source construction for a 1000-W lamp. Since starting may be a 
problem, some lamps (Fig. 36) are constructed with a third (i.e., a starting) electrode, to which a 
momentary high voltage is applied for starting (and especially restarting) while hot. The usual bal-
last is required for compact-source arcs. For stability, these arcs, particularly mercury and mercury-
xenon, should be operated near rated ‘power on a well-regulated power supply.27

The spatial distribution of luminance from these lamps is reported in the literature already 
cited, and typical contours are shown in Fig. 37. Polar distributions are similar to those shown in 
Fig. 38. Spectral distributions are given in Figs. 39 through 41 for a 1000-W ac mercury lamp, a 
5-kW dc xenon lamp, and 1000-W dc mercury-xenon lamp. Lamps are available at considerably 
less wattage.

0

12 in.

9

6

3

Metal
sleeve

Metal
sleeve

Glass
bulb

FIGURE 35 Construction of different lamps 
showing differences in relative sizes of electrodes for 
dc (left) and ac (right) operation.
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FIGURE 37 Spatial luminance distribution of compact-arc lamps.

d

b

Lamp 
(order reference)

HBO 200

Type of current DC AC
Lamp supply voltage V >105

65...47

220

W
lm
lm/W
cd
cd / cm2

mm

mm
mm
mm
mm

h

200
9,500
47.5
1,000
40,000
0.6 × 2.2

18
108
41±2
45

s45

200

Operating voltage
of lamp

Rated power of lamp
Luminous flux
Luminous efficacy
Light intensity
Average luminance
Arc (width w × height h4)
Average lamp life
Diameter d
Length lmax.

Distance a
Width b
Burning position with 
stamped base down

Operating current at 
operating voltage range

a

l

V
L1
L2

61±4
53±4

3.1...4.2
3.6
4.2

A
L1
L2

FIGURE 36 Construction of a lamp with a third, starting electrode.
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15.34  SOURCES
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FIGURE 39 Spectral distribution of radiant 
intensity from a 1000-W ac mercury lamp perpendicu-
lar to the lamp axis.
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FIGURE 40 Spectral distribution of radiant intensity 
from a 5-kW dc xenon lamp perpendicular to the lamp axis 
with electrode and bulb radiation excluded.
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FIGURE 41 Spectral distribution of radiant flux from 
a 1000-W mercury-xenon lamp.

Cann27 reports on some interesting special lamps tested by Jet Propulsion Laboratories for 
the purpose of obtaining a good spectral match to the solar distribution. The types of lamps 
tested were Xe, Xe-Zn, Xe-Cd, Hg-Xe-Zn, Hg-Xe-Cd, Kr, Kr-Zn, Kr-Cd, Hg-Kr-Zn, Hg-Kr-Cd, 
Ar, Ne, and Hg-Xe with variable mercury-vapor pressure. For details, the reader should consult 
the literature.

A special design of a short-arc lamp manufactured by Varian28 is shown in Fig. 42. Aside from 
its compactness and parabolic sector, it has a sapphire window which allows a greater amount of IR 
energy to be emitted. It is operated either dc or pulsed, but the user should obtain complete specifi-
cations, because the reflector can become contaminated, with a resultant decrease in output.
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ARTIFICIAL SOURCES  15.35

Enclosed Arc and Discharge Sources (Low-Pressure)22

With pressure reduction in a tube filled with mercury vapor, the 2537 Å line becomes predomi-
nant so that low-pressure mercury tubes are usually selected for their ability to emit ultraviolet 
radiation.

Germicidal Lamps These are hot-cathode lamps which operate at relatively low voltages. They dif-
fer from ordinary fluorescent lamps which are used in lighting in that they are designed to transmit 
ultraviolet, whereas the wall of the fluorescent lamp is coated with a material that absorbs ultravio-
let and reemits visible light. The germicidal lamp is constructed of glass of 1-mm thickness which 
transmits about 65 percent of the 2537 Å radiation and virtually cuts off shorter wavelength ultra-
violet radiation.

Sterilamp®∗ Types These cold cathode lamps start and operate at higher voltages than the hot-
cathode type and can be obtained in relatively small sizes as shown in Fig. 43. Operating characteris-
tics of the Sterilamps should be obtained from the manufacturer.

Black-Light Fluorescent Lamps This fluorescent lamp is coated with a phosphor efficient in the 
absorption of 2537Å radiation, emitting ultraviolet radiation in a broadband around 3650 Å. The 
phosphor is a cerium-activated calcium phosphate, and the glass bulb is impervious to shorter 
wavelength ultraviolet radiation. Characteristics of one type are given in Table 4.

Hollow Cathode Lamps A device described early in this century and used for many years by 
spectroscopists is the hollow-cathode tube. The one used by Paschen2 consisted of a hollow metal 
cylinder and contained a small quantity of inert gas, yielding an intense cathode-glow characteristic 
of the cathode constituents. Materials that vaporize easily can be incorporated into the tube so that 
their spectral characteristics predominate.2

Several companies sell hollow-cathode lamps which do not differ significantly from those con-
structed in early laboratories. The external appearance of these modern tubes shows the marks of 
mass production and emphasis on convenience. They come with a large number of vaporizable ele-
ments, singly or in multiples, and with Pyrex® or quartz windows. A partial list of the characteristics 
or the lamps available from two manufacturers is given in Table 5. Their physical appearance is shown 
in Fig. 44a. A schematic of the different elements obtainable in various lamps is shown in Fig. 44b.29

FIGURE 42 High-pressure, short-arc xenon illuminators with sapphire windows. Low starting voltage, 
150 through 800 W; VIX150, VIX300, VIX500, VIX800.

∗Registered trademark of Westinghouse Electric.
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15.36  SOURCES

Electrodeless Discharge Lamps30–32 The electrodeless lamp gained popularity when Meggers used 
it in his attempt to produce a highly precise standard of radiation. Simplicity of design makes labo-
ratory construction of this type of lamp easy. Some of the simplest lamps consist of a tube, contain-
ing the radiation-producing element, and a microwave generator, for producing the electric field 
(within the tube) which in turn excites the elemental spectra. Lamps of this type can be purchased 
with specially designed microwave cavities for greater efficiency in coupling. Those made of fused 
quartz can transmit from ultraviolet to near infrared. The electrodeless lamp is better able than the 

0
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in.

2

3

4

1

FIGURE 43 Pen-Ray low-pressure lamp. 
Pen-Ray is a registered trademark of Ultraviolet 
Products, Inc.

TABLE 4 Spectral Energy Distribution for Black-Light (360 BL) Lamps

  Total Ultraviolet 
 3200–3800 Å below 3800 Å
 Length     Total 3800–7600 Å Erythemal
(W) (in.) (W) %∗ (W) %∗ Visible (W) %∗ Flux

 6 9 0.55 9.1 0.56 9.4 0.1 1.7 250
15 18 2.10 14.0 2.20 14.6 0.4 2.7 950
30 36 4.60 15.3 4.70 15.8 0.9 3.0 2100
40 48 6.70 16.8 6.90 17.3 1.5 3.8 3000

∗ Percentage of input power.
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15.44  SOURCES

Transition elements

Group 8

Lantha-
nides

Actinides

Li Be

Na Mg

K Ca Sc Ti V Cr Cu Zn Gn Ge As Se

Al

B

Si P S

Mn Fe Co Ni

Rb Sr Y Zr Nb Mo Ag Cd In Sn Sb TeRu Rh Pd

Cs Ba La Hf Ta W Au Hg Tl Pb BiRe Os Ir Pt

Ce Pr Nd

Th U

Dy Ho Er Tm Yb LuSm Eu Gd Tb

FIGURE 44b Periodic table showing the prevalence of elements obtainable in hollow-
cathode tubes.

arc lamp to produce stable radiation of sharp spectral lines; this makes it useful in spectroscopy and 
interferometry. The Hg 198 lamp makes a suitable secondary standard of radiation.

Spectral Lamps31 Some manufacturers produce groups of arc sources, which are similar in 
construction and filled with different elements and rare gases, and which yield discontinuous or 
monochromatic radiation throughout most of the ultraviolet and visible spectrum. They are called 

FIGURE 44a Hollow-cathode spectral tubes described in Table 5. 
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ARTIFICIAL SOURCES  15.45

spectral lamps. The envelopes of these lamps are constructed of glass or quartz, depending on the 
part of the spectrum desired. Thus, discrete radiation can be obtained from around 2300 Å into the 
near infrared. Figure 4531 represents the various atomic lines observable from Osram spectral lamps. 
Figure 4633 gives a physical description of various spectral lamps obtainable from Philips. Table 6 
lists the characteristics of the various types of lamps obtainable from Philips.

Wavelength in nm

Spectral lines above 400 nm

Spectral lines below 400 nm

400

Cd 100∗

Cd 100∗

B 1†

B 2†

Cs/10

He/10

Hg 100

Hg 100

Hg 100

∗ Lamp Cd100 emits spectral
lines only above 300 nm.

† The ratio of exposure times
B 1 and B 2 are 1:60.

HgCd/10

HgCd/10

K/10

Na/10

Ne/10

Rb/10

Tl/10

Zn/10

Tl/10

Zn/10

450 500 550 600 650 nm

400 450 500 550 600 650 nm

250

23
5,

3
23

7,
8

24
0,

0

24
8,

2/
4

25
3,

5/
7

25
4,

0

26
5,

2/
4/

5

27
5,

3
28

0,
4

28
9,

4

29
6,

8

30
2,

2/
3

31
2,

6/
3,

2

33
4,

1

36
5,

0/
6,

3

39
0,

6
40

4,
7/

7,
8

43
5,

8

250

300

300

350

350

400 nm

nm400

250 300 350 400 nm

FIGURE 45 Spectral lamps.
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FIGURE 46 Examples of Philips spectral lamps.

TABLE 6 Specifications of Philips Spectral Lamps

     Operating
Catalog    Material  Current  Arc Length
Number Symbols Type Burner Envelope (A) Wattage (mm)

26–2709 Hg Mercury (low-pressure) Quartz Glass 0.9 15 40
26–2717 Hg Mercury (high-pressure) Quartz Glass 0.9 90 30
26–2725 Cd Cadmium Quartz Glass 0.9 25 30
26–2733 Zn Zinc Quartz Glass 0.9 25 30
26–2741 Hg, Cd, Zn Mercury, cadmium, 
   and zinc Quartz Glass 0.9 90 30
26–2758 He Helium Glass Glass 0.9 45 32
26–2766 Ne Neon Glass Glass 0.9 25 40
26–2774 A Argon Glass Glass 0.9 15 40
26–2782 Kr Krypton Glass Glass 0.9 15 40
26–2790 Xe Xenon Glass Glass 0.9 10 40
26–2808 Na Sodium Glass Glass 0.9 15 40
26–2816 Rb Rubidium Glass Glass 0.9 15 40
26–2824 Cs Caesium Glass Glass 0.9 10 40
26–2832 K Potassium Glass Glass 0.9 10 40
26–2857 Hg Mercury (low–pressure) Quartz Quartz 0.9 15 40
26–2865 Hg Mercury (high–pressure) Quartz Quartz 0.9 90 30
26–2873 Cd Cadmium Quartz Quartz 0.9 25 30
26–2881 Zn Zinc Quartz Quartz 0.9 25 30
26–2899 Hg, Cd, Zn Mercury, cadmium, 
   and zinc Quartz Quartz 0.9 90 30
26–2907 In Indium∗ Quartz Quartz 0.9 25 25
26–2915 Tl Thallium Quartz Quartz 0.9 20 30
26–2923 Ga Gallium Quartz Quartz 0.9 20 30

∗ Requires a Tesla coil to cause it to strike initially.
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ARTIFICIAL SOURCES  15.47

Pluecker Spectrum Tubes34 These are inexpensive tubes made of glass (Fig. 47) with an overall 
length of 25 cm and capillary portion of 8.5 to 10 cm long. They operate from an ordinary supply 
with a special transformer which supports the tubes in a vertical position and maintains the voltage 
and current values adequate to operate the discharge and regulate the spectral intensity. Table 7 lists 
the various gases in available tubes.

Concentrated Arc Lamps

Zirconium Arc25 The cathodes of these lamps are made of a hollow refractory metal containing 
zirconium oxide. The anode, a disk of metal with an aperture, resides directly above the cathode 
with the normal to the aperture coincident with the longitudinal axis of the cathode. Argon gas fills 
the tube. The arc discharge causes the zirconium to heat (to about 3000 K) and produce an intense, 
very small source of light. These lamps have been demonstrated in older catalogs from the Cenco 
Company in a number of wattages (from 2 to 300). The end of the bulk through which the radiation 
passes comes with ordinary curvature or (for a slight increase in price) flat. Examples are shown 
in Fig. 48.

Tungsten-Arc (Photomicrographic) Lamp25 The essential elements of this discharge-type lamp 
(see Fig. 49) are a ring electrode and a pellet electrode, both made of tungsten. The arc forms 
between these electrodes, causing the pellet to heat incandescently. The ring also incandesces, but to 
a lesser extent. Thus, the hot pellet (approximately 3100 K) provides an intense source of small-area 

87210-87265

FIGURE 47 Physical construction of 
Pluecker spectrum tubes.

TABLE 7 Gas Fills in Plueker Tubes∗

Cenco Number Type

87210 Argon Gas
87215 Helium Gas
87220 Neon Gas
87225 Carbonic Acid Gas
87230 Chlorine Gas
87235 Hydrogen Gas
87240 Nitrogen Gas
87242 Air
87245 Oxygen Gas
87255 Iodine Vapor
87256 Krypton Gas
87258 Xenon
87260 Mercury Vapor
87265 Water Vapor

∗Consists of glass tube with overall length 
of 25 cm with capillary portion about 8.5 to 
10 cm long. Glass-to-metal seal wires are welded 
in metal caps with loops for wire connection are 
firmly sealed to the ends. Power supply no. 87208 
is recommended as a source of excitation.
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15.48  SOURCES

radiation. A plot of the spectral variation of this radiation is given in Fig. 50. As with all tungsten 
sources, evaporation causes a steady erosion of the pellet surface with the introduction of gradients, 
which is not serious if the pellet is used as a point source.

General Electric, manufacturer of the 30A/PS22 photomicrographic lamp, which uses a 30 Å 
operating current, states that this lamp requires a special heavy-duty socket obtainable through 
certain manufacturers suggested in its brochure, which may now be out of print in the original, but 
obtainable presumably as a copy from GE.

Solid electrode, diameter approximately 3.0 mm 
ring electrode, inside diameter approximately 4.5 mm

Starting filament

Centerline of base

Spacing betweeen 
electrodes 2.0–2.5 mm

FIGURE 49 Construction of tungsten-arc lamp. The lamp must be operated baseup on a well-
ventilated housing and using a special high-current socket which does not distort the position of the 
posts.

FIGURE 48 Physical construction of some zirconium 
arc lamps. Two 2-W lamps are available but not shown 
here.

87343 87342 87338

15_Bass_v2ch15_p001-054.indd 15.48 8/21/09 3:39:49 PM

DO
 N

OT
 D

UP
LI

CA
TE



ARTIFICIAL SOURCES  15.49

Glow Modulator Tubes35

According to technical data supplied by Sylvania, these are cold-cathode light sources uniquely 
adaptable to high-frequency modulation. (These tubes are now manufactured by The English 
Electric Valve Company, Elmsford, New York.) Pictures of two types are shown in Fig. 51. The cath-
ode is a small hollow cylinder, and the high ionization density in the region of the cathode provides 
an intense source of radiation. Figure 52 is a graph of the light output as a function of tube current. 
Figure 53 is a graph depicting the response of the tube to a modulating input. The spectral outputs 
of a variety of tubes are shown in Fig. 54. Table 8 gives some of the glow-modulator specifications.

Hydrogen and Deuterium Arcs

For applications requiring a strong continuum in the ultraviolet region, the hydrogen arc at a few 
millimeters pressure provides a useful source. It can be operated with a cold or hot cathode. One 
hot-cathode type is shown in Fig. 55. Koller22 plots a distribution for this lamp down to about 200 Å.

Deuterium lamps (Fig. 56) provide a continuum in the ultraviolet with increased intensity over 
the hydrogen arc. Both lamps have quartz envelopes. The one on the left is designed for operation 
down to 2000 Å; the one on the right is provided with a Suprasil®∗ window to increase the ultraviolet 
range down to 1650 Å. NIST is offering a deuterium lamp standard of spectral irradiance between 
200 and 350 nm. The lamp output at 50 cm from its medium bipost base is about 0.7 W cm−3 at 
200 nm and drops off smoothly to 0.3 W cm−3 at 250 nm and 0.07 W cm−3at 350 nm. A working 
standard of the deuterium lamp can be obtained also, for example, from Optronic Laboratories, 
Incorporated, Orlando, Florida.

Other Commercial Sources

Activated-Phosphor Sources Of particular importance and convenience in the use of photometers 
are sources composed of a phosphor activated by radioactive substances. Readily available, and not 
subject to licensing with small quantities of radioactive material, are the 14C-activated phosphor 
light sources. These are relatively stable sources of low intensity, losing about 0.02 percent per year 
due to the half-life of 14C and the destruction of phosphor centers.

Wavelength (Å)

2000 8000 14000 20000 26000
0

40

80

120

160

μW
 s

r–1
 p

er
 1

00
 Å

FIGURE 50 Spectral distribution of a 30/PS-22 
photomicrographic lamp (superceded by the 330 watt, 
30 amp PS-70).

∗Registered trademark of Heraeus-Amersil.
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15.50  SOURCES

Other (High-Energy) Sources Radiation at very high powers can be produced. Sources are syn-
chrotrons, plasmatrons, arcs, sparks, exploding wires, shock tubes, and atomic and molecular beams, 
to name but a few. Among these, one can purchase in convenient, usable form precisely controlled 
spark-sources for yielding many joules of energy in a time interval of the order of microseconds. 
The number of vendors will be few, but check the directories.

FIGURE 51 Construction of two glow modulator tubes. 
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Tube current (mA)
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FIGURE 52 Variations of the light output from a 
glow modulator tube as a function of tube current.

Frequency (Hz)

R
el

at
iv

e 
re

sp
on

se
 (

%
)

100 1,000,000

60

40

20

0

100

80

1,000 10,000

FIGURE 53 Response of the glow modulator tube to 
a modulating input.

R
el

at
iv

e 
po

w
er

360 680

60

40

20

0
440 520 600

77

30-mA current

86

Wavelength (μm)

(a) GM514C-R1166-R1131C

R
el

at
iv

e 
po

w
er

60

40

20

0

138 120 208 10980
101

30-mA current

360 680440 520 600

Wavelength (μm)

(b) R1168-R1169-1B59/R1130D-GM514

FIGURE 54 Spectral variation of the output of glow modulator tubes.

15_Bass_v2ch15_p001-054.indd 15.51 8/21/09 3:39:50 PM

DO
 N

OT
 D

UP
LI

CA
TE



15.52

T
A

B
L
E

 8
 

G
lo

w
-M

od
u

la
to

r 
Sp

ec
if

ic
at

io
n

s

 
 

 
 

M
in

im
u

m
 

 
A

pp
ro

xi
m

at
e

 
M

ax
im

u
m

 
C

u
rr

en
t 

 
St

ar
ti

n
g 

C
ra

te
r 

Li
gh

t 
C

en
te

r 
Li

gh
t 

 
R

at
ed

 
 

 
M

ax
im

u
m

 
M

ax
im

u
m

 
 

 
O

pe
ra

ti
n

g 
(m

A
) 

 
V

ol
ta

ge
 

D
ia

m
et

er
 

Le
n

gt
h

 
O

u
tp

u
t 

B
ri

gh
tn

es
s 

Li
fe

 
B

as
e 

B
u

lb
 

O
ve

ra
ll 

D
ia

m
et

er
 

C
ol

or
 o

f
N

o.
∗  

V
ol

ta
ge

 
A

ve
ra

ge
 

Pe
ak

 
(V

) 
(i

n
.)

 
(i

n
.)

 
(c

d)
 

(c
d 

in
.−2

) 
(h

) 
Ty

pe
 

Ty
pe

 
Le

n
gt

h
 (

in
.)

 
(i

n
.)

 
D

is
ch

ar
ge

G
M

–5
14

 
16

0 
5–

25
 

55
 

24
0 

0.
05

6 
1–

3/
4 

0.
1 

at
  

41
 a

t 
10

0 
at

 
3-

pi
n

 
T

–4
 1

/2
 2

–5
/8

 
4 

1/
64

 
B

lu
e–

re
d

 
 

 
 

 
 

 
 2

5 
m

A
 

 2
5 

m
A

 
 1

5 
m

A
 

 m
in

ia
tu

re
†

G
M

–5
14

C
 

16
0 

5–
15

 
35

 
24

0 
0.

09
3 

1–
3/

4 
0.

1 
at

  
15

 a
t 

 
25

 a
t 

3-
pi

n
  

T
–4

 1
/2

 2
–5

/8
 

4 
1/

64
 

W
h

it
e

 
 

 
 

 
 

 
 1

5 
m

A
 

 1
5 

m
A

 
 1

0 
m

A
 

 m
in

ia
tu

re
‡

IB
59

/
 R

–1
13

0D
 

15
0 

5–
35

 
75

 
22

5 
0.

05
6 

2 
0.

13
 a

t 
 

43
 a

t 
25

0 
at

 
In

te
rm

ed
ia

te
 

T
–9

 
3–

1/
16

 
1–

9/
32

 
B

lu
e–

re
d

 
 

 
 

 
 

 
 3

0 
m

A
 

 3
0 

m
A

 
 2

0 
m

A
 

 s
h

el
l o

ct
.‡

R
–1

13
1C

 
15

0 
3–

25
 

55
 

22
5 

0.
09

3 
2 

0.
2 

at
 

29
 a

t 
15

0 
at

 
In

te
rm

ed
ia

te
 

T
–9

 
3–

1/
16

 
1–

9/
32

 
W

h
it

e
 

 
 

 
 

 
 

 2
5 

m
A

 
 2

5 
m

A
 

 1
5 

m
A

 
 s

h
el

l o
ct

.‡

R
–1

16
6 

15
0 

3–
25

 
55

 
22

5 
0.

09
3 

2 
0.

2 
at

 
29

 a
t 

15
0 

at
 

In
te

rm
ed

ia
te

 
T

–9
 

3–
1/

16
 

1–
9/

32
 

W
h

it
e

 
 

 
 

 
 

 
 2

5 
m

A
 

 2
5 

m
A

 
 1

5 
m

A
 

 s
h

el
l o

ct
.‡

R
–1

16
8 

15
0 

5–
15

 
30

 
22

5 
0.

01
5 

2 
0.

02
3 

at
 

13
2 

at
 

15
0 

at
 

In
te

rm
ed

ia
te

 
T

–9
 

3–
1/

16
 

1–
9/

32
 

B
lu

e–
re

d
 

 
 

 
 

 
 

 1
5 

m
A

 
 1

5 
m

A
 

 1
5 

m
A

 
 s

h
el

l o
ct

.‡

R
–1

16
9 

15
0 

5–
25

 
45

 
22

5 
0.

02
5 

2 
0.

03
6 

at
 

72
 a

t 
25

0 
at

 
In

te
rm

ed
ia

te
 

T
–9

 
3–

1/
16

 
1–

9/
32

 
B

lu
e–

re
d

 
 

 
 

 
 

 
 1

5 
m

A
 

 1
5 

m
A

 
 1

5 
m

A
 

 s
h

el
l o

ct
‡

∗ Ty
pe

 R
-1

16
6 

is
 o

pa
qu

e-
co

at
ed

 w
it

h
 t

h
e 

ex
ce

pt
io

n
 o

f 
a 

ci
rc

le
 3

/8
 in

. i
n

 d
ia

m
et

er
 a

t 
en

d 
of

 la
m

p.
 A

ll 
ot

h
er

 t
yp

es
 h

av
e 

cl
ea

r-
fi

n
is

h
 b

u
lb

.
† P

in
s 

1 
an

d 
3 

ar
c 

an
od

e;
 p

in
 2

ca
th

od
e.

‡ P
in

 7
 a

n
od

e;
 p

in
 3

 c
at

h
od

e.

15_Bass_v2ch15_p001-054.indd 15.52 8/21/09 3:39:51 PM

DO
 N

OT
 D

UP
LI

CA
TE



ARTIFICIAL SOURCES  15.53

Other Special Sources An enormous number of special-purpose sources are obtainable from 
manufacturers and scientific instrument suppliers. One source that remains to be mentioned is 
the so-called miniature, sub- and microminiature lamps. These are small, even tiny, incandescent 
bulbs of glass or quartz, containing tungsten filaments. They serve excellently in certain applications 
where small, intense radiators of visible and near-infrared radiation are needed. Second-source ven-
dors advertise in the trade magazines.
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16.1

16

16.1 GLOSSARY

 A2 radiative transition probability from level 2 to all other possible lower-lying levels

 A21 radiative transition probability from level 2 to level 1

 aL scattering losses within a laser cavity for a single pass through the cavity

 B12 Einstein B coeffi cient associated with absorption

 B21 Einstein B coeffi cient associated with stimulated emission

 E1, E2 energies of levels 1 and 2 above the ground state energy for that species

 g1, g2 stability parameters for laser modes when describing the laser optical cavity

 g1, g2 statistical weights of energy levels 1 and 2 that indicate the degeneracy of the levels

 g21 gain coeffi cient for amplifi cation of radiation within a medium at a wavelength of l21

 Isat  saturation intensity of a beam in a medium; intensity at which exponential growth will 
cease to occur even though the medium has uniform gain (energy/time-area)

 N1, N2 population densities (number of species per unit volume) in energy levels 1 and 2

 rc radius of curvature of the expanding wavefront of a gaussian beam

 R1, R2 refl ectivities of mirrors 1 and 2 at the desired wavelength

 T1 lifetime of a level when dominated by collisional decay

 T2 average time between phase-interrupting collisions of a species in a specifi c excited state

 topt optimum mirror transmission for a laser of a given gain and loss

 w(z) beam waist radius at a distance z from the minimum beam waist for a gaussian beam

 wo minimum beam waist radius for a gaussian mode

 a12 absorption coeffi cient for absorption of radiation within a medium at wavelength l21 

 g21 angular frequency bandwidth of an emission or absorption line

 Δtp pulse duration of a mode-locked laser pulse

 Δv frequency bandwidth over which emission, absorption, or amplifi cation can occur
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16.2  SOURCES

 ΔvD   frequency bandwidth (FWHM) when the dominant broadening process is Doppler or mo-
tional broadening

 h index of refraction of the laser medium at the desired wavelength

 l21 wavelength of a radiative transition occurring between energy levels 2 and 1

 v21 frequency of a radiative transition occurring between energy levels 2 and 1

 s21  stimulated emission cross section (area) associated with levels 2 and 1

 
σ 21

D   stimulated emission cross section at line center when Doppler broadening dominates 
(area)

 
σ 21

H   stimulated emission cross section at line center when homogeneous broadening dominates 
(area)

 t2 lifetime of energy level 2

 t21 lifetime of energy level 2 if it can only decay to level 1

16.2 INTRODUCTION

A laser is a device that amplifies light and produces a highly directional, high-intensity beam that 
typically has a very pure frequency or wavelength. It comes in sizes ranging from approximately 
one-tenth the diameter of a human hair to the size of a very large building, in powers ranging from 
10 9− to 1020 W and in wavelengths ranging from the microwave to the soft-x-ray spectral regions 
with corresponding frequencies from 1011 to 1017 Hz. Lasers have pulse energies as high as 104 J and 
pulse durations as short as 6 10 15× −  seconds. They can easily drill holes in the most durable of mate-
rials and can weld detached retinas within the human eye.

Lasers are a key component of some of our most modern communication systems and are the 
“phonograph needle” of compact disc players. They are used for heat treatment of high-strength 
materials, such as the pistons of automobile engines, and provide a special surgical knife for many 
types of medical procedures. They act as target designators for military weapons and are used in the 
checkout scanners we see everyday at the supermarket.

The word laser is an acronym for Light Amplification by Stimulated Emission of Radiation. The 
laser makes use of processes that increase or amplify light signals after those signals have been gener-
ated by other means. These processes include (1) stimulated emission, a natural effect that arises out 
of considerations relating to thermodynamic equilibrium, and (2) optical feedback (present in most 
lasers) that is usually provided by mirrors. Thus, in its simplest form, a laser consists of a gain or 
amplifying medium (where stimulated emission occurs) and a set of mirrors to feed the light back 
into the amplifier for continued growth of the developing beam (Fig. 1).

The entire spectrum of electromagnetic radiation is shown in Fig. 2, along with the region cov-
ered by currently existing lasers. Such lasers span the wavelength range from the far infrared part of 

FIGURE 1 Simplified diagram of a laser, including the amplifying medium and the optical 
resonator.
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LASERS 16.3

the spectrum (λ =1000 m)μ  to the soft-x-ray region (λ = 3 nm),  thereby covering a range of almost 
six orders of magnitude! There are several types of units that are used to define laser wavelengths. 
These range from micrometers (μm) in the infrared to nanometers (nm) and angstroms (Å) in the 
visible, ultraviolet (UV), vacuum ultraviolet (VUV), extreme ultraviolet (EUV or XUV), and soft-x-
ray (SXR) spectral regions.

This chapter provides a brief overview of how a laser operates. It considers a laser as having two 
primary components: (1) a region where light amplification occurs which is referred to as a gain
medium or an amplifier, and (2) a cavity, which generally consists of two mirrors placed at either end 
of the amplifier.

Properties of the amplifier include the concept of discrete excited energy levels and their associ-
ated finite lifetimes. The broadening of these energy levels will be associated with the emission line-
width which is related to decay of the population in these levels.

Stimulated emission will be described, and the formulas for calculating the amount of gain that 
can occur via stimulated emission will be given in terms of the radiative properties of the medium. 
The concept of the saturation intensity will be introduced and related to the amount of gain that 
is necessary for laser output. The addition of mirrors at the ends of the amplifier will be used to 
increase the gain length and to reduce the divergence of the amplified beam. The threshold condi-
tions for laser output will be described in terms of the amplifier properties and the mirror reflec-
tivities. This section will conclude with a review of excitation or pumping processes that are used to 
produce the necessary population density in the upper laser level.

Cavity properties will begin with a discussion of both longitudinal and transverse cavity modes 
which provide the laser beam with a gaussian-shaped transverse profile. The properties of those 
gaussian beams will be reviewed. The types of optical cavities that allow stable operation of laser 
modes will then be described. A number of special types of laser cavity arrangements and techniques 
will be reviewed, including unstable resonators, Q-switching, mode-locking, and ring lasers. A brief 
review will then be given of the various common types of gaseous, liquid, and solid-state lasers.

Additional information related to spectral lineshape and the mechanisms of spectral broaden-
ing can be found in Chap. 10 (Vol. I), “Optical Spectroscopy and Spectroscopic Lineshapes.” Other 
related material can be found in Chap. 8 (Vol. IV), “Fundamental Optical Properties of Solids,” and 
Chap. 33 (Vol. I), “Holography and Holographic Instruments.” As lasers are widely used in many of 
the devices and techniques discussed in other chapters in this Handbook, the reader is directed to 
those topics for information on specific lasers.

FIGURE 2 The portion of the electromagnetic spectrum 
that involves lasers, along with the general wavelengths of opera-
tion of most of the common lasers.
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16.4  SOURCES

16.3 LASER PROPERTIES ASSOCIATED 
WITH THE LASER GAIN MEDIUM

Energy Levels and Radiation1,2

Nearly all lasers involve electronic charge distributions of atoms, molecules, organic dye solutions, 
or solids that make transitions from one energy state or level E2 to another lower-lying level E1. 
The loss of energy resulting from this transition is given off in the form of electromagnetic radia-
tion. The relationship between the energy difference between the levels, E E2 1−  or ΔE21, and the 
frequency v21 of radiation occurring as a result of the transition, is determined by the Einstein rela-
tionship E hv21 21=  where h is Planck’s constant. It was first shown by Bohr in 1913 that the discrete 
set of emission wavelengths from a hydrogen discharge could be explained by the occurrence of 
discrete energy levels in the hydrogen atom that have a fixed relationship. This discrete arrangement 
of energy levels was later shown to occur in other atoms, in molecules, and also in liquids and solids. 
In atoms these energy levels are very precisely defined and narrow in width (≈109 Hz) and can be 
accurately calculated with sophisticated atomic physics codes. In molecules and high-density mate-
rials the locations of the levels are more difficult to calculate and they tend to be much broader in 
width, the largest widths occurring in liquids and solids (up to 5 1013× Hz). 

The lowest energy level of a species is referred to as the ground state and is usually the most stable 
state of the species. There are some exceptions to this, for example, ground states of ionized spe-
cies or unstable ground states of some molecular species such as excimer molecules. Energy levels 
above the ground state are inherently unstable and have lifetimes that are precisely determined by 
the arrangement of the atoms and electrons associated with any particular level as well as to the 
particular species or material. Thus, when an excited state is produced by applying energy to the 
system, that state will eventually decay by emitting radiation over a time period ranging from 10 15−  
seconds or less to times as long as seconds or more, depending upon the particular state or level 
involved. For strongly allowed transitions that involve the electron charge cloud changing from an 
atomic energy level of energy E2  to a lower-lying level of energy E1, the radiative decay time τ 21 can 
be approximated by τ λ21

4
21
210≈  where τ 21 is in seconds and λ21 is the wavelength of the emitted 

radiation in meters. λ21 is related to v21 by the relationship λ η21 21v c= /  where c is the velocity of light 
(3 108× m/s) and η  is the index of refraction of the material. For most gases, η  is near unity and for 
solids and liquids it ranges between 1 and 10, with most values ranging from ≈1 3.  to 2.0.

Using the expression suggested above for the approximate value of the lifetime of an excited 
energy level, one obtains a decay time of several ns for green light (λ21

75 10= × − m). This represents 
a minimum radiative lifetime since most excited energy levels have a weaker radiative decay prob-
ability than mentioned above and would therefore have radiative lifetimes one or two orders of 
magnitude longer. Other laser materials such as molecules, organic dye solutions, and semiconduc-
tor lasers have similar radiative lifetimes. The one exception is the class of dielectric solid-state laser 
materials (both crystalline and glass) such as ruby and Nd:YAG, in which the lifetimes are of the 
order of 1 sμ  to 3 ms. This much longer radiative lifetime in solid-state laser materials is due to the 
nature of the particular state of the laser species and to the crystal matrix in which it is contained. 
This is a very desirable property for a laser medium since it allows excitation and energy storage 
within the laser medium over a relatively long period of time.

Emission Linewidth and Line Broadening 
of Radiating Species1,3

Assume that population in energy level 2 decays to energy level 1 with an exponential decay time 
of τ 21 and emits radiation at frequency v21 during that decay. It can be shown by Fourier analysis 
that the exponential decay of that radiation requires the frequency width of the emission to be 
of the order of Δv ≅1 2 21/ πτ . This suggests that the energy width ΔE2 of level 2 is of the order of 
ΔE h2 212= / πτ . If the energy level 2 can decay to more levels than level 1, with a corresponding decay 
time of τ 2,  then its energy is broadened by an amount ΔE h2 22= / .πτ  If the decay is due primarily to 
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LASERS 16.5

radiation at a rate A i2  to one or more individual lower-lying levels i, then 1 2 2 2/ .τ = = ∑A A i
i

 A2 rep-

resents the total radiative decay rate of level 2, whereas A i2  is the specific radiative decay rate from 
level 2 to a lower-lying level i.

If population in level 2 decays radiatively at a radiative rate A2 and population in level 1 decays 
radiatively at a rate A1, then the emission linewidth of radiation from level 2 to 1 is given by

 Δv

A Ai j
ji

21

2 1

2
=

+∑∑
π

 (1)

which is referred to as the natural linewidth of the transition and represents the sum of the widths of 
levels 2 and 1 in frequency units. If, in the above example, level 1 is a ground state with infinite life-
time or a long-lived metastable level, then the natural linewidth of the emission from level 2 to level 1 
would be represented by

  Δv

A i
i

21

2

2
=

∑
π

  (2)

since the ground state would have an infinite lifetime and would therefore not contribute to the 
broadening. This type of linewidth or broadening is known as natural broadening since it results 
specifically from the radiative decay of a species. Thus the natural linewidth associated with a spe-
cific transition between two levels has an inherent value determined only by the factors associated 
with specific atomic and electronic characteristics of those levels.

The emission-line broadening or natural broadening described above is the minimum line broad-
ening that can occur for a specific radiative transition. There are a number of mechanisms that can 
increase the emission linewidth. These include collisional broadening, phase-interruption broadening, 
Doppler broadening, and isotope broadening. The first two of these, along with natural broadening, are 
all referred to as homogeneous broadening. Homogeneous broadening is a type of emission broadening 
in which all of the atoms radiating from the specific level under consideration participate in the same 
way. In other words, all of the atoms have the identical opportunity to radiate with equal probability.

The type of broadening associated with either Doppler or isotope broadening is referred to as 
inhomogeneous broadening. For this type of broadening, only certain atoms radiating from that level 
that have a specific property such as a specific velocity, or are of a specific isotope, participate in 
radiation at a certain frequency within the emission bandwidth.

Collisional broadening is a type of broadening that is produced when surrounding atoms, mol-
ecules, solvents (in the case of dye lasers), or crystal structures interact with the radiating level and 
cause the population to decay before it has a chance to decay by its normal radiative processes. The 
emission broadening is then associated with the faster decay time T1,  or Δv T=1 2 1/ .π  

Phase-interruption broadening or phonon broadening is a type of broadening that does not 
increase the decay rate of the level, but it does interrupt the phase of the rotating electron cloud on 
average over a time interval T2 which is much shorter than the radiative decay time τ 2 which includes 
all possible radiative decay channels from level 2. The result of this phase interruption is to increase 
the emission linewidth beyond that of both natural broadening and T1 broadening (if it exists) to an 
amount Δv T=1 2 2/ .π  

Doppler broadening is a type of inhomogeneous broadening in which the Doppler effect shifts 
the frequencies of radiating atoms moving toward the observer to a higher value and the frequencies 
of atoms moving away from the observer to a lower value. This effect occurs only in gases since they 
are the only species that are moving fast enough to produce such broadening. Doppler broadening 
is the dominant broadening process in most visible gas lasers. The expression for the Doppler line-
width (FWHM) is given by

 Δv v
T

MD o= ⋅ −7 16 10 7.  (3)
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16.6  SOURCES

in which vo  is the center frequency associated with atoms that are not moving either toward or 
away from the observer, T is the gas temperature in kelvin and M is the atomic or molecular weight 
(number of nucleons/atom or molecule) of the gas atoms or molecules.

Isotope broadening also occurs in some gas lasers. It becomes the dominant broadening process 
if the specific gas consists of several isotopes of the species and if the isotope shifts for the specific 
radiative transition are broader than the Doppler width of the transition. The helium-cadmium 
laser is dominated more by this effect than any other laser since the naturally occurring cadmium 
isotopic mixture contains eight different isotopes and the isotope shift between adjacent isotopes 
(adjacent neutron numbers) is approximately equal to the Doppler width of the individual radiating 
isotopes. This broadening effect can be eliminated by the use of isotopically pure individual iso-
topes, but the cost for such isotopes is often prohibitive.

All homogeneous broadening processes have a frequency distribution that is described by a 
Lorentzian mathematical function

 I v I
v vo

o
21

21
2

2
21

2

4

4
( )

) ( / )
=

− +
γ π

γ π
/

(
 (4)

in which γ 21 represents the decay rate of level 2, Io is the total emission intensity of the transition 
over the entire linewidth, and vo is the center frequency of the emission line. In Eq. (4), γ 21 is deter-
mined by the relationship γ π21 212= Δv . For natural broadening, Δv21 is given by either Eq. (1) or 
Eq. (2), whichever is applicable. For T1-dominated broadening, Δv T21 11 2= / ,π  and for T2-dominated 
broadening, γ π21 21 2= / .T  

The frequency distribution for Doppler broadening is described by a gaussian function

  I v
v

I
v v

vD
o

o

D

( )
(ln )

exp
ln ( )

/
= −

−⎡2 2 4 21 2

1 2

2

2

/

π Δ Δ⎣⎣
⎢

⎤

⎦
⎥   (5)

Both of these lineshape functions are indicated in Fig. 3. In this figure, both the total emission intensity 
integrated over all frequencies and the emission linewidth (full width at half maximum or FWHM) for 
both functions are identical.

Isotope broadening involves the superposition of a series of either lorentzian shapes or gaussian 
shapes for each isotope of the species, separated by the frequencies associated with the isotope shifts 
of that particular transition.

FIGURE 3 Lineshape functions for both homogeneous 
broadening, with a lorentzian shape, and Doppler broadening 
(inhomogeneous), with a gaussian shape. Both lines are arranged 
with equal linewidths (FWHM) and equal total intensities.
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LASERS 16.7

Table 1 gives examples of the dominant broadening process and the value of the broadening for 
most of the common commercial lasers.

Bandwidths of laser transitions in semiconductors are actually made narrower by making the 
active regions of the material extremely thin in one or more dimensions. In doing so the energy 
levels become quantized and thus behave more like single atom atomic levels. Quantizing in one 
dimension, by making the thickness of the order of 50 to 100 nm, leads to a quantum well laser. 
Narrowing and thereby quantizing in two dimensions is referred to as a quantum wire and in three 
dimensions, a quantum dot. The advantages of quantizing the dimensions is that the reduced thick-
ness leads to a significantly reduced heat loss during the excitation of the semiconductor as well as 
a narrower laser emission linewidth because of the smaller size of the electron energy distribution 
in the upper laser level. In the case of the quantum dot, the material takes on atom-like properties 
because the energies are quantized in all three dimensions and the lasing threshold is reduced much 
more so than even with the quantum well laser. Of course there is less laser gain medium produced 
in such materials per unit volume, because of the reduced gain volume, and thereby less laser power 
per unit volume. This can be made up by having many such gain media in parallel and/or in series, 
taking into account the heat removal requirements of the pumping process.

Stimulated Radiative Processes—
Absorption and Emission1,2

Two types of stimulated radiative processes, absorption and stimulated emission, occur between 
energy levels 1 and 2 of a gain medium when light of frequency v21 corresponding to an energy dif-
ference ΔE E E hv21 2 1 21= − =( )  passes through the medium. These processes are proportional to the 
light intensity I as indicated in Fig. 4 for a two-level system as well as to the stimulated absorption 
and emission coefficients B12 and B21, respectively. These coefficients are related to the frequency v21 
and the spontaneous emission probability A21 associated with the two levels. A21 has units of (1/s).

Absorption results in the loss of light of intensity I when the light interacts with the medium. 
The energy is transferred from the beam to the medium by raising population from level 1 to the 
higher-energy level 2. In this situation, the species within the medium can either reradiate the energy 
and return to its initial level 1, it can reradiate a different energy and decay to a different level, or it 
can lose the energy to the surrounding medium via collisions, which results in the heating of the 
medium, and return to the lower level. The absorption probability is proportional to the intensity 
I which has units of energy/s-m2 times B12, which is the absorption probability coefficient for that 
transition. B12 is one of the Einstein B coefficients and has the units of m3/energy-s2.

Stimulated emission results in the increase in the light intensity I when light of the appropriate 
frequency v21 interacts with population occupying level 2 of the gain medium. The energy is given 

TABLE 1 Amplifier Parameters for a Wide Range of Lasers

 Type of` Laser l21 (nm) t2 (s) Δv21 (Hz) Δl21 (nm) s21(m2) ΔN21(m–3) L(m) g21(m–1)

Helium-Neon 632.8 3 × 10–7 2 × 109 2 × 10–3 3 × 10–17 5 × 1015 0.2 0.15
Argon 488.0 1 × 10–8 2 × 109 1.6 × 10–3 5 × 10–16 1 × 1015 0.2–1.0 0.5
He-Cadmium 441.6 7 × 10–7 2 × 109 1.3 × 10–3 8 × 10–18 4 × 1016 0.2–1.0 0.3
Copper vapor 510.5 5 × 10–7 2 × 109 1.3 × 10–3 8 × 10–18 6 × 1017 1.0–2.0 5
CO2 10,600 4 6 × 107 2.2 × 10–2 1.6 × 10–20 5 × 1019 0.2–2.0 0.8
Excimer 248.0 9 × 10–9 1 × 1013 2 2.6 × 10–20 1 × 1020 0.5–1.0 2.6
Dye (Rh6G) 577.0 5 × 10–9 5 × 1013 60 1.2 × 10–20 2 × 1022 0.01 240
Semiconductor 800 1 × 10–9 1 × 1013 20 1 × 10–19 1024 0.00025 100,000
Nd:Yag 1064.1 2.3 × 10–4 1.2 × 1011 0.4 6.5 × 10–23 1.6 × 1023 0.1 10
Nd:Glass 1054 3.0 × 10–4 7.5 × 1012 26 4.0 × 10–24 8 × 1023 0.1 3
Cr:LiSAF 840 6.7 × 10–5 9.0 × 1013 250 5.0 × 10–24 2 × 1024 0.1 10
Ti:Al2O3 760 3.2 × 10–6 1.5 × 1014 400 4.1 × 10–23 5 × 1023 0.1 20
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16.8  SOURCES

up by the species to the radiation field. In the case of stimulated emission, the emitted photons or 
bundles of light have exactly the same frequency v21 and direction as the incident photons of inten-
sity I that produce the stimulation. B21 is the associated stimulated emission coefficient and has the 
same units as B12. It is known as the other Einstein B coefficient.

Einstein showed the relationship between B12,  B21, and A21 as

  g B g B2 21 1 12=   (6)

and

  A
hv

c
B21

21
3

3 21

8
=

π
  (7)

where g2  and g1  are the statistical weights of levels 2 and 1 and h is Planck’s constant. Since 
A21 211= /τ  for the case where radiative decay dominates and where there is only one decay path from 
level 2, B21 can be determined from lifetime measurements or from absorption measurements on 
the transition at frequency v21.  

Population Inversions1,2

The two processes of absorption and stimulated emission are the principal interactions involved in a 
laser amplifier. Assume that a collection of atoms of a particular species is energized to populate two 
excited states 1 and 2 with population densities N1  and N2 (number of species/m3) and state 2 is at a 
higher energy than state 1 by an amount ΔE21 as described in the previous section. If a photon beam 
of energy ΔE21, with an intensity Io and a corresponding wavelength λ21 21 21= =c v hc E/ /Δ , passes 
through this collection of atoms, then the intensity I after the beam emerges from the medium can 
be expressed as

  I I e I eo
N g g N L

o
N L= =−σ σ21 2 2 1 1 21 21( ( ) )/ Δ   (8)

where σ 21 is referred to as the stimulated emission cross section with dimensions of m2, L is the thick-
ness of the medium (in meters) through which the beam passes, and N g g N N2 2 1 1 21− =( )/ Δ  is known 
as the population inversion density. The exponents in Eq. (8) are dimensionless quantities than can be 
either greater or less than unity, depending upon whether N2 is greater than or less than ( ) .g g N2 1 1/  

FIGURE 4 Stimulated emission and 
absorption processes that can occur between 
two energy levels, 1 and 2, and can signifi-
cantly alter the population densities of the 
levels compared to when a beam of intensity 
I is not present.
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LASERS 16.9

The general form of the stimulated emission cross section per unit frequency is given as

  σ
λ

π21
21
2

21

8
=

A

vΔ
  (9)

in which Δv  represents the linewidth over which the stimulated emission or absorption occurs.
For the case of homogeneous broadening, at the center of the emission line, σ 21 is expressed as

  σ
λ
π21

21
2

21
2

214
H

H

A

v
=

Δ
  (10)

where Δv H
21  is the homogeneous emission linewidth (FWHM) which was described earlier for sev-

eral different situations.
For the case of Doppler broadening, σ 21

D  can be expressed as

  σ
π

λ
21 3

21
2

21

21

2

16
D

D

A

v
=

ln

Δ
  (11)

at the center of the emission line and Δv D
21 is the Doppler emission linewidth expressed earlier in 

Eq. (3).
For all types of matter, the population density ratio of levels 1 and 2 would normally be such 

that N N2 1� . This can be shown by the Boltzmann relationship for the population ratio in thermal 
equilibrium which provides the ratio of N N2 1/  to be

  
N

N

g

g
e E kT2

1

2

1

21= −Δ /   (12)

in which T is the temperature and k is Boltzmann’s constant. Thus, for energy levels separated by 
energies corresponding to visible transitions, in a medium at or near room temperature, the ratio 
of N N e2 1

100 4410/ ≅ =− − . For most situations in everyday life we can ignore the population N2  in the 
upper level and rewrite Eq. (8) as

  I I e I eo
N L

o
L= =− −σ α12 1 12   (13)

where σ σ21 2 1 12=( )g g/  and α σ12 12 1= N . Equation (13) is known as Beer’s law, which is used to 
describe the absorption of light within a medium. a12 is referred to as the absorption coefficient 
with units of m−1.  

In laser amplifiers we cannot ignore the population in level 2. In fact, the condition for amplifi-
cation and laser action is

  N g g N g N g N2 2 1 1 2 2 10 1− > >( )/ or /1   (14)

since, if Eq. (14) is satisfied, the exponent of Eq. (8) will be greater than 1 and I will emerge from the 
medium with a greater value than Io , or amplification will occur. The condition of Eq. (14) is a nec-
essary condition for laser amplification and is known as a population inversion since N2 is greater 
than ( ) .g g N2 1 1/  In most cases, ( )g g2 1/  is either unity or close to unity.

Considering that the ratio of g N g N1 2 2 1/  [Eq. (14)] could be greater than unity does not fol-
low from normal thermodynamic equilibrium considerations [Eq. (12)] since it would represent 
a population ratio that could never exist in thermal equilibrium. When Eq. (14) is satisfied and 
amplification of the beam occurs, the medium is said to have gain or amplification. The factor 
σ 21 2 2 1 1( ( ) )N g g N− /  or σ 21 21ΔN  is often referred to as the gain coefficient g21 and is given in units of 
m−1 such that g N21 21 21=σ Δ . Typical values of σ 21,  ΔN21, and g21 are given in Table 1 for a variety 
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16.10  SOURCES

of lasers. The term g21  is also referred to as the small-signal gain coefficient since it is the gain coef-
ficient determined when the laser beam intensity within the laser gain medium is small enough that 
stimulated emission does not significantly alter the populations in the laser levels.

Gain Saturation2

It was stated in the previous section that Eq. (14) is a necessary condition for making a laser but 
it is not a sufficient condition. For example, a medium might satisfy Eq. (14) by having a gain of 
e g L21 10 10≈ − , but this would not be sufficient to allow any reasonable beam to develop. Lasers gener-
ally start by having a pumping process that produces enough population in level 2 to create a popu-
lation inversion with respect to level 1. As the population decays from level 2, radiation occurs spon-
taneously on the transition from level 2 to level 1 equally in all directions within the gain medium. 
In most of the directions very little gain or enhancement of the spontaneous emission occurs, since 
the length is not sufficient to cause significant growth according to Eq. (8). It is only in the elongated 
direction of the amplifier, with a much greater length, that significant gain exists and, consequently, 
the spontaneous emission is significantly enhanced. The requirement for a laser beam to develop in 
the elongated direction is that the exponent of Eq. (8) be large enough for the beam to grow to the 
point where it begins to significantly reduce the population in level 2 by stimulated emission. The 
beam will eventually grow, according to Eq. (8), to an intensity such that the stimulated emission 
rate is equal to the spontaneous emission rate. At that point the beam is said to reach its saturation 
intensity I sat , which is given by

  I
hv

Hsat = 21

21 21σ τ
  (15)

The saturation intensity is that value at which the beam can no longer grow exponentially 
according to Eq. (8) because there are no longer enough atoms in level 2 to provide the additional 
gain. When the beam grows above I sat it begins to extract significant energy since at this point the 
stimulated emission rate exceeds the spontaneous emission rate for that transition. The beam essen-
tially takes energy that would normally be radiated in all directions spontaneously and redirects it 
via stimulated emission, thereby increasing the beam intensity.

Threshold Conditions with No Mirrors 

I sat can be achieved by having any combination of values of the three parameters σ 21 21
H N, ,Δ  and L

large enough that their product provides sufficient gain. It turns out that the requirement to reach 
I sat can be given by making the exponent of Eq. (8) have the following range of values:

  σ 21 21 2110 20 10 20H HN L g LΔ ≈ − ≈ −or   (16)

where the specific value between 10 and 20 is determined by the geometry of the laser cavity. 
Equation (16) suggests that the beam grows to a value of I I eo/ = = × − ×−10 20 4 82 10 5 10 , which is a 
very large amplification.

Threshold Conditions with Mirrors

One could conceivably make L sufficiently long to always satisfy Eq. (16), but this is not practical. 
Some lasers can reach the saturation intensity over a length L of a few centimeters, but most require 
much longer lengths. Since one cannot readily extend the lasing medium to be long enough to 
achieve Lsat ,  the same result is obtained by putting mirrors around the gain medium. This effec-
tively increases the path length by having the beam pass many times through the amplifier.
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LASERS 16.11

A simple understanding of how the mirrors affect the beam is shown in Fig. 5. The diagram 
effectively shows how multiple passes through the amplifier can be considered for the situation 
where flat mirrors are used at the ends of the amplifier. The dashed outlines that are the same size 
as the gain media represent the images of those gain media produced by their reflections in the mir-
rors. It can be seen that as the beam makes multiple passes, its divergence narrows up significantly in 
addition to the large increase in intensity that occurs due to amplification. For high-gain lasers, such 
as excimer or organic dye lasers, the beam only need pass through the amplifier a few times to reach 
saturation. For low-gain lasers, such as the helium-neon laser, it might take 500 passes through the 
amplifier in order to reach I sat .  

The laser beam that emerges from the laser is usually coupled out of the amplifier by having a 
partially transmitting mirror at one end of the amplifier which typically reflects most of the beam 
back into the medium for more growth. To ensure that the beam develops, the transmission of the 
output coupling mirror (as it is usually referred to) must be lower than the gain incurred by the 
beam during a round-trip pass through the amplifier. If the transmission is higher than the round-
trip gain, the beam undergoes no net amplification. It simply never develops. Thus a relationship 
that describes the threshold for laser oscillation balances the laser gain with the cavity losses. In the 
most simplified form, those losses are due to the mirrors having a reflectivity less than unity. Thus, 
for a round-trip pass-through the laser cavity, the threshold for inversion can be expressed as

  R R e R R eN L g L
1 2

2
1 2

221 21 211 1σ Δ > >or   (17a)

which is a similar requirement to that of Eq. (16) since it defines the minimum gain requirements 
for a laser.

A more general version of Eq. (17a) can be expressed as

  R R a e R R a eL
N L

L
g

1 2
2 2

2
21 1 121 21( ) ( )( ) (− = −−σ αΔ or 1

221 2 1− =α) L   (17b)

in which we have included a distributed absorption α  throughout the length of the gain medium at 
the laser wavelength, as well as the total scattering losses aL  per pass through the cavity (excluding 
the gain medium and the mirror surfaces). The absorption loss α  is essentially a separate absorb-
ing transition within the gain medium that could be a separate molecule as in an excimer laser, 

FIGURE 5 Laser beam divergence for amplifier configurations having high gain and 
(a) no mirrors or (b) one mirror, and high or low gain and (c) two mirrors.
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absorption from either the ground state or from the triplet state in a dye laser, or absorption from 
the ground state in the broadband tunable solid-state lasers and in semiconductor lasers or from the 
upper laser state in most solid-state lasers. The scattering losses aL , per pass, would include scatter-
ing at the windows of the gain medium, such as Brewster angle windows, or scattering losses from 
other elements that are inserted within the cavity. These are typically of the order of one or two 
percent or less.

Laser Operation above Threshold

Significant power output is achieved by operating the laser at a gain greater than the threshold value 
defined above in Eqs. (16) and (17). For such a situation, the higher gain that would normally be 
produced by increased pumping is reduced to the threshold value by stimulated emission. The addi-
tional energy obtained from the reduced population inversion is transferred to the laser beam in 
the form of increased laser power. If the laser has low gain, as most cw (continuously operating) gas 
lasers do, the gain and also the power output tend to stabilize rather readily.

For solid-state lasers, which tend to have higher gain and also a long upper-laser-level lifetime, 
a phenomenon known as relaxation oscillations7 occurs in the laser output. For pulsed (non-Q-
switched) lasers in which the gain lasts for many microseconds, these oscillations occur in the form 
of a regularly repeated spiked laser output superimposed on a lower steady-state value. For cw lasers 
it takes the form of a sinusoidal oscillation of the output. The phenomenon is caused by an oscilla-
tion of the gain due to the interchange of pumped energy between the upper laser level and the laser 
field in the cavity. This effect can be controlled by using an active feedback mechanism, in the form 
of an intensity-dependent loss, in the laser cavity.

Laser mirrors not only provide the additional length required for the laser beam to reach I sat , 
but they also provide very important resonant cavity effects that will be discussed in a later section. 
Using mirrors at the ends of the laser gain medium (or amplifier) is referred to as having the gain 
medium located within an optical cavity.

How Population Inversions Are Achieved4

It was mentioned earlier that population inversions are not easily achieved in normal situations. All 
types of matter tend to be driven toward thermal equilibrium. From an energy-level standpoint, to 
be in thermal equilibrium implies that the ratio of the populations of two excited states of a par-
ticular material, whether it be a gaseous, liquid, or solid material, is described by Eq. (12). For any 
finite value of the temperature this leads to a value of N g g N2 2 1 1/ /( )  that is always less than unity 
and therefore Eq. (14) can never be satisfied under conditions of thermal equilibrium. Population 
inversions are therefore produced in either one of two ways: (1) selective excitation (pumping) of 
the upper-laser-level 2, or (2) more rapid decay of the population of the lower-laser-level 1 than of 
the upper-laser-level 2, even if they are both populated by the same pumping process.

The first requirement mentioned above was met in producing the very first laser, the ruby laser.5 
In this laser the flash lamp selectively pumped chromium atoms to the upper laser level (through 
an intermediate level) until the ground state (lower laser level) was depleted enough to produce the 
inversion (Fig. 6). Another laser that uses this selective pumping process is the copper vapor laser6 
(CVL). In this case, electrons in a gaseous discharge containing the copper vapor have a much pre-
ferred probability of pumping the upper laser level than the lower laser level (Fig. 7). Both of these 
lasers involve essentially three levels.

The second type of excitation is used for most solid-state lasers, such as the Nd3+ doped yttrium 
aluminum garnet laser7 (commonly referred to as the Nd:YAG laser), for organic dye lasers,8 and 
many others. It is probably the most common mechanism used to achieve the necessary population 
inversion. This process involves four level2 (although it can include more) and generally occurs via 
excitation from the ground state 0 to an excited state 3 which energetically lies above the upper-
laser-level 2. The population then decays from level 3 to level 2 by nonradiative processes (such as 

16_Bass_v2ch16_p001-038.indd 16.12 8/24/09 5:35:20 PM

DO
 N

OT
 D

UP
LI

CA
TE



LASERS 16.13

collisional processes in gases), but can also decay radiatively to level 2. If the proper choice of mate-
rials has been made, the lower-laser-level 1 in some systems will decay rapidly to the ground state 
(level 0) which allows the condition N g g N2 2 1 1>( )/  to be satisfied. This situation is shown in Fig. 8 
for an Nd:YAG laser crystal.

Optimization of the Output Coupling from a Laser Cavity9

A laser will operate with any combination of mirror reflectivities subject to the constraints of the 
threshold condition of Eq. (17a or b). However, since lasers are devices that are designed to use the 
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FIGURE 6 Energy-level diagram for a ruby laser showing the pump 
wavelength bands and the laser transition. The symbols 4

1T  and 4
2T  are 

shown as the appropriate designations for the pumping levels in ruby along 
with the more traditional designations in parenthesis.
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FIGURE 7 Energy-level diagrams of the transient three-level 
copper and lead vapor lasers showing the pump processes as well as 
the laser transitions.
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FIGURE 8 Energy-level diagram of the Nd:YAG laser indicating the 
four-level laser excitation process.
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laser power in various applications, it is desirable to extract the most power from the laser in the 
most efficient manner. A simple expression for the optimum laser output coupling is given as

  t a g L aL Lopt
/= −( )21

1 2   (18)

in which aL is the absorption and scattering losses per pass through the amplifier (the same as in 
Eq. (17a and b), g21 is the small signal gain per pass through the amplifier, and L is the length of the 
gain medium. This value of topt is obtained by assuming that equal output couplings are used for 
both mirrors at the ends of the cavity. To obtain all of the power from one end of the laser, the output 
transmission must be doubled for one mirror and the other mirror is made to be a high reflector.

The intensity of the beam that would be emitted from the output mirror can be estimated to be

  I
I t

at
L

max
= sat opt

2

2
  (19)

in which I sat  is the saturation intensity as obtained from Eq. (15). If all of the power is desired from 
one end of the laser, as discussed above, then Itmax

 would be doubled in the above expression.

Pumping Techniques to Produce Inversions

Excitation or pumping of the upper laser level generally occurs by two techniques: (1) particle 
pumping and (2) optical or photon pumping. No matter which process is used, the goal is to achieve 
sufficient pumping flux and, consequently enough, population in the upper-laser-level 2 to exceed 
the requirements of either Eq. (16) or Eq. (17).

Particle Pumping 20 Particle pumping occurs when a high-speed particle collides with a laser species 
and converts its kinetic energy to internal energy of the laser species. Particle pumping occurs mostly 
with electrons as the pumping particles. This is especially common in a gas discharge where a voltage 
is applied across a low-pressure gas and the electrons flow through the tube in the form of a discharge 
current that can range from a few milliamps to tens of amperes, depending upon the particular laser 
and the power level desired. This type of excitation process is used for lasers such as the argon (Fig. 9) 
and krypton ion lasers, the copper vapor laser, excimer lasers, and the molecular nitrogen laser.
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LASERS 16.15

Two other well-known gas lasers, the helium-neon laser and the helium-cadmium laser, operate 
in a gas discharge containing a mixture of helium gas and the laser species (neon gas or cadmium 
vapor). When an electric current is produced within the discharge, the high-speed electrons first 
pump an excited metastable state in helium (essentially a storage reservoir). The energy is then 
transferred from this reservoir to the upper laser levels of neon or cadmium by collisions of the 
helium metastable level with the neon or cadmium ground-state atoms as shown in Fig. 10. Electron 
collisions with the cadmium ion ground state have also been shown to produce excitation in the case 
of the helium-cadmium laser.

FIGURE 9 Energy-level diagram of the argon ion 
laser indicating the two-step excitation process.
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FIGURE 10 Energy-level diagrams of the helium-neon (He-Ne) laser and 
the helium-cadmium (He-Cd) laser that also include the helium metastable 
energy levels that transfer their energy to the upper laser levels by collisions.

16_Bass_v2ch16_p001-038.indd 16.15 8/24/09 5:35:21 PM

DO
 N

OT
 D

UP
LI

CA
TE
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In an energy-transfer process similar to that of helium with neon or cadmium, the CO2 laser 
operates by using electrons of the gas discharge to produce excitation of molecular nitrogen vibra-
tional levels that subsequently transfer their energy to the vibrational upper laser levels of CO2 as 
indicated in Fig. 11. Helium is used in the CO2 laser to control the electron temperature and also to 
cool (reduce) the population of the lower laser level via collisions of helium atoms with CO2 atoms 
in the lower laser level.

High-energy electron beams and even nuclear reactor particles have also been used for particle 
pumping of lasers, but such techniques are not normally used in commercial laser devices.

Optical Pumping 7 Optical pumping involves the process of focusing light into the gain medium 
at the appropriate wavelength such that the gain medium will absorb most (or all) of the light and 
thereby pump that energy into the upper laser level as shown in Fig. 12. The selectivity in pumping 
the laser level with an optical pumping process is determined by choosing a gain medium having 
significant absorption at a wavelength at which a suitable pump light source is available. This of 
course implies that the absorbing wavelengths provide efficient pumping pathways to the upper laser 
level. Optical pumping requires very intense pumping light sources, including flash lamps and other 
lasers. Lasers that are produced by optical pumping include organic dye lasers and solid-state lasers. 
The two types of energy level arrangements for producing lasers via optical pumping were described 
in detail in the section “How Population Inversions Are Achieved” and shown in Figs. 6 and 8.

Flash lamps used in optically pumped laser systems are typically long, cylindrically shaped, 
fused quartz structures of a few millimeters to a few centimeters in diameter and 10 to 50 cm in 

FIGURE 11 Energy-level diagram of the carbon dioxide (CO2) 
laser along with the energy level of molecular nitrogen that collision-
ally transfers its energy to the CO2 upper laser level.
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FIGURE 12 A general diagram show-
ing optical pumping of the upper laser level.
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length. The lamps are filled with gases such as xenon and are initiated by running an electrical cur-
rent through the gas. The light is concentrated into the lasing medium by using elliptically shaped 
reflecting cavities that surround both the laser medium and the flash lamps as shown in Fig. 13. 
These cavities efficiently collect and transfer to the laser rod most of the lamp energy in wavelengths 
within the pump absorbing band of the rod. The most common flash lamp-pumped lasers are Nd:
YAG, Nd:glass, and organic dye lasers. New crystals such as Cr:LiSAF and HoTm:YAG are also ame-
nable to flash lamp pumping.

Solid-state lasers also use energy-transfer processes as part of the pumping sequence in a way 
similar to that of the He-Ne and He-Cd gas lasers. For example, Cr3+ ions are added into neodymium-
doped crystals to improve the absorption of the pumping light. The energy is subsequently trans-
ferred to the Nd3+ laser species. Such a process of adding desirable impurities is known as sensitizing.

Lasers are used as optical pumping sources in situations where (1) it is desirable to be able to 
concentrate the pump energy into a small-gain region or (2) it is useful to have a narrow spectral 
output of the pump source in contrast with the broadband spectral distribution of a flash lamp.

Laser pumping is achieved by either transverse pumping (a direction perpendicular to the direc-
tion of the laser beam) or longitudinal pumping (a direction in the same direction as the emerging 
laser beam). Frequency doubled and tripled pulsed Nd:YAG lasers are used to transversely pump 
organic dye lasers8 that provide continuously tunable laser radiation over the near-ultraviolet, vis-
ible, and near-infrared spectral regions (by changing dyes at appropriate wavelength intervals). For 
transverse pumping, the pump lasers are typically focused into the dye medium with a cylindrical 
lens to provide a 1- to 2-cm-long (but very narrow) gain medium in the liquid dye solution. The dye 
concentration is adjusted to absorb the pump light within a millimeter or so into the dye cell to pro-
vide the very high concentration of gain near the surface of the cell.

Both cw and mode-locked argon ion lasers and Nd:YAG lasers are typically used for longitudinal 
or end pumping of cw and/or mode-locked organic dye lasers and also of solid-state gain media. In 
this pumping arrangement the pump laser is focused into a very thin gain region, which is provided 
by either a thin jet stream of flowing dye solution (Fig. 14) or a solid-state crystal such as Ti:Al2O3. 

Laser 
rod

Foci
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Elliptical

Helical 
lamp

Linear 
lamp

Circular

Linear 
lamp

Linear 
lamp

Linear 
lamp

Laser 
rod

Laser 
rod

Laser 
rod

Reflective 
cavity

Reflective 
cavity

FIGURE 13 Flash lamp pumping arrangements for solid-state laser rods showing the use of helical 
lamps as well as linear lamps in a circular cavity, a single elliptical cavity, and a double elliptical cavity.
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16.18  SOURCES

The thin gain medium is used, in the case of the generation of ultrashort mode-locked pulses, so 
as to allow precise timing of the short-duration pump pulses with the ultrashort laser pulses that 
develop within the gain medium as they travel within the optical cavity.

Thin-disk lasers are diode-pumped solid-state lasers that efficiently produce high output power 
with good beam quality. Such lasers have gain media with a very short axial dimension of several 
hundred microns and wide transverse dimensions of several centimeters. The disks are antireflection 
coated for both the lasing and pumping wavelengths on the front side and a high reflection coating 
on the rear side. The laser crystal is mounted on a heat sink to efficiently remove the wasted heat of 
the pumping process. An output coupling mirror is mounted in front of the disk to provide multiple 
passes of the beam through the gain medium, for maximum power extraction, and to provide good 
mode quality. Yb:YAG is the most successful laser material for this type of laser.

Gallium arsenide semiconductor diode lasers, operating at wavelengths around 0.8 μm, can be 
effectively used to pump Nd:YAG lasers because the laser wavelength is near that of the strongest 
absorption feature of the pump band of the Nd:YAG laser crystal, thereby minimizing excess heat-
ing of the laser medium. Also, the diode lasers are very efficient light sources that can be precisely 
focused into the desired mode volume of a small Nd:YAG crystal (Fig. 15a) which results in minimal 
waste of the pump light. Figure 15b shows how close-coupling of the pump laser and the Nd:YAG 
crystal can be used to provide compact efficient diode laser pumping. The infrared output of the 
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Laser beam path

Laser pump

t

FIGURE 14 End-pumping cavity 
arrangement for either organic dye lasers or 
solid-state lasers.
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FIGURE 15 Pumping arrangements for diode-pumped Nd:YAG lasers 
showing both (a) standard pumping using an imaging lens and (b) close-
coupled pumping in which the diode is located adjacent to the laser crystal.
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LASERS 16.19

Nd:YAG laser can then also be frequency doubled as indicated in Fig. 15a, using nonlinear optical 
techniques to produce a green laser beam in a relatively compact package.

Semiconductor Diode Laser Pumping Semiconductor laser pumping occurs when electrons are 
made to flow from an n-type semiconductor to a p-type semiconductor. In this case, as opposed 
to particle pumping described previously, it is not the kinetic energy of the electrons that does the 
excitation. Instead, it is the electrons themselves flowing into a p-doped material that produces the 
inversion. An analogy might be the water in a mountain region approaching a waterfall. The water 
is already at the upper energy site and loses its energy when it cascades down the waterfall. In the 
same sense, the electrons already have sufficient potential energy when they are pulled into the p-type 
material via an external electric field. Once they arrive, a population inversion exists where they 
recombine with the holes and cascade downward to produce the recombination radiation.

16.4 LASER PROPERTIES ASSOCIATED WITH 
OPTICAL CAVITIES OR RESONATORS

Longitudinal Laser Modes1,2

When a collimated optical beam of infinite lateral extent (a plane wave) passes through two reflect-
ing surfaces of reflectivity R and also of infinite extent that are placed normal (or nearly normal) 
to the beam and separated by a distance d, as shown in Fig. 16a, the plot of transmission versus 
wavelength for the light as it emerges from the second reflecting surface is shown in Fig. 16b. The 
transmission reaches a maximum of 100 percent (if there are no absorption losses at the reflecting 
surfaces) at frequency spacings of Δv c d= /2η  where c is the speed of light in a vacuum, and h is the 
index of refraction of the medium between the mirrors. This frequency-selective optical device is 
known as a Fabry-Perot interferometer and has many useful applications in optics.

FIGURE 16 Fabry-Perot optical cavity consisting of two plane-parallel mirrors with a specific 
reflectivity separated by a distance d indicating the frequency spacing of longitudinal modes.
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16.20  SOURCES

The transmission through this device, as shown in Fig. 16b is enhanced at regular frequency 
or wavelength intervals due to the development of standing waves that resonate within the optical 
cavity. The enhancement occurs at frequencies (or wavelengths) at which complete sinusoidal half-
cycles of the electromagnetic wave exactly “fit” between the mirrors such that the value of the elec-
tric field of the wave is zero at the mirror surfaces.

If a laser amplifier is placed between two mirrors in the same arrangement as described above, 
the same standing waves tend to be enhanced at frequency intervals of

  v n c d= ( )/2η   (20)

where n is an integer that indicates the number of half wavelengths of the laser light that fit within 
the spacing d of the two mirrors. In a typical laser operating in the visible spectral region, n would 
be of the order of 30,000 to 40,000. In such a laser, the output of the laser beam emerging from the 
cavity is very strongly enhanced at the resonant wavelengths as shown in Fig. 17, since these are the 
wavelengths that have the lowest loss within the cavity. The widths of the resonances shown in Fig. 17 
are those of a passive Fabry-Perot cavity. When an active gain medium is placed within the cavity, 
the linewidth of the beam that is continually amplified as it reflects back and forth between the mirrors 
is narrowed even further.

These enhanced regions of very narrow frequency output are known as longitudinal modes of the 
laser. They are referred to as modes since they represent discrete values of frequency associated with 
the integral values of n at which laser output occurs. Lasers operating on a single longitudinal mode 
with ultrastable cavities and ultrahigh reflectivity mirrors have generated linewidths as narrow as a 
few hundred hertz or less. Since the longitudinal or temporal coherence length of a beam of light is 
determined by c v/Δ , a very narrow laser linewidth can provide an extremely long coherence length 
and thus a very coherent beam of light.

For a typical gas laser (not including excimer lasers), the laser gain bandwidth is of the order of 
10 109 10to  Hz. Thus, for a laser mirror cavity length of 0.5 m, the mode spacing would be of the order 
of 300 MHz and there would be anywhere from 3 to 30 longitudinal modes operating within the laser 
cavity. For an organic dye laser or a broadband solid-state laser, such as a Ti:Al2O3 laser, there could 
be as many as one million distinct longitudinal modes, each of a slightly different frequency than the 
next one, oscillating at the same time. However, if mode-locking is not present, typically only one or 
a few modes will dominate the laser output of a homogeneously broadened laser gain medium.

Transverse Laser Modes11–14

The previous section considered the implications of having a collimated or parallel beam of light 
of infinite lateral extent pass through two infinite reflecting surfaces that are arranged normal to 
the direction of propagation of the beam and separated by a specific distance d. We must now 

Fully reflecting mirror Partially transmitting mirror

Modes 
coincide 
in direction

Two distinct 
longitudinal modes 
(different wavelengths)

Gain medium

FIGURE 17 Laser resonator showing two distinct longitudinal modes traveling in the 
same direction but with slightly different frequencies.
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consider the consequences of having the light originate within the space between the two mirrors in 
an amplifier that has only a very narrow lateral extent limited by either the diameter of the mirrors 
or by the diameter of the amplifying medium. The beam evolves from the spontaneous emission 
within the gain medium and eventually becomes a nearly collimated beam when it reaches I sat since 
only rays traveling in a very limited range of directions normal to the laser mirrors will experience 
enough reflections to reach I sat . The fact that the beam has a restricted aperture in the direction 
transverse to the direction of propagation causes it to evolve with a slight transverse component due 
to diffraction, which effectively causes the beam to diverge. This slight divergence actually consists of 
one or more distinctly separate beams that can operate individually or in combination.

These separate beams that propagate in the z direction are referred to as transverse modes as 
shown in Fig. 18. They are characterized by the various lateral spatial distributions of the electric 
field vector E(x, y) in the x-y directions as they emerge from the laser. These transverse amplitude 
distributions for the waves can be described by the relationship.
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⎠
⎟ − +2 2 2 2 22  (21)

In this solution, p and q are positive integers ranging from zero to infinity that designate the differ-
ent modes which are associated with the order of the Hermite polynomials. Thus every set of p, q 
represents a specific distribution of wave amplitude at one of the mirrors, or a specific transverse 
mode of the open-walled cavity. We can list several Hermite polynomials as follows:
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The spatial intensity distribution would be obtained by squaring the amplitude distribution func-
tion of Eq. (21). The transverse modes are designated TEM for transverse electromagnetic. The 
lowest order mode is given by TEM00. It could also be written as TEMn00 in which n would designate 
the longitudinal mode number [Eq. (20)]. Since this number is generally very large for optical fre-
quencies, it is not normally given.

The lowest order TEM00 mode has a circular distribution with a gaussian shape (often referred 
to as the gaussian mode) and has the smallest divergence of any of the transverse modes. Such a 
mode can be focused to a spot size with dimensions of the order of the wavelength of the beam. It 
has a minimum width or waist 2wo that is typically located between the laser mirrors (determined 
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FIGURE 18 Laser resonator showing two distinct transverse modes traveling in different 
directions with slightly different frequencies.
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by the mirror curvatures and separation) and expands symmetrically in opposite directions from 
that minimum waist according to the following equation:
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where w(z) is the beam waist at any location z measured from wo ,η  is the index of refraction of the 
medium, and z wo o=ηπ λ2 /  is the distance over which the beam waist expands to a value of 2wo. 

The waist w(z) at any location, as shown in Fig. 19, describes the transverse dimension within 
which the electric field distribution of the beam decreases to a value of 37 percent (1/e) of its maxi-
mum on the beam axis and within which 86.5 percent of the beam energy is contained. The TEM00 
mode would have an intensity distribution that is proportional to the square of Eq. (21) for p q= = 0 
and, since it is symmetrical around the axis of propagation, it would have a cylindrically symmetric 
distribution of the form

  I r z I eo
r w z( , ) ( )= −2 2 2/   (24)

where Io  is the intensity on the beam axis.
The beam also has a wavefront curvature given by
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which is indicated in Fig. 19, and a far-field angular divergence given by
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For a symmetrical cavity formed by two mirrors, each of radius of curvature R, separated by a dis-
tance d and in a medium in which η =1 the minimum beam waist wo  is given by
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FIGURE 19 Parameters of a gaussian-shaped beam which are the features of a TEM00 transverse 
laser mode.
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and the radius of curvature rc  of the wavefront is

  r z
d R d

zc = +
−( )2

4
  (28)

For a confocal resonator in which R d wo= ,  is given by

 w
d

o =
λ
π2

 (29)

and the beam waist (spot size) at each mirror located a distance d/2 from the minimum is

 w
d

=
λ
π

 (30)

Thus, for a confocal resonator, w(d/2) at each of the mirrors is equal to 2wo  and thus at that loca-
tion, z zo= .  The distance between mirrors for such a cavity configuration is referred to as the confo-
cal parameter b such that b zo= 2 . In a stable resonator, the curvature of the wavefront at the mirrors, 
according to Eqs. (25) and (28), exactly matches the curvature of the mirrors as shown in Fig. 20.

Each individual transverse mode of the beam is produced by traveling a specific path between 
the laser mirrors such that, as it passes from one mirror to the other and returns, the gain it receives 
from the amplifier is at least as great as the total losses of the mirror, as indicated from Eq. (17), plus 
the additional diffraction losses produced by either the finite lateral extent of the laser mirrors or the 
finite diameter of the laser amplifier or some other optical aperture placed in the system, whichever 
is smaller. Thus the TEM00 mode is produced by a beam passing straight down the axis of the reso-
nator as indicated in Fig. 19.

Laser Resonator Configurations and Cavity Stability4,14

There are a variety of resonator configurations that can be used for lasers. The use of slightly curved 
mirrors leads to much lower diffraction losses of the transverse modes than do plane parallel mir-
rors, and they also have much less stringent alignment tolerances. Therefore, most lasers use curved 
mirrors for the optical cavity. For a cavity with two mirrors of curvature R1 and R2, and a separation 
distance d, a number of possible cavity configurations are shown in Fig. 21.

Beam profile

Mirrors

Curved 
wavefront

FIGURE 20 A stable laser resonator indicating the beam profile at vari-
ous locations along the beam axis as well as the wavefront at the mirrors that 
matches the curvature of the mirrors.
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A relationship between the radii of curvature and the separation between mirrors can be defined as

  g
d

R
g

d

R1
1 2

1 1= − = −and 2   (31)

such that the condition for stable transverse modes is given by

  0 11 2< <g g   (32)

FIGURE 21 Possible two-mirror laser cavity configurations indicating 
the relationship of the radii of curvature of the mirrors with respect to the 
separation between mirrors.
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(f) Hemispherical

R2 = ∞R1 = d
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A stable mode is a beam that can be maintained with a steady output and profile over a relatively 
long period of time. It results from a cavity configuration that concentrates the beam toward the 
resonator axis in a regular pattern as it traverses back and forth within the cavity, rather than allow-
ing it to diverge and escape from the resonator. In considering the various possible combinations of 
curved mirror cavities, one must keep the relation between the curvatures and mirror separation d
within the stable regions of the graph, as shown in Fig. 22, in order to produce stable modes. Thus it 
can be seen from Fig. 22 that not all configurations shown in Fig. 21 are stable. For example, the pla-
nar, confocal, and concentric arrangements are just on the edge of stability according to Fig. 22.

There may be several transverse modes oscillating simultaneously “within” a single longitudinal 
mode. Each transverse mode can have the same value of n [Eq. (20)] but will have a slightly different 
value of d as it travels a different optical path between the resonator mirrors, thereby generating a 
slight frequency shift from that of an adjacent transverse mode. For most optical cavities, the mode 
that operates most easily is the TEM00 mode, since it travels a direct path along the axis of the gain 
medium.

16.5 SPECIAL LASER CAVITIES

Unstable Resonators14

A laser that is operating in a TEM00 mode, as outlined above, typically has a beam within the 
laser cavity that is relatively narrow in width compared to the cavity length. Thus, if a laser with a 
relatively wide gain region is used, to obtain more energy in the output beam, it is not possible to 
extract the energy from that entire region from a typically very narrow low-order gaussian mode. 

FIGURE 22 Stability diagram for two-mirror laser 
cavities indicating the shaded regions where stable cavities 
exist.
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A class of resonators has been developed that can extract the energy from such wide laser volumes 
and also produce a beam with a nearly gaussian profile that makes it easily focusable. These resona-
tors do not meet the criteria for stability, as outlined above, but still provide a good beam quality for 
some types of lasers. This class of resonators is referred to as unstable resonators.

Unstable resonators are typically used with high-gain laser media under conditions such that 
only a few passes through the amplifier will allow the beam to reach the saturation intensity and 
thus extract useful energy. A diagram of two unstable resonator cavity configurations is shown 
in Fig. 23. Figure 23b is the positive branch confocal geometry and is one of the most common 
unstable resonator configurations. In this arrangement, the small mirror has a convex shape and the 
large mirror a concave shape with a separation of length d such that R R d2 1 2− = . With this configu-
ration, any ray traveling parallel to the axis from left to right that intercepts the small convex mirror 
will diverge toward the large convex mirror as though it came from the focus of that mirror. The 
beam then reflects off of the larger mirror and continues to the right as a beam parallel to the axis. 
It emerges as a reasonably well-collimated beam with a hole in the center (due to the obscuration of 
the small mirror). The beam is designed to reach the saturation intensity when it arrives at the large 
mirror and will therefore proceed to extract energy as it makes its final pass through the amplifier. 
In the far field, the beam is near gaussian in shape, which allows it to be propagated and focused 
according to the equations described in the previous section. A number of different unstable resona-
tor configurations can be found in the literature for specialized applications.

Q-Switching15

A typical laser, after the pumping or excitation is first applied, will reach the saturation intensity in 
a time period ranging from approximately 10 ns to 1 μs, depending upon the value of the gain in 
the medium. For lasers such as solid-state lasers the upper-laser-level lifetime is considerably longer 
than this time (typically 50 to 200 μs). It is possible to store and accumulate energy in the form of 
population in the upper laser level for a time duration of the order of that upper-level lifetime. If 
the laser cavity could be obscured during this pumping time and then suddenly switched into the 
system at a time order of the upper-laser-level lifetime, it would be possible for the gain, as well as 

FIGURE 23 Unstable resonator cavity configurations 
showing both the negative and positive branch confocal cavities.

Negative branch confocal

Positive branch confocal
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the laser energy, to reach a much larger value than it normally would under steady-state conditions. 
This would produce a “giant” laser pulse of energy from the system.

Such a technique can in fact be realized and is referred to as Q-switching to suggest that the cav-
ity Q is changed or switched into place. The cavity is switched on by using either a rapidly rotating 
mirror or an electro-optic shutter such as a Pockel cell or a Kerr cell. Nd:YAG and Nd:glass lasers are 
the most common Q-switched lasers. A diagram of the sequence of events involved in Q-switching is 
shown in Fig. 24.

Another technique that is similar to Q-switching is referred to as cavity dumping. With this tech-
nique, the intense laser beam inside of a normal laser cavity is rapidly switched out of the cavity by 
a device such as an acousto-optic modulator. Such a device is inserted at Brewster’s angle inside the 
cavity and is normally transparent to the laser beam. When the device is activated, it rapidly inserts a 
high-reflecting surface into the cavity and reflects the beam out of the cavity. Since the beam can be as 
much as two orders of magnitude higher in intensity within the cavity than that which leaks through 
an output mirror, it is possible to extract high power on a pulsed basis with such a technique.

Mode-Locking14

In the discussion of longitudinal modes it was indicated that such modes of intense laser output 
occur at regularly spaced frequency intervals of Δv c d= /2η  over the gain bandwidth of the laser 
medium. For laser cavity lengths of the order of 10 to 100 cm these frequency intervals range from 
approximately 108 to 109 Hz. Under normal laser operation, specific modes with the highest gain 

FIGURE 24 Schematic diagram of a Q-switched laser indicating how 
the loss is switched out of the cavity and a gaint laser pulse is produced as 
the gain builds up.
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tend to dominate and quench other modes (especially if the gain medium is homogeneously broad-
ened). However, under certain conditions it is possible to obtain all of the longitudinal modes lasing 
simultaneously, as shown in Fig. 25a. If this occurs, and the modes are all phased together so that 
they can act in concert by constructively and destructively interfering with each other, it is possible 
to produce a series of giant pulses separated in a time Δt  of

  Δt d c= 2η /   (33)

or approximately 1 to 10 ns for the cavity lengths mentioned above (see Fig. 25b). The pulse dura-
tion is approximately the reciprocal of the separation between the two extreme longitudinal laser 
modes or

  Δ
Δ

t
n vp =

1
  (34)

as can also be seen in Fig. 25b. This pulse duration is approximately the reciprocal of the laser gain 
bandwidth. However, if the index of refraction varies significantly over the gain bandwidth, then all 
of the frequencies are not equally spaced and the mode-locked pulse duration will occur only within 
the frequency width over which the frequency separations are approximately the same.

Frequency domain

All modes in phase
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FIGURE 25 Diagrams in both the frequency and time domains 
of how mode-locking is produced by phasing n longitudinal modes 
together to produce an ultrashort laser pulse.
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The narrowest pulses are produced from lasers having the largest gain bandwidth such as organic 
dye lasers, and solid-state lasers including Ti:Al2O3, Cr:Al2O3, and Cr:LiSAlF. The shortest mode-
locked pulses to date, 4 4 10 15. × −  seconds, have been produced in Ti:sapphire at a center wavelength 
of 820 nm at a rep rate of 80 MHz. Using pulse compression techniques, such pulses have been 
made as short as 3 5 10 15. × −  seconds.

Such short-pulse operation is referred to as mode-locking and is achieved by inserting a very 
fast shutter within the cavity which is opened and closed at the intervals of the round-trip time of 
the short laser pulse within the cavity. This shutter coordinates the time at which all of the modes 
arrive at the mirror and thus brings them all into phase at that location. Electro-optic shutters, 
short duration gain pumping by another mode-locked laser, or passive saturable absorbers are 
techniques that can serve as the fast shutter. The second technique, short-duration gain pumping, 
is referred to as synchronous pumping. Three fast saturable absorber shutter techniques for solid-
state lasers include colliding pulse mode-locking,16 additive pulse mode-locking,17 and Kerr lens 
mode-locking.18

Extremely short soft-x-ray pulses have also been produced via the interaction of intense laser 
beams with atoms. These pulses have been made as short as 70 as (70 10 18× −  seconds).

Distributed Feedback Lasers19

The typical method of obtaining feedback into the laser gain medium is to have the mirrors 
located at the ends of the amplifier as discussed previously. It is also possible, however, to provide 
the reflectivity within the amplifying medium in the form of a periodic variation of either the gain 
or the index of refraction throughout the medium. This process is referred to as distributed feed-
back (DFB). Such feedback methods are particularly effective in semiconductor lasers in which 
the gain is high and the fabrication of periodic variations is not difficult. The reader is referred 
to the reference section at the end of this chapter for further information concerning this type of 
feedback.

Ring Lasers14

Ring lasers are lasers that have an optical path within the cavity that involves the beam circulating in 
a loop rather than passing back and forth over the same path. This requires optical cavities that have 
more than two mirrors. The laser beam within the cavity consists of two waves traveling in opposite 
directions with separate and independent resonances within the cavity. In some instances an optical 
device is placed within the cavity that provides a unidirectional loss. This loss suppresses one of the 
beams, allowing the beam propagating in the other direction to become dominant. The laser output 
then consists of a traveling wave instead of a standing wave and therefore there are no longitudinal 
modes. Such an arrangement also eliminates the variation of the gain due to the standing waves in 
the cavity (spatial hole burning), and thus the beam tends to be more homogeneous than that of a 
normal standing-wave cavity. Ring lasers are useful for producing ultrashort mode-locked pulses 
and also for use in laser gyroscopes as stable reference sources.

16.6 SPECIFIC TYPES OF LASERS

Lasers can be categorized in several different ways including wavelength, material type, and applica-
tions. In this section we will summarize them by material type such as gas, liquid, solid-state, and 
semiconductor lasers. We will include only lasers that are available commercially since such lasers 
now provide a very wide range of available wavelengths and powers without having to consider spe-
cial laboratory lasers.
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Gaseous Laser Gain Media

Helium-Neon Laser10 The helium-neon laser was the first gas laser. The most widely used laser 
output wavelength is a red beam at 632.8 nm with a cw output ranging from 1 to 100 mW and sizes 
ranging from 10 to 100 cm in length. It can also be operated at a wavelength of 543.5 nm for some 
specialized applications. The gain medium is produced by passing a relatively low electrical current 
(10 mA) through a low pressure gaseous discharge tube containing a mixture of helium and neon. 
In this mixture, helium metastable atoms are first excited by electron collisions as shown in Fig. 10. 
The energy is then collisionally transferred to neon atom excited states which serve as upper laser 
levels.

Argon Ion Laser 10 The argon ion laser and the similar krypton ion laser operate over a wide range 
of wavelengths in the visible and near-ultraviolet regions of the spectrum. The wavelengths in argon 
that have the highest power are at 488.0 and 514.5 nm. Power outputs on these laser transitions are 
available up to 20 W cw in sizes ranging from 50 to 200 cm in length. The gain medium is produced 
by running a high electric current (many amperes) through a very low pressure argon or krypton 
gas. The argon atoms must be ionized to the second and third ionization stages (Fig. 9) in order to 
produce the population inversions. As a result, these lasers are inherently inefficient devices.

Helium-Cadmium Laser 10 The helium-cadmium laser operates cw in the blue at 441.6 nm, and 
in the ultraviolet at 353.6 and 325.0 nm with powers ranging from 20 to 200 mW in lasers rang-
ing from 40 to 100 cm in length. The gain medium is produced by heating cadmium metal and 
evaporating it into a gaseous discharge of helium where the laser gain is produced. The excitation 
mechanisms include Penning ionization (helium metastables collide with cadmium atoms) and 
electron collisional ionization within the discharge as indicated in Fig. 10. The laser uses an effect 
known as cataphoresis to transport the cadmium through the discharge and provide the uniform 
gain medium.

Copper Vapor Laser 10 This pulsed laser provides high-average powers of up to 100 W at wave-
lengths of 510.5 and 578.2 nm. The copper laser and other metal vapor lasers of this class, including 
gold and lead lasers, typically operate at a repetition rate of up to 20 kHz with a current pulse dura-
tion of 10 to 50 ns and a laser output of 1 to 10 mJ/pulse. The copper lasers operate at temperatures 
in the range of 1600°C in 2- to 10-cm-diameter temperature-resistant tubes typically 100 to 150 cm in 
length. The lasers are self-heated such that all of the energy losses from the discharge current pro-
vide heat to bring the plasma tube to the required operating temperature. Excitation occurs by elec-
tron collisions with copper atoms vaporized in the plasma tube as indicated in Fig. 7.

Carbon-Dioxide Laser 10 The CO2 laser, operating primarily at a wavelength of 10.6 μm, is one of 
the most powerful lasers in the world, producing cw powers of over 100 kW and pulsed energies of 
up to 10 kJ. It is also available in small versions with powers of up to 100 W from a laser the size of 
a shoe box. CO2 lasers typically operate in a mixture of carbon dioxide, nitrogen, and helium gases. 
Electron collisions excite the metastable levels in nitrogen molecules with subsequent transfer of 
that energy to carbon dioxide laser levels as shown in Fig. 11. The helium gas acts to keep the aver-
age electron energy high in the gas discharge region and to cool or depopulate the lower laser level. 
This laser is one of the most efficient lasers, with conversion from electrical energy to laser energy of 
up to 30 percent.

Excimer Laser 20 The rare gas-halide excimer lasers operate with a pulsed output primarily in the 
ultraviolet spectral region at 351 nm in xenon fluoride, 308 nm in xenon chloride, 248 nm in kryp-
ton fluoride, and 193 nm in argon fluoride. The laser output, with pulse durations of 10 to 50 ns, is 
typically of the order of 0.2 to 1.0 J/pulse at repetition rates up to several hundred hertz. The lasers 
are relatively efficient (1 to 5 percent) and are of a size that would fit on a desktop. The excitation 
occurs via electrons within the discharge colliding with and ionizing the rare gas molecules and at 
the same time disassociating the halogen molecules to form negative halogen ions. These two species 

16_Bass_v2ch16_p001-038.indd 16.30 8/24/09 5:35:30 PM

DO
 N

OT
 D

UP
LI

CA
TE



LASERS 16.31

then combine to form an excited molecular state of the rare gas-halogen molecule which serves as 
the upper laser state. The molecule then radiates at the laser transition and the lower level advan-
tageously disassociates since it is unstable, as shown in Fig. 26, for the ArF excimer molecule. The 
excited laser state is an excited state dimer which is referred to as an excimer state.

X-Ray Laser 21 Laser output in the soft-x-ray spectral region has been produced in plasmas of 
highly ionized ions of a number of atomic species. The highly ionized ions are produced by the 
absorption of powerful solid-state lasers focused onto solid material of the desired atomic species. 
Since mirrors are not available for most of the soft-x-ray laser wavelengths (4 to 30 nm), the gain 
has to be high enough to obtain laser output in a single pass through the laser amplifier [Eq. (16)]. 
The lasers with the highest gain are the selenium laser (Se24+) at 20.6 and 20.9 nm and the germa-
nium laser (Ge22+) at 23.2, 23.6, and 28.6 nm.

Liquid Laser Gain Media

Organic Dye Lasers 8 A dye laser consists of a host or solvent material, such as alcohol or water, 
into which is mixed a laser species in the form of an organic dye molecule, typically in the propor-
tion of one part in ten thousand. A large number of different dye molecules are used to make lasers 
covering a wavelength range of from 320 to 1500 nm with each dye having a laser bandwidth of the 
order of 30 to 50 nm. The wide, homogeneously broadened gain spectrum for each dye allows laser 
tunability over a wide spectrum in the ultraviolet, visible, and near-infrared. Combining the broad 
gain spectrum (Fig. 27) with a diffraction-grating or prism-tuning element allows tunable laser 
output to be obtained over the entire dye emission spectrum with a laser linewidth of 10 GHz or 
less. Dye lasers are available in either pulsed (up to 50 to 100 mJ/pulse) or continuous output (up 
to a few watts) in tabletop systems that are pumped by either flash lamps or by other lasers such as 
frequency doubled or tripled YAG lasers or argon ion lasers. Most dye lasers are arranged to have the 
dye mixture circulated by a pump into the gain region from a much larger reservoir since the dyes 
degrade at a slow rate during the excitation process.

Dye lasers, with their broad gain spectrum, are particularly attractive for producing ultrashort 
mode-locked pulses. Some of the shortest light pulses ever generated, of the order of 6 10 15× −  seconds, 

FIGURE 26 Energy-level diagram of an argon fluoride (ArF) 
excimer laser showing the stable excited state (upper laser level) and the 
unstable or repulsive ground state.
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FIGURE 27 Absorption and emission spectra along 
with the energy-level diagram of an Rh6G organic dye 
laser showing both (a) the broad pump and emission 
bandwidths and (b) the fast decay of the lower laser level.
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were produced with mode-locked dye lasers. A mode-locked dye laser cavity is shown in Fig. 14 with 
a thin dye gain region located within an astigmatically compensated laser cavity.

Dielectric Solid-State Laser Gain Media

Ruby Laser 5,7 The ruby laser, with an output at 694.3 nm, was the first laser ever developed. It 
consisted of a sapphire (A12O3) host material into which was implanted a chromium laser species 
in the form of Cr3+ ions at a concentration of 0.05 percent as the amplifying medium. The ruby 
laser involves a three-level optical pumping scheme, with the excitation provided by flash lamps, and 
operates either in a pulsed or cw mode. The three-level scheme for the ruby laser (Fig. 6) requires a 
large fraction of the population to be pumped out of the ground state before an inversion occurs. 
Therefore, the ruby laser is not as efficient as other solid-state lasers such as the Nd:YAG laser which 
employs a four-level pumping scheme (Fig. 8). It is therefore no longer used as much as it was in the 
early days.

Nd:YAG and Nd:Glass Lasers 7 Neodymium atoms, in the form of Nd3+ ions, are doped into host 
materials, including crystals such as yttrium-aluminum-garnet (YAG) and various forms of glass, in 
concentrations of approximately one part per hundred. The pumping scheme is a four-level system 
as shown in Fig. 8. When implanted in YAG crystals to produce what is referred to as an Nd:YAG 
laser, the laser emits primarily at 1.06 μm with continuous powers of up to 250 W and with pulsed 
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powers as high as several mega watts. Difficulties in growing Nd:YAG crystals limit the size of com-
monly used laser rods to a maximum of 1 cm in diameter and 10 cm in length. Although this size 
limitation is somewhat restrictive, a YAG crystal has the advantage of high thermal conductivity 
allowing the rapid removal of wasted heat due to inefficient excitation. Efforts are being made to use 
Nd:YAG powders to be able to construct larger Nd:YAG laser rods, thereby providing the advantages 
of Nd:YAG laser without their usual size and laser power limitations. Slab geometries have recently 
been developed to compensate for focusing due to thermal gradients and gradient-induced stresses 
within the amplifier medium, thereby allowing higher average powers to be achieved. Efficient GaAs 
laser diodes are also being used to pump Nd:YAG amplifiers (see Fig. 15) since the diode pump 
wavelength matches a very strong pump absorption wavelength for the Nd3+ ion. This absorption 
wavelength is near the threshold pump energy, thereby minimizing the generation of wasted heat. 
Also, the diode pump laser can be made to more efficiently match the Nd laser mode volume than 
can a flash lamp.

Under long-pulse, flash lamp-pumped operation, Nd:YAG lasers can produce 5 J/pulse at 100 Hz 
from a single rod. The pulses are trains of relaxation oscillation spikes lasting 3 to 4 ms which is 
obtained by powerful, long-pulse flash lamp pumping. Q-switched Nd:YAG lasers, using a single Nd:
YAG laser rod, can provide pulse energies of up to 1.5 J/pulse at repetition rates up to 200 Hz (75 W 
of average power).

Currently power levels of solid state Nd:YAG lasers are approaching 2 kW with repetition rates of 
nearly 10 kHz. These lasers are presently being developed for use in EUV microlithography as well 
as in applications such as liquid crystal display production, micromachining, and silicon processing 
(where carbon dioxide lasers are presently being used.) 

Nd:glass lasers have several advantages over Nd:YAG lasers. They can be made in much larger 
sizes, allowing the construction of very large amplifiers. Nd:glass has a wider gain bandwidth which 
makes possible the production of shorter mode-locked pulses and a lower stimulated emission cross 
section. The latter property allows a larger population inversion to be created and thus more energy 
to be stored before energy is extracted from the laser. Nd:glass amplifiers operate at a wavelength near 
that of Nd:YAG, at 1.054 μm, for example, with phosphate glass, with a gain bandwidth 10 to 15 times 
broader than that of Nd:YAG. This larger gain bandwidth lowers the stimulated emission cross sec-
tion compared to that of Nd:YAG, which allows increased energy storage when used as an amplifier, 
as mentioned above.

The largest laser system in the world is located at the National Ignition Facility (NIF) at Lawrence 
Livermore National Laboratories in Livermore, California. It consists of 192 separate laser beams 
traveling about 1000 ft from their origination (one of two master laser oscillators), to the center of a 
target chamber. The amplifiers are Nd-doped phosphate glass disc-shaped amplifiers with diameters 
of over a meter, installed at Brewster’s angle within the laser beam path to reduce reflection losses. 
The beam of each of the 192 amplifiers is capable of producing an energy of 20,000 J with pulse 
durations ranging from 100 fs to 25 ps. One of the objectives of the laser facility is to test the con-
cept of laser fusion as a source of useful commercial power production.

Neodymium-YLF Lasers Nd:YLF has relatively recently become an attractive laser with the suc-
cessful implementation of diode laser pumping of solid state laser materials. It has the advantage 
over Nd:YAG in that the upper-laser-level lifetime is twice as long, thereby allowing twice the energy 
storage. Its lower stimulated emission cross section than that of Nd:YAG also increases the energy 
storage and thus the power output per unit volume of the crystal. It has a relatively large thermal 
conductivity, similar to Nd:YAG. Also the output is polarized and the crystal exhibits low thermal 
birefringence. Because its emission wavelength matches that of phosphate glass, the laser makes an 
ideal laser oscillator for seeding large Nd:glass amplifiers for laser fusion studies.

Neodymium:Yttrium Vanadate Lasers The Nd:VO4 laser has also come into prominence with the 
use of diode pumping. Its advantages over Nd:YAG include a 5 times larger stimulated emission 
cross section (and hence higher gain) as well as a four times stronger absorption cross section with 
a 6 times wider pump absorption cross section centered at 809 nm. Therefore it can be effectively 
pumped in crystals of only a few millimeters in length and is therefore attractive for use in producing 
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small diode-pumped lasers. Typically this laser is frequency doubled or tripled intracavity to pro-
duce several watts of power at either 532 or 355 nm. It can be operated either cw or Q-switched at 
repetition rates of up to 100 KHz. It can also be operated at 1.342 μm.

Fiber Lasers The first major application of fiber lasers was in their use as amplifiers in the field of 
optical communications. The erbium-doped fiber is installed directly in the fiber-optic transmis-
sion line and pumped through the fiber itself. The useful wavelengths are in the 1.53 μm region 
where optical fibers have their lowest loss. A more recent application is in the production of high 
power output from large mode-area fibers. These lasers utilize single-emitter semiconductor diodes 
as the light source to pump the cladding of rare-earth doped optical fibers. Pulsed Ytterbium 
fiber lasers have demonstrated high average powers and peak powers of up to 25 kW with vari-
able repetition rates from a few kilohertz to up to 400 kHz. Fiber lasers are being considered as the 
replacement technology for conventional solid state lasers due to their compactness, high wall-plug 
efficiency, high average and peak powers, stability, close to diffraction-limited beam quality and lack 
of thermal effects.

Ti:AI203 Laser and Other Broad Bandwidth 
Solid-State Lasers7

Another class of solid-state lasers provides emission and gain over a bandwidth of the order of 100 
to 400 nm in the near-infrared, as indicated in Fig. 28. The pump absorption band is in the visible 
spectrum, thus allowing such pump sources as flash lamps and other lasers. The Ti:AL2O3 laser is 
perhaps the most well-known laser of this category in that it has the widest bandwidth, covering a 
wavelength range from 0.67 μm to greater than 1.07 μm. Other lasers of this type include alexan-
drite (Cr:BeAl2O4), lasing from 0.7 to 0.8 μm, and Cr:LiSAF which lases from 0.8 to 1.05 μm. These 
lasers are used in applications where either wide tunability or short-pulse production are desired. 
Pulses as short as 4 fs have been produced with mode-locked versions of these lasers. Ti:Al2O3 lasers, 
although offering very wide gain bandwidth, have relatively short upper-laser-level lifetimes (3 μs), 
thereby making them less efficient when pumping with conventional flash lamps. Cr:LiSAF lasers 
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FIGURE 28 Absorption and emission spectra of 
a Ti:Al2O3 laser crystal showing the extremely broad 
emission (gain) spectrum for this material.
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have longer upper-level lifetimes (67 μs), closer to that of Nd:YAG or Nd:glass and have demon-
strated efficient laser operation with pumping technologies developed for Nd:YAG lasers.

Color-Center Laser 22 Color-center laser gain media are produced by a different form of impu-
rity species than most solid-state lasers. Special defect centers (F-centers) are produced within 
alkali-halide crystals at a density of 1 part in 10,000 by irradiation with x rays. These defect centers 
have absorbing regions in the visible portion of the spectrum and emission (and gain) in the near-
infrared. A variety of crystals are used to span the laser wavelength spectrum from 0.8 to 4.0 μm. 
Disadvantages of color-center lasers include operation at temperatures well below room tempera-
ture and the necessity to re-form the color centers at intervals of weeks or months in most cases.

Semiconductor Laser Gain Media

Semiconductor Lasers 23 Semiconductor or diode lasers, typically about the size of a grain of salt, 
are the smallest lasers yet devised. They consist of a p-n junction formed in semiconductor crystal 
such as GaAs or InP in which the p-type material has an excess of holes (vacancies due to missing 
electrons) and the n-type material has an excess of electrons. When these two types of materials are 
brought together to form a junction, and an electric field in the form of a voltage is applied across 
the junction in the appropriate direction, the electrons and holes are brought together and recom-
bine to produce recombination radiation at or near the wavelength associated with the bandgap 
energy of the material. The population of electrons and holes within the junction provides the 
upper-laser-level population, and the recombination radiation spectrum is the gain bandwidth Δv  
of the laser, typically of the order of 0.5 to 1.0 nm.

The extended gain length required for these lasers is generally provided by partially reflecting 
cleaved parallel faces at the ends of the crystals which serve as an optical cavity. Because the cavity 
is so short, the longitudinal modes are spaced far apart in frequency (Δv ≅ − ×1 5 1011 Hz  or several 
tenths of a nanometer), and thus it is possible to obtain single longitudinal mode operation in such 
lasers. They require a few volts to operate with milliamperes of current.

Heterostructure semiconductor lasers include additional layers of different materials of similar 
electronic configurations, such as aluminum, indium, and phosphorous, grown adjacent to the 
junction to help confine the electron current to the junction region in order to minimize current 
and heat dissipation requirements (see Fig. 29). The laser mode in the transverse direction is either 
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FIGURE 29 A typical heterostructure semiconductor laser showing the various lay-
ers of differential materials and the narrow region where current flows to produce the gain 
region in the active layer.
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controlled by gain guiding, in which the gain is produced over a specific narrow lateral extent 
determined by fabrication techniques, or by index guiding, in which the index of refraction in 
the transverse direction is varied to provide total internal reflection of a guided mode. Quantum-
well lasers have a smaller gain region (cross section), which confines the excitation current and 
thus the laser mode to an even smaller lateral region, thereby significantly reducing the threshold 
current and also the heat dissipation requirements. Because of these low threshold requirements, 
quantum-well semiconductor lasers are used almost exclusively for most semiconductor laser 
applications.

Multiple semiconductor lasers fabricated within the same bulk structure, known as semiconduc-
tor arrays, can be operated simultaneously to produce combined cw power outputs of up to 10 W 
from a laser crystal of dimensions of the order of 1 mm or less. Semiconductor lasers have also been 
fabricated in multiple arrays mounted vertically on a chip with the mirrors in the plane of the chip. 
They are known as vertical cavity semiconductor lasers (see below). Each of the individual lasers has 
dimensions of the order of 5 μm and can be separately accessed and excited.

Semiconductor lasers operate over wavelengths ranging from 400 nm to 2.2 μm by using special 
doping materials to provide the expanded or contracted bandgap energies that provide the varied 
wavelengths. The newest additions to this class of lasers are based upon the GaN laser materials with 
the active region consisting of various combinations of InGaN dopings that provide laser wave-
lengths in the green, blue, and violet portions of the spectrum.

Quantum Cascade Lasers Laser action in semiconductor lasers typically occurs when recombina-
tion radiation occurs across the band gap of the semiconductor. Quantum cascade lasers are differ-
ent in that the radiation occurs from transitions between quantized conduction band states. Such 
transitions are inherently low-energy transitions and hence the laser output occurs in the middle 
infrared at wavelengths ranging from 3 to 24 μm. In the laser process, electrons are fed into the 
injector region of each stage via an electric field and transition across a mini-band from n = 3 to 
n = 2 quantum well levels thereby emitting the near infrared radiation. Several of these stages are 
stacked together in series to produce high power output. The active region is typically made up 
of aluminum indium arsenide and gallium indium arsenide. The lasers are particularly useful for 
operation in the two atmospheric windows at 3 to 5 μm and 8 to 13 μm.

Vertical Cavity Surface-Emitting Lasers (VCSELs) The vertical cavity laser is a different type of 
semiconductor laser than the typical edge-emitting lasers in that the emission occurs from the top 
surface of the laser and the cavity mirrors are comprised of multilayer dielectric coatings on the top 
and bottom surfaces of the very thin gain medium. These lasers can be made, using lithographic 
techniques, in large arrays on a microchip and can also be tested on the chip before being cleaved 
into individual lasers. Applications include optical fiber data transmission, absorption spectroscopy, 
and laser printers.

Laser Gain Media in Vacuum

Free Electron Laser 24 Free-electron lasers are significantly different than any other type of laser in 
that the laser output does not result from transitions between discrete energy levels in specific mate-
rials. Instead, a high-energy beam of electrons, such as that produced by a synchrotron, traveling in 
a vacuum with kinetic energies of the order of 1 MeV, are directed to pass through a spatially vary-
ing magnetic field produced by two regular arrays of alternating magnet poles located on opposite 
sides of the beam as shown in Fig. 30. The alternating magnetic field causes the electrons to oscillate 
back and forth in a direction transverse to the beam direction. The frequency of oscillation is deter-
mined by the electron beam energy, the longitudinal spacing of the alternating poles (the magnet 
period), and the separation between the magnet arrays on opposite sides of the beam. The trans-
verse oscillation of the electrons causes them to radiate at the oscillation frequency and to thereby 
stimulate other electrons to oscillate and thereby radiate at the same frequency, in phase with the 
originally oscillating electrons. The result is an intense tunable beam of light emerging from the end 
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of the device. Mirrors can be placed at the ends of the radiated beam to produce feedback and extra 
amplification.

Free-electron lasers have operated at wavelengths ranging from the near-ultraviolet (0.25 μm) 
to the far-infrared (6 mm) spectral regions. They are efficient devices and also offer the potential of 
very high average output powers.
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the cavity and how the alternating magnets cause the beam to oscillate to produce laser radiation.
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17.1

17

17.1 GLOSSARY

 c velocity of light

 Eg semiconductor energy bandgap

 h Planck’ s constant

 IT total LED current

 J LED current density

 k Boltzmann’s constant

 M magnifi cation

 n0 low index of refraction medium

 n1 high index of refraction medium

 q electron charge

 T temperature

 V applied voltage

hi internal quantum effi ciency

qc critical angle

l emission wavelength

t total minority carrier lifetime

tn nonradiative minority carrier lifetime

tr radiative minority carrier lifetime
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17.2 INTRODUCTION

Over the past 25 years the light-emitting diode (LED) has grown from a laboratory curiosity to 
a broadly used light source for signaling applications. In 1992 LED production reached a level of 
approximately 25 billion chips, and $2.5 billion worth of LED-based components were shipped to 
original equipment manufacturers.

This chapter covers light-emitting diodes from the basic light-generation processes to descrip-
tions of LED products. First, we will deal with light-generation mechanisms and light extraction. 
Four major types of device structures—from simple grown or diffused homojunctions to complex 
double heterojunction devices are discussed next, followed by a description of the commercially 
important semiconductors used for LEDs, from the pioneering GaAsP system to the AlGaInP sys-
tem that is currently revolutionizing LED technology. Then processes used to fabricate LED chips 
are explained—the growth of GaAs and GaP substrates, the major techniques used for growing the 
epitixal material in which the light-generation processes occur, and the steps required to create LED 
chips up to the point of assembly. Next the important topics of quality and reliability—in particular, 
chip degradation and package-related failure mechanisms—will be addressed. Finally, LED-based 
products, such as indicator lamps, numeric and alphanumeric displays, optocouplers, fiber-optic 
transmitters, and sensors, are described.

This chapter covers the mainstream structures, materials, processes, and applications in use today. 
It does not cover certain advanced structures, such as quantum well or strained layer devices, a discus-
sion of which can be found in Chap. 19, “Semiconductor Lasers.” The reader is also referred to Chap. 
19 for current information on edge-emitting LEDs, whose fabrication and use are similar to lasers.

For further information on the physics of light generation, the reader should consult Refs. 1 to 11. 
Semiconductor material systems for LEDs are discussed in Refs. 13 to 24. Crystal growth, epitaxial, 
and wafer fabrication processes are discussed in detail in Refs. 25 to 29.

17.3 LIGHT-GENERATION PROCESSES

When a p-n junction is biased in the forward direction, the resulting current flow across the bound-
ary layer between the p and n regions has two components: holes are injected from the p region into 
the n region and electrons are injected from the n region into the p region. This so-called minority-
carrier injection disturbs the carrier distribution from its equilibrium condition. The injected minority 
carriers recombine with majority carriers until thermal equilibrium is reestablished. As long as 
the current continues to flow, minority-carrier injection continues. On both sides of the junction, a 
new steady-state carrier distribution is established such that the recombination rate equals the injec-
tion rate.1,2

Minority-carrier recombination is not instantaneous. The injected minority carriers have to find 
proper conditions before the recombination process can take place. Both energy and momentum 
conservation have to be met. Energy conservation can be readily met since a photon can take up 
the energy of the electron-hole pair, but the photon doesn’t contribute much to the conservation of 
momentum. Therefore, an electron can only combine with a hole of practically identical and oppo-
site momentum. Such proper conditions are not readily met, resulting in a delay. In other words, the 
injected minority carrier has a finite lifetime tr before it combines radiatively through the emission 
of a photon.2 This average time to recombine radiatively through the emission of light can be visual-
ized as the average time it takes an injected minority carrier to find a majority carrier with the right 
momentum to allow radiative recombination without violating momentum conservation.

Unfortunately, radiative recombination is not the only recombination path. There are also crys-
talline defects, such as impurities, dislocations, surfaces, etc., that can trap the injected minority 
carriers. This type of recombination process may or may not generate light. Energy and momentum 
conservation are met through the successive emission of phonons. Again, the recombination process 
is not instantaneous because the minority carrier first has to diffuse to a recombination site. This 
nonradiative recombination process is characterized by a lifetime tn.2
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LIGHT-EMITTING DIODES  17.3

Of primary interest in design of light-emitting diodes is the maximization of the radiative 
recombination relative to the nonradiative recombination. In other words, it is of interest to develop 
conditions where radiative recombination occurs fairly rapidly compared with nonradiative recom-
bination. The effectiveness of the light-generation process is described by the fraction of the injected 
minority carriers that recombine radiatively compared to the total injection. The internal quantum 
efficiency hi can be calculated from tr and t. The combined recombination processes lead to a total 
minority-carrier lifetime t given by Eq. (1):

  
1 1 1

τ τ τ
= +

r n

  (1)

hi is simply computed from Eq. (1) as the fraction of carriers recombining radiatively:2

  η
τ

τ τi
n

r n

=
+

  (2)

Of interest are two simple cases: in the case of excellent material quality (large tn) or efficient radi-
ative recombination conditions (small tr), the internal quantum efficiency approaches 100 percent. 
For the opposite case ( )τ τn r� , we find η τ τi n r≈ / �1. As discussed under “Material Systems,” there 
are several families of III–V compounds with internal quantum efficiencies approaching 100 percent. 
There are also other useful semiconductor materials with internal quantum efficiencies in the 1- to 
10-percent range.

To find material systems for LEDs with a high quantum efficiency, one has to understand 
the band structure of semiconductors. The band structure describes the allowed distribution 
of energy and momentum states for electrons and holes (see Fig. 1 and Ref. 2). In practically all 
semiconductors the lower band, also known as the valence band, has a fairly simple structure, a 
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FIGURE 1 Energy band structure of a direct semiconductor showing radiative recombi-
nation of electrons in the conduction band with holes in the valence band.
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paraboloid around the 〈 〉0 0 0, ,  crystalline direction. Holes will take up a position near the apex 
of the paraboloid and have very small momentum. The upper band, also known as the conduction 
band, is different for various semiconductor materials. All semiconductors have multiple valleys in 
the conduction band. Of practical interest are the valleys with the lowest energy. Semiconductor 
materials are classified as either direct or indirect.1–3 In a direct semiconductor, the lowest valley 
in the conduction band is directly above the apex of the valence-band paraboloid. In an indirect 
semiconductor, the lowest valleys are not at 〈 〉0 0 0, , , but at different positions in momentum per 
energy space (see Fig. 2). Majority or minority carriers mostly occupy the lowest energy states, 
i.e., holes near the top of the valence band paraboloid and electrons near the bottom of the lowest 
conduction-band valley.

In the case of a direct semiconductor the electrons are positioned directly above the holes at 
the same momentum coordinates. It is relatively easy to match up electrons and holes with proper 
momentum-conserving conditions. Thus, the resulting radiative lifetime tr is short. On the other 
hand, electrons in an indirect valley will find it practically impossible to find momentum-matching 
holes and the resulting radiative lifetime will be long. Injected carriers in indirect material generally 
recombine nonradiatively through defects.

In a direct semiconductor, such as GaAs, the radiative lifetime tr is in the range of 1 to 100 ns, 
depending on doping, temperature, and other factors. It is relatively easy to grow crystals with suf-
ficiently low defect density such that tn is in the same range as tr .

For indirect semiconductors, such as germanium or silicon, the radiative recombination pro-
cess is extremely unlikely, and tr is in the range of seconds.1 In this case, τ τr n� , and practically all 
injected carriers recombine nonradiatively.

The wavelength of the photons emitted in a radiative recombination event is determined by 
the energy difference between the recombining electron-hole pair. Since carriers relax quickly to 
an energy level near the top of the valence band (holes), or the bottom of the conduction band 
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FIGURE 2 Energy band structure of an indirect semiconductor showing the conduction-
band minima and valence-band maximum at different positions in momentum space. Radiative 
recombination of conduction-band electrons and valence-band holes is generally forbidden.

17_Bass_v2ch17_p001-036.indd 17.4 8/21/09 3:43:45 PM

DO
 N

OT
 D

UP
LI

CA
TE



LIGHT-EMITTING DIODES  17.5

(electrons), we have the following approximation for the wavelength l of the emitted photon (see 
Fig. 1):

 λ ≈ hc Eg/  (3)

where h = Planck’ s constant, c = velocity of light, and Eg = bandgap energy.
This relation is only an approximation since holes and electrons are thermally distributed at 

levels slightly below the valence-band maximum and above the conduction-band minimum, result-
ing in a finite linewidth in the energy or wavelength of the emitted light. Another modification 
results from a recombination between a free electron and a hole trapped in a deep acceptor state. See 
Ref. 2 for a discussion of various recombination processes.

To change the wavelength or energy of the emitted light, one has to change the bandgap of the 
semiconductor material. For example, GaAs with a bandgap of 1.4 eV has an infrared emission wave-
length of 900 nm. To achieve emission in the visible red region, the bandgap has to be raised to around 
1.9 eV. This increase in Eg can be achieved by mixing GaAs with another material with a wider band-
gap, for instance GaP with Eg = 2.3 eV. By adjusting the ratio of arsenic to phosphorous the bandgap of 
the resulting ternary compound, GaAsP, can be tailored to any value between 1.4 and 2.3 eV.3

The resulting band structure with varying As to P ratio is illustrated in Fig. 3. Note, the two 
conduction-band valleys do not move upward in energy space at the same rate. The direct valley 
moves up faster than the indirect valley with increasing phosphorous composition. At a composition of 
around 40 percent GaP and 60 percent GaAs, the direct and indirect valleys are about equal in energy. 
When the valleys are approximately equal in energy, electrons in the conduction band can scatter from 
the direct valley into the indirect valley. While the direct valley electrons still undergo rapid radiative 
recombina tion, the indirect valley electrons have a long radiative lifetime and either have to be scat-
tered back to the direct valley or they will recombine nonradiatively. In other words, near this crossover 

FIGURE 3 Energy band diagram for various alloys of the GaAs1−xPx material 
system showing the direct and indirect conduction-band minima for various alloy 
compositions.
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between direct and indirect valleys, the radiative efficiency drops off dramatically, and for compositions 
with greater than 40 percent phosphorous the direct radiative recombination is practically nonexistent.3,4

The above discussion indicates that indirect semiconductors are not suitable for efficient gen-
eration of light through minority-carrier recombination. Fortunately, the introduction of so-called 
isoelectronic impurities can circumvent this limitation and introduces a new radiative recombina-
tion process.5 A commonly used isoelectronic trap is generated by substituting a nitrogen atom for 
phosphorous in the GaAsP system6–11 (see Fig. 4). Since N and P both have five electrons in their 
outer shell, the trap is electrically neutral. However, the stronger electronegativity of N relative to 
P can result in capture of an electron from the conduction band. Since the electron is very tightly 
bound to the impurity atom, its wave function in momentum space is spread out and has reasonable 
magnitude at 〈 = 〉k 0  in momentum space.10 The negatively charged defect can attract a free hole to 
form a loosely bound electron-hole pair or “exciton.” This electron-hole pair has a high probability 
to recombine radiatively. The energy of the emitted light is less than Eg. Another isoelectronic trap in 
GaP is formed by ZnO pairs (Zn on a Ga site and O on a P site) (see Fig. 4). The ZnO trap is deeper 
than the N trap, resulting in longer wavelength emission in the red region of the spectrum.1

The recombination process for exciton recombination is quite complex. For a detailed analysis, 
the reader is referred to Ref. 10. One result of this analysis is the recognition that the bound exciton 
has a relatively long lifetime in the range of 100 to 1000 ns. Light emission by exciton recombination 
is generally slower than emission due to direct band-to-band recombination.

17.4 LIGHT EXTRACTION

Generating light efficiently within a semiconductor material is only one part of the problem to build 
an efficient light source. The next challenge is the extraction of light from within the LED chip to 
the outside. The designer must consider total internal reflection.1 According to Snell’ s law, light can 

FIGURE 4 Formation of excitons (electron-hole pairs) by the addition of isoelectronic dopants N 
and ZnO to an indirect semiconductor. The excitons have a high probability to recombine radiatively.
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LIGHT-EMITTING DIODES  17.7

escape from a medium of high index of refraction n1 into a medium of low index refraction n0 only 
if it intersects the surface between the two media at an angle from normal less than the critical angle 
qc with qc being defined by Eq. (4):

  θc n n= arc /sin 0 1   (4)

Most semiconductor LEDs have an isotropic emission pattern as seen from within the light-
generating material. Assuming a cubic shape for the LED chip, because of internal reflections, only a 
small fraction of the isotropically emitted light can escape any of the six surfaces. As a case in point, 
let us calculate the emission through the top surface. For typical light-emitting semiconductors, n1
is in the range of 2.9 to 3.6. If n1 = 3.3 and n0 = 1.0 (air), we find qc = 17.6°. The emission from an 
isotropic source into a cone with a half angle of qc is given by (1 − cos qc)/2. After correcting for 
Fresnel reflections, only 1.6 percent of the light generated escapes through the LED top surface into 
air. Depending on chip and p-n junction geometry, virtually all of the remaining light (98.4 percent) 
is reflected and absorbed within the LED chip.

The fraction of light coupled from chip to air is a function of the number of surfaces through 
which the chip can transmit light effectively. Most LED chips are called “absorbing substrate” (AS) 
chips. In such a chip, the starting substrate material (discussed later under “Substrate Technology”) 
has a narrow bandgap and absorbs all the light with energy greater than the bandgap of the sub-
strate. Consider the case of a GaAsP LED grown on a GaAs substrate. The emitted light (Eg>1.9eV) 
is absorbed by the GaAs substrate (Eg = 1.4 eV). Thus, a GaAsP-emitting layer on a GaAs substrate 
can transmit only through its top surface. Light transmitted toward the side surfaces or downward 
is absorbed.

To increase light extraction, the substrate or part of the epitaxial layers near the top of the chip 
has to be made of a material transparent to the emitted light. The “transparent substrate” (TS) chip 
is designed such that light transmitted toward the side surfaces within qc half-angle cones can escape. 
Assuming that there is negligible absorption between the point of light generation and the side walls, 
this increases the extraction efficiency by a factor of 5 (5 instead of 1 escape cones).

In a TS chip, additional light can be extracted if the side walls are nonplanar, i.e., if light from 
outside an escape cone can be scattered into an escape cone. This process increases the optical path 
within the chip and is very dependent on residual absorption. In a chip with low absorption and 
randomizing side surfaces, most of the light should escape. Unfortunately, in practical LED struc-
tures, there are several absorption mechanisms left such as front and back contacts, crystal defects, 
and absorption in areas where secondary radiative recombination is inefficient.

A common approach is to use a hybrid chip with properties between AS and TS chips. These 
chips utilize a thick, transparent window layer above the light-emitting layer. If this layer is suffi-
ciently thick, then most of the light in the top half of the cones transmitted toward the side surfaces 
will reach the side of the chip before hitting the substrate. In this case of hybrid chips, the efficiency 
is between that of AS and TS chips as shown in Table 1.

Another important way to increase extraction efficiency is derived from a stepwise reduction in 
the index of refraction from chip to air. If the chip is first imbedded in a material with an interme-
diate index, i.e., plastic with n2 = 1.5, then the critical angle qc between chip and plastic is increased 
to 27°. The extraction efficiency relative to air increases by the ratio of (n2/n0)

2 plus some addi-
tional correction for Fresnel-reflection losses. The gain from plastic encapsulation is usually around 

TABLE 1 Extraction Efficiency into Air or Plastic for 
Three Types of Commonly Used LED Chips

 Typical extraction efficiency

 Chip Type No. Cones Air (%) Plastic (%)

AS 1 1.5   4
Thick window 3 4.5 12
TS 5 7.5 20
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2.7 times compared to air. Chips with multipath internal reflection will result in lower gains. It is 
important to note that this gain can be achieved only if the plastic/air interface can accommodate 
the increased angular distribution through proper lenslike surface shaping or efficient scattering 
optics. Table 1 illustrates the approximate extraction efficiencies achieved by the three dominant 
chip structures in air and in plastic. The numbers assume only first-pass extraction, limited absorp-
tion, and no multiple reflections within the chip.

17.5 DEVICE STRUCTURES

LED devices come in a broad range of structures. Each material system (see following section) 
requires a different optimization. The only common feature for all LED structures is the placement 
of the p-n junction where the light is generated. The p-n junction is practically never placed in the 
bulk-grown substrate material for the following reasons:

• The bulk-grown materials such as GaAs, GaP, and InP usually do not have the right energy gap 
for the desired wavelength of the emitted light.

• The light-generating region requires moderately low doping that is inconsistent with the need 
for a low series resistance.

• Bulk-grown material often has a relatively high defect density, making it difficult to achieve high 
efficiency.

Because of these reasons, practically all commercially important LED structures utilize a secondary 
growth step on top of a single-crystal bulk-grown substrate material. The secondary growth step 
consists of a single-crystal layer lattice matched to the substrate. This growth process is known as 
epitaxial growth and is described in a later section of this chapter.

The commonly used epitaxial structures can be classified into the following categories:

• Homojunctions
• grown
• diffused

• Heterojunctions
• single confinement
• double confinement

Grown Homojunctions

Figure 5 illustrates one of the simplest design approaches to an LED chip. An n-type GaAs layer with 
low to moderate doping density is grown on top of a highly doped n-type substrate by a vapor or 
liquid-phase epitaxial process (see “Epitaxial Technology”). After a growth of 5 to 10 μm, the doping 
is changed to p type for another 5 to 10 μm. A critical dimension is the thickness of the epitaxial 
p layer. The thickness should be larger than the diffusion length of electrons. In other words, the 
electrons should recombine radiatively in the epitaxially grown p layer before reaching the surface. 
The p layer should be of sufficiently high quality to meet the condition for efficient recombination, 
i.e., τ τn r� . In addition, the side surfaces may have to be etched to remove damage. Damage and 
other defects where the p-n junction intercepts the chip surface can lead to a substantial leakage cur-
rent that reduces efficiency, especially at low drive levels.

The structure of Fig. 5 was used in some of the earliest infrared emitters (wavelength 900 nm). 
Efficiency was low, typically 1 percent. Modern infrared emitters use Si-doped GaAs (see Fig. 6). The 
detailed recombination mechanism in GaAs:Si even today is quite controversial and goes beyond the 
scope of this publication. The recombination process has two important characteristics: (1) the radi-
ative lifetime tr is relatively slow, i.e., in the range of 1 μs and (2) the wavelength is shifted to 940 nm. 
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LIGHT-EMITTING DIODES  17.9

At this wavelength the GaAs substrate is partly transparent, making this device a quasi-TS structure 
with efficiencies into plastic of 5 to 10 percent.

Diffused Homojunction

The chip structure of Fig. 5 can also be produced by a zinc (Zn) diffusion into a thick n layer. The 
commercially most significant structure of this type is shown in Fig. 7. By replacing 40 percent of 
the As atoms with P atoms, the bandgap is increased to 1.92 eV to make a GaAsP LED that emits 
visible red light. In this case, the p-n junction is diffused selectively by using a deposited layer of 
silicon-nitride as a diffusion mask. This structure of Fig. 7 has several advantages over the struc-
ture of Fig. 5. Lateral diffusion of Zn moves the intersection of the junction with the chip surface 

Au-Ge contact

Aluminum contact

n+-GaAs substrate

p-GaAs

n-GaAs

FIGURE 5 Cross section of an infrared LED chip. A p-n junction is formed 
by epitaxially growing n- and p-doped GaAs onto an n+-doped GaAs substrate.

n+-GaAs substrate

n-GaAs : Si

p-GaAs : Si

FIGURE 6 A high-efficiency IR LED made by LPE growth of 
GaAs that is doped with silicon on both the p and n sides of the 
junction. To increase external quantum efficiency, a partly reflective 
back contact is employed.
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Zn diffusion

n+-GaAs substrate

Si3N4 layer

n-GaAs0.6P0.4

n-GaAs1–xPx

x = 0.4

x = 0.0

FIGURE 7 GaAsP LED which emits at 650 nm. On a GaAs substrate, a 
layer is grown whose composition varies linearly from GaAs to GaAs0.6P0.4, 
followed by a layer of constant composition. Zinc is selectively diffused using 
an Si3N4 mask to form the light-emitting junction.

underneath the protecting Si3N4 layer. This layer protects the junction from contamination and 
adds to the long-term stability of the device. In addition, it is important for applications requiring 
more than one clearly separated light-emitting area. For instance, seven-segment displays, such as 
those used in the early handheld calculators, are made by diffusing seven long and narrow stripes 
into a single chip of GaAsP material. (See Fig. 8.) This chip consists of eight (seven segments plus 
decimal point) individually addressable p-regions (anodes) with a common n-type cathode. Such 
a chip is feasible only in an AS-type structure because the individual segments have to be optically 
isolated from each other. A TS-type structure results in unacceptable levels of crosstalk.

Figure 7 shows another feature of practical LED devices. The composition with 40 percent P and 
60 percent As has a lattice constant (atomic spacing) that is different from the GaAs substrate. Such 
a lattice mismatch between adjacent layers would result in a very high density of dislocations. To 
reduce this problem to an acceptable level, one has to slowly increase the phosphorous composition 
from 0 percent at the GaAs interface to 40 percent over a 10- to 20-μm-thick buffer layer. Typically, 
the buffer layer is graded linearly. The phosphorous composition is increased linearly from bottom 
to top. The thicker the buffer layer, the lower is the resulting dislocation density. Cost constraints 
keep the layer in the 10- to 15-μm range. The layer of constant composition (40 percent P) has to 
be thick enough to accommodate the Zn diffusion plus the diffusion length of minority carriers. 
A thickness range of 5 to 10 μm is typical.

Another variation of a homojunction is shown in the TS-chip structure of Fig. 9. Instead of 
an absorbing GaAs substrate, one starts with a transparent GaP substrate. The graded layer has an 
inverse gradient relative to the chip shown in Fig. 7. The initial growth is 100 percent GaP phasing 
in As linearly over 10 to 15 μm. At 15 percent As, the emission is in the yellow range (585 nm), 
at 25 percent in the orange range (605 nm), and at 35 percent in the red range (635 nm). Figure 3 
shows the approximate band structure of this material system. The composition range mentioned 
above has an indirect band structure. To obtain efficient light emission, the region of minority-carrier 
injection is doped with nitrogen forming an isoelectronic recombination center (see exciton recom-
bination in the first section).

Figure 9 shows an important technique to increase extraction efficiency. In a TS-chip, the major 
light loss is due to free carrier absorption at the alloyed contacts. Rather than covering the entire 
bottom surface of the chip with contact metal, one can reduce the contact area either by deposit-
ing small contact islands (see Fig. 6) or by placing a dielectric mirror (deposited SiO2) between the 
substrate and the unused areas of the back contact (Fig. 9). This dielectric mirror increases the effi-
ciency by 20 to 50 percent at the expense of higher manufacturing cost.
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p-type diffused area 
(each segment)

Light- 
emitting 
segment

GaAsP n-type epi layer 
on n-type GaAs substrate

Bonding 
pad and

ohmic
contact

Decimal 
point

FIGURE 8 Monolithic seven-segment display chip with eight separate dif-
fused regions (anodes) and a common cathode (the GaAs substrate).

n-GaP substrate

y = 0.85 (yellow), y = 0.75 (orange), y = 0.65 (red)

n-GaAs1–yPy: N

n-GaAs1–xPx

x = y

x = 1.0

SiO2

FIGURE 9 Cross section of a GaAs1−xPx LED which, by changing the 
composition “x,” produces red, orange, or yellow light. The top layer is 
doped with nitrogen to increase the quantum efficiency. The GaP substrate 
is transparent to the emitted light. Also shown is a reflective back contact 
made by depositing the contact metallization on top of SiO2.
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Single Heterojunctions

Heterojunctions introduce a new variable: local variation of the energy bandgap resulting in car-
rier confinement. Figure 10 shows a popular structure for a red LED emitter chip. A p-type layer of 
GaAlAs with 38 percent Al is grown on a GaAs substrate. The GaAlAs alloy system can be lattice-
matched to GaAs; therefore, no graded layer is required as in the GaAsP system of Fig. 7. Next, an 
n-type layer is grown with 75 percent Al. The variation of Eg from substrate to top is illustrated in 
Fig. 11. Holes accumulate in the GaAlAs p layer with the narrower bandgap. Electrons are injected 
from the n layer into this p layer. The holes have insufficient energy to climb the potential bar-
rier into the wide-bandgap material. Holes are confined to the p layer. In the p layer, the radiative 
recombination time is very short because of the high concentration of holes. As a result, the inter-
nal quantum efficiency is quite high. A variation of this structure is a widely used infrared emitter 
that emits at 880 nm.

p+-GaAs substrate

p-Ga0.62Al0.38As

n-Ga0.25Al0.75As

FIGURE 10 Cross section of a single heterostructure LED.

p+-GaAs

1.2 1.4 1.6

D
is

ta
n

ce

1.8 2.0 2.2

p-Ga0.62Al0.38As

n-Ga0.25Al0.75As

Bandgap energy (eV)

FIGURE 11 Variation in energy bandgap for the various layers in 
the GaAlAs LED shown in Fig. 10.
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Double Heterostructures

The double heterostructure shown in Fig. 12 repeats the p-side confinement of Fig. 10 on the n 
side. An n-type buffer layer is grown on the GaAs substrate to create a high-quality surface onto 
which the first n-type GaAlAs confinement layer with 75 percent Al is grown. The active or light-
generation layer is a 3-μm-thick p-type layer with 38 percent Al. The top p-type confinement 
layer again uses 75 percent Al. This structure with the energy-band diagram of Fig. 13 has two 
advantages: (1) There is no hole injection into the n-type layer with reduced efficiency and a slow 
hole recombination in the lowly doped n layer. (2) The high electron and hole density in the active 
layer reduces tr, thus increasing device speed and efficiency. The increased speed is quite impor-
tant for LED sources in fiber-optic communication applications. (See “Fiber Optics” subsection 
later in this chapter.)

The double heterostructure of Fig. 12 represents a one-dimensional containment of injected 
carriers. Injection and light emission occurs across the entire lateral dimension of the chip. For 
fiber-optic applications, the light generated over such a large area cannot be effectively coupled 
into small-diameter fiber. A rule of thumb for fiber coupling requires that the light-emitting 
area be equal to or, preferably, smaller than the fiber core diameter. This rule requires lateral 
constraint of carrier injection. The localized diffusion of Fig. 7 is not applicable to grown struc-
tures such as those in Fig. 12. The preferred solution inserts an n layer between buffer and lower 
confinement layer (see Fig. 14). A hole etched into the n layer allows current flow. Outside of 
this hole, the p-n junction between n layer and lower confinement layer is reverse-biased, thus 
blocking any current flow. The disadvantage of this approach is a complication of the growth 
process. In a first growth process, the n layer is grown. Then a hole is etched into the n layer using 
standard photolithographic etching techniques. Finally, a second epitaxial growth is used for the 
remaining layers.

Another technique to constrain current injection utilizes a small ohmic contact.12 It is used fre-
quently in conjunction with InP-based fiber-optic emitters (see Fig. 15). An SiO2 layer limits contact 
to a small-diameter (typically 25 μm) hole that results in a relatively small light-emitting area. The 
etched lens shown for this structure helps to collimate the light for more efficient coupling onto the 
fiber.12

n+-GaAs substrate

p-Ga0.62Al0.38As

p-Ga0.25Al0.75As

n-Ga0.25Al0.75As

35 μm

3 μm

15 μm

FIGURE 12 Structure of a double heterostructure (DH) 
GaAlAs LED. The DH is composed of a Ga0.62Al0.38As layer sur-
rounded on either side by a Ga0.25Al0.75As layer. The thick top layer 
acts as window to increase light extraction through the side walls of 
the chip.
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p-Ga0.62Al0.38As

n-Ga0.25Al0.75Asn-GaAs

N+ PPN

p-Ga0.25Al0.75As

+ + + +
+ + + +

+ + + +

Valence band

Conduction band

Distance

Energy

 –  –  –  –   –  –  –  –  
 –  –  –  –  – 

FIGURE 13 Energy band diagram of the GaAlAs LED shown in Fig. 12. The LED is forward biased. 
Electrons and holes are confined in the p-doped Ga0.62Al0.38As layer, which increases the radiative recombi-
nation efficiency.

p-Ga0.75Al0.25As

p-GaAs substrate

n-Ga0.94Al0.06As

n-Ga0.75Al0.25As

n-GaAs

FIGURE 14 Cross section of an LED with three-dimensional carrier confine-
ment. A DH structure is used to confine injected carriers in the Ga0.94Al0.06As layer 
(direction perpendicular to the junction). The patterned, n-type GaAs layer is used 
to limit current flow in the lateral direction. The small emitting area and the 820-nm 
emission of this LED makes it ideal for fiber-optic applications.

17_Bass_v2ch17_p001-036.indd 17.14 8/21/09 3:43:49 PM

DO
 N

OT
 D

UP
LI

CA
TE



LIGHT-EMITTING DIODES  17.15

17.6 MATERIAL SYSTEMS

The GaAs1-xPx System

The most widely used alloy for LEDs is the ternary GaAs1−xPx system, including its two binary 
components GaAs and GaP. This system is best described by the composition parameter x with 
0 ≤ x ≤ 1. For x = 0, we have GaAs and for x = 1 the composition is GaP. For x ≤ 0.4, the alloy has a 
direct bandgap. GaAs was developed in the early 1960s as an infrared emitter with a wavelength of 
910 nm and an efficiency in the range of 1 percent. This emitter was soon followed by a Si-doped 
variety. As discussed earlier, this leads to an emission wavelength of 940 nm, a wavelength at which 
the GaAs substrate is partly transparent. The resulting efficiency is increased substantially and, 
depending on configuration, is in the 5- to 10-percent range. However, the recombination process 
is quite slow, resulting in rise and fall times in the 50-ns to 1.0-μs range (see Table 2). One other 
drawback is caused by the low absorption coefficient of Si detectors at 940 nm. To absorb 90 percent 
of the light requires a detector thickness of 60 to 70 μm. Conventional photo transistors are quite 
suitable as detectors. Integrated photo ICs with their 5- to 7-μm-thick epitaxial layers are very inef-
ficient as detectors at 940 nm.

To shift the wavelength toward the near-infrared or into the visible spectrum, one has to grow a 
ternary alloy, a mixture between GaAs and GaP. Of commercial interest are two alloys with x = 0.3 
and x = 0.4 grown on a GaAs substrate (see Table 2). The x = 0.4 alloy was the first commercially 
produced material with a wavelength in the visible range of the spectrum. Grown on an absorbing 
substrate, it has a modest luminous efficacy of around 0.2 lm/A. [Luminous efficacy is the luminous 
(visible) flux output measured in lumens divided by the electrical current input.] The absorbing 
substrate allows the integration of multiple light sources into a single chip without crosstalk. Such 

n-InP substrate

Contact

Contact

Etched lens

n-InP

p-InP

p-InGaAsP

p-InGaAsP

SiO2

FIGURE 15 Structure of a 1300-nm LED used for optical fiber communications. 
The cross section shows the DH-layer configuration, limited area back contact for 
emission-size control, and an etched lens at the top of the chip which, magnifies (M = 2) 
the source area and collimates the light for effective coupling into a fiber.
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monolithic seven-segment displays became the workhorse display technology for handheld calcula-
tors from 1972 to 1976.9,13 Today this alloy is used in LED arrays for printers.14

The x = 0.3 alloy with a wavelength of 700 nm became important in the mid 1970s as a light 
source in applications using integrated photodetectors. It has 3 to 5 times the quantum efficiency of 
the x = 0.4 alloy (see Table 2), but has a lower luminous efficacy because of the much-reduced eye 
sensitivity at 700 nm.

For x >0.4, the GaAsP material system becomes indirect (see earlier under “Light-Generation 
Processes” and Fig. 3). The quantum efficiency decreases faster than the increase in eye sensitivity.4 The 
only way to achieve a meaningful efficiency is through the use of isoelectronic dopants as described 
earlier. The choices for isoelectronic dopants that have been successful are N for GaAsP11 and N or 
ZnO for GaP. Nitrogen doping is used widely for alloys with x = 0.65 to x = l.0.6–10 The resulting light 
sources cover the wavelength range from 635 nm to approximately 565 nm (see Table 2). Since these 
alloys are either GaP or very close in composition to GaP, they are all grown on GaP substrates. The 
resulting transparent-substrate chip structure increases the luminous efficacy.

In the case of the binary GaP compound, the dominant wavelength depends on N concentra-
tion. With low concentrations, practically all N atoms are isolated in single sites. With increasing 
concentration, N atoms can arrange themselves as pairs or triplets. The resulting electron traps have 
lower energy states, which shift the emitted light toward longer wavelength. Phonon coupling can 
also reduce the emission energy. Commercially significant are two compositions: (1) undoped GaP 
which emits at 565 nm (dominant wavelength) with a reasonably green appearance and a low effi-
ciency of around 1 lm/A, and (2) GaP with a nitrogen concentration in the range of 1019 cm−3 with 
a substantially higher luminous efficiency of around 6 lm/A at 572 nm. At this wavelength, the color 
appearance is yellow-green, often described as chartreuse.

Three nitrogen-doped ternary alloys of GaAsP are commercially important for red, orange, and 
yellow. The red source with x = 0.65 has an efficiency in the range of 2 to 3 lm/A. With increasing 
bandgap or decreasing wavelength, the drop in quantum efficiency is compensated by an increase in 
eye sensitivity, resulting in a practically wavelength-independent luminous efficiency for the range 
of 635 to 585 nm.8,15

ZnO-doped GaP is an interesting material. The quantum efficiency of such chips is relatively 
high, around 3 percent. However, the linewidth is quite broad. The quantum efficiency peaks at 
700 nm, but the luminous efficiency peaks at 640 nm (dominant wavelength). In other words, 
most of the photons are emitted at wavelengths with low eye sensitivity. Another problem of 
GaP:ZnO is saturation. The deep ZnO electron trap causes very slow exciton recombination. 
At high injection currents, all traps are saturated and most of the injected carriers recombine 

TABLE 2 Performance Summary of LED Chips in the GaAs1−xPx System

    Dominant  Luminous Quantum 
 Growth Isoel.  Wavelength  Efficacy§ Efficiency§ Speed
 x Process∗ Dopant Substrate† (nm) Colon‡ (lm/A) (%) (ns)

0 LPE — AS 910 IR  1 50
0 LPE — TS 940 IR  10 1000
0.3 VPE — AS 700 IR  0.5 50
0.4 VPE — AS 650 Red 0.2  50
0.65 VPE N TS 635 Red 2.5  300
0.75 VPE N TS 605 Orange 2.5  300
0.85 VPE N TS 585 Yellow 2.5  300
1.0 LPE N TS 572 Y/green 6  300
1.0 LPE — TS 565 Green 1  
1.0 LPE ZnO TS 640 Red 1  

∗LPE = liquid phase epitaxy; VPE = vapor phase epitaxy.
†AS = absorbing substrate; TS = transparent substrate.
‡IR = infrared.
§Into plastic (index = 1.5).
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nonradiatively. At low injection levels (≤1 A/cm2), the efficacy is relatively high, 3 to 5 lm/A. At a 
more useful density of 10 to 30 A/cm2, the emission saturates, resulting in an efficacy of around 
1 lm/A.

The AlxGa1-xAs System

The AlxGa1−xAs material system has a direct bandgap for 0 ≤ x ≤ 0.38. This system has one very sig-
nificant advantage over the GaAsP system described earlier, the entire alloy range from x = 0 to x = 1 
can be lattice-matched to GaAs. In other words, every alloy composition can be directly grown on 
any other alloy composition without the need for transition layers. This feature allows the growth 
of very abrupt heterojunctions, i.e., abrupt transition in composition and bandgap. These hetero-
junctions add one important property not available in the GaAsP system: carrier containment (see 
earlier under “Device Structures”). Carrier containment reduces the movement of injected carriers in 
a direction perpendicular to the junction. Thus, carrier density can be increased beyond the diffusion-
limited levels. This results in increased internal quantum efficiency and higher speed. Another ben-
efit is reduced absorption and improved extraction efficiency (under “Light Extraction”).

Of practical significance are two compositions: x = 0.06 and x = 0.38 (see Table 3). Both com-
positions exist in single and double heterojunction variations (see under “Device Structures”). 
The double heterojunctions usually have a 1.5 to 2.0 times advantage in efficiency and speed. In all 
cases, the efficiency strongly depends on the thickness of the window layer and, to a lesser degree, 
on the thickness of the transparent layer between active layer and absorbing substrate (see Fig. 12). 
Chips with a transparent substrate have an additional efficiency improvement of 1.5 to 3.0 times 
again, depending on layer thickness and contact area. The efficiency variation is best understood by 
counting exit cones as described in the text in conjunction with Table 1. For x = 0.06, the internal 
quantum efficiency of a double heterojunction approaches 100 percent. For x = 0.38, the direct and 
indirect valleys are practically at the same level and the internal quantum efficiency is reduced to the 
range of 50 percent, again dependent upon the quality of the manufacturing process.

The best compromise for efficiency and speed is the x = 0.06 alloy as a double heterostructure. 
Depending on layer thickness, substrate, and contact area, these devices have efficiencies of 5 to 
20 percent and rise/fall times of 20 to 50 ns. This alloy is becoming the workhorse for all infrared 
applications demanding power and speed. A structural variation as shown in Fig. 14 is an important 
light source for fiber-optic communication.

The x = 0.38 alloy is optimized for applications in the visible spectrum. The highest product of 
quantum efficiency and eye response is achieved at x = 0.38 and l = 650 nm. The single heterostruc-
ture on an absorbing substrate has an efficacy of around 4 lm/A. The equivalent double heterostruc-
ture is in the 6- to 8-lm/A range. On a transparent GaAlAs substrate, the efficacy is typically in the 
15- to 20-lm/A range and results of as high as 30 lm/A have been reported in the literature.16 The 
major application for these red LEDs is in light-flux-intensive applications, such as message panels 
and automotive stoplights. A variation optimized for speed is widely used for optical communica-
tion using plastic fiber.

TABLE 3 Performance Summary of LED Chips in the AlxGa1−xAs System

    Efficiency Speed
 x l (nm) Substrate∗ Structure† or Efficacy (ns)

0.06 820 AS, TW DH 8% 30
0.06 820 TS DH 15% 30
0.38 650 AS, TW SH 4 lm/A 
0.38 650 AS, TW DH 8 lm/A 
0.38 650 TS DH 16 lm/A 

∗AS = absorbing substrate; TW = thick window layer; TS = transport substrate.
†DH = double heterostructure; SH = single heterostructure.
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The AlInGaP System

The AlInGaP system has most of the advantages of the AlGaAs system with the additional advantage 
that it has a higher-energy direct energy gap of 2.3 eV that corresponds to green emission at 540 nm. 
AlInGaP can be lattice-matched to GaAs substrates. Indium occupies about half of the Group III 
atomic sites. The ratio of aluminum to gallium can be changed without affecting the lattice match, 
just as it can in the AlGaAs material system, since A1P and GaP have nearly the same lattice spacing. 
This enables the growth of heterostructures that have the efficiency advantages described in the pre-
vious section.

Various AlInGaP device structures have been grown. A simple DH structure with an AlInGaP 
active layer surrounded by higher bandgap AlInGaP confining layers has been effective for injec-
tion lasers, but has not produced efficient surface-emitting LEDs.17 The main problem has been that 
AlInGaP is relatively resistive and the top AlInGaP layer is not effective in distributing the current 
uniformly over the chip. This is not a problem with lasers since the top surface is covered with metal 
and the light is emitted from the edge of the chip.

The top layer must also be transparent to the light that is generated. Two window layers used 
are AlGaAs or GaP on top of the AlInGaP heterostructure.18,19 AlGaAs has the advantage that it 
is lattice-matched and introduces a minimum number of defects at the interface, but it has the 
disadvantage that it is somewhat absorptive to the yellow and green light which is generated 
for high-aluminum compositions. The highest AlInGaP device efficiencies have been achieved 
using GaP window layers.18,20 GaP has the advantage that it is transparent to shorter wave-
lengths than AlGaAs and that it is easy to grow thick GaP layers, using either VPE or LPE, on 
top of the AlInGaP DH that was grown by MOVPE. Both VPE and LPE have substantially higher 
growth rates than MOCVD. The various growth techniques are discussed later under “Epitaxial 
Technology.”

AlInGaP devices with 45-μm-thick GaP window layers have achieved external quantum efficien-
cies exceeding 5 percent in the red and yellow regions of the emission spectrum.21 This is more than 
twice as bright as devices that have thinner AlGaAs window layers.

Green-emitting AlInGaP devices have also been grown which are brighter than the conventional 
GaP and GaP:N green emitters.18,20,21 Substantial further improvement in green is expected since the 
quantum efficiency is not as high as would be expected based on the energy position of the transi-
tion from a direct to an indirect semiconductor.

The performance of AlInGaP LEDs compared to the most important other types of visible emit-
ters is shown in Figs. 16 and 17. GaAsP on a GaAs substrate and GaP: ZnO are not shown since their 
luminous efficacy are off the chart at the bottom and the lower-right-hand corner, respectively. It is 
clear from Fig. 17 that the luminous efficacy of AlInGaP is substantially higher than the other tech-
nologies in all color regions except for red beyond 640 nm. Since forward voltage is typically about 
2 V, the lumen per watt value for a given device is about one-half the lumen per ampere value that is 
given in Tables 2 and 3. The quantum efficiency of AlInGaP is also better than all of the other tech-
nologies except for the highest-performance AlGaAs devices operating at about 650 nm. Because of 
the eye sensitivity variations (see C.I.E. curve in Fig. 16), the 620 nm (red/orange) AlInGaP devices 
have a higher luminous efficiacy than 650 nm AlGaAs LEDs (see Fig. 17).

Blue LED Technology

Blue emitters have been commercially available for more than a decade, but have only begun to 
have a significant impact on the market in the last few years. SiC is the leading technology for 
blue emitters with a quantum efficiency of about 0.02 percent and 0.04 lm/A luminous perfor-
mance. SiC devices are not much used due to their high price and relatively low performance 
efficiency.

Other approaches for making blue LEDs are the use of II–VI compounds such as ZnSe or the 
nitride system GaN, AlGaN, or AlGaInN. It has been difficult to make good p-n junctions in these 
materials. Recently improved p-n junctions have been demonstrated in both ZnSe22,23 and GaN.24 
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Device performance is still in the 0.1-lm/A range and reliability is unproven. However, this 
recent progress is very encouraging for blue-emission technology and could lead to a high-
performance device in the next few years. Both ZnSe and the nitride system have a major 
advantage over SiC because they are direct bandgap semiconductors, so a much higher internal 
quantum efficiency is possible. However, it is difficult to find suitable lattice-matched substrates 
for these materials.

FIGURE 16 External quantum efficiency as a function of peak wavelength for vari-
ous types of visible LEDs. Below 590 nm the efficiency of AlInGaP LEDs decreases due to 
the approaching transition from direct to indirect semiconductor. The human eye sensitiv-
ity curve is also shown. Since the eye response increases sharply from 660 to 540 nm, it 
partially makes up for the drop in AlInGaP LED efficiency. The resulting luminous perfor-
mance is shown in Fig. 17.
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FIGURE 17 Luminous efficacy for AlInGaP LEDs versus wavelength compared to 
other LED technologies. AlInGaP LEDs are more than an order of magnitude brighter in 
the orange and yellow regions than other LEDs. AlInGaP LEDs compare favorably to the 
best AlGaAs red LEDs.
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17.7 SUBSTRATE TECHNOLOGY

Substrate Criteria

There are several requirements for substrates for LEDs. The substrate must be as conductive as pos-
sible both thermally and electrically to minimize power loss. In order to minimize defects it should 
match the epitaxial layers as closely as possible in atomic lattice spacing, and in the coefficient of 
thermal expansion. The substrate should also have a low defect density itself. Finally, the substrate 
should, if possible, be transparent to the light generated by the LED structure since this will enhance 
the external quantum efficiency.

Substrate Choices

The substrates used for nearly all visible LEDs are GaAs and GaP. GaAs or InP is used for infrared 
devices, depending upon the device structure required. Substrate parameters are summarized in 
Table 4, along with Si and Ge for comparison. GaAs is used for the AlGaAs and AlInGaP material 
systems since they can be lattice-matched to it. GaAs is also used for the GaAs1−xPx, system for 
x ≤ 0.4 because it is more nearly latticed-matched and, since it is absorbing, it is useful in multiple-
junction devices where optical crosstalk must be minimized (see under “Diffused Homojunction” 
and Fig. 8). GaP is used for compositions of x > 0.6 due to its transparency and closer lattice match. 
However, neither GaP nor GaAs are well matched to GaAsP, and grading layers are required to grow 
epitaxial layers with decent quality. InP is the choice for long wavelength emitters made using the 
InGaAs or InGaAsP materials systems, due to the better lattice match.

Substrate Doping

Generally, substrates are n type and are doped with Te, S, or Si, although sometimes Se and Sn are 
also used. In some cases, particularly for some AlGaAs LEDs and laser structures, p-type substrates 
are required and Zn is nearly always the dopant. The doping levels are typically in the 1018-cm−3 
range. Basically, the substrates are doped as heavily as possible to maximize conductivity. However, 
the doping must be below the solubility limit to eliminate precipitates and other defects. In the case 
of substrates that are transparent to the light which is generated, such as GaP, with a GaAs1−xPx epi-
taxial layer, the doping should also remain below the level at which substantial free carrier absorp-
tion occurs.

Growth Techniques

Substrates can be grown by either the Bridgeman or Liquid Encapsulated Czochralski (LEC) tech-
nique. The LEC technique is the most widely used. Both techniques are described in detail elsewhere 
and will be only briefly summarized here.25

TABLE 4 Properties of Common Semiconductor Substrates

 Lattice Energy Gap Melting Point
Substrate Parameter @ 300 K (eV) (°C)

GaAs 5.653 1.428 Direct 1238
GaP 5.451 2.268  Indirect 1467
InP 5.868 1.34  Direct 1062
Si 5.431 1.11  Indirect 1415
Ge 5.646 0.664  Indirect   937
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The LEC technique for GaAs consists of a crucible containing a molten GaAs solution, into which 
a single crystal “seed” is dipped. The temperature is carefully controlled so that the molten GaAs 
slowly freezes on the seed as the seed is rotated and raised out of the molten solution. By properly 
controlling the temperature, rotation rate, seed lift rate, etc., the seed can be grown into a single crystal 
weighing several kilograms and having a diameter of typically 2 to 4 in for GaAs and for 2 to 2.5 in for 
GaP. At the GaAs and GaP melting points As and P would rapidly evaporate from the growth crucible 
if they were not contained with a molten boric oxide layer covering the growth solution. This layer 
is the reason for the name “liquid encapsulated.” The seed is dipped through the boric oxide to grow 
the crystal. The growth chamber must be pressurized to keep the phosphorus and arsenic from bub-
bling through the boric oxide. The growth pressure for GaP is 80 atm, and for GaAs is 20 atm or less, 
depending upon the approach for synthesis and growth. The LEC technique, used for GaAs, GaP, and 
InP, is similar to the Czochralski technique used for silicon, but the silicon process is much simpler 
since encapsulation is not required and the growth can be done at atmospheric pressure.

The Bridgeman and the gradient-freeze technique, which is a variation of the Bridgeman tech-
nique, can also be used to grow compound semiconductors. In this technique the growth solution 
and seed are contained in a sealed chamber so liquid encapsulation is not required. Growth is 
accomplished by having a temperature gradient in the solution, with the lowest temperature at the 
melting point in the vicinity of the seed. Growth can be accomplished by lowering the temperature 
of the entire chamber (gradient freeze), or by physically moving the growth chamber relative to the 
furnace (Bridgeman technique) to sweep the temperature gradient through the molten solution. 
The growing crystal can be in either a vertical or horizontal position.

GaAs for LEDs is commonly grown using either LEC or horizontal gradient freeze, also called 
“boat grown,” but sometimes a vertical Bridgeman approach is used. GaP and InP are almost always 
grown using LEC but sometimes a vertical Bridgeman approach has also been used.

17.8 EPITAXIAL TECHNOLOGY

Growth Techniques Available

Epitaxial layers are grown using one of several techniques, depending on the material system. The 
most common techniques are liquid phase epitaxy (LPE), which is primary used to grow GaAs, GaP, 
and AlGaAs and vapor phase epitaxy (VPE), which is used to grow GaAsP. Metalorganic vapor phase 
epitaxy (MOVPE) is also used to grow AlGaAs, GaInAsP, and AlInGaP. Molecular beam epitaxy 
(MBE) is used for lasers and high-speed devices but is not used for high-volume commercial LEDs 
at this time. It has been used to grow blue ZnSe-based lasers and LEDs and could be important in 
the future. All of these epitaxial techniques have been discussed extensively elsewhere and will be 
only briefly described here.

LPE

LPE growth consists of a liquid growth solution, generally gallium, which is saturated with the com-
pound to be grown.26 The saturated solution is placed in contact with the substrate at the desired 
growth temperature, and cooled. As the solution cools, an epitaxial film is grown on the substrate. 
The technique has the advantage that it is relatively easy to grow high-quality epitaxial layers, and 
materials containing aluminum (such as AlGaAs) can be readily grown. The disadvantages are 
that composition control can be difficult. Also, the growth of epitaxial structures involving more 
than two or three layers, particularly thin layers, can be mechanically complicated since each layer 
requires a separate growth solution that must be carefully saturated and sequentially brought into 
contact with the substrate.

One important use of the LPE technique has been for the growth of GaP:ZnO and GaP:N for red 
and green LEDs, respectively. These devices each consist of two relatively thick layers: an n-type layer, 
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followed by the growth of a p-type layer. While other growth techniques can be used to grow GaP LEDs, 
the best results have been obtained using LPE. As a result of a high-volume, low-cost production tech-
nology has evolved, which produces more visible LED chips than any other technique. Another major 
use of LPE is for the growth of GaAs: Si for infrared emitters. LPE is the only technique with which it 
has been possible to produce the recombination center that gives rise to the 940-nm emission charac-
teristic of this material. The GaAs: Si structures are generally grown from a single growth solution. At 
high temperatures the silicon is incorporated on Ga sites and the layers are n type. As the solution cools 
the silicon becomes preferentially incorporated on the As sites and the layer becomes p type.

AlGaAs devices for both visible (red) and IR devices are also generally grown by LPE. AlGaAs 
devices can also be grown by MOCVD, but LPE has the advantage that thick layers can be more 
easily grown. This is important for high extraction efficiency (see under “Device Structures” and 
Fig. 12). In the case of visible devices at 650 nm, the internal quantum efficiency is also higher using 
LPE than MOCVD. This is not understood, but the result is that virtually all of the visible AlGaAs 
LEDs are produced using LPE.

VPE

VPE is the other major commercial epitaxial technology for LEDs.9,27 VPE consists of a quartz chamber 
containing the substrate wafers at the appropriate growth temperature. The reactants are transported 
to the substrates in gaseous form. The technique is mainly used for the growth of GaAsP which, along 
with GaP, dominates the high-volume visible LED market. In this case HC1 is passed over Ga metal to 
form gallium chlorides, and AsH3 and PH3 are used to provide the As and P compounds. Appropriate 
dopant gases are added to achieve the n- and p-type doping. NH3 is used to achieve nitrogen doping 
for the growth of GaAsP:N. The VPE technique has the advantages that it is relatively easy to scale up 
the growth chamber size so large quantities of material can be grown and layer composition and thick-
ness can be easily controlled by adjusting the flow conditions. A limitation of VPE is that it has not 
been possible to grow high-quality compounds containing aluminum because the aluminum-bearing 
reactants attack the quartz chamber resulting in contaminated films. Thus, AlGaAs and AlInGaP, the 
emerging high-brightness technologies, cannot be grown using this technique.

MOCVD

MOCVD growth, like conventional VPE, uses gases to transpose the reactants to the substrates in a 
growth chamber.28 However, in this case metallorganic compounds such as trimethylgallium (TMG) 
are used for one or more of the reactants. A major difference between VPE and MOCVD is that in 
the case of MOCVD the decomposition of the source gas (e.g., TMG) occurs as a reaction at or near 
the substrate surface, and the substrate is in the hottest area of the reactor such that the decomposi-
tion occurs on the substrate instead of the walls of the growth chamber. The walls of the growth 
chamber remain relatively cool. This is the key factor that makes MOCVD suitable for the growth of 
aluminum-bearing compounds which, unlike the VPE situation, do not react sig nificantly with the 
cooler reactor walls. Thus AlGaAs and AlInGaP can be readily grown with MOCVD, and this tech-
nology is widely used for infrared AlGaAs LEDs and lasers, and for the emerging visible AlInGaP 
laser and LED technology.

MOCVD is also used for the growth of GaN and AlGaN that are candidates for blue emission, and 
for the growth of II–VI compounds, such as ZnSe, that is also a potential blue emitter. However, at this 
time the key limitation in obtaining blue ZnSe emitters is the growth of low-resistivity p-type ZnSe. 
For reasons that are not yet understood, low-resistivity p-type ZnSe has been grown using MBE only.

MBE

MBE is a high vacuum growth technique in which the reactants are essentially evaporated onto the 
substrates under very controlled conditions.29 MBE, like MOCVD, can be used to deposit compounds 
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containing aluminum. The growth rates using MBE are generally slower than the other epitaxial tech-
niques, so MBE is most suitable for structures requiring thin layers and precise control of layer thick-
ness. MBE equipment is somewhat more expensive than the equipment used for the other types of 
epitaxial growth, so it has not been suitable for the high-volume, low-cost production that is required 
for most types of LEDs. MBE has generally been utilized for lasers and high-speed devices where 
control of complicated epitaxial structures is critical and where relatively low volumes of devices are 
required. One advantage that MBE has over the other growth technologies is that the reactants uti-
lized are generally less hazardous. Consequently, MBE equipment is often cheaper and easier to install 
since there are less safety issues and safety-code restrictions to deal with.

17.9 WAFER PROCESSING

Wafer Processing Overview

Wafer processing of compound semiconductors for LED applications has many of the same general 
steps used to process silicon integrated-circuit wafers, namely passivation, diffusion, metallization, 
testing, and die fabrication. The LED device structures are much simpler, so fewer steps are required; 
but, due to the materials involved, the individual steps are generally different and sometimes more 
complicated.

Compound semiconductor processing has been described in detail elsewhere, so only a brief 
summary is discussed here.30 Some types of LED structures require all of the processing steps listed 
here, but in many cases fewer process steps are required. An example is a GaP or AlGaAs device with 
a grown p-n junction. For these devices no passivation or diffusion is required.

Passivation

Some types of LED structures, particularly multijunction structures, require a passivation layer prior 
to diffusion, as shown in Fig. 7. This layer must be deposited relatively free of pinholes, be patternable 
with standard photolithographic techniques, and must block the diffusing element, generally zinc. In 
the case of silicon, a native oxide is grown which is suitable for most diffusions. Unfortunately, the 
compound semiconductors do not form a coherent native oxide as readily as silicon. Silicon nitride 
(Si3N4) is the most widely used passivation layer for LEDs. Si3N4 is grown by reacting silane (SiH4) 
and ammonia at high temperature in a furnace. S3N4 blocks zinc very effectively, and is easily grown, 
patterned, and removed. Sometimes an SiO2 layer is used in conjunction with Si3N4 for applications 
such as protecting the surface of the compound semiconductor during high-temperature processing. 
Silicon oxynitride can also be used instead of or in addition to pure Si3N4. Silicon oxynitride is some-
what more complicated to deposit and control, but can have superior properties, such as a better 
match of coefficient of expansion, resulting in lower stress at the interface.

Diffusion

Generally, only p-type impurities, usually Zn, are diffused in compound semiconductors. N-type 
impurities have prohibitively small diffusion coefficients for most applications. Zn is commonly 
used because it diffuses rapidly in most materials and because it is nontoxic in contrast to Be, which 
also diffuses rapidly. Mg is another reasonable p-type dopant, but it diffuses more slowly than zinc. 
Diffusions are generally done in evacuated and sealed ampoules using metallic zinc as source material. 
A column V element such as As is also generally added to the ampoule to provide an overpressure that 
helps to prevent decomposition of the semiconductor surface during diffusion. Diffusion conditions 
typically range from 600 to 900°C for times ranging from minutes to days, depending upon the mate-
rial and device involved. Junction depths can range from a fraction of a μm to a more than 10 μm.
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Open-tube diffusions have also been employed but have generally been harder to control than 
the sealed ampoule approach, often because of surface decomposition problems. Open-tube dif-
fusions have the advantage that one does not have to deal with the expense and hazard of sealing, 
breaking, and replacing quartz ampoules.

A third type of diffusion that has been used is a “semisealed” ampoule approach in which the 
ampoule can be opened and reused. The diffusion is carried out at atmospheric pressure and the 
pressure is controlled by having a one-way pressure relief valve on the ampoule.

Contacting

The contacts must make good ohmic contact to both the p- and n-type semiconductor, and the top 
surface of the top contact must be well suited for high-speed wire bonding. Generally, multilayer 
contacts are required to meet these conditions. Evaporation, sputtering, and e-beam deposition are 
all employed in LED fabrication. The p-type contact generally uses an alloy of either Zn or Be to 
make the ohmic contact. An Au-Zn alloy is the most common due to the toxicity of Be. The Au-Zn 
can be covered with a layer of Al or Au to enable high-yield wire bonding. A refractory metal barrier 
layer may be included between the Au-Zn and top Al or Au layer to prevent intermixing of the two 
layers and the out-diffusion of Ga, both of which can have a deleterious effect on the bondability of 
the Al or Au top layer. The n-type contact can be similar to the p-type contact except that an element 
which acts as an n-type dopant, commonly Ge, is used instead of Zn. An Au-Ge alloy is probably 
most frequently used to form the n-type ohmic contact since it has a suitably low melting point. If 
the n-type contact is the top, or bonded, contact it will be covered by one or more metallic layers to 
enhance bondability.

Testing

The key parameters that need to be tested are light output, optical rise and fall times, emission 
wavelength, forward voltage, and leakage current. The equipment used is similar to that used to test 
other semiconductor devices except that a detector must be added to measure light output. Rise and 
fall times and wavelength are generally measured on only a sample basis and not for each device on 
a wafer. In order to test the individual LEDs, the devices must be isolated on the wafer. This occurs 
automatically for LEDs that are masked and diffused, but if the LEDs are sheet diffused or have a 
grown junction, the top layer must be processed to isolate individual junctions. This can be accom-
plished by etching or sawing with a dicing saw. Generally, sawing is used, followed by an etch to 
remove saw damage, because the layers are so thick that etching deep (>10 μm) grooves is required. 
It is advisable to avoid deep groove etching because undercutting and lateral etching often occur and 
the process becomes hard to control. In many cases LED junctions are not 100 percent tested. This is 
particularly true of GaP and AlGaAs red-emitting devices in which the top layer may be 30 μm thick. 
Wafers of this type can be sampled by “coring” through the top layer of the wafer in one or more 
places with an ultrasonic tool in order to verify that the wafer is generally satisfactory. Later, when 
chips are fully processed, chips can be selected from several regions of the wafer and fully tested to 
determine if the wafer should be used or rejected.

Die Fab

Die fab is the process of separating the wafer into individual dice so they are ready for assembly. 
Generally, the wafer is first mounted on a piece of expandable tape. Next the wafer is either scribed 
or sawed to form individual dice. Mechanical diamond scribing or laser scribing were the preferred 
technologies in the past. Mechanical scribing has zero kerf loss, but the chips tend to have jagged 
edges and visual inspection is required. Laser scribing provides uniform chips but the molten waste 
material from between the chips damages neighboring chips, and in the case of full function chips 
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the edges of the junction can be damaged by the laser. As a result of the limitations of scribing, 
sawing (using a dicing saw with a thin diamond impregnated blade) has become the technology of 
choice for most LEDs.

The kerf loss for sawing has been reduced to about 40 μm and the chip uniformity is excellent 
such that a minimum of inspection and testing is required. For most materials a “cleanup” etch is 
required after sawing to remove work damage at the edges of the chips, which can both affect the 
electrical performance and absorb light. The wafer remains on the expandable tape during the saw-
ing process. After sawing, the tape is expanded so that the chips are separated. The tape is clamped 
in a ring that keeps it expanded and the chips aligned. In this form the chips are easily individually 
picked off the tape by the die-attach machine that places the chips in the LED package.

17.10 LED QUALITY AND RELIABILITY

LEDs offer many advantages over other types of light sources. They have long operating life, they 
operate over a wide temperature range, and they are unaffected by many adverse environmental 
conditions. LED devices also are mechanically robust, making them suitable for applications where 
there is high vibration, shock, or acceleration. Excellent quality and reliability are obtainable when 
an LED product is properly designed, fabricated, packaged, tested, and operated.

Product quality is defined as “fitness for use” in a customer’s application. Quality is measured 
in units of the average number of defective parts per million shipped (i.e., ppm), and is inferred 
from product sampling and testing. LED product quality is assured by (1) robust chip and product 
design, (2) high-quality piece parts, (3) well-controlled fabrication processes, (4) use of statistical 
process control during manufacturing, (5) careful product testing, and (6) proper handling and 
storage. Most III–V LEDS are comparable in quality to the best silicon devices manufactured today. 
Well-designed LED products have total defect levels well below 100 ppm.

Reliability measures the probability that a product will perform its intended function under 
defined use conditions over the useful life of the product. Probability of survival is characterized by 
a failure rate, which is calculated by dividing the number of failures by the total number of operat-
ing hours (number of products tested per x hours operated). Common measures for reliability are 
percent failures per 1000 hours (percent/khr) and number failures per 109 hours (FITS). LED failure 
rates typically are better than 0.01 percent per khr at 50°C.

The reliability of an LED product is dependent on the reliability of the LED semiconductor chip 
and on the robustness of the package into which the chip is placed. Interactions between the chip and 
package can affect product reliability as well. Aspects of LED packaging and LED chip reliability are 
discussed in the following paragraphs.

LED Package Reliability

The package into which the LED chip is assembled should provide mechanical stability, electrical 
connection, and environmental protection. To evaluate package integrity, stress tests such as temper-
ature cycling, thermal and mechanical shock, moisture resistance, and vibration are used to establish 
the worst-case conditions under which a product can survive. Generally, product data sheets contain 
relevant information about safe conditions for product application and operation.

Plastic materials are commonly used to package LEDs (see under “LED-Based Products”). 
Thermal fatigue is a limiting factor in plastic-packaged LEDs. Take the case of the plastic LED lamp 
shown later in Fig. 21. Because of the different materials used (epoxy plastic, copper lead frame, gold 
wire, III–V LED, etc.) and the different coefficients of expansion of these materials, temperature 
changes cause internal stresses. If the package is not well designed and properly assembled, thermal 
changes can cause cracking, chip-attach failure, or failure of the wire bond (open circuits). Careful 
design can reduce these problems to negligible levels over wide temperature ranges. Today’s high-
quality plastic lamps are capable of being cycled from −55 to +100°C for 100 cycles without failure.
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Long-term exposure to water vapor can lead to moisture penetration through the plastic, sub-
jecting the chips to humidity. High humidity can cause chip corrosion, plastic delamination, or sur-
face leakage problems. Plastic-packaged LEDs are typically not harmed when used under normal use 
conditions. Accelerated moisture resistance testing can be used to test the limits of LED packages. 
Plastic materials have been improved to the point that LED products can withstand 1000 hours of 
environmental testing at elevated temperatures and high humidity (i.e., 85°C and 85 percent RH).

The thermal stability of plastic packaging materials is another important parameter. Over nor-
mal service conditions, the expansion coefficient of plastic is relatively constant. Above the so-called 
glass transition temperature Tg the coefficient increases rapidly. Reliable operation of plastic-pack-
aged LEDs generally requires operation at ambient temperatures below Tg. Failures associated with 
improper soldering operations, such as too high a soldering temperature or for too long a time 
can cause the package to fail. Excessive storage temperatures also should be avoided. When an LED 
product is operated, internal ohmic heating occurs; hence, the safe operating maximum temperature 
is generally somewhat lower than the safe storage temperature.

LED Chip Reliability

The reliability characteristics of the LED chip determine the safe limits of operation of the product. 
When operated at a given temperature and drive current there is some probability that the LED 
will fail. In general, LED failure rates can be separated into three time periods: (1) infantile failure, 
(2) useful life, and (3) the wearout period (see Fig. 18). During the infant mortality period, failures 
occur due to weak or substandard units. Typically, the failure rate decreases during the infantile 
period until no weak units remain. During the “useful life” period, the failure rate is relatively low 
and constant. The number of failures that do occur are random in nature and cannot be eliminated 
by more testing. The useful life of an LED is a function of the operating temperature and drive con-
ditions. Under normal use conditions, LEDs have useful lives exceeding 100,000 hours. The wearout 
period is characterized by a rapidly rising failure rate. Generally, wearout for LEDs is not a concern, 
as the useful life far exceeds the useful life of the product that the LEDs are designed into.

The principle failure mode for LED chips is light-output degradation. In the case of a visible 
lamp or display, failure is typically defined as a 50 percent decrease in light output from its initial 
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FIGURE 18 Plot of LED failure rate versus time, showing the infantile failure period 
(decreasing rate), the useful life period (constant, low rate), and the wear-out period (rapidly 
rising rate).
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value, since that is the level where the human eye begins to observe a noticeable change. For infra-
red emitters or visible LEDs where flux is sensed by a semiconductor detector, failure is commonly 
defined as a 20 to 30 percent decrease in flux output.

Figure 19 shows degradation curves for a direct bandgap GaAsP LED packaged in a 5-mm plastic 
lamp.31 Current must flow for degradation to occur, as negligible change is observed after 1 khr of 
100°C storage. Degradation is a function of the temperature at the p-n junction and the junction 
current density. As shown in Fig. 19, a larger decline in light output is observed as junction current 
density and/or temperature at the junction increases. The dependence of degradation on current 
density J is superlinear, varying as Jx with 1.5 < x <2.5. Hence, accelerated-aging tests typically use 
high currents and tempera tures to shorten the time needed to observe LED degradation. The maxi-
mum stress level shown in Fig. 19 is 200 percent of the maximum allowable drive current specified 
in the data sheet.

Light-output degradation in GaAsP LEDs is due to an increase in the nonradiative space-charge 
recombination current. Total current flowing through the LED is made up of the sum of diffusion 
current and space-charge recombination current, as shown in the following equations:

  I V t A t e B t eT
qV kT qV kT( , ) ( ) ( )/ /= + 2   (5)

where q is electron charge, k is Boltzmann’s constant, and T is temperature.32 The first term is diffu-
sion current that produces light output, while the second term is space-charge recombination that 
is nonradiative. At fixed IT , if B(t) increases, then the diffusion term must decrease and, hence, the 
light output decreases. The reason for the increase in space-charge recombination in GaAsP LEDs is 
not fully understood.

The degradation characteristics of GaAlAs LEDs differ from those of GaAsP LEDs. Typical curves 
of normalized light output versus time for GaAlAs LEDs are shown in Fig. 20. “Good” units show 
negligible decrease in light output when operated under normal service conditions. Gradual degrada-
tion may occur, but it is relatively uncommon. The predominate failure mode in GaAlAs LEDs is cat-
astrophic degradation. The light emission decreases very rapidly over a period of less than 100 hours 
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FIGURE 19 Curves of light output versus time for GaAsP indicator lamps stressed under 
various conditions. Light output is normalized to the initial value. Each curve shows the average 
degradation of 20 lamps
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and simultaneously nonradiative regions (“dark-spot” or “dark-line defects”) are observed to form. 
The catastrophic degradation mechanism is described in detail in Refs. 33 and 34. In brief, the dark 
regions are caused by nonradiative recombination at dislocation networks that grow rapidly from a 
crystal dislocation located in the light-emitting region of the LED. Network formation depends on 
carrier recombination, both nonradiative, which creates mobile point defects, and radiative recom-
bination, which enhances the movement of the point defects to the growing network.

Formation of dark-line defects is enhanced by mechanical stress either present in the LED chip 
or occurring during assembly. Properly designed products reduce such stress by minimizing bend-
ing caused by the different coefficients of expansion in the LED, and by stress-free die attach, wire 
bond, and encapsulation of the LED during assembly.

Failures due to dark-spot or dark-line defects can be effectively screened out by operating the 
LED at high current and temperature. Units with defects typically fail within the first few hundred 
hours. GaAlAs LEDs with dark-spot or dark-line defects are screened out by means of visual inspec-
tion and/or by eliminating units with large decreases in light output. GaAlAs LEDs used for fiber-
optic applications have small emitting areas (see under “Fiber Optics” discussion and Fig. 14). Due 
to the high current densities present in such devices, high temperature and current burn-in is used 
extensively for these types of LEDs.

Another degradation mode in LEDs is the change in the reverse breakdown characteristics over 
time. The reverse characteristics become soft and the breakdown voltage may decrease to a very low 
value. Several mechanisms have been observed in LEDs. One cause is localized avalanche breakdown 
due to microplasma formation at points where electric fields are high. Microplasmas have been 
observed in GaAs and GaAsP LEDs.

Damage or contamination of the edges of an LED chip can cause increased surface leakage and 
reduced reverse breakdown. Incomplete removal of damage during die separation operations and 
damage induced during handling and assembly are known to cause reverse breakdown changes. 
Die-attach materials also can unintentionally contamin ate the edges of LEDs. Copper, frequently 
found in LED packaging materials, can diffuse into the exposed surfaces of the LED, causing excess 
leakage and, in some cases, light-output degradation.35 Chips whose p-n junction extends to the 
edges (i.e., Fig. 6) are very susceptible to damage and/or contamination.
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FIGURE 20 Light output degradation of AlGaAs LEDs. Three modes are shown: “good” 
devices with negligible light-output decrease over time, devices which degrade gradually over time, 
and “catastrophic” degradation devices where the flux rapidly decreases over a short time period
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17.11 LED-BASED PRODUCTS

Indicator Lamps

The simplest LED product is an indicator lamp or its infrared equivalent. The most frequently used 
lamp is shown in Fig. 21. A LED chip with a typical dimension of 250 × 250 μm is attached with 
conductive silver-loaded epoxy into a reflective cavity coined into the end of a silver-plated copper 
or steel lead frame. The top of the LED chip is connected with a thin 25-μm gold wire to the sec-
ond terminal of the lead frame. The lead frame subassembly is then embedded in epoxy. The epoxy 
serves several functions: (1) it holds the assembly together and protects the delicate chip and bond 
wire; (2) it increases the light extraction from the chip (see under “Light Extraction,” discussed 
earlier); and (3) it determines the spatial light distribution.

There are a large number of variations of the lamp shown in Fig. 21. Besides the obvious varia-
tion of source wavelength, there are variations of size, shape, radiation pattern, etc. The cross section 
of the plastic body ranges from 2 to 10 mm. The radiation pattern is affected by three factors: the 
shape of the dome, the relative position of the chip/reflector combination, and by the presence of 
a diffusant in the epoxy. Figure 22a shows the radiation pattern of a lamp using clear plastic as an 
encapsulant. The rays emanating from chip and reflector are collimated into a narrow beam. For 
many indicator lamps a broader viewing angle is desired such as that shown in the radiation pattern 
of Fig. 22b. This effect is achieved by adding a diffusant, such as glass powder, to the clear plastic. 
Another variation is shape. Common shapes are round, square, rectangular, or triangular.

FIGURE 21 Plastic indicator lamp. 
The LED chip is placed in a reflector coined 
into the end of one electrode lead. The top 
of the chip is connected with a gold wire 
to the second electrode. The electrodes are 
encapsulated in plastic to form a mechani-
cally robust package. 

(a)

(b)

FIGURE 22 Radiation pattern of two types of LED indicator lamps: 
(a) lamp with clear plastic package with a narrow beam and (b) lamp 
with a diffusing plastic package (glass powder added) with a broader 
radiation pattern.
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Another variation is achieved by placing two different chips into the reflector cup. For instance, 
a lamp with green and red chips connected to the second post in an antiparallel fashion can operate 
as a red indicator if the reflector post is biased positive, and as a green indicator if it is biased nega-
tive. Rapidly switching between the two polarities one can achieve any color between the two basic 
colors, i.e., yellow or orange, depending on current and duty cycle.

A number of chips can be combined in a single package to illuminate a rectangular area. These 
so-called annunciator assemblies range in size from 1 to several cm. They typically use 4 chips per 
cm2. By placing an aperture-limiting symbol or telltale in front of the lit area, these structures are 
cost-effective means to display a fixed message, such as warning lights in an automotive dashboard.

Numeric Displays

Numeric displays are usually made up of a nearly rectangular arrangement of seven elongated seg-
ments in a figure-eight pattern. Selectively switching these segments generates all ten digits from 0 to 9. 
Often decimal point, colon, comma, and other symbols are added.

There are two main types of LED numeric displays: (1) monolithic displays and (2) stretched 
segment displays. All monolithic displays are based on GaAs-GaAsP technology. Seven elongated 
p-doped regions and a decimal point are diffused into an n-type epitaxial layer of a single or mono-
lithic chip (see Fig. 8). Electrically, this is a structure with eight anodes and one common cathode. 
This monolithic approach is relatively expensive. For arms-length viewing, a character height of 3 to 
5 mm is required. Adding space for bonding pads, decimal point, and edge separation, such a display 
consumes around 10 mm2 of expensive semiconductor material per digit. One way to reduce mate-
rial and power consumption is optical magnification. Viewing-angle limitation and distortion limit 
the magnification M to M ≤ 2.0. Power consumption is reduced by M 2—an important feature for 
battery-powered applications.

For digits >5 mm, a stretched segment display is most cost effective. The design of Fig. 23 utilizes 
a 250 × 250 μm chip to generate a segment with dimensions of up to 8 × 2 mm for a 20-mm digit 
height. This corresponds to a real magnification of M 2 = 256, or an equivalent linear magnification 
of M = 16. This magnification is achieved without a reduction in viewing angle by using scattering 
optics. An LED chip is placed at the bottom of a cavity having the desired rectangular exit shape and 

FIGURE 23 Cutaway of a seven-segment numeric LED 
display, showing how light from a small LED chip is stretched to a 
large character segment using a diffusing cavity. Characters 0 to 9 
are created by turning on appropriate combinations of segments.

Lit segment

LED chip

Lead frame

Display 
package

Digit segment 
formed by 
diffusing cavity

17_Bass_v2ch17_p001-036.indd 17.30 8/21/09 3:43:54 PM

DO
 N

OT
 D

UP
LI

CA
TE



LIGHT-EMITTING DIODES  17.31

the cavity is filled with a diffusing plastic material (see Fig. 24). The side and bottom surfaces of the 
cavity are made as reflective as possible. Highly reflective white surfaces are typically used. A good 
white plastic surface measured in air may have a reflectivity of 94 percent compared with 98 percent 
for Ag and 91 percent for Al. Ag and Al achieve this reflectivity only if evaporated on a specularly 
smooth surface. Measured in plastic, the reflectivity of the white surface increases from 94 to 98 percent, 
the Ag surface remains at 98 percent, while the Al surface decreases to 86 percent. Both metallic 
surfaces have substantially lower reflectivities if they are evaporated onto a nonspecular surface, or 
if they are deposited by plating. Practically all numeric LED displays above 5-mm character heights 
are made using white cavity walls and diffusing epoxy within the cavity.

This case of magification by scattering does not result in a power saving as in the case of magni-
fication of monolithic displays. Since there is practically no reduction in emission angle, the law of 
energy conservation requires an increased light flux from the chip that equals the area magnification 
plus reflection losses in the cavity.

Alphanumeric Displays

There are two ways LEDs are used to display alphanumeric information: either by using more than 
seven elongated segments, i.e., 14, 16, or 24; or by using an array of LED chips in a 5 × 7 dot matrix 
format. The multiple segment products are similar in design to the monolithic or stretched segment 
numeric displays described above.

In the case of small monolithic characters, the number of input terminals quickly exceeds con-
ventional pin spacing. These products are usually clusters of 4 to 16 characters combined with a 
decoder/driver integrated circuit within the same package. To reduce cost and power, some modest 
optical magnification is usually used. The segmented displays are usually larger, i.e., 12 to 25 mm 
and limited to 14 segments per character. At this size, there is no pin density constraint and the 
decoder is usually placed outside the package.

The most frequently used alphanumeric LED display is based on a 5 × 7 matrix per character. 
For small characters in the range of 5 to 8 mm, the LED chips are directly viewed and pin density 
limitations require an on-board decoder/driver IC. Products are offered as end-stackable clusters of 
4, 8, and 16 characters.

LED chip

Lead frame

White plastic
package

Epoxy-filled 
diffusing cavity

FIGURE 24 Cross section through one 
segment of the seven-segment numeric display 
shown in Fig. 23. A LED chip is placed at the 
bottom of a highly reflective, white plastic cavity 
which is filled with clear plastic containing a dif-
fusant. Light is scattered within the cavity to pro-
duce uniform emission at the segment surface.
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For larger displays, the LED chip is magnified by the same optical scattering technique described 
earlier for numerics. Exit apertures per pixel have a diameter of 2 to 5 mm. Products are offered as 
5 × 7 single characters or end-stackable 20 × 20 tiles for large message- or graphics-display panels. 
At this size, pin density is not a limitation.

Optocouplers

An optocoupler is a device where signal input and signal output have no galvanic connection. It is 
mainly used in applications as the interface between the line voltage side of a system and the low-
voltage circuit functions, or in systems where the separate ground connection of interconnected 
subsystems causes magnetic coupling in the galvanic loop between signal and ground connections. 
By interrupting the galvanic loop with an optical signal path, many sources of signal interference are 
eliminated.

The oldest optocouplers consist of an IR LED and a photodetector facing each other in an insu-
lating tube. The second generation utilized the so-called dual-in-line package widely used by logic 
ICs. In this package an IR emitter and a phototransistor are mounted face to face on two separate 
lead frames. The center of the package between emitter and detector is filled with a clear insulating 
material. The subassembly is then molded in opaque plastic to shield external light and to mechani-
cally stabilize the assembly (Fig. 25). The second generation optocouplers have limited speed perfor-
mance for two reasons: (1) the slow response time of the GaAs:Si LED and (2) the slow response of 
the photo-transistor detector because of the high collector-base capacitance.

The third generation of optocouplers overcomes the speed limitation. It uses an integrated pho-
todetector and a decoupled gain element. Integration limits the thickness of the effective detection 
region in silicon to 5 to 7 μm. This thickness range forces a shift of the source to wavelengths shorter 
than the 940-nm sources used in the second-generation couplers. Third-generation couplers use 
GaAsP (700 nm) or AlGaAs emitters (880 nm).

Within the last decade, the optocoupler product family has seen further proliferation by adding 
features on the input or output side of the coupler. One proliferation resulted in couplers behaving 

FIGURE 25 Optocoupler consisting of face-to-face emitter and detector 
chips. An insulating film is placed between the chips to increase the ability of the 
optocoupler to withstand high voltages between input and output electrodes

Epoxy encapsulation

Emitter

Detector

Insulating film

Lead frame
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like logic gates. Another variation used MOS FET devices on the output side, eliminating the offset 
voltages of bipolar devices. These couplers are comparable to the performance of conventional relays 
and are classified as solid-state relays. Other types use a CMOS input driver and CMOS output cir-
cuitry to achieve data transfer rates of 50 Mb/s and CMOS interface compatibility.

Fiber Optics

LEDs are the primary light source used in fiber-optic links for speeds up to 200 Mb/s and distances 
up to 2 km. For higher speed and longer distances, diode lasers are the preferred source.

For fiber-optic applications, LEDs have to meet a number of requirements that go well beyond 
the requirements for lamps and displays. The major issues are minimum and maximum flux coupled 
into the fiber, optical rise and fall times, source diameter, and wavelength. Analysis of flux budget, 
speed, fiber dispersion, wavelength, and maximum distance is quite complex and goes far beyond the 
scope of this work. A simplified discussion for the popular standard, Fiber Distributed Data Interface 
(FDDI) will highlight the issues. For a detailed discussion, the reader is referred to Ref. 36.

Flux Budget The minimum flux that has to be coupled into the fiber is determined by receiver sen-
sitivity (−31 dBm), fiber attenuation over the 2-km maximum distance (3 dB), connector and coupler 
losses (5 dB), and miscellaneous penalties for detector response variations, bandwidth limitations, 
jitter, etc. (3 dB). With this flux budget of 11 dB, the minimum coupled power has to be −20 dBm. 
Another flux constraint arises from the fact that the receiver can only handle a maximum level of 
power before saturation (−14 dBm). These two specifications bracket the power level coupled into 
the fiber at a minimum of −20 dBm (maximum fiber and connector losses) and at a maximum of 
−14 dBm (no fiber or connector losses for the case of very short fiber).

Speed The transmitter speed or baud rate directly translates into a maximum rise and fall time of 
the LED. The 125 Mdb FDDI specifications call for a maximum rise and fall time of 3.5 ns. As a rule 
of thumb, the sum of rise and fall time should be a little shorter than the inverse baud period (8 ns 
for 125 Mbd).

Source Diameter and Fiber Alignment Efficient coupling of the LED to the fiber requires a source 
diameter that is equal to or preferably smaller than the diameter of the fiber core. For sources 
smaller than the core diameter, a lens between source and fiber can magnify the source to a diameter 
equal to or larger than the core diameter. The magnification has two benefits: (1) It increases the 
coupling efficiency between source and fiber. The improvement is limited to the ratio of source area 
to core cross-sectional area. (2) It increases the apparent spot size to a diameter larger than the fiber 
core. This effect relaxes the alignment tolerance between source and core and results in substantially 
reduced assembly and connector costs.

Wavelength The LEDs used in fiber-optic applications operate at three narrowly defined wavelength 
bands 650, 820 to 870, and 1300 nm, as determined by optical fiber transmission characteristics.

650 nm This band is defined by an absorption window in acrylic plastic fiber. It is a very narrow 
window between two C-H resonances of the polymer material. The bottom of the window has an 
absorption of approximately 0.17 dB/m. However, the effective absorption is in the 0.3 to 0.4 dB/m 
range because the LED linewidth is comparable to the width of the absorption window and the 
LED wavelength changes with temperature. The 650-nm LEDs use either GaAs1−xPx with x = 0.4 or 
GaAlxAs1−x with x = 0.38. Quantum efficiencies are at 0.2 and 1.5 percent, respectively. Maximum 
link length is in the range of 20 to 100 m, depending on source efficiency, detector sensitivity, speed, 
and temperature range.

820 to 870 nm This window was chosen for several reasons. GaAlAs emitters (see Fig. 14) and Si 
detectors are readily available at this wavelength. Early fibers had an absorption peak from water 
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contamination at approximately 870 nm. As fiber technology improved, the absorption peak was 
eliminated and the wavelength of choice moved from 820- to the 850 to 870-nm range. Fiber attenu-
ation at 850 nm is typically 3 dB/km. Maximum link length in the 500- to 2000-m range, depending 
on data rate. In the 850 to 870-nm window the maximum link length is limited by chromatic disper-
sion. GaAlAs emitters have a half-power linewidth of approximately 35 nm. The velocity of light in 
the fiber is determined by the index of refraction of the fiber core. The index is wavelength-dependent 
resulting in dispersion of the light pulse. This dispersion grows with distance. The compounded 
effect of LED linewidth and fiber dispersion is a constant distance-speed product. For a typical mul-
timode fiber and GaAlAs LED combination, this product is in the range of 100 Mbd-km.36

1300 nm At this wavelength, the index of refraction as a function of wavelength reaches a mini-
mum. At this minimum, the velocity of light is practically independent of wavelength, and chro-
matic dispersion is nearly eliminated. The distance-speed limitation is caused by modal dispersion. 
Modal dispersion can be envisioned as a different path length for rays of different entrance angles 
into the fiber. A ray going down the middle of the core will have a shorter path than a ray entering 
the fiber at the maximum acceptance angle undergoing many bends as it travels down the fiber. The 
resulting modal dispersion limits multimode fibers to distance bandwidth products of approxi-
mately 500 Mbd-km. LED sources used at this wavelength are GaInAsP emitters, as shown in Fig. 15. 
At this wavelength, fiber attenuation is typically <1.0 dB/km and maximum link length is in the 
range of 500 to 5000 m, depending on data rate and flux budget.

Sensors

LED/detector combinations are used in a wide range of sensor applications. They can be grouped 
into three classes: transmissive, reflective, and scattering sensors.

Transmissive Sensors The most widely used transmissive sensor is the slot interrupter. A U-shaped 
plastic holder aligns an emitter and detector face to face. It is used widely for such applications as 
sensing the presence or absence of paper in printers, end-of-tape in tape-recorders, erase/overwrite 
protection on floppy disks, and many other applications where the presence or absence of an opaque 
obstruction in the light path determines a system response.

A widely used slot interrupter is a two- or three-channel optical encoder. A pattern of opaque and 
transmissive sections moves in front of a fixed pattern with the same spatial frequency. Two optical 
channels positioned such that they are 90° out of phase to each other with regard to the pattern 
allow the measurement of both distance (number of transmissive/opaque sequences) and direction 
(phase of channel A with regard to channel B). Such encoders are widely used in industrial control 
applications, paper motion in printers, pen movement in plotters, scales, motor rotation, etc. A third 
channel is often used to detect an index pulse per revolution to obtain a quasi-absolute reference.

Reflective Sensors In a reflective sensor an LED, detector, and associated optical elements are 
positioned such that the detector senses a reflection when a reflective surface (specular or diffuse) 
is positioned within a narrow sensing range. A black surface or nonaligned specular surface or the 
absence of any reflective surface can be discriminated from a white surface or properly aligned spec-
ular surface. Applications include bar-code reading (black or white surface), object-counting on a 
conveyer belt (presence or no presence of a reflecting surface), and many others. Many transmissive 
sensor applications can be replaced by using reflective sensors and visa versa. The choice is usually 
determined by the optical properties of the sensing media or by cost. An emerging application for 
reflective sensors is blood gas analysis. The concentration of O2 or CO2 in blood can be determined 
by absorption at two different LED wavelengths, i.e., red and infrared.

Scattering Sensors One design of smoke detectors is based on light scattering. The LED light beam 
and the detector path are crossed. In the absence of smoke, no light from the LED can reach the 
detector. In the presence of smoke, light is scattered into the detector.
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18

18.1 INTRODUCTION

Over the past decade a transformation in light emitting diode (LED) application has occurred from 
indicator use to the more demanding solid-state lighting and illumination markets. This includes 
areas such as backlighting in consumer hand-held products, outdoor displays, traffic signals, and 
general room lighting through the replacement of incandescent and fluorescent light sources. This 
transformation has been driven directly by the significant increases in LED efficiency that has 
enabled LEDs to penetrate into such markets. These new high-efficiency LEDs are typically referred 
to as high-brightness LEDs (HB-LEDs), and utilize quantum well active regions to achieve their 
high efficiency and lumen output. 

Quantum well-active regions can have either a single quantum well (SQW) or multiple quantum 
well (MQW) structure, reducing internal reabsorption and increasing the radiative recombination 
rate of the device through greater spatial overlap of electrons and holes. A discussion of quantum 
wells can be found in Chap. 19, “Semiconductor Lasers.” Figure 1 provides a basic structure for a 
modern HB-LED. It is similar to the DH structure, but utilizes a MQW active region between the 
n and p-type layers of the device, composed of quantum wells (QWs) that are on the order of a few 
nanometers in thickness. By adjusting either the composition or width of the QW, the emission 
wavelength of the LED can be tuned. The use of QW active regions in LEDs has not only allowed for 
an increase in the efficiency of the devices, it has also resulted in the ability to obtain new wavelength 
emissions that were not previously available due to epitaxial strain and lattice matching constraints.

18.2 THE MATERIALS SYSTEMS

There are two main semiconductor material systems currently exploited for visible HB-LEDs. These 
are the AlInGaP and AlInGaN systems. A detailed discussion of the AlInGaP system is in Chap. 17, 
“Light-Emitting Diodes.” AlInGaP is used for amber and red LEDs that fall within the 590- to 650-nm 
wavelength region. It is limited to this wavelength range because the AlInGaP quaternary shifts to an 
indirect band gap as wavelengths below 590 nm are targeted. This left a void in the blue and green spec-
tral regions for visible HB-LEDs.
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In the past decade, this void has been quickly filled with MQW LEDs made from the AlInGaN 
material system. GaN has a wurtzite crystal structure and band gap at room temperature of about 
3.2 eV (385 nm). By alloying with Al or In, the band gap can be shifted to shorter or longer wave-
lengths, respectively. This has led to the realization of InGaN QW active regions in HB-LEDs offering 
light output in the blue to green spectral regions. Although InN has a direct energy gap of 0.7 eV, 
phase segregation in InGaN alloys limits the ability to obtain active regions emitting at wavelengths 
above 530 nm. Despite this, InGaN QW active regions have successfully been used to create blue and 
green HB-LEDs with complete wavelength tunability across the visible 400- to 530-nm range.

18.3 SUBSTRATES AND EPITAXIAL GROWTH

Current AlInGaN HB-LEDs use one of two substrates: sapphire or silicon carbide (SiC). Despite 
considerable lattice mismatch between these and GaN (roughly 16 percent for sapphire and 3.5 percent 
for SiC), low-temperature buffer layer technologies have been developed to allow for nucleation 
and growth of high-quality AlInGaN HB-LEDs. Low-temperature AlN buffer layers on sapphire 
substrates are directly formed by MOCVD that result in dislocation entanglement just above the 
nucleation interface. As depicted in Fig. 2, many of the dislocations interact and annihilate. The sub-
sequent growth of a thick (typically 3 to 4 μm) n-GaN buffer layer further reduces dislocation den-
sity below 109 per cm2. The use of 6H-SiC substrates offers closer lattice matching and lower defect 
densities, although this comes with a higher cost that has kept sapphire as a more popular substrate 
solution. Recent research has aimed to produce native or lattice-matched substrate solutions for 
GaN growth. Native GaN substrates have been produced, although the diameter of such substrates 
and cost remain a challenge. A sister wide band gap compound, ZnO, has strikingly similar properties 

Sapphire substrate

n-GaN

InGaN MQW Active

p-0AlGaN

p+-GaN

Ni/Au semitransparent
p-contact

Ti/Pt/Au p-contact

Ti/Al n-contact

FIGURE 1 Typical structure for a modern InGaN HB-LED 
showing associated epitaxial layers, including the multiquantum well 
(MQW) active region.

Sapphire or 6H-SiC  substrate

n-GaN buffer
~4 μm

LT AlN 
nucleation
layer

FIGURE 2 Cross-section schematic of the dislocation 
reduction that occurs due to use of a low temperature (LT) 
AlN nucleation layer. Dislocations originate from the large 
lattice mismatch of the nitrides with SiC or sapphire sub-
strates, but can be reduced well below 109/cm2 when a LT-
AlN nucleation layer and thick GaN buffer layer are used.
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HIGH-BRIGHTNESS VISIBLE LEDS  18.3

to GaN and is currently considered a good candidate for a lattice matched substrate for AlInGaN 
HB-LED growth. ZnO has the same wurtzite crystal structure as GaN, is nearly lattice matched to 
GaN, and can be easily doped n-type to form a conductive substrate. Lattice matched substrates 
made from ZnO have just become commercially available through hydrothermal growth. 

Growth of AlInGaN HB-LEDs is accomplished commercially with MOCVD (a short discussion of 
MOCVD was provided in Sec. 17.8 in Chap. 17). While high quality growth of AlInGaN epitaxial films 
has been demonstrated by MBE, typical HB-LED structures require 4- to 5-μm-thick films that are not 
economically realizable in MBE systems due to the slow growth rate and limited number of substrates 
per growth. MOCVD reactors are able to accommodate multiple 2″ substrates per growth (as many as 
40 in larger systems) with the necessary uniformity and control of film thickness. One of the initial chal-
lenges in AlInGaN HB-LED growth was p-type doping of GaN. The metal-organic precursor sources of 
MOCVD introduce a considerable amount of hydrogen into the films that directly compensates p-type 
acceptors. This issue was resolved through post-growth annealing at temperatures above 800°C in 
which the excess hydrogen is driven out of the epitaxial films. Upon out-diffusion of the hydrogen, the 
p-type acceptors become active and the necessary hole injection into the structures is then possible.

18.4 PROCESSING

Many of the steps covered in Sec. 17.9 of Chap. 17 are used in the fabrication of HB-LED epitaxial 
wafers. Sapphire substrates are electrically insulating, imposing the need for creating both n- and p-type 
contacts on the front of the HB-LED surface as was shown in Fig. 1. As a result, the epitaxial structure 
must be etched down to the n-GaN layer in order to make electrical contact to the n-side of the HB-LED 
structure. AlInGaN is relatively resistant to wet chemical etching and must be dry etched using reactive 
ion etching (RIE) or inductively coupled plasma (ICP) methods. RIE/ICP is capable of high etch rates 
that are anisotropic, meaning that they are capable of etching vertically down into the structure with 
little to no lateral etching. SiC substrates are electrically conductive and thus allow for the n-contact to 
be formed on the back side of the substrate without the need for etching of the front surface.

The typical fabrication process for AlInGaN HB-LEDs utilizes four lithographic steps. These 
include the mesa etch, SiO2 passivation, n-contact, and p-contact layers. A top view and associated 
cross section of a standard HB-LED device are given in Fig. 3, indicating these layers. Prior to the 

FIGURE 3 Top view and cross-section schematic of a standard 
nitride HB-LED. A mesa is etched to allow for contact to the n-type 
underlayer. A semitransparent contact on top of the mesa is used to pro-
mote uniform hole injection due to poor hole mobility in the p-GaN.

Sapphire substrate

Epilayers

Semitransparent
contact

SiO2
passivation

MESA

Ti/Al/Pt/Au
n-contact

Ti/Pt/Au p-contact
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first lithographic step a semitransparent top contact is deposited on the surface (p-side) of the entire 
epi wafer. This is necessary in order to achieve uniform current injection across the device due to the 
higher resistivity of the p-GaN in comparison to the n-GaN. The most common semitransparent con-
tacts are Ni/Au and indium tin oxide (ITO), with Ni/Au being the most widely used. Once the semi-
transparent contact is formed the lithographic steps are then carried out. The mesa etch is a dry etch step 
to access the n-GaN layers for the n-type contact as required when using sapphire substrates. The SiO2
passivation step covers the side walls of the mesa and protects its lateral edges. Once the passivation is 
in place, the last two lithographic steps define the n- and p-type contacts to the device through a lift-
off process. Common metallizations are Ti/Al/Pt/Au for the n-contact and Ti/Pt/Au for the p-contact 
to the semitransparent contact underlayer. To separate the individual LEDs on the fabricated wafer, the 
substrate must first be thinned from its typical 400 μm thickness to on the order of 80 to 100 μm using 
a multiple step wafer polishing method on automated multiwafer polishers. Once thinned, singulation 
of the individual die is accomplished either by a scribe and break method or by using laser separation. 
The sawing method typically employed for other III–V LEDs is not possible due to the substantial 
hardness of sapphire and SiC that greatly limits their ability to be cut using a dicing saw.

18.5 SOLID-STATE LIGHTING

The current push towards energy conservation has created a considerable interest in the replace-
ment of conventional lighting by solid-state LED fixtures. LEDs offer the potential to considerably 
reduce power consumption while maintaining the necessary lumen output for lighting. Generating 
white light from HB-LEDs is typically accomplished by one of two methods as depicted in Fig. 4. 
The first method, shown in Figs. 4a and b, utilizes an AlInGaN-LED in conjunction with one or 
more phosphors. When a UV-LED is used, the UV light emission is absorbed and re-emitted by a 
mixture of red, green, and blue phosphors. As indicated in Fig. 4a the phosphors down-convert the 
UV light (dashed line) to visible light (solid line), and when the appropriate ratio of phosphors is 
used, white light is emitted. A more common LED/phosphor combination used for general illu-
mination is the combination of a blue (~465 nm) AlInGaN-LED and a yttrium aluminum garnet 
(YAG) phosphor such as cerium doped Y3Al5O12. In this approach (Fig. 4b) a portion of the blue 
LED emission is absorbed by the YAG phosphor and down-converted to the yellow spectral region. 
When the proper ratio of YAG phosphor is used, the resulting binary complimentary output of 
the blue LED and yellow YAG phosphor creates white light as perceived by observers. The second 
method for white light emission is preferred when color tuning is necessary, such as in outdoor dis-
plays. As indicated in Fig. 4c, by using red, green, and blue LEDs, one can create white light when the 
appropriate ratio of each is selected. This RGB approach has the added benefit of allowing the user 
to create any color within the associated color gamut by balancing the ratio of the individual LEDs. 

FIGURE 4 Methods for white light generation using HB-LEDs. White light is 
achieved by using a HB-LED and phosphors (a and b), or the combination of a red, 
green, and blue HB-LED (c).

Blue
LED

UV-
LED

Blue
LED

Red
LEDGreen

LED

YAG
Phosphor

Phosphors

ll l
450       550       650 450      550       650350     450     550     650

R
R

G
G

B B

(a) (b) (c)

White White

White

18_Bass_v2ch18_p001-006.indd 18.4 8/24/09 11:31:53 AM

DO
 N

OT
 D

UP
LI

CA
TE



HIGH-BRIGHTNESS VISIBLE LEDS  18.5

This method also allows for active adjustment of the color temperature of white light emission 
which is not possible using the LED/phosphor approach. 

The primary figure of merit for solid-state lighting is the luminous efficacy of the fixture. 
Luminous efficacy refers to the ratio of lumen output from the source to the power input, and has 
the units of lumens per Watt (lm/W). Conventional incandescent and fluorescent lights have typical 
luminous efficacies of 15 lm/W and 70 lm/W, respectively, varying somewhat depending on manu-
facturer. As of early 2008, currently available LED-based replacements have luminous efficacies 
as high as 80 lm/W, exceeding compact fluorescents. By comparison, lab demonstrations of white 
LEDs are commonly breaking 120 lm/W, with the expectation of reaching 150 lm/W in the near 
future. Despite these accomplishments the added cost of solid-state white lighting has slowed the 
market acceptance. A common cost comparison is the first cost of a light source, typically measured 
in terms of the cost per kilolumen (klm). Incandescent and fluorescent light sources fall in the $0.5 
to $3.00 per klm, while current light emitting diode sources fall easily in the $20 to $30 per klm 
range. Considerable progress in efficiency continues to climb and it is expected that as the luminous 
efficacy and lifetime of solid-state white LEDs continues to rise that the cost per kilolumen will 
decrease while market acceptance increases. 

18.6 PACKAGING

HB-LEDs chips for standard current use (20 to 70 mA) have lateral geometries on the order of 
350 × 350 μm2. Such LED chips are commonly packaged similarly to IR-LEDs in a 5-mm T1-3/4 
format, as shown in Figs. 21 and 22 in Chap. 17. For AlInGaP HB-LEDs the substrate is conductive 
and silver filled epoxy is used for attaching the die to the lead frame to form one of the contacts. The 
other contact is formed using standard ball wire bonding to the top of the LED chip. For AlInGaN 
HB-LEDs, commonly grown on insulating sapphire substrates, two wire bonds are required to make 
the electrical connections to the lead frame. Silver-filled epoxy is still used for such LEDs since the 
sapphire is transparent and emission can be effectively redirected upward from the epoxy surface 
below the chip. In addition to the 5-mm T1-3/4 package, a considerable number of new surface mount 
device (SMD) packages have become available to support the introduction of HB-LEDs into the 
consumer hand-held device market. A schematic of a typical SMD package is provided in Fig. 5. The 
LED is placed on a metal lead frame that is encased in a plastic outer shell. Once the HB-LED has 
been die bonded into the package with silver-filled epoxy, it is then wire bonded and encapsulated 
with transparent epoxy for protection. Such SMD packages are typically several millimeters on a 
side; however, smaller versions with formats nearly identical to chip resistors are available that have 

Metal lead frame for
backside soldering

Plastic encasement

HB-LED chip

FIGURE 5 Schematic of a standard surface mount device 
(SMD) package for HB-LEDs.
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very small form factors providing the low profile necessary for applications such as cell phone key 
pad backlighting. 

In recent years the push for solid-state white lighting has resulted in a transition to larger HB-LED 
chip sizes and an increase in the operating current densities. The latter brings new constraints to 
packaging due to the increased need for thermal management in an effort to keep the junction 
temperature of the HB-LED as low as possible. While the traditional packaging formats have proven 
very effective for standard drive current use, they are not suitable for high drive current applications 
using large area HB-LEDs since they do not provide adequate thermal management. This has forced 
a significant change in not only the design of packaging for high drive current, large area HB-LEDs, 
but also the devices themselves. Most HB-LEDs use sapphire substrates that provide very poor 
heat dissipation from the LED junction due to the low thermal conductivity of sapphire. This has 
been overcome by using a flip chip approach, where the LED chip is flipped over onto a carrier and 
attached using solder bump methods similar to the silicon IC industry. A rough schematic of a flip 
chip geometry is shown in Fig. 6. The HB-LED chip is designed to support multiple solder bump 
attachments to the submount. A highly reflective metal layer is formed on the p-side of the device to 
redirect light emission through the backside of the device. The solder bumps affix the LED die firmly 
to the submount and create the electrical connections to the metal traces below, allowing for subse-
quent wire bonding between the submount and the external leads of the package. The solder bumps 
also serve as a route for efficient heat transfer from the LED junction to the submount enabling the 
junction temperature of the LED chip to remain low under high drive current conditions. There are 
a variety of external package geometries that have been developed to support flip chip HB-LEDs 
with no specific convention between manufacturers. Among the main considerations in the package 
design has been the encapsulant around the LED and providing a low thermal resistance path to the 
external housing. Standard clear epoxies that are used in conventional packages typically cannot with-
stand temperatures much above 100°C. In flip chip high drive packages this can be easily exceeded 
and would cause thermal damage to conventional epoxies. This has led many companies to develop 
a variety of new high-index encapsulants, such as silicones, that are able to withstand the higher 
temperature demands of high drive solid-state lighting. Low thermal resistance packaging has also 
followed many new routes such as packages with copper tungsten metal bases, metal core board, and 
high thermal conducting insulating materials (e.g., BeO and AlN).

Sapphire substrate

Submount

AlInGaN epilayers
Solder bump

Metal reflector

Metal traces

FIGURE 6 Cross-section schematic of the flip chip 
geometry used for high-power nitride LEDs. Flip chip 
packaging allows for increased heat dissipation from 
the LED junction, enabling them to be driven at much 
higher current densities.
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19.1

19

19.1 GLOSSARY

 A Constant approximating the slope of gain versus current or carrier density

 C Capacitance

 c Speed of light

 D Density of states for a transition

 Dc Density of states for the conduction band

Dv Density of states for the valence band

 d Active layer thickness

 deff Effective beam width in the transverse direction

 dG Guide layer thickness

 dg/dN  Differential gain

 E Energy of a transition

 Ec Total energy of an electron in the conduction band

 Eg Bandgap energy

 En The nth quantized energy level in a quantum well

En
c The nth quantized energy level in the conduction band

En
v The nth quantized energy level in the valence band

 Ev Total energy of a hole in a valence band

 e Electronic charge

 Fc Quasi-Fermi level in the conduction band

 Fv Quasi-Fermi level in the valence band

 fc Fermi occupation function for the conduction band

 fd Damping frequency

 fo Resonant frequency of an LRC circuit

 fp Peak frequency
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 fr Resonance frequency

 fv Fermi occupation function for the valence band

 g Model gain per unit length

 gth Threshold modal gain per unit length

 H Heavyside function

 h Refers to heavy holes

� Plank’s constant divided by 2p
 I Current

 Ioff DC bias current before a modulation pulse

 Ion Bias current during a modulation pulse

 Ith Threshold current

 J Current density

 Jo Transparency current density

 Jth Threshold current density

 K Constant dependent on the distribution of spectral output function

k Wavevector

 k Boltzmann constant

 L Inductance

 L Laser cavity length

 Lc Coherence length

 Lz Quantum well thickness

 l Refers to light holes

|M|2 Matrix element for a transition

 m Effective mass of a particle

 mc Conduction band mass

 mr Effective mass of a transition

 mv Valence band mass

 N Carrier density

 No Transparency carrier density

 neff Effective index of refraction

 nr Index of refraction

 nsp Spontaneous emission factor

 P Photon density

 Poff Photon density before a modulation pulse

 Pon Photon density during a modulation pulse

 R Resistance

 RF Front facet refl ectivity

 RR Rear facet refl ectivity

 T Temperature

 w Laser stripe width

a Absorption coeffi cient

a Linewidth enhancement factor

ai Internal loss per unit length

b Spontaneous emission factor

Γ Optical confi nement factor
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Δf1/2 Frequency spectral linewidth

ΔlL Longitudinal mode spacing

Δl1/2 Half-width of the spectral emission in terms of wavelength

l Wavelength

lo Wavelength of the stimulated emission peak

td Turn-on time delay

tp Photon lifetime

ts Carrier lifetime

19.2 INTRODUCTION

This chapter is devoted to the performance characteristics of semiconductor lasers. In addition, 
some discussion is provided on fabrication and applications. In the first section we describe some of 
the applications being considered for semiconductor lasers. The following several sections describe 
the basic physics, fabrication, and operation of a variety of semiconductor laser types, including 
quantum well and strained layer lasers. Then we describe the operation of high-power laser diodes, 
including single element and arrays. A number of tables are presented which summarize the char-
acteristics of a variety of lasers. Next we discuss the high-speed operation and provide the latest 
results, after which we summarize the important characteristics dealing with the spectral properties 
of semiconductor lasers. Finally, we discuss the properties of surface emitting lasers and summarize 
the latest results in this rapidly evolving field.

More than 260 references are provided for the interested reader who requires more information. 
In this Handbook, Chap. 17 (LEDs) also contains related information. For further in-depth reviews 
of semiconductor lasers we refer the reader to the several excellent books which have been written 
on the subject.1–5

19.3 APPLICATIONS FOR SEMICONDUCTOR LASERS

The best-known application of diode lasers is in optical communication systems. However, there are 
many other potential applications. In particular, semiconductor lasers are being considered for high-
speed optical recording,6 high-speed printing,7 single- and multimode database distribution systems,8 
long-distance transmission,9 submarine cable transmission,10 free-space communications,11 local 
area networks,12 Doppler optical radar,13 optical signal processing,14 high-speed optical microwave 
sources,15 pump sources for other solid-state lasers,16 fiber amplifiers,17 and medical applications.18

For very high-speed optical recording systems (>100 MB/s), laser diodes operating at relatively 
short wavelengths ( m)λ <0 75. μ  are required. In the past few years, much progress has been made in 
developing short-wavelength semiconductor lasers, although the output powers are not yet as high 
as those of more standard semiconductor lasers.

One of the major applications for lasers with higher power and wide temperature of operation is 
in local area networks. Such networks will be widely used in high-speed computer networks, avionic 
systems, satellite networks, and high-definition TV. These systems have a large number of couplers, 
switches, and other lossy interfaces that determine the total system loss. In order to maximize the 
number of terminals, a higher-power laser diode will be required.

Wide temperature operation and high reliability are required for aerospace applications in flight 
control and avionics. One such application involves the use of fiber optics to directly link the flight con-
trol computer to the flight control surfaces, and is referred to as fly-by-light (FBL). A second application 
involves the use of a fiber-optic data network for distributing sensor and video information.

Finally, with the advent of efficient high-power laser diodes, it has become practical to replace flash 
lamps for the pumping of solid-state lasers such as Nd:YAG. Such an approach has the advantages 
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of compactness and high efficiency. In addition, the use of strained quantum well lasers operating at 
0 98. μm has opened significant applications for high-gain fiber amplifiers for communications oper-
ating in the 1.55- mμ  wavelength region.

19.4 BASIC OPERATION

Lasing in a semiconductor laser, as in all lasers, is made possible by the existence of a gain mecha-
nism plus a resonant cavity. In a semiconductor laser the gain mechanism is provided by light gen-
eration from the recombination of holes and electrons (see Fig. 1). The wavelength of the light is 
determined by the energy bandgap of the lasing material. The recombining holes and electrons are 
injected, respectively, from the p and n sides of a p-n junction. The recombining carriers can be gen-
erated by optical pumping or, more commonly, by electrical pumping, i.e., forward-biasing the p-n
junction. In order for the light generation to be efficient enough to result in lasing, the active region 
of a semiconductor laser, where the carrier recombination occurs, must be a direct bandgap semi-
conductor. The surrounding carrier injection layers, which are called cladding layers, can be indirect 
bandgap semiconductors. For a discussion of semiconductor band levels see any solid-state physics 
textbook such as that by Kittel.19 For a more detailed discussion of carrier recombination see Chap. 17 
in this Handbook.

For a practical laser, the cladding layers have a wider bandgap and a lower index of refraction 
than the active region. This type of semiconductor laser is called a double heterostructure (DH) laser, 
since both cladding layers are made of a different material than the active region (see Fig. 2). The 
first semiconductor lasers were homojunction lasers,21–24 which did not operate at room tempera-
ture; it is much easier to achieve lasing in semiconductors at low temperatures. Today, however, all 
semiconductor lasers contain heterojunctions. The narrower bandgap of the active region confines 
carrier recombination to a narrow optical gain region. The sandwich of the larger refractive index 
active region surrounded by cladding layers forms a waveguide, which concentrates the optical 
modes generated by lasing in the active region. For efficient carrier recombination the active region 
must be fairly thin, typically on the order of 1000 Å, so a significant fraction of the optical mode 
spreads into the cladding layers. In order to completely confine the optical mode in the semiconduc-
tor structure, the cladding layers must be fairly thick, usually about 1 mμ .

FIGURE 1 Schematic diagram of the recombination of 
electrons and holes in a semiconductor laser.

n-AlGaAs 
cladding

p-AlGaAs 
claddingGaAs 
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SEMICONDUCTOR LASERS  19.5

The resonant cavity of a simple semiconductor laser is formed by cleaving the ends of the structure. 
Lasers are fabricated with their lasing cavity oriented perpendicular to a natural cleavage plane. For 
typical semiconductor materials this results in mirror reflectivities of about 30 percent. If necessary, 
the reflectivities of the end facets can be modified by applying dielectric coatings to them.25 For appli-
cations where it is not possible to cleave the laser facets, it is also possible to etch them,26–28 although 
this is much more difficult and usually does not work as well. Laser cavity lengths can be anywhere 
from about 50 to 2000 μm, although commercially available lasers are typically 200 to 1000 μm long.

Unpumped semiconductor material absorbs light of energy greater than or equal to its bandgap. 
When the semiconductor material is pumped optically or electrically, it reaches a point at which it 
stops being absorbing. This point is called transparency. If it is pumped beyond this point, it will 
have optical gain, which is the opposite of absorption. A semiconductor laser is subject to both 
internal and external losses. For lasing to begin, i.e., to reach threshold, the gain must be equal to 
these optical losses. The threshold gain per unit length is given by

  g
L R Ri

F R
th ln= +

⎛
⎝⎜

⎞
⎠⎟

α 1

2

1
  (1)

where ai is the internal loss per unit length, L is the laser cavity length, and RF and RR are the front 
and rear facet reflectivities. (For semiconductor lasers, gain is normally quoted as gain per unit 
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FIGURE 2 (a) Schematic diagram of a simple double heterostructure laser and (b) cross-
sectional view showing the various epitaxial layers. (After Ref. 20.)
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length in cm−1. This turns out to be very convenient, but unfortunately is confusing for people in 
other fields, who are used to gain being unitless.)

The internal loss is a material parameter determined by the quality of the semiconductor layers. 
Mechanisms such as free-carrier absorption and scattering contribute to ai.

1 The second term in Eq. (1) 
is the end loss. A long laser cavity will have reduced end loss, since the laser light reaches the cavity 
ends less frequently. Similarly, high facet reflectivities also decrease the end loss, since less light leaves 
the laser through them.

For biases below threshold, a semiconductor laser emits a small amount of incoherent light 
spontaneously (see Fig. 3). This is the same type of light emitted by an LED (see Chap. 17). Above 
threshold, stimulated emission results in lasing. The relationship between lasing emission and the 
bias current of a healthy semiconductor laser is linear. To find the threshold current of a laser this 
line is extrapolated to the point at which the stimulated emission is zero (see Fig. 3).

For further discussion of optical gain in semiconductors, see under “Quantum Well Lasers” later 
in this chapter. For more detail, see one of the books that has been written about semiconductor 
lasers.1–5

19.5 FABRICATION AND CONFIGURATIONS

In order to fabricate a heterostructure laser, thin semiconductor layers of varying composition must 
be grown on a semiconductor substrate (normally GaAs or InP). There are three primary epitaxial 
methods for growing these layers: liquid phase epitaxy (LPE), molecular beam epitaxy (MBE), and 
metalorganic chemical vapor deposition (MOCVD), which is also called organometallic vapor phase 
deposition (OMVPE).

Most of the laser diode structures which have been developed were first grown by LPE.29 For a 
description of LPE see Chap. 17. Most commerically available lasers are grown by LPE; however, it 
is not well suited for growing thin structures such as quantum well lasers, because of lack of control 
and uniformity, especially over large substrates.30 MBE and MOCVD are better suited for growths of 
thin, uniform structures.

Threshold 
current

Spontaneous 
emission

0
0

Lasing 
(stimulated 
emission)

Current

Li
gh

t

FIGURE 3 An example of the light-versus-current relation-
ship of a semiconductor laser illustrating the definition of thresh-
old current.
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MOCVD31,32 is basically a specialized form of chemical vapor deposition. In MOCVD, gases 
reacting over the surface of a substrate form epitaxial layers; some of the gases are metalorganics. 
MOCVD is well suited for production environments, since epitaxial layers can be grown simulta-
neously on multiple large-area substrates and quickly, compared to MBE. It is expected that more 
commercial laser diodes will be grown by MOCVD in the future.

In the simplest terms, MBE30,33–35 is a form of vacuum evaporation. In MBE growth occurs 
through the thermal reaction of thermal beams of atoms and molecules with the substrate, which is 
held at an appropriate temperature in an ultrahigh vacuum. MBE is different from simple vacuum 
evaporation for several reasons: the growth is single crystalline; the growth is much more controlled; 
and the vacuum system, evaporation materials, and substrate are cleaner.

With MOCVD the sources are gases, while with MBE they are solids. There are advantages and 
disadvantages to both types of sources. With gaseous sources the operator must work with arsine 
and/or phosphine, which are extremely hazardous gases. Solid-source phosphorus, however, is very 
flammable. Also, with MBE balancing the ratios of arsenic and phosphorus is extremely difficult; 
therefore, MOCVD is the preferred method for growth of GaInAsP and InP. MBE is a slower growth 
process (on the order of 1 to 2 μm/h) than MOCVD. MBE therefore has the control necessary to 
grow very thin structures (10 Å), but MOCVD is more efficient for production. MBE has a cleaner 
background environment, which tends to make it better suited for growths at which background 
impurities must be kept at a minimum. Newer growth techniques,36,37 which combine some of the 
advantages of both MBE and MOCVD, are gas source MBE, metalorganic MBE (MOMBE), and 
chemical beam epitaxy (CBE). In these growth techniques the background environment is that of 
MBE, but some or all of the sources are gases, which makes them more practical for growth of phos-
phorus-based materials.

Double heterostructure (DH) semiconductor lasers can be fabricated from a variety of lattice-
matched semiconductor materials. The two material systems most frequently used are GaAs/AlxGa1-xAs 
and In1−xGaxASyP1-y/InP. All of these semiconductors are III–V alloys. The GaAs/AlxGa1-xAs mate-
rial system has the advantage that all compositions of AlxGa1-xAs are closely lattice-matched to GaAs, 
which is the substrate. For GaAs-based lasers, the active region is usually GaAs or low-Al-concentration 
AlxGa1-xAs (x< 0.15), which results in lasing wavelengths of 0.78 to 0.87 μm. AlxGa1-xAs quantum well 
lasers with wavelengths as low as 0.68 μm have been fabricated,38 but the performance is reduced.

In the In1-xGaxAsyP1-y/InP material system, the active region is In1-xGaxAsyF1-y and the cladding 
layers and substrate are InP. Not all compositions of In1-xGaxAsyP1-y are lattice-matched to InP; x
and y must be chosen appropriately to achieve both lattice match and the desired lasing wavelength.4 
The lasing wavelength range of InP-based lasers, 1.1 to 1.65 μm, includes the wavelengths at which 
optical fibers have the lowest loss (1.55 μm) and material dispersion (1.3 μm). This match with fiber 
characteristics makes In1−xGaxAsyP1-y/InP lasers the preferred laser for long-distance communica-
tion applications. InP-based lasers can also include lattice-matched In1−x−yAlxGayAs layers,39–42 but 
the performance is reduced.

There is a great deal of interest in developing true visible lasers for optical data storage appli-
cations. (AlxGa1−x)05In05P lasers43–46 lattice-matched to GaAs have proven superior to very short 
wavelength GaAs/AlxGa1−xAs lasers. Higher Al concentration layers are cladding layers and a low Al 
concentration layer or Ga05In05P is the active region. In this material, system lasers with a lasing wave-
length as low as 0.63 μm which operate continuously at room temperature have been fabricated.46

In order to fabricate a blue semiconductor laser, other material systems will be required. Recently, 
lasing at 0.49 μm at a temperature of 77 K was demonstrated in a ZnSe- (II–VI semiconductor) 
based laser.47

Very long-wavelength (>2 μm) semiconductor lasers are of interest for optical communication 
and molecular spectroscopy. The most promising results so far have been achieved with GaInAsSb/
AlGaAsSb lattice-matched to a GaSb substrate. These lasers have been demonstrated to operate con-
tinuously at 30°C with a wavelength of 2.2 μm.48

Lead salt lasers (Pb1−xEuxSeyTe1−y, Pb1−xSnxSe, PbS1−xSe, PbS1−xSnxTe, Pb1−xSrxS) can be fabricated 
for operation at even longer wavelengths,4,49–52 but they have not been demonstrated at room tem-
perature. Progress has been made, however, increasing the operating temperature; currently Pb1−x
EuxSeyTe1−y/PbTe lasers operating continuously at 203 K with a lasing wavelength of 4.2 μm have been 
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demonstrated.53 Other very long-wavelength lasers are possible; recently, HgCdTe lasers with pulsed 
operation at 90 K and a lasing wavelength of 3.4 μm have been fabricated.54

Laser Stripe Structures

We have discussed the optical and electrical confinement provided by a double heterostructure par-
allel to the direction of epitaxial growth; practical laser structures also require a confinement struc-
ture in the direction parallel to the substrate.

The simplest semiconductor laser stripe structure is called an oxide stripe laser (see Fig. 4a). The 
metallic contact on the n-doped side of a semiconductor laser is normally applied with no defini-
tion for current confinement; current confinement is introduced on the p side of the device. For a 
wide-stripe laser, a dielectric coating (usually SiO2 or Si3N4) is evaporated on the p side of the laser. 
Contact openings in the dielectric are made through photolithography combined with etching of 
the dielectric. The p metallic contact is then applied across the whole device, but makes electrical 
contact only at the dielectric openings. A contact stripe works very well for wide stripes, but in nar-
row stripes current spreading is a very significant drawback, because there is no mechanism to pre-
vent current spreading after the current is injected. Also, since the active region extends outside of 
the stripe, there is no mechanism to prevent optical leakage in a contact-stripe laser. Lasers like this, 
which provide electrical confinement, but no optical confinement, are called gain-guided lasers.

Another type of gain-guide laser is an ion bombardment stripe (see Fig. 4b). The material out-
side the stripe is made highly resistive by ion bombardment or implantation, which produces lattice 
defects.55 Implantation causes optical damage,56 so implantation should not be heavy enough to reach 
the active region.

A more complicated stripe structure with electrical and optical confinement is required for an 
efficient narrow-stripe laser. A number of structures which accomplish the necessary confinement 
have been developed. These structures are called index-guided lasers, since optical confinement is 
achieved through a change in refractive index.

The buried heterostructure laser (BH) was first developed by Tsukada.57 To form a BH stripe, a 
planar laser structure is first grown. Stripe mesas of the laser structure are formed by photolithogra-
phy combined with etching. For a GaAs-based BH laser, AlGaAs is then regrown around the lasing 
stripe. Figure 4c is a schematic diagram of a buried heterostructure. Since the active region is com-
pletely surrounded by AlGaAs, a BH has tight optical confinement. If the regrown layers are doped 
to produce a reverse-biased junction or are semi-insulating, a BH laser can also provide good cur-
rent confinement. There are many variations on the BH structure. In some cases the active region 
is grown in the second growth step (see Fig. 4d). The tight optical confinement of BH lasers allows 
practical fabrication of very narrow stripes, on the order of 1 to 2 μm.

There are many other stripe structures that provide weaker optical confinement than a buried 
heterostructure. One of the simplest and most widely used of these is the ridge waveguide laser 
(RWG) (Fig. 4e). After epitaxial growth, most of the p-cladding layer is etched away, leaving a mesa 
where the lasing stripe will be. Only this mesa is contacted, which provides electrical confinement. 
The change in surrounding refractive index produces an effective change in refractive index in 
the active region beyond the mesa and provides optical confinement. Other stripe structures are 
described later in this chapter under “High-Power Semiconductor Lasers.”

Another type of laser stripe is one in which confinement is provided by the p-n junction. The 
best-known laser of this type is the transverse junction stripe58–60 (see Fig. 4f ). In order to fabricate a 
TJS laser, both cladding layers are grown as n-AlGaAs. Zn diffusion is then used to create a p-n junc-
tion and contacts are applied on either side of the junction. In this laser the current flows parallel to 
the substrate rather than perpendicular to it. In a TJS laser the active region is limited to the small 
region of GaAs in which the Zn diffusion front ends.

The examples of laser stripe structures described here are GaAs/AlGaAs lasers. Long-wavelength 
laser structures (InP-based) are very similar,4 but the active region is InGaAsP and the cladding lay-
ers are InP. With an n-InP substrate the substrate can be used as the n-type cladding, which allows 
greater flexibility in designing structures such as that illustrated in Fig. 4d. For a more detailed dis-
cussion of GaAs-based laser stripe structures see Casey and Panish2 or Thompson.3
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19.6 QUANTUM WELL LASERS

The active region in a conventional DH semiconductor laser is wide enough (~1000 Å) that it acts as 
bulk material and no quantum effects are apparent. In such a laser the conduction band and valence 
band are continuous (Fig. 5a). In bulk material the density of states, D(E), for a transition energy E
per unit volume per unit energy is26
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FIGURE 4 Schematic diagrams of GaAs/AlGaAs stripe laser structures. (a) Oxide stripe laser; (b) ion bom-
bardment laser; (c) buried heterostructure (BH) laser; (d) variation on buried heterostructure laser; (e) ridge 
waveguide (RWG) laser; and ( f ) transverse junction stripe (TJS) laser.
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where Eg is the bandgap energy, � is Plank’s constant divided by 2p, l and h refer to light and heavy 
holes, and mr is the effective mass of the transition which is defined as

  
1 1 1

m m mr c v

= +   (3)

where mc is the conduction band mass and mv is the valence band mass. (The split-off hole band and 
the indirect conduction bands are neglected here and have a negligible effect on most semiconduc-
tor laser calculations.)

If the active region of a semiconductor laser is very thin (on the order of the DeBroglie wave-
length of an electron) quantum effects become important. When the active region is this narrow 
(less than ~200 Å) the structure is called a quantum well (QW). (For a review of QWs see Dingle,61 
Holonyak et al.,62 Okamoto,63 or the book edited by Zory.64) Since the quantum effects in a QW are 
occurring in only one dimension they can be described by the elementary quantum mechanical 
problem of a particle in a one-dimensional quantum box.65 In such a well, solution of Schrödinger’s 
equation shows that a series of discrete energy levels (Fig. 5b) are formed instead of the continu-
ous energy bands of the bulk material. With the approximation that the well is infinitely deep, the 
allowed energy levels are given by

  E
n

mLn
z

= ( )π� 2

22
  (4)

where n = 1, 2, 3, . . . , m is the effective mass of the particle in the well, and Lz is the quantum well 
thickness. Setting the energy at the top of the valence band equal to zero, the allowed energies for an 
electron in the conduction band of a semiconductor QW become E = Eg + En

c , where En
c  is En with m
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FIGURE 5 Schematic diagrams of (a) the density of states for a quantum well (solid line) and 
for a bulk DH (dotted line) and (b) quantized energy levels in a quantum well for n = 1 and 2 for the 
conduction band and for the light and heavy hole bands. (After Ref. 63.)
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equal to mc. The allowed energies for a hole in the valence band are then E En
v= − , where En

v is En with 
m equal to mv. The allowed transition energies E are limited to

  E E E E
mg n

c
n
v

r

= + + + �2k2

2
  (5)

where k is the wavevector, rigorous k-selection is assumed, and transitions are limited to those with 
Δ =n 0.

This quantization of energy levels will, of course, change the density of states. For a QW the den-
sity of states is given by
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where H is the heavyside function. The difference in the density of states directly affects the modal 
optical gain generated by the injection of carriers. The modal gain is proportional to the stimulated 
emission rate:1,66,67

 g E N
D E M f E N f E N

E
c v( , )

( )| | ( ( , ) ( , ))
=

−
α

Γ 2

  (7)

where I is the optical confinement factor, |M|2 is the matrix element for the transition, N is the car-
rier density of either electrons or holes (the active region is undoped so they have equal densities), 
and fc(E, N) and fv(E, N) are the Fermi occupation factors for the conduction and valence bands. 
(For a detailed review of gain in semiconductor lasers see Ref. 67.)

The optical confinement factor Γ  is defined as the ratio of the light intensity of the lasing mode 
within the active region to the total intensity over all space. Since a QW is very thin, ΓQW will be 
much smaller than ΓDH. ΓDH is typically around 0.5 whereas for a single QW, ΓQW is around 0.03.

The Fermi occupation functions describe the probability that the carriers necessary for stimu-
lated emission have been excited to the states required. They are given by1,19
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and
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where k is the Boltzmann constant, T is temperature, Ec is the energy level of the electron in the 
conduction band relative to the bottom of the band (including both the quantized energy level and 
kinetic energy), Ev is the absolute value of the energy level of the hole in a valence band, and Fc and 
Fv are the quasi-Fermi levels in the conduction and valence bands. Note that Ec and Ev are dependent 
on E , so fc and fv are functions of E. fc and fv are also functions of N through Fc and Fv. Fc and Fv are 
obtained by evaluating the expressions for the electron and hole densities:

  N D E f E dEc c c c c= ∫ ( ) ( )   (10)

and

  N D E f E dE= ∫ ν ν ν ν ν( ) ( )   (11)

where Dc(Ec) and Dv(Ev) are the densities of states for the conduction and valence bands and follow 
the same form as D (E) for a transition.
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In Fig. 6, the results of a detailed calculation68 based on Eq. (7) for the threshold modal gain as a 
function of threshold carrier density are plotted for a 100-Å single QW. The corresponding curve for 
a DH laser with an active region thickness of 1000 Å is also shown. The gain curves for the QWs are 
very nonlinear because of saturation of the first quantized state as the carrier density increases. The 
transparency carrier density N0 is the carrier density at which the gain is zero. From Fig. 6 it is clear 
that the transparency carrier densities for QW and DH lasers are very similar and are on the order 
of 2 × 1018 cm-3.

The advantage of a QW over a DH laser is not immediately apparent. Consider, however, the 
transparency current density Jo. At transparency28

  J
N L e

o
z

s

= 0

τ
  (12)

where Lz is the active layer thickness, e is the charge of an electron, and ts is the carrier lifetime near 
transparency. ts is approximately 2 to 4 ns for either a QW or a DH laser. Since N0 is about the same 
for either structure, any difference in Jo will be directly proportional to Lz. But Lz is approximately 
10 times smaller for a QW; therefore, Jo will be approximately 10 times lower for a QW than for a 
conventional DH laser. (A lower Jo will result in a lower threshold current density since the threshold 
current density is equal to Jo plus a term proportional to the threshold gain.) Note that this result 
is not determined by the quantization of energy levels; it occurs because fewer carriers are needed 
to reach the same carrier density in a QW as in a DH laser. In other words, this result is achieved 
because the QW is thin!

In this discussion we are considering current density instead of current. The threshold current 
density (current divided by the length and width of the stripe) is a more meaningful measure of the 
relative quality of the lasing material than is current. Current depends very strongly on the geometry 
and stripe fabrication of the device. In order to eliminate geometry-induced variations, current den-
sity is normally measured on broad-area (50 to 150 μm wide) oxide stripe lasers (see earlier under 
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FIGURE 6 Threshold modal gain as a function of threshold carrier density for a 
conventional (Al, Ga)As double heterostructure with an active region thickness of 1000 Å 
and for a 100-Å single quantum well. (From Ref. 68.)
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“Fabrication and Configurations”). With a narrow stripe the current spreads beyond the intended 
stripe width, so it is difficult to accurately measure the current density.

Figure 7 shows the results of a detailed calculation68 of the threshold modal gain versus the 
threshold current density for a DH laser with an active region thickness of 1000 Å and for a 100-Å 
single QW. The potential for lower threshold current densities for QW lasers is clear for threshold 
gains less than that where the curve for the DH laser intercepts those of the QWs. With low losses, 
the threshold current of a QW laser will be substantially lower than that of a DH laser, since the 
threshold gain will be below the interception point.

To get an appreciation for how the threshold current density of a single QW will compare to that 
of a DH laser, consider that near transparency, the modal gain is approximately linearly dependent 
on the current density:

  g J A J Jo( ) ( )= −   (13)

where A is a constant which should have a similar value for either a QW or a DH laser (this can be 
seen visually on Fig. 7). Taking Eq. (13) at threshold we can equate it to Eq. (1) and solve for Jth (the 
threshold current density):

  J J
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α 1
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  (14)

α i is related primarily to losses occurring through the interaction of the optical mode with the 
active region. In a QW, the optical confinement is lower, which means that the optical mode inter-
acts less with the active region and ai tends to be smaller. Let’s substitute in the numbers in order to 
get an idea for the difference between a QW and a DH laser. Reasonable values are69 AQW ~0.7A-1 cm, 
ADH ~0.4 A-1 cm, Jo

QW ~50 A/cm2, Jo
DH ~500 A/cm2, α i

QW ~2 cm-1, α i
DH ~15 cm−1, L ~400 μm, and 

for uncoated facets RF = RR = 0.32. Substituting in we get J th
QW ~95 A/cm2 and J th

DH ~610 A/cm2.

FIGURE 7 Threshold modal gain as a function of threshold current density for a con-
ventional (Al, Ga)As double heterostructure with an active region thickness of 1000 Å and 
for a 100-Å single quantum well. (From Ref. 68.)
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It is clear that changes in the losses will have a more noticeable effect on threshold current for a 
QW than for a DH laser since losses are responsible for a more significant portion of the threshold 
current of a QW laser. The gain curve of a QW laser saturates due to the filling of the first quan-
tized energy level, so operating with low losses is even more important for a QW than is illustrated 
by the above calculation. When the gain saturates, the simple approximation of Eq. (13) is invalid. 
Operating with low-end losses is also important for a QW, since they are a large fraction of the total 
losses. This explains why threshold current density results for QW lasers are typcially quoted for long 
laser cavity lengths (greater than 400 μm), while DH lasers are normally cleaved to lengths on the 
order of 250 μm. High-quality broad-area single QW lasers (without strain) have threshold current 
densities lower than 200 A/cm2 (threshold current densities as low as 93 A/cm2 have been achieved69–71), 
while the very best DH lasers have threshold current densities around 600 A/cm2.72 The end loss can 
also be reduced by the use of high-reflectivity coatings.25 The combination of a single QW active 
region with a narrow stripe and high-reflectivity coatings has allowed the realization of submilliam-
pere threshold current semiconductor lasers68,69,73 and high-temperature operation.74,75,76

A disadvantage of QW lasers compared to DH lasers is the loss of optical confinement. One of 
the advantages of a DH laser is that the active region acts as a waveguide, but in a QW the active 
region is too thin to make a reasonable waveguide. Guiding layers are needed between the QW and 
the (Al, Ga)As cladding layers. As the bandgap diagram of Fig. 8 illustrates, a graded layer of inter-
mediate aluminum content can be inserted between the QW and each cladding layer. The advan-
tage of this structure, which is called a graded-index separate-confinement heterostructure (GRIN 
SCH),77,78 is separate optical and electrical confinement. The carriers are confined in the QW, but 
the optical mode is confined in the surrounding layers. The grading can be either parabolic (as 
illustrated in Fig. 8) or linear. Experimentally it has been found that the optimum AlAs mole frac-
tion x for layers around a GaAs QW is approximately 0.2.79 Typically, each additional layer is on the 
order of 2000 Å thick. In order to confine the optical model, the cladding layers need a low index 
of refraction compared to that of an x = 0.2 layer. In a simple DH laser, the cladding layers typically 
have x between 0.3 and 0.4, but for good confinement in an x = 0.2 layer, more aluminum should be 
incorporated into the cladding layers; x should be between 0.5 and 0.7.

In the discussion so far we have considered only single QWs. Structures in which several quan-
tum wells are separated by thin AlGaAs barriers are called multiquantum wells (MQWs) and also 
have useful properties. For a given carrier density, an MQW with n QWs of equal thickness, Lz has 
gain which is approximately n times the gain for a single QW of the same thickness Lz, but the current 
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FIGURE 8 Schematic energy-band diagram for a GRIN SCH 
single QW.
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density is also approximately increased by a factor of n.80 The transparency current density will be 
larger for the MQW than for the single QW since the total active region thickness is larger. Figure 9 
shows that, as a function of current density, the gain in the single QW will start out higher than that 
in the MQW because of the lower transparency current, but the gain in the MQW increases more 
quickly so the MQW gain curve crosses that of the single QW at some point.81

Which QW structure has a lower threshold current will depend on how large the losses are for a 
particular device structure and on where the gain curves cross. The best structure for low threshold 
current in a GaAs-based laser is normally a single QW, but for some applications involving very 
large losses and requiring high gain an MQW is superior. For applications in which high output 
power is more important than low current an MQW is appropriate. An MQW is also preferred for 
high-modulation bandwidth (see “Spectral Properties” later in this chapter).

An advantage of a QW structure over a bulk DH laser is that the lasing wavelength, which is 
determined by the bulk bandgap plus the first quantized energy levels, can be changed by changing 
the quantum well thickness [see Eq. (4)]. A bulk GaAs laser has a lasing wavelength of about 0.87 μm, 
while a GaAs QW laser of normal thickness (60 to 120 Å) has a lasing wavelength of 0.83 to 0.86 μm. 
Further bandgap engineering can be introduced with a strained QW.67,81,82

Strained Quantum Well Lasers

Normally, if a semiconductor layer of significantly different lattice constant is grown in an epitaxial 
structure, it will maintain its own lattice constant and generate misfit dislocations. If this layer is 
very thin, below a certain critical thickness,81,83–85 it will be distorted to match the lattice constant 
(perpendicular to the substrate) of the surrounding layers and will not generate misfit locations. A 
layer with thickness above the critical thickness is called “relaxed,” one below is called “strained.”

Straining a semiconductor layer changes the valence-band structure. Figure 10a shows the band 
structure of an unstrained III–V semiconductor, while Fig. l0b and c show the band structure under 
biaxial tension and compression, respectively.81,82 For the unstrained semiconductor, the light and 

FIGURE 9 Threshold modal gain as 
a function of threshold current density for 
(Al, Ga) As single QW and MQWs with 2, 3, 
4, and 5 QWs. Each QW has a thickness of 
100 Å. (From Ref. 80.)
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heavy hole bands are degenerate at k = 0( )Γ . Strain lifts this degeneracy and changes the effective 
masses of the light and heavy holes. In the direction parallel to the substrate the heavy hole band 
becomes light and the light hole band becomes heavy. Under biaxial tension (Fig. l0b) the bandgap 
decreases and the “heavy” hole band lies below the “light” hole band. Under biaxial compression the 
bandgap increases and the “heavy” hole band lies above the “light” hole band.

Figure 10 is a simplification of the true band structure.81,82 The bands are not really exactly 
parabolic, especially the hole bands, and strain increases the nonparabolicity of the hole bands. The 
details of the band structure can be derived using k p⋅  theory.86–90

For a GaAs-based QW, strain can be introduced by adding In to the QW. Since InAs has a larger 
lattice constant than GaAs, this is a compressively strained QW. In the direction of quantum con-
finement the highest quantized hole level is the first heavy hole level. This hole level will, therefore, 
have the largest influence on the density of states and on the optical gain. The effective mass of holes 
in this level confined in the QW is that parallel to the substrate and is reduced by strain. The reduc-
tion of the hole mass within the QW results in a reduced density of hole states [see Eq. (6)].

The reduction in density of hole states is a significant improvement. In order for a semiconduc-
tor laser to have optical gain (and lase), f E N f E Nc ( , ) ( , )− ν  must be greater than zero [see Eq. (7)]. 
In an unstrained semiconductor the electrons have a much lighter mass than the heavy holes; the 
holes therefore have a higher density of states than the electrons. Fc and f E Nc ( , ) change much more 
quickly with the injection of carriers than Fv and f E Nν ( , ). Since approximately equal numbers of 
holes and electrons are injected into the undoped active layer, reducing the mass of the holes by 
introducing compressive strain reduces the carrier density required to reach transparency and there-
fore reduces the threshold current of a semiconductor laser.91

This theoretical prediction is well supported by experimental results. Strained InGaAs single-QW 
lasers with record-low threshold current densities of 45 to 65 A/cm2 have been demonstrated.92–95 
These very high-quality strained QW lasers typically have lasing wavelengths from 0.98 to 1.02 μm, 
QW widths of 60 to 70 Å, and In concentrations of 20 to 25 percent. InGaAs QWs with wavelengths 
as long as 1.1 μm have been successfully fabricated,96,97 but staying below the critical thickness of the 
InGaAs layers becomes a problem since the wavelength is increased by increasing the In concentration. 
(With higher In concentration the amount of strain is increased and the critical thickness is reduced.)

Strained InGaAs QWs have another advantage over GaAs QWs. Strained QW lasers are more 
reliable than GaAs lasers, i.e., they have longer lifetimes. Even at high temperatures (70 to 100°C), 
they are very reliable.75,76 The reasons for this are not well understood, but it has been suggested 
that the strain inhibits the growth of defects in the active region.98–100 Improving the reliability of 
GaAs-based lasers is of great practical significance since GaAs lasers are generally less reliable than 
InP-based lasers.4,101,102
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FIGURE 10 Schematic diagrams of the band structure of a III–V semiconductor: (a) unstrained; (b) under 
tensile strain; and (c) compressively strained. (After Ref. 81.)
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Up to this point our discussion of QW lasers has been limited to GaAs-based QW lasers. QW 
lasers can also be fabricated in other material systems. GaInP/AlGaInP visible lasers have been 
improved significantly with the use of a single strained QW active region.103–105 These are also 
compressively strained QWs formed by adding excess In to the active region. This is a much less 
developed material system than GaAs, so recent results such as 215 A/cm2 for a single strained 
Ga0.43In0.57P QW103 are very impressive.

Long-Wavelength (1.3 and 1.55 lm) Quantum Well Lasers

Long-wavelength (InGaAsP/InP) QWs generally do not perform as well as GaAs-based QWs; how-
ever, with the advent of strained QW lasers significant progress has been made. Narrow bandgap 
lasers are believed to be significantly affected by nonradiative recombination processes such as Auger 
recombination4,106–108 and intervalence band absorption.109 In Auger recombination (illustrated in 
Fig. 11) the energy from the recombination of an electron and a hole is transferred to another car-
rier (either an electron or a hole). This newly created carrier relaxes by emitting a phonon; therefore, 
no photons are created. In intervalence band absorption (IVBA) a photon is emitted, but is reab-
sorbed to excite a hole from the split-off band to the heavy hole band. These processes reduce the 
performance of long-wavelength QW lasers enough to make an MQW a lower threshold device than 
a single QW. As illustrated by Fig. 9, this means that the threshold gain is above the point where the 
gain versus current density curve of a single QW crosses that of an MQW. Good threshold current 
density results for lasers operating at 1.5 μm are 750 A/cm2 for a single QW and 450 A/cm2 for an 
MQW.110

Long-wavelength QW lasers can be improved by use of a strained QW. For these narrow bandgap 
lasers strain has the additional benefits of suppressing Auger recombination111,112 and intervalence 
band absorption.111 Several groups have demonstrated excellent results with compressively strained 
InGaAsP/InP QW lasers.113–115 Compressively strained single QW lasers operating at 1.5 μm have 
been demonstrated with threshold current densities as low as 160 A/cm2.115

Surprisingly, tensile strained InGaAsP/InP QW lasers also show improved characteristics.115–117 
Tensile strained QW lasers operating at 1.5 μm have been fabricated with threshold current densi-
ties as low as 197 A/cm2.16 These results had not been expected (although some benefit could be 
expected through suppression of Auger recombination), but have since been explained in terms 
of TM-mode lasing118,119 (normally, semiconductor lasers lase in the TE mode) and suppression of 
spontaneous emission.118
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FIGURE 11 Schematic diagrams of band-to-band Auger recombination processes. (After Ref. 4.)
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Long-wavelength semiconductor lasers are more sensitive to increases in operating temperature 
than GaAs-based semiconductor lasers. This temperature sensitivity has been attributed to the 
strong temperature dependence of Auger recombination106–108 and intervalence-band absorption.109 
The use of a strained QW should therefore improve the high-temperature operation of these lasers. 
This is in fact the case the best results are reported for tensile strained QW lasers with continuous 
operation at 140°C.115,117

In summary, the use of QW active regions has significantly improved the performance of semi-
conductor lasers. In this section we have emphasized the dramatic reductions in threshold current 
density. Improvements have also been realized in quantum efficiency,119 high-temperature opera-
tion,74–76,115,117 modulation speed (discussed later in this chapter), and spectral linewidth (discussed 
later). We have limited our discussion to quantum wells. It is also possible to provide quantum 
confinement in two directions, which is called a quantum wire, or three directions, which is called a 
quantum dot or quantum box. It is much more difficult to fabricate a quantum wire than a QW, but 
quantum wire lasers have been successfully demonstrated.121 For a review of these novel structures 
we refer the reader to Ref. 122.

19.7 HIGH-POWER SEMICONDUCTOR LASERS

There are several useful methods for stabilizing the lateral modes of an injection laser.123–129 In this 
section, we will discuss techniques for the achievement of high-power operation in a single spatial 
and spectral mode. There are several physical mechanisms that limit the output power of the injec-
tion laser: spatial hole-burning effects lead to multispatial mode operation and are intimately related 
to multispectral mode operation, temperature increases in the active layer will eventually cause the 
output power to reach a maximum, and catastrophic facet damage will limit the ultimate power 
of the laser diode (GaAlAs/GaAs). Thus, the high-power laser designer must optimize these three 
physical mechanisms to achieve maximum power. In this section, we discuss the design criteria for 
optimizing the laser power.

High-Power Mode-Stabilized Lasers 
with Reduced Facet Intensity

One of the most significant concerns for achieving high-power operation and high reliability is 
to reduce the facet intensity while, at the same time, providing a method for stabilizing the laser 
lateral mode. Over the years, researchers have developed four approaches for performing this task: 
(1) increasing the lasing spot size, both perpendicular to and in the plane of the junction, and at 
the same time introducing a mechanism for providing lateral mode-dependent absorption loss 
to discriminate against higher-order modes; (2) modifying the facet reflectivities by providing a 
combination of high-reflectivity and low-reflectivity dielectric coatings; (3) eliminating or reducing 
the facet absorption by using structures with nonabsorbing mirrors (NAM); (4) using laser arrays 
and unstable resonator configurations to increase the mode volume. Techniques 1 and 2 are the 
commonly used techniques and will be further discussed in this section. Techniques 3 and 4 (laser 
arrays) will be discussed shortly.

Given the proper heat sinking, in order to increase the output power of a semiconductor GaAlAs/
GaAs laser, we must increase the size of the beam and thus reduce the power density at the facets for 
a given power level. The first step in increasing the spot size involves the transverse direction (per-
pendicular to the junction). There are two approaches for accomplishing this, with the constraint of 
keeping threshold current low: (1) thinning the active layer in a conventional double-heterostructure 
(DH) laser (Fig. 12a) below 1000 Å and (2) creating a large optical cavity structure (Fig. 12b).

Thinning the active layer from a conventional value of 0.2 to 0.03 μm causes the transverse-mode 
spot size to triple for a constant index of refraction step, Δnr.

130 The catastrophic power level is pro-
portional to the effective beam width in the transverse direction, deff , the asymmetric large optical 
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cavity (A-LOC) concept3,131 involves the epitaxial growth of an additional cladding layer referred to 
as the guide layer (dG), with index of refraction intermediate between the n-AlGaAs cladding layer 
and the active layer. By using a relatively small index of refraction step ( Δnr = 0 1. ) versus 0.20 to 
0.30 for DH lasers, it is possible to force the optical mode to propagate with most of its energy in the 
guide layer. The effective beam width for the A-LOC can be approximately expressed as

  d d dA Geff = +   (15)

where dA is the active layer thickness. Mode spot sizes in the transverse direction of approximately 
1.5 μm can be achieved.

Important Commercial High-Power Diode Lasers

In the last few years, several important high-power laser geometries have either become commer-
cially available or have demonstrated impressive laboratory results. Table 1 summarizes the charac-
teristics of the more important structures. It is evident that the structures that emit the highest cw 
(continuous wave) power (>100 mW), QW ridge waveguide (QWR), twin-ridge structure (TRS), 
buried TRS (BTRS), current-confined constricted double-heterostructure large optical cavity (CC-
CDH-LOC), and buried V-groove-substrate inner stripe (BVSIS)) have several common features: 
(1) large spot size (CDH-LOC, TRS, BTRS, QW ridge), (2) low threshold current and high quantum 
efficiency, and (3) a combination of low- and high-reflectivity coatings. All the lasers with the high-
est powers, except for the CDH-LOC, use the thin active laser design. A recent trend has been the 
use of quantum well-active layers.

Figure 13 contains schematic diagrams for five of the more common DH laser designs for high 
cw power operation, and Fig. 14 shows plots of output power versus current for various important 
geometries listed in Table 1.

The CC-CDH-LOC device with improved current confinement136 (Fig. 13a) is fabricated by one-
step liquid-phase epitaxy (LPE) above a mesa separating two dovetail channels. Current confinement 
is provided by a deep zinc diffusion and a narrow oxide stripe geometry. The final cross-sectional 

FIGURE 12 Schematic diagrams of the two most commonly used heterostructure configura-
tions for fabricating high-power laser diodes: (a) DH structure and (b) layer large-optical cavity struc-
ture. The deff calculations are after Botez.130
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FIGURE 13 Geometries for several important high-power diode 
lasers. (a) Constricted double-heterostructure large-optical cavity laser 
(CDH-LOC);136 (b) channel substrate planar laser (CSP);127 (c) broad-area 
twin-ridge structure (BTRS);134 (d) twin-channel substrate mesa (TCSM); 
and (e) inverted CSP.
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geometry of the device is very dependent on the exact substrate orientation and LPE growth condi-
tions.145 By properly choosing these conditions, it is possible to grow a convex-lens-shaped active 
layer (Al0.07Ga0.93As) on top of a concave-lens-shaped guide layer (Al0.21Ga0.79As). The combination 
of the two leads to a structure with antiwaveguiding properties and a large spot size. Discrimination 
against higher-order modes is provided by a leaky-mode waveguide. The cw threshold current is in 
the range of 50 to 70 mA. Single-mode operation has been obtained to 60 mW under 50 percent 
duty cycle, and the maximum cw power from the device is 165 mW. The power conversion efficiency 
at this power level is 35 percent considering only the front facet.

The channeled substrate planar (CSP) laser127 (Fig. 13b) is fabricated by one-step LPE above a 
substrate channel. The current stripe is purposely made larger than the channel to ensure uniform 
current flow across the channel. However, this leads to some waste of current and thus a lower dif-
ferential efficiency than other similar high-power laser structures (BVSIS, BTRS). Lateral mode con-
trol is very effectively obtained by the large difference in the absorption coefficient a between the 
center and edges of the channel and by changes in the index of refraction that result from changes in 
the geometry. By proper control of the active and n-cladding layer thicknesses, it is possible to obtain 
Δa ≅ 1000 cm−1 (see Ref. 146) and Δnr ≅ 10−2. Threshold currents are in the range of 55 to 70 mA. The 
transverse far field is relatively narrow due to the very thin active layer. Researchers from RCA have 
obtained power levels in excess of 150 mW (cw) with a CSP-type laser.137 A detailed study of the CSP 
laser has been presented by Lee et al., in a recent publication.147

Matsushita133 has also developed a CSP-like structure called the twin-ridge structure (TRS) that 
uses a 400-Å active layer thickness (Fig. 13c). The structure has demonstrated fundamental-mode 
cw power to 200 mW and single-longitudinal-mode cw power to 100 mW. The maximum avail-
able power for the TRS laser is 115 mW, and threshold currents are in the range of 80 to 120 mA. 
It appears that even though their geometry is similar to that of the CSP, lasers with ultrathin and 

High-power laser types
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QW = Quantum well
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FIGURE 14 Plots showing output power versus cw current for the major high-power 
laser diodes. The maximum power in a single spatial mode is in the range of 100 to 150 mW 
and total cw power can approach 200 mW.
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planar-active layers have been fabricated. It should be further pointed out that one of the keys to 
achieving ultrahigh power from CSP-like structures is the achievement of ultrathin (<1000 Å) active 
layers that are highly uniform in thickness. Small nonuniformities in the active layer thickness lead 
to a larger Δnr difference, and thus a smaller lateral spot size, which will lead to lower power levels 
and reduced lateral mode stability.

Metalorganic chemical vapor deposition (MOCVD, discussed earlier) has been used to fabri-
cate lasers with higher layer uniformity, which leads to a reduced spectral width and more uniform 
threshold characteristics. Several MOCVD laser structures with demonstrated high-power capability 
are schematically shown in Fig. 13, and their characteristics are summarized in Table 1. Figure 13d
shows the twin-channel substrate mesa (TCSM) laser.140 The fabrication consists of growing a DH 
laser structure over a chemically etched twin-channel structure using MOCVD. Optical guiding is 
provided by the curvature of the active layer. The TCSM laser has achieved cw powers of 40 mW in a 
single spatial mode and 65 mW in a single longitudinal mode. The inverted channel substrate planar 
(ICSP) laser135 is schematically shown in Fig. 13e. This structure is one MOCVD version of the very 
successful CSP structure (Fig. 13b).141 The ICSP laser has achieved powers in excess of 150 mW 
(50 percent duty cycle) in a single spatial mode and a 100-mW (cw) catastrophic power level.

More recently, quantum well lasers using the separate carrier and optical confinement (see previ-
ous section, “Quantum Well Lasers”) and ridge waveguide geometries have been used for producing 
power levels in excess of 150 mW (cw) in a single spatial mode.143,144 The QW ridge resembles a 
standard RWG (Fig. 4e), but with a QW active region. Such laser structures have low threshold cur-
rent density and low internal absorption losses, thus permitting higher-power operation.

Future Directions for High-Power Lasers

Nonabsorbing Mirror Technology The catastrophic facet damage is the ultimate limit to the power 
from a semiconductor laser. In order to prevent catastrophic damage, one has to create a region 
of higher-energy bandgap and low surface recombination at the laser facets. Thus, the concept of 
a laser with a nonabsorbing mirror (NAM) was developed. The first NAM structure was demon-
strated by Yonezu et al.148 by selectively diffusing zinc along the length of the stripe, except near the 
facets. This created a bandgap difference between the facet and bulk regions and permitted a three- 
to fourfold increase in the cw facet damage threshold and a four- to fivefold increase in pulse power 
operation.149 More recent structures have involved several steps of liquid-phase epitaxy.150,151

The incorporation of the NAM structure is strongly device dependent. For example, in the dif-
fused device structures, such as deep-diffused stripe (DDS)148 and transverse junction stripe (TJS) 
lasers, NAM structures have been formed by selective diffusion of zinc in the cavity direction.149 
The n-type region will have a wider bandgap than the diffused region, and thus there will be little 
absorption near the facets. However, most index-guided structures require an additional growth step 
for forming the NAM region.150,151 The NAM structures in the past have suffered from several prob-
lems: (1) Due to their complex fabrication, they tend to have low yields. Furthermore, cw operation 
has been difficult to obtain. (2) Cleaving must be carefully controlled for NAM structures having 
no lateral confinement, in order to avoid excessive radiation losses in the NAM region. The NAM 
length is a function of the spot size. (3) The effect of the NAM structure on lateral mode control has 
not been documented, but could lead to excessive scattering and a rough far-field pattern.

It is now becoming more clear that the use of a NAM structure will be required for the reliable 
operation of high-power GaAlAs/GaAs laser diodes. Experimental results152 appear to indicate that 
laser structures without a NAM region show a decrease in the catastrophic power level as the device 
degrades. However, most of the approaches currently being implemented require elaborate pro-
cessing steps. A potentially more fundamental approach would involve the deposition of a coating 
that would reduce the surface recombination velocity and thus enhance the catastrophic intensity 
level.153,154 Such coatings have been recently used by researchers from Sharp and the University of 
Florida to increase the uncoated facet catastrophic power level by a factor of 2.155,156

Recently, the use of NAM technology has been appearing in commercial products. The crank 
transverse junction stripe (TJS) laser (a TJS laser with NAM) can operate reliably at an output 
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power of 15 mW (cw), while the TJS laser without the NAM can operate only at 3 mW (cw).147 The 
Ortel Corporation has developed a buried heterostructure (BH) laser with significantly improved 
output power characteristics compared to conventional BH lasers.142 The NAM BH laser is rated at 
30 mW (cw)142 compared to 3 to 10 mW for the conventional BH/LOC device.

Last, the use of alloy disordering, whereby the bandgap of a quantum well laser can be increased 
by diffusion of various types of impurities (for example, Zn and Si),157 can lead to a very effective 
technique for the fabrication of a NAM structure. Such structures have produced an enhancement 
of the maximum pulsed power by a factor of 3 to 4.

High-Power 1.3/1.48/1.55-lm Lasers Previous sections have discussed high cw power operation 
from (GaAl)As/GaAs laser devices. In the past several years there have been reports of the increasing 
power levels achieved with GaInAsP/InP lasers operating at l = 1.3 μm. The physical mechanisms 
limiting high-power operation in this material system are quite different than those for GaAlAs/
GaAs lasers. The surface recombination at the laser facets is significantly lower than in GaAlAs/GaAs, 
and thus catastrophic damage has not been observed. Maximum output power is limited by either 
heating or carrier leakage effects. With the advent of structures having low threshold current density 
and high quantum efficiency, it was just a matter of time before high-power results would become 
available. Furthermore, since facet damage is not a problem, the only real need for facet coatings is 
for improving the output power from one facet and sealing the device for improved reliability.

In Fig. 15, we schematically show the two most common long-wavelength laser structures that 
have demonstrated high cw power operation. In Fig. 15a, the double-channel planar buried het-
erostructure (DC-PBH) is systematically shown.158,159 The structure requires a two-step LPE growth 
process. The first step is the growth of the first and top cladding layers in addition to the active layer. 
This is followed by the etching of the structure, which is followed by a regrowth to form the block-
ing and contact layers. LPE growth of this material system is such that if the mesa region is narrow 
enough, no growth occurs on top of it during the deposition of the blocking layer, and this occurs 
for mesa widths of less than ~5 μm. Low threshold current is achieved due to the narrow mesa 
geometry and the good carrier and current confinement.

The DC-PBH has proved to be a laser structure with excellent output characteristics and high 
reliability. NEC has been able to obtain thresholds as low as 10 mA with 70 percent quantum effi-
ciency. Degradation rates of the order of 10−6/h for an output power of 5 mW at a temperature of 
70°C have also been obtained. More recently, NEC has obtained 140-mW power in a single spatial 
mode.158 Lasers at 50 mW and 25°C have been placed on lifetest and show relatively low degradation 
rates after several hundred hours. Degradation rates at 20 and 30 mW (50°C) are 1.3 × 10−5/h and 
2.22 × KT−5/h, respectively. TRW has also worked with DC-PBH/PBC-(planar buried cresent) type 
laser diodes and has obtained 100 mW(cw).159 A summary of the various high-power l = 1.3-μm 
laser diode structures and characteristics is given in Table 2.

The other structure that has demonstrated high cw power is the buried crescent laser first inves-
tigated by Mitsubishi (Fig. 15b).160 The structure is grown using a two-step LPE process and a p
substrate. The final structure resembles a channel laser with an active layer that tapers to zero near 
the edges of the channel. The tapering provides good carrier and optical confinement. Researchers 
from Oki with a structure similar to the Mitsubishi structure have demonstrated maximum power 
levels of 200 and 140 mW in a single spatial mode.162 Lifetests163 on these lasers demonstrated 
a mean time to failure of ~7 × 105/h (at 20°C) at 75 percent of the maximum cw output power 
(maximum = 25 to 85 mW). These results appear to indicate that 1.3-μm lasers are reliable for 
high-power applications.

A more recent development has been the use of multiquantum well (MQW) high-power lasers 
in the 1.5 to 1.55-μm wavelength band. The use of an MQW ridge waveguide structure has pro-
duced power levels of ~170 mW (cw).164 The MQW structure consists of five wells of InGaAs, 60 Å 
thick, separated by four GaInAsP barriers of 100-Å thickness. The two thicker, outermost barriers 
of GaInAsP provide a separate confinement heterostructure (SCH) waveguide. In addition, buried 
heterostructure (BH) lasers165 with power levels in excess of 200 mW have been achieved by incor-
porating strain into MQW structures. A review article by Henshall describes the state of the art in 
more detail.166
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FIGURE 15 Schematic diagrams of the most prominent LPE-based 
1.3-μm laser structures: (a) Double-channel planar-buried heterostructure 
(DC-PBH)158,159 and (b) buried crescent.160,161

TABLE 2 Summary of Mode-Stabilized High-Power Laser Characteristics (GaInAsP/InP)∗†

  Manufacturer   Max. Power Spatial
   [Reference]  Geometry   Construction (mW) Quality Ith (mA)

Mitsubishi (160) PBC Two-step LPE (p-subst.) 140 SSM (70) 10–30
NEC [157, 158] DC-PBH Two-step LPE 140 SSM (140) 10–30
OKI [161, 162] VIPS Two-step LPE (p-subst.) 200 SSM (200) 10–30
TRW/EORC [159] DC-PBH type Two-step LPE 100 SSM (70) 10–30
TRW/EORC [159] PBC Two-step LPE (p-subst.) 107 SSM (78) 10–30
STC [164] MQW MOCVD 170 — —
ATT [165] MQW BH MBE 200 — —

∗DC-PBH Double-channel planar buried heterostructure
MQW Multiquantum well
PBC Planar buried cresent
SSM Single spatial mode
†Approaches for high-power GaInAsP/InP lasers:
 • Tight current confinement to reduce the threshold current
 • Facet coatings (reflector/low reflecting front facet)
 • Diamond heat sinking
 • Long cavity length
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High-Power Strained Quantum Well Lasers Over the last several years, there has been extensive 
research in the area of strained layer quantum well high-power lasers. As with GaAs QW high-power 
lasers, the geometry is typically a QW ridge. Table 3 summarizes some of the latest single-spatial-
mode high-power results.

Thermal Properties An important parameter in the operation of high-power laser diodes is the 
optimization of thermal properties of the device. In particular, optimizing the laser geometry for 
achieving high-power operation is an important design criterion. Arvind et al.167 used a simple one-
dimensional thermal model for estimating the maximum output power as a function of laser geom-
etry (cavity length, active layer thickness substrate type, etc.). The results obtained for GaInAsP/InP 
narrow stripe PH lasers were as follows:

• Maximum output power is achieved for an optimum active layer thickness in the 0.15-μm 
region. This result applies only to nonquantum well lasers.

• Significantly higher output powers (25 to 60 percent) are obtained for lasers fabricated on p sub-
strates compared to those on n substrates. The result is based on the lower electrical resistance of 
the top epitaxial layers in the p substrate compared to n substrate.

• Significantly higher output powers (~60 percent) are obtained for lasers mounted on diamond 
rather than silicon heat sinks as a result of the higher thermal conductivity of diamond com-
pared to silicon, 22 versus 1.3 W/(°C-cm).

• Significantly higher output powers (~100 percent) are obtained for lasers having a length of 700 μm 
compared to the conventional 300 μm. The higher power results from the reduced threshold cur-
rent density and thermal resistance for the longer laser devices.

A plot of the calculation and experimental data from Oki162 is given in Fig. 16. Note that there 
are no adjustable parameters in the calculation.

An important conclusion from the thermal modeling is that longer cavity semiconductor lasers 
(700 to 1000 μm) will be able to operate at higher heat sink temperatures when the power level is 
nominal (~5 mW) compared to shorter cavity devices (~100 to 300 μm). In addition, the reliability 
of the longer cavity devices is also expected to be better. More recent calculations and experimental 
results using strained layer lasers have verified this.95

Semiconductor Laser Arrays

One of the most common methods used for increasing the power from a semiconductor laser is 
to increase the width of the emitting region. However, as the width is increased, the occurrence of 
multilateral modes, filaments, and lateral-mode instabilities becomes more significant. A far-field 
pattern is produced that is not diffraction-limited and has reduced brightness. The most practi-
cal method to overcome this problem is to use a monolithic array of phase-locked semiconductor 
lasers. Such lasers have been used to generate powers in excess of 10 W (cw)170 and over 200 W171 
from a single laser bar.

TABLE 3 High-Power GaInAs Strained Layer Quantum Well Lasers

   Threshold Max. Power in  Max. cw
  Laser Group Ridge Width Wavelength Current Single Spatial Mode Power
   [Reference] (μm) (μm) (mA) (mW) (mW)

JPL [168] 6 0.984–0.989 13 — 24
JPL [168] 3 0.978 8 116 400
NTT [169] 3 0.973–0.983 9 115 500
Spectra Diode [170] 4 0.9–0.91 ~20 180 350
Boeing [76] 4 0.98 10–15 150 440
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It was not until 1978 that Scifres and coworkers172 first reported on the phase-locked operation 
of a monolithic array consisting of five closely coupled proton-bombarded lasers. The original cou-
pling scheme involved branched waveguides, but this was quickly abandoned in favor of evanescent 
field coupling by placing the individual elements of the array in close proximity (Fig. 17a). More 
recently, arrays of index-guided lasers173 have been fabricated; one example is shown in Fig. 17b.

Recent emphasis has been on achieving higher cw power and controlling the output far-field dis-
tribution. Some of the more significant events in the development of practical semiconductor laser 
arrays are summarized in Table 4.

The subject of array-mode stability has become of great interest. In a series of significant papers, 
Butler et al.190 and Kapon et al.191 recognized that to a first approximation, an array can be modeled 
as a system of n weakly coupled waveguides. The results indicate that the general solution for the 
field amplitudes will consist of a superposition of these array modes. The analytic results permitted, 
for the first time, a simple explanation for the observed far-field patterns and provided a means for 
designing device structures that would operate in the fundamental array mode (i.e., all elements in 
phase). This particular mode will provide the greatest brightness.

Many techniques have been used for improving array-mode selection179,188,192,197 and thus achiev-
ing a well-controlled spatial mode. Two of the more successful earlier techniques involve (1) incor-
poration of optical gain in the interelement regions (gain coupling of the laser array179–184,193) and 
(2) use of interferometric techniques that involves Y-coupled junctions.186,188,192

The gain-coupled arrays achieve mode selectivity by introducing optical gain in the interelement 
regions and thus increasing the gain of the fundamental array mode since this mode has a signifi-
cant portion of its energy in the interelement regions. The first demonstration of this approach was 
the twin-channel laser (TCL) developed by re searchers from TRW;180,181 since then, there have been 
other demonstrations.182,184,193

The theoretical foundations of the Y-coupled junction were first described in a paper by Chen 
and Wang.192 Mode-selectivity is accomplished because the in-phase mode adds coherently at each Y 
junction, while the out-of-phase mode has destructive interference, since the single waveguides after 
the Y junction can support only the fundamental mode. Similar interferometric and mode-selective 
techniques have been used in the development of optical modulators.198
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FIGURE 16 Calculation of maximum output power per facet as a function 
of device length for n-p-substrate-type lasers and different heat sinks.167 Note the 
increased power level achieved for longer lasers and p-type substrates.
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FIGURE 17 Schematic diagrams showing two types of laser array structures: (a) Gain-
guided phased array using quantum well-active layers and grown by MOCVD175 and (b) index-
guided phased array using CSP-LOC structures grown by LPE.173

TABLE 4 Summary of High-Power Phase-Locked Laser Arrays∗

   Laser Group No. of   Max. Power Max. Power
    [Reference] Elements Material System Type of Array∗ (mW)  (mW) Far Field

Xerox, 1978 [172] 5 GaAlAs-GaAs GG 60 (P) 130 (P) SL (2°)
HP, 1981 [174] 10 GaAlAs-GaAs IG 1W(P) 1400 (P) DL
Xerox, 1982 [175] 10 GaAlAs-GaAs GG 200 (P) 270 (cw) SL (1°)
Xerox, 1983 [176] 40 GaAlAs-GaAs GG 800 (P) 2600 (cw) DL
RCA, 1983 [173] 10 GaAlAs-GaAs IG 400 (P) 1000 (P) DL
Siemens, 1984 [177] 40 GaAlAs-GaAs GG — 1600 (cw) DL
Bell Labs, 1984 [178] 10 GaAlAs-GaAs IG — — DL
TRW, 1984 [179–181] 2 GaAlAs-GaAs IG 75 (cw) 115 (cw) SL (4–6°)
UC Berkeley, 1982 [182] 10 GaAlAs-GaAs IG — 200 SL (2–7°)
Cal-Tech, 1984 [183] 5 GaAlAs-GaAs IG — — SL (3°)
Xerox/Spectra  10 GaAlAs-GaAs Offset stripe GG 575 (P) — SL (1.9°)
 Diode, 1985 [184]
Bell Labs, 1985 [185] 10 InGaAsP-InP GG 100 (cw) 600 SL (4°)
Sharp, 1985 [186] 2 GaAlAs-GaAs IG; Y-C 65 (cw) 90 (cw) SL (4.22°)
Mitsubishi, 1985 [187] 3 GaAlAs-GaAs IG 100 (cw) 150 (cw) SL (3.6°)
Xerox/Spectra  10 GaAlAs-GaAs IG(Y-C) stripe GG 200 (cw) 575 (P) SL (3°)
 Diode, 1986 [188]
TRW [189] 10 GaAlAs-GaAs ROW 380 (cw) 1500 (P) — SL (0.7°)

∗GG Gain guided P Pulsed
IG Index guided DL Double lobe
Y-C Y-coupled SL Single lobe
ROW Resonant optical waveguide
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Finally, the most recent mode control mechanism for laser arrays involves the resonant phase-
locking of leaky-mode elements.189 With a properly optimized geometry, the fundamental array 
mode has significant mode discrimination analogous to the high discrimination found in single-
element leaky-mode devices. Recent results indicate power levels in excess of 360 mW (cw) in the 
fundamental array mode, and the beam broadens to ~2 times diffraction limited for output powers 
of ~500 mW (cw).

At the present time, it is not clear which technique will be most useful for achieving stable, fun-
damental array mode operation. The gain-coupling concept works well for two or three elements.199 
However, array-mode selection described by the difference in gain between the first and second 
array modes rapidly decreases as the number of array elements increases beyond two or three.199 The 
Y junction and leaky-mode approaches do not appear to have the same limitations. The resonant 
leaky-mode arrays appear to have the most promising performance at high-power levels; however, 
the structures are complex and thus yield and reliability need to be more fully addressed.

Two-Dimensional, High-Power Laser Arrays

There has been a significant amount of research activity in the past few years in the area of very 
high-power diode lasers.200–205 The activity has been driven by the significant reductions in thresh-
old current density of GaAlAs/GaAs lasers that can be achieved with metalorganic chemical vapor 
deposition (MOCVD), utilizing a quantum well design. Threshold current densities as low as 200 
to 300 A/cm2 with external efficiencies exceeding 80 percent have been achieved using GRIN-SCH 
quantum well lasers.200,201 CW powers of ~6 to 9 W have been achieved from single-laser bars. Such 
power levels correspond to a maximum of 11 W/cm from a single-laser bar. Table 5 lists some of the 
more recent results on very high-power diode laser arrays.

In order to increase the output power from laser array structures, researchers have investigated 
the use of a two-dimensional laser array. One particular configuration, referred to as the “rack-stack 
approach,” is schematically shown in Fig. 18. In essence, the approach involves stacking a linear 
array of edge emitters into a two-dimensional array. The two-dimensional arrays are fabricated203 
by (1) cleaving linear arrays of laser diodes from a processed wafer, (2) mounting the bars on heat 
sinks, and (3) stacking the heat sinks into a two-dimensional array.

As shown in Table 5, the main players in this business are McDonnell-Douglas and Spectra 
Diode Labs. The largest stacked204 two-dimensional array has been manufactured by McDonnell-
Douglas and has an active area with five laser bars 8 mm in length. The array was operated with 
150-μs pulses to the limit of the driver204 at pulse repetition rates of 20 to 666 Hz. Approximately 
2.5 kW/cm2 was obtained at 20 Hz (average power ~300 W) and 0.9 kW/cm2 at 666 Hz (average 
power ~92 W). Higher output powers will be obtained as a result of achieving the ultimate limits in 

TABLE 5 Summary of High-Power Laser Array Results∗

   Power Slope Power
  Laboratory     Maximum Efficiency Efficiency Density
  [Reference]  Array Type  Output Power (%) (W/A) (W/cm2)

General Electric [201] ID array 80 W (200-μs pulse; 20 0.9 80
   10–100 Hz)
McDonnell-Douglas  Broad stripe 6 W (cw) (W = 300 μm) 38 0.91 200
 [203, 204]  (L = 1200 μm)
 2D: 4 bars, 8 mm 15 W (cw) 15 — 50
 2D: 5 bars, 8 mm 320 W (0.3% DF†) — — 2560
Spectra Diode [170]  ID array 8 W (cw) — — —
 ID array 134 W (150-μs pulse) 49 1.26 134

∗All high-power laser structures are fabricated using MOCVD and quantum well design. 
†DF = Duty factor.
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threshold current density and optical losses in the individual with advances in nonabsorbing mir-
ror and active cooling techniques. Some recent progress has been seen in the latter with the use of 
etched silicon grooves for fluid flow, which function as radiator elements to remove the heat.

19.8 HIGH-SPEED MODULATION

In many applications semiconductor lasers are modulated in order to carry information. 
Semiconductor laser dynamics are usually described by the rate equations for the photon and car-
rier densities:3–5,205,206
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where N is the carrier density, P is the photon density, I is the current, e is the charge of an electron, 
d is the active layer thickness, L is the laser cavity length, w is the laser stripe width, c is the speed of 
light, nr is the refractive index of the active region, g is the threshold modal gain, Γ is the optical con-
finement factor, ts is the carrier lifetime, b is the spontaneous emission factor, and tp is the photon 
lifetime of the cavity. [When these equations are written in terms of total gain instead of modal gain, 
Γ does not appear in Eq. (16), but multiplies the gain in Eq. (17).]
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FIGURE 18 Schematic diagram of the two-dimensional rack-stack laser array architec-
ture. (Courtesy of R. Solarz, Lawrence Livermore.)
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where ai is the internal loss and RF and RR are the front- and rear-facet reflectivities, b is the ratio 
of spontaneous emission power into the lasing mode to the total spontaneous emission rate.207 
(Do not confuse b with the other spontaneous emission factor, which is used in linewidth theory 
and is defined as the ratio of the spontaneous emission power into the lasing mode to the stimu-
lated emission power of the mode.)

When a semiconductor laser is modulated there is some delay before it reaches a steady state. 
Because it takes time for a carrier population to build up, there will be a time delay td before the 
final photon density Pon is reached (see Fig. 19). Once Pon is reached, additional time is required 
for the carrier and photon populations to come into equilibrium. The output power therefore goes 
through relaxation oscillations before finally reaching a steady state. This type of oscillation has 
many parallels in other second-order systems,208 such as the vibration of a damped spring or an RLC 
circuit.

The frequency of these relaxation oscillations, fr is called the relaxation, resonance, or corner fre-
quency. By considering small deviations from the steady state where N = Nth + ΔN and P = Pon + ΔP, 
we can solve Eqs. (16) and (17) for fr with the result:5,205
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where dg/dN is the differential modal gain. For bulk double-heterostructure lasers the gain is lin-
early dependent on the carrier density and (c/nr)dg/dN is replaced by A, where A is a constant. As 
discussed earlier in the chapter, the gain-versus-carrier-density relationship of a quantum well is 
nonlinear, so A is not a constant for a QW laser.
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FIGURE 19 Schematic diagrams of the turn on delay and relaxation oscillations for a semiconductor laser 
(a) prebiased below threshold and (b) prebiased above threshold. (After Ref. 206.)
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Let us return our attention to the turn on delay td between a current increase and the beginning 
of relaxation oscillations as illustrated in Fig. 19. If the initial current Ioff is below Ith, the initial pho-
ton density Poff can be neglected in Eq. (16). Assuming an exponential increase in carrier density we 
can derive206

  τ τd s

I I

I I
I I I=

−
−

⎛
⎝⎜

⎞
⎠⎟

< <ln ,on off

on th
off th on   (20)

Since ts is on the order of several nanoseconds, td is usually very large for semiconductor lasers with 
Ioff below Ith. For example, with ts = 4 ns, Ion = 20 mA, Ith = 10 mA, and Ioff = 5 mA, td will be 1.6 ns. If 
a short current pulse is applied to a laser biased below threshold, td may be so long that the laser barely 
responds (see Fig. 20). When a current pulse ends, it takes time for the carrier population to decay. If 
another identical pulse is applied before the carrier population decays fully, it will produce a larger 
light pulse than the first current pulse did. This phenomenon, which is illustrated in Fig. 20, is called 
the pattern effect.209 The pattern effect is clearly undesirable as it will distort information carried by the 
laser modulation. The pattern effect can be eliminated by prebiasing the laser at a current sufficient 
to maintain a carrier population; for most semiconductor lasers this will mean prebiasing at or above 
threshold. In order to modulate with a prebias below threshold, Ion must be much greater than Ith. For 
most lasers this will require an unpractically large Ion, but if Ith is very low, it may be possible.211,212

Even a semiconductor biased above threshold will have a nonzero td before it reaches its final 
photon density. Equations (16) and (17) may be solved for td above threshold:206
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td will be much shorter for a prebias above threshold. For example if fr = 5 GHz, Ion = 40 mA, Ioff = 
15 mA, and Ith = 10 mA, td = 60 ps. td will be shortest for large Pon and Poff , so the shortest time 
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FIGURE 20 An illustration of the pattern effect for a 
AlGaAs laser diode with a 280 Mbit/s 10111 return to zero pattern. 
(From Ref. 210.)
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delays will be achieved for small-scale modulation at high photon density. For digital applications in 
which fairly large-scale modulation is required, the maximum modulation speed of a semiconduc-
tor laser is to a large extent determined by td.

For very high-speed microwave applications, lasers are prebiased at a current greater than the 
threshold current and modulated at high frequencies through small amplitudes about the continu-
ous current prebias. The frequency response of a semiconductor laser has the typical shape expected 
from a second-order system. (For a discussion of the frequency response of a second-order system 
see Ref. 208.) The laser amplitude response is fairly uniform at frequencies less than the relaxation 
oscillation frequency. At fr the response goes through a resonance and then drops off sharply. The 
relaxation oscillation frequency is therefore the primary intrinsic parameter determining the modu-
lation bandwidth. The actual useful bandwidth is generally considered to be the frequency at which 
the response of the laser drops by 3 dB. Figure 21 is an example of the frequency response of a semi-
conductor laser under amplitude modulation.213,214 In this example, the maximum 3-dB bandwidth 
is 16 GHz. If the 3-dB bandwidth is measured in electrical dB, as in our example, it is located at 
approximately 1.55fr. Sometimes the 3-dB frequency is quoted as that at which the optical power is 
reduced by a factor of 2; this actually corresponds to 6 dB in electrical power and occurs at approxi-
mately 1.73fr. The 0-dB frequency occurs at approximately 1.41fr.

213–215

The description of the relaxation oscillation frequency given here is rather simplistic since 
it is based on rate equations, which consider only one type of carrier, neglect the spatial depen-
dances of the carrier and photon distributions, and neglect the effects of carrier diffusion and 
nonlinear gain. In addition, the spontaneous emission term of Eq. (17) was neglected in the 
derivation. The neglected effects are particularly important when considering damping of the 
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FIGURE 21 The small-signal modulation response of a 1.3-μm InGaAsP-constricted mesa laser for differ-
ent bias levels. The cavity length is 170 μm and the stripe width is 1 μm. Inset: Schematic diagram of a 1.3-μm 
InGaAsP-constricted mesa laser. (From Refs. 213 and 214.)
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relaxation oscillations.204–206 With significant damping215 the measured peak frequency fp will be 
more accurately determined by

  f f
f

p r
d2 2
2

4
= −   (22)

where fd is the damping frequency.
We have also neglected, however, the electrical parasitics of the laser and its operating circuit 

(bonding wires, etc.). Figure 22 is a simple equivalent circuit, which describes the parasitic elements 
influencing a semiconductor laser. Here L is the inductance of bond wire, R is the laser resistance 
including contact resistance, and C is capacitance primarily due to bonding-pad capacitance and 
capacitance of the current-confining structure of the laser stripe.213,214 The 50-Ω resistance is 
included to represent a 50-Ω drive. The resonant frequency of this circuit is

  f
R

LRC0

1

2

50= +
π

  (23)

The circuit is strongly damped so no resonance peak occurs; instead, the response simply drops 
off.205,218 The amplitude response of a modulated semiconductor laser will begin to drop off at fre-
quencies at which the response of the parasitics drops off even if the intrinsic peak frequency of the 
laser is higher. Therefore, the maximum practical modulation bandwidth may be determined by fo
instead of fr. Figure 23 shows the modulation response of a semiconductor laser strongly affected by 
parasitics.219

The most significant parasitic limiting the performance of a semiconductor laser is normally the 
capacitance.205 In order to achieve high speeds, the laser stripe must be very narrow [see Eq. (18)]; 
practical narrow stripe lasers are often some form of buried heterostructure (see Fig. 4c). The sub-
strate doping and confinement-layer doping of buried heterostructure form a parallel plate capacitor. 
In order to reduce the capacitance the laser can be fabricated on a semi-insulating substrate,205,218 
the confinement layers can be semi-insulating,124 the active area of the device can be isolated from 
the confinement layers by etching trenches on either side of it,124,125 or the confinement layers can be 
replaced by a thick dielectric layer such as polyimide.213,214 The inset on Fig. 21 is a schematic dia-
gram of the high-speed laser stripe whose frequency response is shown in Fig. 21.

Assuming that the parasitics have been minimized, consider how a semiconductor laser can be 
optimized for high-speed operation. As already mentioned, minimizing the stripe width is desirable. 
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FIGURE 22 Simple equivalent circuit 
of the parasitics affecting the modulation of 
a semiconductor laser.
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FIGURE 23 The modulation response of a 1.3-μm 
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The effect of parasitics is apparent. (From Ref. 219.)
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Figure 21 illustrates that increasing the photon density (or equivalently the current) increases the 
speed. Of course, there will be a limit as to how much the photon density can be increased; when 
the photon density of a semiconductor laser is increased, eventually a maximum power is reached 
at which the laser fails due to catastrophic facet damage. InGaAsP/InP lasers have a higher threshold 
for catastrophic facet damage than AlGaAs/GaAs lasers; InGaAsP/InP lasers, therefore, tend to have 
higher bandwidths.214

Consideration of Eq. (19) shows that decreasing the cavity length will also increase the 
speed.205,213,214,218,219 (Decreasing the length reduces tp.) Increasing dg/dN will also increase the 
speed. With a bulk active region dg/dN is approximately constant, so use of a short cavity length 
will not affect it. As illustrated in Fig. 6, however, dg/dN of a QW laser will decrease with increasing 
threshold gain, and therefore with decreasing cavity length. A single QW laser will, therefore, make a 
relatively poor high-speed laser. An MQW laser, however, will have higher dg/dN than a single QW. 
In the past, the highest modulation bandwidths were achieved with InGaAsP/InP bulk active region 
InGaAsP/InP lasers213,214,222,223 with the best results on the order of 24 GHz223 for room-temperature 
CW measurements. The advent of strained MQW lasers has, however, recently resulted in higher 
bandwidths because strain increases dg/dN.224–226 Strained GaAs-based In0.3Ga0.7AsMQW lasers with 
bandwidths as high as 28 GHz have been demonstrated.226

So far our discussion has dealt only with the amplitude response to modulation. The phase and 
lasing wavelength (or optical frequency) are also affected by modulation. Figure 24 is an example 
of the phase response which accompanies the amplitude response of a semiconductor laser under 
modulation.
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FIGURE 24 The modulation response of a proton stripe laser 
at various bias currents: (a) amplitude response and (b) phase. The 
threshold current is approximately 80 mA. (From Ref. 205.)
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Assuming that a semiconductor laser lases in a single longitudinal mode under static conditions, 
high-frequency modulation can cause it to shift to another mode or to become multimode.227 The 
tendency to become multimode increases with the depth of modulation. For many applications 
single-mode operation under modulation is required. In this case a laser with built-in frequency 
selectivity such as a distributed feedback laser228 (DFB) (see “Spectral Properties” following) can be 
used to maintain single-mode operation. Even with single-mode operation under modulation the 
linewidth of the lasing mode will be broadened.206,227 This broadening which is often called chirp, is 
discussed in more detail in the next section.

While the frequency changes associated with small-scale modulation are generally undesirable in 
amplitude modulation (AM), they can be utilized for frequency modulation206,229,230 (FM). In digital 
systems, FM is often called frequency shift keying (FSK). FM requires only a very small amplitude 
modulation, so it normally refers to the effect of modulation on a single mode. In FM modulation, 
very fine shifts in optical frequency are detected; frequency stabilized lasers such as DFB lasers230 as 
well as standard semiconductor lasers will show an FM response. Typically, FM response shows a 
low frequency decay below fr and a resonance at fr

206,229 (see Fig. 25).
If the reader requires more in-depth information on high-speed modulation of semiconductor 

lasers, the book by Petermann206 or the review by Lau and Yariv205 will be particularly helpful. For a 
recent review of the state of the art see the tutorial by Bowers.215 References 3, 4, and 5 also contain 
chapters on high-speed modulation.

19.9 SPECTRAL PROPERTIES

One of the most important features of a semiconductor laser is its high degree of spectral coherence. 
There are several aspects to laser coherence. First, the laser must have spatial coherence in the various 
transverse directions. This is usually accomplished by controlling both the geometry and the lateral-
mode geometry using a structure with a built-in index as discussed earlier under “Fabrication and 
Configurations.” In order to achieve high spectral coherence, the semiconductor laser must oper-
ate in a single longitudinal mode. There are four technical approaches for accomplishing this:231,232 
(1) coupled cavity, (2) frequency selective feedback, (3) injection locking, and (4) geometry control. 
The various techniques for achieving spectral control are described in Fig. 26.
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FIGURE 25 The FM response of TJS, BH, and channeled substrate planar (CSP) lasers. All 
the lasers are biased at 1.2 times threshold. (From Ref. 229.)
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The temporal coherence of the laser is related to the spectral width of the stimulated emission 
spectrum by

  L Kc =
Δ
λ
λ

0
2

1 2/

  (24)

where K is a constant dependent on the distribution of spectral output function, Lc is coherence 
length, λ0 is the wavelength of the stimulated emission peak, and Δλ1 2/  is the halfwidth of the spec-
tral emission. K = 1 for rectangular, K = 0.32 for a lorentzian, and K = 0.66 for a gaussian.

The spectral linewidth, Δf1/2 , for a single longitudinal mode can be expressed as233

  Δ = −
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where nsp is the spontaneous emission factor, defined as the ratio of spontaneous to stimulated emis-
sion in the lasing mode, τ p  is the cavity lifetime, and α  is the linewidth enhancement factor.

FIGURE 26 Eleven major designs for single-frequency lasers. The three in the top row and the first in the second row 
are coupled cavity lasers; the next three are frequency-selective-feedback lasers; the next is an injection-locked laser; the last 
one in the third row is a geometry-controlled laser. The left two are hybrid designs. (From Ref. 232.)
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Typical linewidths for a solitary single-longitudinal-mode laser are in the range of 5 to 20 MHz. 
Narrower linewidths can be achieved by using some of the techniques described in Fig. 26. More 
recently, the use of QW lasers, as described earlier, has led to a significant reduction in the linewidth 
enhancement factor and the corresponding laser linewidths.234 Typical linewidths in the range of 0.9 
to 1.3 MHz have been achieved.

Coupled cavity lasers make up a family of devices, whereby spectral control is achieved by rein-
forcing certain wavelengths which resonate in several cavities.235 A typical configuration is shown 
in Fig. 26, whereby the long cavity is cleaved into two smaller cavities. By properly controlling the 
length ratios and the gap width, good longitudinal mode discrimination (better than 20-dB side-
mode suppression) can be obtained.

Another important technique is the use of an external resonant optical cavity (frequency-selective 
feedback) as shown in Fig. 27. This technique has been used by researchers at Boeing to achieve 
extremely narrow linewidth ( )/Δ −f1 2 1 2∼ KHz  single-longitudinal-mode operation.236

Frequency-selective feedback can also be achieved by using either a distributed feedback (DFB) 
or distributed Bragg reflector (DBR) laser. As shown in Fig. 26, it differs from other types of lasers in 
that the feedback is provided by a grating internal to the diode laser. By using a DFB/DBR in combi-
nation with a long external cavity, it is possible to achieve linewidths below 1 MHz in a monolithic 
diode.237

Injection-locked lasers have also been under investigation at several research labs.238 In this 
technique, a low-power, single-frequency laser, which does not have to be a semiconductor laser, is 
coupled to a single-mode semiconductor laser by injecting the continuous wave emission of a single 
wavelength of radiation into the laser’s cavity.

The last technique for achieving single-longitudinal-mode operation involves the geometry-
controlled cavity. Basically, this involves a short cavity 50 μm or less in length, since the longitudinal-
mode spacing ΔλL in a semiconductor laser is given by128

  Δ =λ
λ

L n L
0
2

2 eff

  (26)

where neff is the effective index of refraction and L is the cavity length. Then if L< 50 mm, Δ >λL 20 Å 
and the gain available to modes away from the gain maximum falls rapidly, the laser operates in a 

FIGURE 27 Semiconductor laser using resonant optical feedback.
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single longitudinal mode. However, the width of the spectral model can still be rather large as dic-
tated by Eq. (25), unless special precautions are made (e.g., ultrahigh mirror reflectivities).

19.10 SURFACE-EMITTING LASERS

Monolithic two-dimensional (2D) laser arrays are key to many important applications such as mas-
sive parallel data transfer, interconnect, processing, computing, and high-power, diode-pumped, 
solid-state lasers. Conventional lasers, as described in previous sections, require a pair of parallel 
crystalline facets (by cleaving) for delineating the laser cavity, thus limiting laser emission parallel 
to the junction plane. In this section, we describe laser structures and fabrication techniques which 
allow light to emit perpendicular to the junction plane, namely, surface-emitting lasers (SEL). SEL 
structures are com patible with monolithic 2D laser array integration and requirements.

There are three designs for the fabrication of surface-emitting lasers and arrays: (1) in-plane laser 
with a 45° mirror, (2) in-plane laser with a distributed grating coupler, and (3) vertical cavity laser. 
The main body of the first two structures is very similar to the conventional cavity design with the 
axis parallel to the junction plane (in-plane). Light is coupled out from the surface via an integrated 
mirror or grating coupler. The third structure is an ultrashort cavity (10 μm) “microlaser” requiring 
no cleaving and compatible with photodiode and integrated-circuit processing techniques. High-
density, surface-emitting laser arrays of this type have been demonstrated jointly by AT&T and 
Bellcore.239 The following subsections will summarize each of the three structures.

Integrated Laser with a 45ç Mirror

The development of this SEL structure requires the wafer processing of two 90° laser mirrors as 
well as a 45° mirror for deflecting the laser output from the junction plane as shown in Fig. 28. Dry 
etching techniques such as reactive ion (beam) etching (RIE), chemical-assisted ion beam etching 
(CAIBE), and ion beam milling are usually used for the fabrication. In combination with a mass-
transport process,240 a smooth parabolic sidewall has been demonstrated for the 45° mirror of 
InGaAsP/InP lasers.
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FIGURE 28 Monolithic in-plane-cavity surface-emitting lasers with 45° mirrors: 
(a) Junction-down and (b) junction-up configurations. (From Ref. 241.)
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This approach for an SEL takes advantage of well-established layer structure growth for typical 
lasers. The laser performance relies on the optical quality and reliability of the facet mirrors formed. 
The etched-mirror lasers have been improved over the past decade to the stage very comparable with 
the cleaved lasers. Two-dimensional, high-power (over 1 W) laser arrays have been demonstrated by 
both TRW241 and MIT Lincoln Laboratory.240 These structures would require injection-locking or 
other external optical techniques in order to achieve coherent phased array operation as mentioned 
in the high-power laser section.

Distributed Grating Surface-Emitting Lasers

Distributed feedback (DFB) (see under “Spectral Properties,” discussed earlier) and distributed Bragg 
reflector (DBR) lasers were proposed and demonstrated in the early 1970s. It is well known that for the 
second-order gratings fabricated in the laser, the first-order diffraction will be normal to the grating 
surface, as shown in Fig. 29. Since early demonstrations, it has taken over 10 years for both the appli-
cations and processing techniques to become mature. Low-threshold, high-reliability DFB lasers with 
true single-mode characteristics are readily fabricated. The critical issue involved in the fabrication of 
the laser structure is the fabrication of the gratings with a period on the order of 2000 Å. Holographic 
interference techniques with an Ar+ or He-Cd laser are generally used in many laboratories. The fabri-
cation of large-area gratings with good throughput can be easily achieved by this technique. Another 
technique involves direct electron-beam writing, which is effective for design iterations.

The development of DBR structure with second-order gratings for surface-emitting lasers did 
not occur until it was funded by the U.S. Air Force pilot program. This type of laser does not require 
discrete mirrors for the laser action, so that one could link an array of the lasers with residual in-
plane light injection (leaking) across neighboring lasers for coherent operation. A near-diffraction-
limited array operation has been demonstrated with this type of SEL. The concept was recently used 

FIGURE 29 Grating surface-emitting laser array. Groups of 10 parallel ridge-guide lasers are 
laterally coupled in each gain section. (From Ref. 242.)
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for a high-power MOPA (master oscillator power amplifier) laser amplifier demonstration with the 
slave lasers’ grating slightly off the resonant second-order diffraction condition. High-power laser 
arrays of this type have been demonstrated by SRI DSRC242 and Spectra Diode Laboratories.243 

Coherent output powers of 3 to 5 W with an incremental quantum efficiency in excess of 30 percent 
have been obtained with the array.

Vertical Cavity Lasers

The term “vertical” refers to the laser axis (or cavity) perpendicular to the wafer surface when it is 
fabricated. Conventional lasers have a relatively long cavity, on the order of 250 μm. It is not practi-
cal to grow such a thick layer for the laser. From the analysis, if we reduce the cavity length down to 
10 μm, one needs to have a pair of very high reflectivity mirrors to make it lase at room tempera-
ture. To satisfy these conditions, researchers at Tokyo Institute of Technology244 have used a metal 
thin-film or a quarter-wavelength stack of dielectric layers (Bragg reflectors) of high- and low-index 
material for the mirror post to the growth of laser layers. The advances in epitaxial growth tech-
niques allow an accurate control of semiconductor layer compositions and thicknesses such that 
Bragg reflectors with 99.9 percent reflectivity can be attained. Therefore, a complete vertical cavity 
laser structure as shown in Fig. 30 consisting of a gain medium- and high-reflectivity (more than 
10 periods of alternate layers due to incremental index difference) mirrors can be grown successfully 
in one step by MBE or MOCVD techniques.

It is important to optimize the structure for optical gain. To maximize the modal gain, one can 
locate the standing wave field peak at the thin quantum well-active layer(s) (quantum well lasers 
were discussed earlier in this chapter) to form a resonant periodic gain structure.245 The issue associ-
ated with the semiconductor superlattice Bragg reflectors is the built-in carrier resistance across the 
abrupt heterojunction discontinuity. Without modifying the structure, the series resistance is on 
the order of several hundred to a thousand ohms. There have been two techniques applied to lower 
the resistance, namely, the use of graded junctions246 and peripheral Zn diffusion247 for conducting 
current to the active region. Both have demonstrated improvement over the original design.

The laser size is defined by etching into a circular column that can be mode-matched to a single-
mode fiber for high coupling efficiency. It is desirable that the lasers can be planarized. Proton-
bombardment-defined lasers248 with good performance and high yield have been obtained. 
Meanwhile, the small size of the laser has resulted in low threshold currents close to 1 mA.249 The 
differential quantum efficiency has been improved from a few percent to more than 30 percent; 
the output power level, modulation frequency, and maximum operating temperature have also 
increased over the past several years. As mentioned previously, the advantage of this SEL structure 
is the potential of high packing density. Bellcore researchers250 have demonstrated a novel WDM 
(wavelength division multiplexing) laser source with a good histogram of wavelength distribution. 
The grading of layer thickness across the wafer during a portion of growth translates into differ-
ent lasing wavelengths. Two-dimensional, individually addressable lasers in a matrix form have also 
been demonstrated.251 In the future, 2D laser arrays operating at a visible wavelength will be very 
useful for display and optical recording/reading applications. The performance characteristics of 
vertical cavity SELs reported are shown in Table 6.

19.11 CONCLUSION

In this chapter we have introduced the basic properties of semiconductor lasers and reviewed some 
areas of the field, including high-power operation, high-speed operation, coherence, and surface-
emitting lasers. We have particularly emphasized the advantages of quantum well lasers and strained 
quantum well lasers. Up until very recently, all the major laser diodes were fabricated using GaAs/
GaAIAs and GaInAsP/InP heterostructures. However, there have been such significant advances in 
the use of strained quantum wells that these lasers have performance levels which exceed, in many 
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cases, that found for the unstrained lasers. Coupled with the measured excellent reliability results 
and better output power/temperature performance, these types of lasers will experience a high 
demand in the future. High-power strained InGaAs/GaAs quantum well lasers are also of interest 
because their lasing wavelength range includes 0.98 μm, which makes them useful for pumping 
erbium-doped fiber amplifiers.17

Another trend in the future will be the extension of commercial semiconductor lasers to a 
wider variety of lasing wavelengths. Just as with the standard lasers, strained quantum wells result 
in significant performance improvements in these more novel laser systems. Shorter wavelength 
( . )λ < 0 75 μm  lasers with high output powers are of interest for high-density optical recording 
and printing. In the last few years, much progress has been made in developing short-wavelength 
semiconductor lasers. In the near future, practical visible wavelength lasers will be in the red-to-
yellow range, but progress has begun on even shorter wavelengths in the blue. Recent work on very 

(a)
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500 Å Al0.5Ga0.5As
100 Å GaAs

22 Periods
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l/4 p-GaAs
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FIGURE 30 Vertical cavity surface-emitting laser with (a) layer structure and 
(b) device geometry. (From Ref. 249.)
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long-wavelength ( . )λ >2 0 μm  GaInAsSb/AlGaAsSb lasers is also very promising. Long wavelengths 
( . )>1 55 μm  are of interest for eye-safe laser radar, metrology, and medical instrumentation.

Currently, commercial lasers are of the edge-emitting variety, but two-dimensional surface-
emitting laser arrays have advanced considerably in the past few years. When they reach maturity, 
they will be used for pixel interconnect and display applications.

In a limited chapter such as this it is impossible to cover all areas of the field of semiconductor 
lasers in depth. One of the most important areas neglected is that of tunable lasers.255–257 Single-
mode tunable DFB and DBR lasers are of great interest for future coherent optical transmission 
systems. These lasers lase in a single longitudinal mode, but that mode can be tuned to a range of 
frequencies.

Another area not discussed in detail here is amplifiers. Amplifiers are of great interest for 
long-haul communication systems, for example, submarine cable systems. Amplifiers can be laser 
pumped fiber amplifiers17 or laser amplifiers.258–262 A laser amplifier has a structure similar to that of 
a semiconductor laser and has some optical gain, but only enough to amplify an existing signal, not 
enough to lase on its own.

It is hoped that the information presented in this chapter will satisfy readers who are interested 
in the basics of the subject and will give readers interested in greater depth the understanding neces-
sary to probe further in order to satisfy their specific requirements.
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20.1

20

20.1 INTRODUCTION

It is considered an easy task to control waveforms down to a few cycles with electronic circuits, at 
frequencies in the megahertz range. Ultrafast optics has seen the development of the same capabil-
ity at optical frequencies, i.e., in the peta Hertz range. Laser pulses of a few optical cycles (pulse 
duration of a few femtoseconds) are routinely generated, with a suboptical cycle accuracy. The high 
power of these ultrashort bursts of electromagnetic radiation have led to new type of high field 
interactions. Electrons ejected from an atom/molecule by tunnel or multiphoton ionization can be 
recaptured by the next half optical cycle of opposite sign. The interaction of the returning electron 
with the atom/molecule is rich of new physics, including high harmonic generation, generation of 
single attosecond pulses of attosecond pulse trains, scattering of returning electrons by the atom/
molecule, etc. Generation, amplification, control, and manipulation of optical pulses is an impor-
tant starting point for these high field studies.

As compared to fast electronics, ultrafast optical pulses have reached a considerable higher level 
of accuracy. Pulse trains can be generated, of which the spacing between pulses (of the order of 
nanoseconds) is a measurable number of optical cycles (one optical cycle being approximately 2 fs in 
the visible). The frequency spectrum of these pulse trains is a frequency comb, of which each tooth 
can be an absolute standard with a subhertz accuracy. These frequency combs have numerous appli-
cations in metrology and physics—for instance, determining the eventual drift of physical constants, 
or in astronomy, a considerable improvement in the determination of Doppler shifts of various 
sources. In addition to the high level of accuracy and control in time and frequency, the femtosec-
onds sources have a remarkable amplitude stability. This stability is the result of nonlinear intracav-
ity losses being minimum for a particular intensity.

This chapter starts with a detailed description of an optical pulse and an optical pulse train. 
Nonlinear mechanisms are described that can be exploited to control pulse duration, chirp, intensity 
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of the mode-locked lasers. In particular, a mode-locked laser with two intracavity pulses will be dis-
cussed, and its analogy with a quantum mechanical two-level system.

20.2 DESCRIPTION OF OPTICAL PULSES 
AND PULSE TRAINS

Single Optical Pulse

In this first section we will summarize the essential notations and definitions used throughout the 
chapter. Ideally, a mode-locked laser emits a continuous train of identical ultrashort pulses. To this 
infinite series of identical pulses corresponds, in the frequency domain, a finite (but large) number 
of equally spaced modes, generally referred to as a frequency comb. Inside the laser typically, only one 
pulse circulates. The shape of an intracavity pulse results from a steady-state equilibrium between 
various mechanisms of pulse stretching (saturable gain, dispersion), compression (saturable absorp-
tion, combination of self-phase modulation, and dispersion), amplification, and losses.

The pulse is characterized by measurable quantities which can be directly related to the electric 
field. A complex representation of the field amplitude is particularly convenient in dealing with 
propagation problems of electromagnetic pulses.

The complex spectrum of the pulse �E( )Ω ∗ is defined by taking the complex Fourier transform F
of the real electric field E t t t t( ) ( )cos[ ( )]:= +ε ω ϕ  

  � � �E E t E t e dt E ei t i( ) { ( )} ( ) ( ) ( )Ω ΩΩ Φ Ω= = = =−
−∞

∞

∫F εε ω ε( ) ( )Ω ΔΩ− = �   (1)

In the definition (1), | ( )|�E Ω  denotes the spectral amplitude and Φ Ω( ) is the spectral phase Since 
E(t) is a real function, its Fourier transform is symmetric, and its negative frequency part can be 
considered as redundant information. We will therefore choose to represent the light pulse by either 
the positive frequency function �E E ei( ) ( ) ( )Ω Ω Φ Ω=  (defined as being equal to zero for Ω<0) or its 
complex inverse Fourier transform in the time domain

  � � �E t E e d t e t ei t i t( ) ( ) ( ) ( )= = =
∞

∫
1

2

1

2

1

20π
ε εωΩ ΩΩ ii t t[ ( )]ω ϕ+   (2)

The relation with the real physical measurable field E(t) is

  E t E t t t t( ) ( ) ( )cos[ ( )]= + = +� c.c. ε ω ϕ   (3)

The latter part of Eq. (2) defines a pulse envelope function ε( ),t  a carrier frequency ω  and a phase 
ϕ( ).t  The decomposition is somewhat arbitrary, since the instantaneous frequency is given by

  ω ω ϕ( ) ( )t
dt

t= + 4
  (4)

In general, the carrier frequency w will be chosen such that the average contribution from the phase 
factor ϕ( )t  is zero:

  ϕ
ε ϕ

ε
( )

( ) ( )

( )
t

t t dt

t dt
= =−∞

∞

−∞

∞
∫
∫

2

2
0

	
  (5)

∗Complex quantities related to the field will be represented with a tilde.
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For pulses of a few optical cycles, the variation of the phase factor can often be neglected 
across the pulse, and ϕ ϕ( )t e= is constant. Even for a single pulse, the phase factor ϕe is of prac-
tical significance, when a nonlinear phenomena traces the electric field under the envelope of 
a pulse of only a few cycle duration. If the phase ϕe is zero, the time dependence of the electric 
field is symmetric, with a peak in the center at t = 0, larger than the two opposite maxima at 
t T= ± /2. If the phase ϕ πe = /2, the time dependence of the electric field is antisymmetric, with 
equal opposite extrema at t = ±π /4. These two pulses can give a different response in highly 
nonlinear phenomena. Let us consider for instance the shortest pulse that can be generated at 
800 nm, which has a full width at half maximum (FWHM) of the intensity of 2.5 fs. Its com-
plex electric field envelope can be written as �ε ε ϕ( ) ( )exp[ ( ) ],t t T i e= − +0

22 2/ /  which corresponds 
to the real electric field E t t T t T e( ) exp[ ( ) ]cos[ ( ) ]= − +ε π ϕ0

22 2 2/ /  which is plotted as a solid line 
in Fig. 1 for ϕ πe = / 2 (left) and ϕ πe = / 2 (right). If we consider that this pulse is used to excite 
a seven-photon process (for instance a seven-photon ionization), the driving function for that 
process is the seventh power of the field, which is plotted as a dotted line in Fig. 1. One can 
see that the different values of ϕe  make a significant difference on how the process is driven. 
For ϕe = 0, the excitation is a single spike, as close approximation as practical to a δ-function. 
In the case of ϕ πe = /2 (right), the excitation consists in a succession of positive and negative 
spikes.

Train of Pulses

The “ideal” mode-locked laser emits a train of identical pulses, at equal time interval. The period of 
the pulse train is τRT ,  defined as the separation between two successive envelopes. In the particu-
lar case that the pulse separation is an integer number of optical cycles τ νRT NT N= = /  (T being 
the light period and ν ω π= /( )2  the optical frequency) the successive pulses are identical. This will 
generally not be the case, and there will be a phase shift ϕ ωτ πp RT N= ≠ 2  between successive pulses. 
The complex electric field of the total pulse train �Ept  is

  � � � �E t e t t e tpt
i t

RT
i

RT
p( ) [ ( ) ( ) ( )= + − + −ω ϕε ε τ ε τ2 ee i p2 ϕ + ]�  (6)

0 2–2 4–4

Time (in optical periods)

0 2–2 4–4

Time (in optical periods)

1

0

–1

1

0

–1

FIGURE 1 Comparison of a two-cycle pulse with ϕe = 0 (left) and ϕ πe = /2 
(right). The solid line traces the instantaneous electric field normalized to the peak 
value of its envelope, as a function of time in units of the optical period. The dotted 
lines correspond to the seventh power of the electric field, which would be driving a 
seven photon process.
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where �ε ε ϕ( ) ( )t t ei e=  is the electric field of one particular pulse. The nth pulse has the phase factor 
exp[ ( )],i ne pϕ ϕ+  different from the previous and next pulse. To the change in phase between suc-
cessive pulses ϕ p , corresponds a frequency:

  f
p

RT
0

1

2
=

π
ϕ
τ

  (7)

This frequency is called the carrier to envelope offset. The carrier to envelope offset is an important 
parameter of pulse trains, where the change in phase from pulse to pulse is a measurable quantity, 
independent of the duration of the individual pulse in the train.

One can “idealize” to the extreme the concept of a pulse train, by considering an infinite train of 
d-functions, equally spaced by the period of the train τRT , as shown in Fig. 2a. The Fourier trans-
form of this ideal pulse train shown in Fig. 2b is an identical picture in the frequency domain: a 
comb of infinite extent (because the pulses were d-function in time), with d-function teeth (because 
of the infinite extent of the train).

Since the comb extends to infinity, there is no particular tooth that can be called an average fre-
quency. Each mode νm of index m carries the same weight, and corresponds in the time domain to 
an infinite sine wave, which is a particular term of a Fourier series representation of d-function. The 
first tooth at frequency ν0 0= f  represents the carrier to envelope offset defined above. The corre-
sponding carrier to envelope phase ϕe  defined previously can be identified in the time domain, even 
with a train of d -functions. The harmonic wave corresponding to the mode ν2 is shown in Fig. 2a,∗ 
and the phase ϕe is identified as the phase at which each d -function crosses the harmonic field. In 
the sketch of Fig. 2a, ϕe = 0 for the first pulse, and ϕ p is then the carrier to envelope phase ϕe of the 
second pulse as indicated in the figure.

A somewhat more mundane train of pulses of finite duration t † is sketched in Fig. 3a. In the 
frequency domain (Fig. 3b), the infinite pulse train is represented by a finite frequency comb. The 

E
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ct
ri

c 
fi

el
d

Time

E
le
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FIGURE 2 Idealized infinite train of d-function pulses (a), and 
its Fourier transform (b). In (a), the carrier to envelope phase ϕe of the 
first pulse is assumed to be zero.

∗This harmonic wave sketched is associated with n2 because there are two periods between pulses. In the Fourier spectrum of 
a train of d-functions, any mode nn can be chosen as being the “average frequency”.

†When not otherwise specified, the pulse duration will be the full width at half maximum (FWHM) of the pulse intensity 
profile. 
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ULTRASHORT OPTICAL SOURCES AND APPLICATIONS  20.5

envelope of the comb is the Fourier transform of the envelope of a single pulse of the train, thus 
of extension ≈1/τ . The teeth of the frequency comb are no longer d-functions, but sharp peaks of 
width 1/tc, where tc is the coherence time of the pulse train. The carrier to envelope phase ϕ p is 
indicated for a pulse of the time sequence in Fig. 3a. Note that this phase is changing from one pulse 
to the next. The rate of change ϕ πτp RT/( )2  is the frequency f0, which is indicated in the frequency 
picture by the lowest frequency tooth of the extension (dashed lines in Fig. 3b).

The angular frequency wm of the mth mode of the comb is given by

  ω π π
τm

RT

f m= +2
2

0   (8)

In the case of a train of pulses of finite duration, the frequency f0 is no longer a real tooth of the 
comb, but the first mode of an extension of the frequency comb beyond the pulse bandwidth as 
shown by the dotted line in (Fig. 3b).

It can be seen from this definition that f0 is indeed the change of phase per round-trip between 
the envelope and the carrier. By definition of τRT , the pulse envelope peaks exactly at the same 
locations after one round-trip. With respect to this envelope, the shift of phase of the mode m is 
obtained by multiplying Eq. (8) by tRT :

  ω τ π τ πm RT RTf m= +2 20   (9)

which, after substitution of the definition of f0 Eq. (7), is indeed the phase jp defined earlier.

Soliton Solution and Steady-State Pulse Train

As mentioned in the introduction, if a laser is to generate a pulse of well defined duration and 
shape, there has to be compression and broadening mechanisms that balance each other, and lead to 
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FIGURE 3 (a) Train of pulses of finite duration t. The succes-
sive pulse envelope repeats every τRT. Within the coherence time of 
the train Tcoherence , it is the same carrier at the optical frequency that 
is modulated by the successive envelopes. (b) The Fourier transform 
of the pulse train shown in (a).
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20.6  SOURCES

a stable pulse. The mechanisms that lead to an emergence of a pulse out of noise in a laser cavity are 
usually dissipative, i.e., the pulse that emerges dissipates a minimum amount of energy by nonlin-
ear loss mechanisms and extracts the maximum amount of gain from the active laser medium. We 
will consider in this section only nondissipative interaction that plays a dominant role for the stable 
formation of the shortest pulses. First we consider the evolution of a single pulse as it propagates 
through a cavity. Next we will study the formation of a pulse train with a similar nondissipative 
model.

Evolution of a Single Pulse in an “Ideal” Cavity When a laser is in continuous operation, the 
cavity gain and losses are in equilibrium. In the case of femtosecond mode-locked lasers, the 
major pulse-shaping mechanism is a combination of self-phase modulation and dispersion at 
each round-trip. The self-phase modulation results from a nonlinear index of refraction n2I 
(I being the intensity in W/cm2, n2 being the nonlinear index in cm2/W of a nonlinear element 
of length � in the cavity). The dispersion k″ results from the frequency dependence of the aver-
age index of refraction naν defined previously, and is characterized by the second derivative of a 
cavity averaged k vector with respect to frequency. In what follows, for simplicity, we will neglect 
higher-order terms in Kerr effect and in dispersion. The evolution of a pulse in the mode-locked 
laser cavity can be considered as a propagation (of a nondiffracting beam) through an infinite 
lossless medium, with a positive Kerr nonlinearity (n2 >0) and a negative dispersion (as can be 
introduced with intracavity prisms1 or chirped mirrors2 in the cavity). The pulse evolution gen-
erally converges toward a steady-state solution, designated as “solitons,” which can be explained 
as follows. The nonlinearity is responsible for spectral broadening and up-chirp. Because of the 
anomalous dispersion, k″ <0, the high-frequency components produced in the trailing part of 
the pulse, travel faster than the low-frequency components of the pulse leading edge. Therefore, 
the tendency of pulse broadening owing to the exclusive action of group velocity dispersion can 
be counterbalanced. To determine the approximate parameters of that solution, let us assume a 
Gaussian pulse ε ε τ( ) exp[ ( / ) ],t t G= −0 0

2  and let us state that the chirp produced in the pulse center 
by the nonlinearity and the dispersion are of equal magnitude (but of opposite sign). Under this 
equilibrium condition the pulse circulates in the cavity without developing a frequency modula-
tion and spectral broadening. The effect of group velocity dispersion is to create a pulse broad-
ening and a down-chirp (in a medium of negative dispersion). The change (per round-trip) of 
the second derivative of the phase versus time, at the center of the pulse, is given, in a first-order 
approximation, by Ref. 3:

  Δ ∂
∂

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟
=

′′

=

2

2
0 0

4

4ϕ
τ

( )

( )

t

t

k
P

t G

aν   (10)

where ′′ =k d k da a /ν ν
2 2Ω  is the second-order dispersion averaged over the cavity of perimeter P, which 

is < 0 for an optical element with negative dispersion. Assuming that the cavity contains an element 
with a nonlinear index n = n0 + n2I of length �Kerr, the phase induced by self-phase modulation, near 
the center of the Gaussian pulse, is

  Δϕ
π
λ

π
( ) ( )t k

n
I

n I
NL t= − ⋅ = ≈=
 




Kerr Kerr

Ke
0

2 2 02 4 rrr

λ τ
t

G0
2

  (11)

where we have used a quadratic approximation for the Gaussian near t = 0. Taking the second deriv-
ative yields the chirp induced by phase modulation at the pulse center:

  Δ ∂
∂

⎛
⎝⎜

⎞
⎠⎟
≈

2

2
2 0

0
2

8ϕ π
λτ

( )t

t

n I

G


Kerr   (12)
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ULTRASHORT OPTICAL SOURCES AND APPLICATIONS  20.7

The peak intensity of the pulse (at t = 0) is I0 0
2

02= =ε η η μ/ /; ε  being the characteristic impedance 
of the medium. Expressing that the chirps induced by phase modulation [Eq. (12)] and dispersion 
[Eq. (10)] should cancel each other leads to

  I
k

n

P
G0 0
2

22
τ

λ
π

= −
′′a

Kerr

ν



  (13)

This expression leads to a value for the pulse duration given by

  τ
λ
πG

k

n I

P
0

2

2 02
=

′′a

Kerr

ν



  (14)

In a Ti:sapphire laser, n2 =10.5 ⋅ 1016 cm2/W; the crystal length is typically � = 4 mm, and a well-
designed laser can produce a train of 10 fs pulses with an intracavity average power of the order 
of 10 W. These numbers can be used in Eq. (14) to determine the negative cavity dispersion ′′kaν 
required for stable laser operation.

How Unequally Spaced Modes Lead to a Perfect Frequency Comb The physical reason for a non-
zero carrier to envelope offset f0 is the dispersion of the laser cavity in which a pulse is circulating. 
The components of the laser cavity impose different group velocities on the pulse. We can define an 
average group velocity ng = P/tRT of the pulse envelope, where P represents twice the length of a lin-
ear cavity, or the perimeter of a ring cavity. That group velocity is different from the phase velocity 
c n/ aν (naν being the linear index of refraction averaged over the laser components). The two quanti-
ties are related by

  
1

ν
ω

ωg

n

c c

dn

d
= +a aν ν

Ω
  (15)

Note that these quantities naν and ng are function of the spectral frequency of the pulse. The 
“ideal mode-locked laser” considered in this section already poses a conceptual dilemma. Mode-
locking is generally described as putting the modes of a laser cavity in phase. If the cavity has dis-
persion, we have seen that the mode-comb issued from the laser does not start at zero frequency 
but with a frequency offset f0. Keeping in mind that a cavity with dispersion has unequally spaced 
modes, is contradictory to the fact that the frequency comb has rigourously equally spaced teeth.∗ 
To resolve this apparent contradiction, we will look at the pulse train formation, and discuss how an 
initially irregular set of modes can lead to a perfect frequency comb.

As shown above, a minimum negative cavity dispersion ′′kaν is required for stable mode-locked 
operation. Such a cavity dispersion implies that the index of refraction naν is frequency (wavelength) 
dependent, hence the spacing of the cavity modes c n P/ a[ ( ) ]ν Ω  varies across the pulse spectrum.

The laser is modeled by a circulating pulse, which enters a Kerr medium of thickness �, resulting 
in phase modulation at each passage, and a medium that represents the linear dispersive proper-
ties of the cavity. We will assume that the balance of gain and losses maintains a constant Gaussian 
shape for the envelope of the circulating pulse. At each passage through the cavity, the phase of the 
pulse is modified in the time domain through the Kerr effect, and in the frequency domain through 
dispersion. We consider first the modulation in the time domain:

  ϕ
π

λ
τ( ) ( / )t k

n
I eNL

t G= − = − −




Kerr
Kerr2 2

0
2 2

  (16)

∗A fact that has been verified experimentally with millihertz accuracy.4
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20.8  SOURCES

where tG is the 1/e half-width of the pulse electric field envelope (the FWHM of the intensity is tp =  

τG2 2ln ). Ignoring at this point the influence of dispersion (which will be introduced after Fourier 
transformation into the frequency domain), the pulse train issued from the laser can be represented by

  ε τ ϕ τ ω( ) ( )t e eq
iq t

q

i tq− −

=

∞

∑
0

  (17)

where tq is the time of arrival of the center of gravity of the successive pulses. At this point tq is not 
set to any value. It is assumed here that at t = 0, the first pulse is unmodulated. Using a parabolic 
approximation for the Gaussian intensity profile, the time-dependent phase is

  ϕ τ
π

λ
τ

τ
τ

τ
( )t

n I t
a

t
q

q
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q
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− ≈
−⎛
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⎟ =
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⎝
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2
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⎞

⎠
⎟

2

  (18)

The Fourier transform of the pulse train given by Eq. (17) is

  ε τ τ( )ΔΩ ΔΩ ΔΩe ei iq

q

q k
2 2

0=

∞

∑
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

  (19)

where
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2

24 1( )

  (20)

The width of the Gaussian pulse spectrum, broadened by the Kerr effect, is the inverse of the 
characteristic time tk. Let us now take dispersion into account. The operation representing the dis-
persion of the cavity is a product of the spectral field by exp[ ( ) ],−ik Paν ΔΩ  where −k Paν( )ΔΩ ∗ is the 
phase change per round-trip. The combined Kerr effect and dispersion, in the frequency domain, 
leads to the output spectral field:

  ε ε τ τ
out

a( ) ( ) ( )ΔΩ ΔΩ ΔΩ ΔΩ ΔΩ= −

=
e e ei iq iqk P

q

q k
2 2

ν

00

∞

∑
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

  (21)

Expanding the wave vector kaν (ΔΩ) in series, to second order:

  

k P k P k P k P

k

a a a a

a

ν ν ν ν

ν

( ) ( )

(

ΔΩ ΔΩ ΔΩ ΔΩ= = + ′ + ′′

=

0
2

2

ΔΔΩ ΔΩ ΔΩ= + +
′′

0
2

2)P
k P

RTτ aν   (22)

∗In the argument of kaν , the light frequency w is taken as origin (ΔΩ = 0) of the frequency scale.

20_Bass_v2ch20_p001-030.indd 20.8 8/21/09 3:55:44 PM

DO
 N

OT
 D

UP
LI

CA
TE



ULTRASHORT OPTICAL SOURCES AND APPLICATIONS  20.9

where the derivatives ′kaν  and ′′kaν  are calculated at the light frequency ω( ).ΔΩ= 0  Note that 
′ = =k Pg RTa / /ν 1 ν τ  [cf. Eq. (15)] are material properties independent of the index q, as is the cavity 

perimeter P. The modes of the cavity are not equally spaced. The parameter k″ characterizes the 
departure from equal spacing. Substituting (22) in Eq. (21),

  ε ε τ ττ

out
a( ) ( ) ( ) (ΔΩ ΔΩ ΔΩ ΔΩ= − − ′′e ei q iq kq RT k

2 2
νPP

q

/2

0

)

=

∞

∑
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

  (23)

The conditions

  τk

k P
2

2
= −

′′aν   (24)

  τ τq RTq= +( )1   (25)

leads to modes that are exactly equally spaced. The inverse Fourier transform of the frequency comb 
becomes then

  �ε ε ε τ ε τout
a( ) ( ) ( ) ( )t t t e t eRT

ik P
RT= + − + −− −ν0 2 2kk Paν0 +�   (26)

This last equation corresponds indeed to the description of the ideal frequency comb, with equally 
spaced pulses in time and frequency, and a carrier to envelope phase shift of ϕ p k P= − aν0 . In the case 
of small Kerr modulation, a <<1, it can easily be verified that the condition in Eq. (24) is identical to 
the soliton Eq. (14). Indeed, substituting

  τ
τ π τ

λk
G Ga

a

n I k P
2

2

2
2 0

2

4 1

4

4 2
=

+
≈ =

′′
( )


Kerr aν   (27)

which is indeed equivalent to Eq. (14). One can thus conclude that the mechanism that leads to an 
equal spacing for the teeth of the frequency comb emitted by the laser is the same Kerr effect respon-
sible for creating maximum intracavity pulse compression.

20.3 PULSE EVOLUTION TOWARD STEADY STATE

A Simple Model

In the previous section we have considered the dispersive mechanisms that ultimately give the 
final shape in amplitude and phase to the steady-state pulse. This mechanism dominates in the sub-
picosecond regime, where dissipative mechanism have reached equilibrium. Other elements play 
a decisive role in initiating the mode-locking, which are usually referred to as the passive mode-
locking elements. The latter can most often be represented by intensity-dependent intracavity loss. 
Larger losses at low intensity imply that the laser has less gain—and may be below threshold—for 
low-intensity continuous wave (cw) radiation than for pulses with higher peak intensity. This leads 
to the emergence of a pulse out of the amplified spontaneous emission noise of the laser. Rather 
than concentrating on the primary process of formation of a precursor of a pulse from random 
noise, let us follow the evolution of the pulse from its birth from noise until it has blossomed into 
a fully shaped stable laser pulse. In this intermediate stage of the evolution toward steady state, the 
main shaping elements are dissipative, as opposed to the purely dispersive interaction considered in 
the previous section. We will look for simple evolution equations for the pulse energy W I t dt= −∞

∞
∫ ( ) , 

with I(t) being the pulse intensity. The element responsible for saturable losses (gain) should have 
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20.10  SOURCES

typically a linear loss (gain) factor at low energies, and a constant loss (gain) at higher energies. We thus 
have, at low energies: dW dz W/ = ∓α . At large energies W W dW dz Ws s� ∓: / =  where Ws is the satura-
tion energy for the chosen geometry. The simplest differential equation to combine these two limits is

  
dW

dz
W eg

W W= −⎡
⎣

⎤
⎦α sg

/ sg1   (28)

Equation (28) is written for a medium with a linear gain ag and a saturation energy Wsg. It can 
be integrated to yield the energy W2 at the end of the amplifier of thickness dg, as a function of the 
input energy W1:

  W G W W W W e eg gd W W
2 2 1 1 1 1 1= = − −{ }( , ) ln ( )sg

/ sgα   (29)

A similar equation applies to the saturable absorber, with a negative absorption coefficient –aa
and a smaller saturation energy Wsa:

  W A W W W W e ea ad W W
2 2 1 1 1 1 1= = − −{ }( , ) ln ( )sa

/ saα   (30)

The dominant linear loss element is the output coupler, with (intensity) reflectivity r. The trans-
fer function for that element is simply

  W L W W W rW2 2 1 1 1= =( , )   (31)

and the energy of the output pulse is ( ) .1 1− r W  The evolution of the pulse energy in a single round-
trip can be simply calculated from the product of all three transfer functions given by Eqs. (29), 
(30), and (31). For instance, if we consider a ring laser with the sequence: mirror, gain, and absorber, 
the pulse energy W4 after the absorber is given by the product A W W G W W L W W( , ) ( , ) ( , ).4 3 3 2 2 1  One 
can also express the relation between the energy W4 and the pulse energy W1 before the output mir-
ror by the algebraic relation:

  1 1 1 14 1+ − = + −{ }a e g e
W W rW W

W W
[ ] [ ]

/ /
/

sa sg
sg sa   (32)

where a da a= −exp{ }α  is the linear small-signal attenuation of the passive element and g dg g= exp{ }α  
is the linear small-signal amplification.

High-Gain Oscillators

Unlike laser amplifiers, where it is desirable to use a gain medium with as high a saturation energy 
density as possible, mode-locked oscillators will often use high-gain laser media. These are opposite 
requirements: the larger the amplification cross section σ g ,  the larger the gain α σg gN= Δ , and the 
smaller the saturation energy density Ws g=�ω σ/( ).2  Both numbers a and g can be large, and the 
reflectivity of the output coupler r can be even lower than 50 percent. Examples are dye lasers, semi-
conductor lasers with tapered amplifiers, and to a smaller extend the T:sapphire laser. As a result, the 
order of the elements matters in the design of the laser, and in its performances. To illustrate this 
point, let us assume that the passive element is totally saturated in normal operation. In full satura-
tion, the input energy W(0) is related to the output energy W(d) by

  W d W d Wa a( ) ( )= −0 α sa   (33)
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ULTRASHORT OPTICAL SOURCES AND APPLICATIONS  20.11

Given an initial energy W1, the energy W4 for a single passage through three different sequences 
of the same elements is given below. For the sequence mirror-absorber-gain

  e g eW W rW d W Wa a4 11 1/ /sg sa sg= − −⎡
⎣

⎤
⎦

−( )α   (34)

For the sequence absorber-mirror-gain

  e g eW W r W d W Wa a4 11 1/ /sg sa sg= − −⎡
⎣

⎤
⎦

−( )α   (35)

For the sequence absorber-gain-mirror

  e g e
W W W d W W

r
a a4 11 1

1/ /
/

sg sa sg= − −⎡⎣ ⎤⎦{ }−( )α   (36)

Let us take a numerical example for a high-gain system such as the flash-lamp pumped Nd:
glass laser, with W W d da a g gsa sg/ = = =0 1 1 1 5. , , .α α  and output coupling of r = 0 5. . For an initial 
energy W W1 0 5/ sg = . , we find for the sequence absorber-mirror-gain W W4 0 689/ sg = . , and for the 
sequence absorber-gain-mirror W W4 0 582/ sg = . . The order of the elements, the relative saturation 
of the gain to that of the passive element, as well as the output coupling influence the stability and 
output power of the laser, as shown in Ref. 5. The evolution of the pulse in the cavity can be cal-
culated by repeated applications of products of operations such as A W W G W W L W W( , ) ( , ) ( , )4 3 3 2 2 1  
for the sequence (passive element, gain, output coupler), starting from a minimum value of W1 
above threshold for pulsed operation, and recycling at each step the value of W4 as the new input 
energy W1. Figure 4 shows the growth of intracavity pulse energy as a function of the round-trip 
index j, for different orders of the elements. The initial pulse energy is 1 percent of the saturation 
energy Wsg in the gain medium. The saturation energy and optical thickness of the absorbing 
medium are, respectively, W Wsa sg= 0 8.  and αa ad =1 2. . The linear gain is α g gd =1 5.  and the output 
coupling r = 0 8. . 
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FIGURE 4 Intracavity pulse energy versus round-trip index j. 
The solid, dashed, and dotted lines correspond to the sequence 
m(irror)–a(bsorber)–g(ain), a–g–m and a–m–g, respectively.
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20.12  SOURCES

The main point of this exercise is that the order of the elements is important, a fact confirmed 
by measurement on moderate-gain lasers such as Ti:Al2O3. Such dependence on the order of the ele-
ments indicates that analytical theories based on the approximation of infinitesimal change per ele-
ment and per cavity round-trip are not quite adequate. Numerical codes have been developed that 
attempt to include all physical phenomena affecting pulse shape and duration. Unfortunately, the 
shear number of these mechanisms makes it difficult to reach a physical understanding of the pulse-
generation process, or even identify the essential parameters. Therefore, the most popular approach 
is to construct a simplified analytical model on a selected mechanism.

20.4 COUPLING CIRCULATING PULSES 
INSIDE A CAVITY

Pulse Train Interferometry

A pulse train combines the temporal resolution of a single pulse, and the spectral resolution of a cw 
beam. It is therefore not surprising that new interferometric technique can be developed exploiting 
these properties.

Because the ratio of pulse duration to the period of the train is generally less than 1:105, inter-
ferences of pulse trains of different repetition rates will not be considered here. We will instead 
focus on a situation where two pulse trains of identical repetition rate, but different carrier to 
envelope phase, are made to interfere. It will be shown in the next section how pulse trains of 
identical repetition rate are generated. The experimental arrangement for pulse train interferom-
etry is depicted in Fig. 5. The two pulse trains are combined by a beam splitter, and their relative 
delay adjusted in an optical delay line, in order to have superposition of the pulse envelopes on the 
detector. If the carrier to envelope phase is identical for both pulse trains, the detector will simply 
register a constant signal, with an amplitude dependent on the relative phase of the two trains at the 
detector.

If instead the two pulse trains have a different carrier to envelope phase, successive pulses will 
interfere differently. The envelope of the interfering pulse trains, as seen by the detector, will be 
modulated at the frequency f f01 02− ,  where f01 and f02 are the carrier to envelope offsets of either 
pulse trains.

fs pulses

A

B

D

Beat 
note

Time

FIGURE 5 Interference of two pulse trains of the same repetition rate. An optical delay line is required to 
ensure temporal overlap of the pulses in either train.
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ULTRASHORT OPTICAL SOURCES AND APPLICATIONS  20.13

Interwoven Pulse Trains Generated 
by Two Intracavity Pulses

We have seen the interference of pulse trains. These can be generated by a laser cavity. Inside 
the laser, there are then two or more pulses circulating in the cavity. The interactions of these 
two pulses will determine the relative properties of the pulse trains. The common picture of 
the mode locked laser is that of a resonator cavity with gain in which a single pulse circulates. 
It is interesting to consider, both from the point of view of fundamental understanding of the 
laser operation and applications to sensors, the situation where several pulses circulate in the 
cavity. Mode-locking with multiple pulses/round-trip is sometimes referred to as “harmonic 
mode-locking” 6–10. Techniques of harmonic mode-locking have been developed for telecom-
munications, where a pulse rate of over a GHz is desirable. The fundamental clock remains the 
round-trip time, which may typically be of the order of 100 MHz. If there are m pulses in the 
cavity, there will be m values of interpulse delay, which, in the frequency domain, will mean 
some splitting of the modes, which, is small, may be seen as a slight broadening of the tooth of 
the comb.

In the following we will consider only the case of two pulses circulating in the cavity, separated 
exactly by half the cavity round-tip time. Such a situation is encountered in bidirectional ring lasers, 
but also in linear cavities. Of particular interest is to determine the type of coupling that may or may 
not exist between the two pulses, and the resulting correlation between the two pulse trains. As will 
be the case in most sensor applications,11 we will assume in the following that the two pulses experi-
ence a relative shift in phase δ  at each round-trip.

Locking Two Pulse Trains by Backscattering

Whether in a ring or linear laser, the two circulating pulses will meet at two points of the cavity. 
Unless the meeting point is in vacuum, there will be some coupling introduced by the medium in 
which the pulses meet. The most common case is that of a medium with random scattering. Using 
the plane wave description of Eq. (2), the backscattering component �r rij ij= exp( )θ  of scattering will 
couple the pulse with field envelope �ε j into the pulse with field envelope �εi : 
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Of particular interest here is the impact of the coupling on the phase of the two fields, since the 
balance of saturable gain and losses will in general restore a steady-state value of the pulses energy. 
Expressing the fields in terms of amplitude and phase as in Eq. (2) in the system of Eqs. (37), and 
taking the difference of the imaginary parts, yields:
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In the absence of coupling ( ),r = 0  the carrier frequency of the two pulses would differ by 	ψ δ τ= / RT , 
a frequency difference that can easily be detected by beating the two output pulse trains of the laser 
(corresponding to either pulse in the cavity) against each other on a detector.
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Distributed Backscattering In presence of a sufficient coupling r ≠ 0, there is generally a solution 
∂ ∂ψ / t  to Eq. (38), such that the two circulating pulses are identical, only differing by a phase factor. 
If we take for instance the particular case of θ θ12 21 0= = , the constant phase difference is ψ 0 given by

  sinψ
ε ε

ε ε
δ

0
1 2

1
2

2
2

2

2
=

+ r
  (39)

Any backscattering such that

  r ≥
+

δε ε
ε ε

1 2

1
2

2
2

  (40)

will lock the carrier frequency of the two waves to each other. This implies that the mode frequen-
cies, the repetition rates, and the CEO of the two pulse trains are identical.

Interface Coupling A reciprocal backscattering, where θ θ12 21=  is the norm when dealing with dis-

tributed scattering of a solid, liquid, or gaseous medium.12,13 The situation is different however in a 
short pulse laser, where the meeting points of the two pulses are localized rather than being distrib-
uted over the whole length of the laser resonator. In the case of the mode-locked laser, the backscat-
tering can be due to an interface, in which case � � �r r r21 12= − = −∗ ∗ ; and θ θ π θ π21 12= + = + . This type of 
coupling does not prevent lock-in, since Eq. (38) becomes
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which, for sufficient large r, still has a lock-in solution ψ 0 for which ∂ ∂ψ / t = 0.  

Phase Conjugated Coupling Not all couplings lead to identical mode frequencies of the two output 
pulse trains of the laser. In a phase conjugated coupling, a fraction rc of the complex conjugate of 
one field is coupled into the other field. Such a phase conjugated coupling14 does preserve the phase 
identity of each intracavity pulse. The coupled equations for the two pulses are then
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 (42)

Subtracting the imaginary parts of this equation:

  
∂
∂
ψ δ

τt RT

=   (43)

and there is no “lock-in” possible with this type of coupling.

Repetition Rate Coupling It has been observed that the repetition rate in both directions can be 
locked by a saturable absorber. The mechanism by which the average group velocity of the two 
pulses are locked to each other is described below. This mechanism leaves the carrier frequencies of 
the two pulses uncoupled.
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ULTRASHORT OPTICAL SOURCES AND APPLICATIONS  20.15

To appreciate this envelope coupling, let us consider a saturable absorber of smaller longitudinal 
dimensions than the optical pulse, as sketched in Fig. 6. In the figure, the meeting point of the two 
pulses is on the left of the saturable absorber. Therefore, the pulse A entering from the left enters first 
the absorber, and its leading edge is attenuated. The absorption is saturated when the two pulses meet 
in the absorber. The pulse B coming from the left is still partly in the absorber when pulse A has left 
the absorber. Therefore, its tail will be more absorbed. The net effect is a shift of the center of gravity of 
both pulses, such that at the next round-trip they will meet closer to the middle of the absorber.

20.5 DESIGNS OF CAVITIES WITH TWO 
CIRCULATING PULSES

The properties of interwoven intracavity pulses have been discussed in the preceding sections. A few 
examples of laser cavity designs where two pulses are circulating independently are presented next.

Ring Dye Laser

In a bidirectional ring laser, two pulses circulate in opposite direction. The first realization was a dye 
laser,15,16 in which the gain is provided by a jet of Rhodamine 6G in ethylene glycol (pumped by an 
argon ion laser). A saturable absorber jet of DODCI∗ has three functions: (i) to mode-lock the laser, 

z
t1

t2

t3

t4

t5

AB

FIGURE 6 Representation of the intracavity pulses entering a satu-
rable absorber. The pulses are plotted as a function of space (z) at succes-
sive times. The saturable absorber is initially at the left of the pulse crossing 
point. Because of mutual saturation, there is only significant absorption 
when only one of the pulses is present in the absorber. Therefore, the lead-
ing edge of pulse A is attenuated more, resulting in an apparent slowing 
down of the pulse. Similarly, the trailing edge of pulse B is absorbed more, 
resulting in an apparent acceleration of that pulse. The effect of the absorp-
tion combined with mutual saturation is to “pull” the pulse crossing point 
toward the center of the absorber.

∗Di-oxa-di-carbo-cyanide-iodide.
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20.16  SOURCES

(ii) to ensure bidirectional operation of the laser, and (iii) to define and maintain the pulse crossing 
point of the envelopes. Bidirectional operation is favored over unidirectional operation because, for 
the same pulse energy and duration, a single pulse will suffer more intracavity losses than two pulses 
creating a standing wave by crossing in the absorber.3 The pulse crossing point is set and maintained 
by the mechanism just described in Section “Locking Two Pulse Trains by Backscattering”. The satu-
rable absorber has to be located approximately 1/4 cavity perimeter (P/4) away from the gain jet, in 
order for each counter-circulating pulse to enter the gain medium at equal time interval (P/2c). The 
phase difference per round-trip between the clockwise (CW) and counter-clockwise (CCW) pulses 
is measured by combining the CW and CCW pulses on a detector.

Ti:Sapphire Ring Laser with Saturable Absorber

A similar cavity configuration has been used with a Ti:sapphire laser as a gain medium, and a satu-
rable absorber jet of HITCI∗ for repetition rate synchronization between the two counter-circulating 
pulses. A sketch of such a cavity is shown in Fig. 7.

The nonlinear index of the gain medium results in a lensing effect, which can be approximated 
by a positive lens colocated with the gain medium. In mode-locked operation, Kerr lensing induces 
a positive lens at the location of the gain medium, which modifies the beam size distribution. For 
the empty cavity, the beam size versus position is represented by the solid line in the graph of 
Fig. 8. The beams size distribution modified by the self-lensing in the gain rod is indicated by the 
dotted line in the figure. An aperture located at the position A1 will favor mode-locked operation, 
since the losses will decrease with intensity. An aperture located at A2 will create increasing losses 
with intensity. This negative feedback stabilizes the mode-locked laser operation. Kerr lensing, 
which could be considered as an instantaneous saturable absorption,3 is the technique commonly 
used to generate the shortest pulses with Ti:sapphire lasers. It is however not a preferred technique 
for achieving stable bidirectional operation, when, as is typically the case, the active element for Kerr 
lensing is the gain medium. There is a competition in the gain medium between mutual Kerr lens-
ing, favoring bidirectional operation (with the pulses crossing in the gain medium) and mutual gain 
saturation favoring unidirectional operation, with the latter generally dominating. An experimental 
study of a Kerr-lens mode-locked Ti:sapphire laser18 showed unidirectional operation, switching 
direction periodically (approximately every 0.1 second). The operation became bidirectional after 
insertion of a dilute saturable absorber jet inside the cavity.18

Absorber

A1

A2

Pump

Gain

FIGURE 7 Ti:sapphire mode-locked ring laser mode-
locked with a saturable absorber jet. Four prisms are used 
for the control of cavity dispersion.17

∗Hexa-methyl-indo-carbo-cyanide-iodide.
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ULTRASHORT OPTICAL SOURCES AND APPLICATIONS  20.17

The use of a liquid saturable absorber flowing at high velocity (several meters per second) 
through a narrow nozzle (typically 100 μm thick and 5 mm wide) is essential to ensure the absence 
of phase coupling between the two pulses. If the saturable absorber were a nonmoving solid, the 
coupling by scattering would result in a mutual locking of the carrier frequency of the two pulses, as 
discussed in section “Locking Two Pulse Trains by Backscattering.” In the case of the moving fluid of 
the absorbing dye jet, θ12 and θ21 are both random functions of time, varying much faster than ψ .  
Over the time scale that the variation of ψ  is negligible, the last terms of Eq. (38) average to zero. 
Therefore, the dead band has been eliminated, as has been verified experimentally.19

Ring Laser with Additional Kerr Crystal

Another technique to achieve bidirectional operation for a Kerr-lens mode-locked laser20,21 is to 
insert a nonlinear crystal (for which the nonlinear phase shift is larger than that produced in the gain 
medium) 1/4 cavity perimeter away from the gain medium. The laser cavity is sketched in Fig. 9.
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FIGURE 8 Calculation of the cavity mode as a function of 
position along the cavity, for the empty cavity (solid line) and 
the cavity modified by nonlinear lensing at the position of the 
gain medium (dotted line).

FIGURE 9 Ring laser mode-locked with a nonlinear crystal (ZnS).

Slit

PRISMSSF14

ZnS
Ti:sapphire
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The modification to the nonlinear index of refraction due to two counter-propagating fields of 
direction i and j is

 n n I Ii
i j2 2 2= +( )   (44)

The factor 2 on the right hand side of Eq. (44) reflects the well-known act that cross-phase modula-
tion is twice as effective as self-phase modulation for the same intensity.22 Assuming equal intensity 
in the counter-propagating fields and similar waists for single pulse operation versus bidirectional 
operation yields the following approximate relationship for the nonlinear index of refraction in the 
ZnS crystal for single pulse (unidirectional) versus double pulse (bidirectional) operation:
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⎡
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⎢

⎤

⎦
⎥  (45)

Because the overlap region of the pulse envelopes is approximately the pulsewidth/c, the mutual 
Kerr-lens will dominate only if the length of the Kerr medium is not much longer than the pulse-
width. Depending on the pulsewidth and crystal thickness, there may be enough nonlinearity to 
distinguish between single-pulse operation and bidirectional operation. To enhance the mutual 
Kerr effect, a crystal of ZnS was chosen, because its nonlinear index is 50 times larger than that of 
Ti:sapphire.21 Pulses as short as 60 fs were generated, meeting in the ZnS crystal used as a nonlinear 
element. Because the two countercirculating pulses have different intensities, a differential phase 
shift between the two directions results in a difference of cavity modes of 60 kHz. In addition to the 
relative shift of the modes, this laser system has the additional complexity that the center of spectral 
envelope of either countercirculating pulse is shifted by 2 nm.

Imperfection in the ZnS crystal used as nonlinear element resulted in coupling of the beams by 
scattering. The amount of coupling can be measured through the spectrum of the beat note of the 
two pulse trains. Such a spectrum shows for instance a fundamental at 60 kHz and harmonics at 
120 kHz and 180 kHz. Such a spectrum can lead to the lock-in frequency between the two beams,23 
which in the case of the experiment cited is 1.8 kHz.21

Linear Lasers

Considering the ring laser sketched on the top of Fig. 7, it is possible to visualize stretching the cavity 
by the two mirrors at the extreme left and right, while keeping the perimeter constant. The limit of 
the stretched out ring is a linear cavity in which two pulses circulate.

As an example, let us consider a linear cavity used to measure with high accuracy the electro-
optic coefficient.24 The laser cavity is similar to the typical linear cavity mode-locked Ti:sapphire 
laser, but with a saturable absorber (a jet of HITCI dye dissolved in ethylene gylcol) placed in the 
center of the cavity, as sketched in Fig. 10. As in the case of the ring laser discussed above, Kerr-
lens mode-locking does not appear to be possible with double pulse operation. Instead, a saturable 
absorber is positioned in the middle of the cavity by translating one of the end mirrors. The dis-
tance that the end mirror can be translated while maintaining double pulses is about 2 cm, in excess 
of the pulse length of approximately 0.6 mm (2-ps pulses). The 2-cm distance is a 120-ps delay and 
corresponds to the lifetime of the dye. The dye concentration is not a critical parameter and can be 
varied over a broad range without affecting the performance of the laser. The 140-MHz output from 
one end of the laser, detected on a fast photodiode, is filtered, its frequency divided by 2 in an ECL 
logic. The resulting 70-MHz signal is which yielded a 70-MHz sinusoidal signal. Finally the signal is 
amplified again and applied to synchronize the measurement to be performed. In the case of mea-
surement of an electro-optic coefficient, the 70-MHz signal is applied directly to electrode on the 
crystal to be measured, in parallel with a 50-ohm terminator.24

Whether to use a ring or linear cavity depends on the quantity to be measured. The ring laser is 
sensitive to rotation, and to fresnel drag in one of its arms.25 Without any rotation or modulation a 
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ULTRASHORT OPTICAL SOURCES AND APPLICATIONS  20.19

mode-locked ring laser normally has a beat frequency offset of at least 100 Hz and often as high as 
100 kHz.26 This is a result of the asymmetry in the CW and CCW pulse. Because of the nonlinear 
intracavity elements, the order in which the pulse encounters the optical elements will affect the 
pulsewidth and pulse amplitude.3,27,28 Any variation in pulse amplitude or pulsewidth will be seen as 
a beat signal. Since the pulses in a linear cavity travel through the same optical elements in the same 
order, there is no asymmetry. Therefore, one advantage of a linear cavity versus a ring geometry is 
the improvement in the frequency offset.

As the electronic delay of the signal applied to the sample is varied, the beat note shows a sinusoi-
dal dependence, as shown in Fig. 11, which is a plot of the beat frequency versus the delay. The opti-
mum timing occurs when one pulse sees a voltage on the sample of +V0 and the second pulse sees 

a voltage of −V0 at the sample. The line plotted in Fig. 11 is not a fit, but a plot of V c
L0

2
2 0sin ,π τ φ−( )  

where the fixed phase φ0 was the only free parameter.

Delay

D

Phase measure

a

D1

÷2A Phase adjust

Gain

T

HITCI jet

FIGURE 10 Linear laser mode-locked with a saturable absorber to produce two pulses/cavity 
round-trip. The end mirror on the left is on a translation stage T, in order to set the position of the satu-
rable absorber in the middle of the cavity. The saturable absorber is a jet of HITCI dissolved in ethylene 
glycol, between two focusing elements. The output pulse train, recorded on a photodiode, reduced to half 
frequency, is used to synchronize a phase measurement. Each of the two intracavity pulses experience a 
different phase shift per round-trip, hence a different carrier frequency. The two intracavity pulses are 
extracted from the cavity with a beam splitter, and recombined after an appropriate optical delay. The two 
interfering pulse trains show a beat signal on the detector D.
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FIGURE 11 Delay dependence of the beat note frequency.
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Optical Parametric Oscillators

The coupling between oppositely circulating beams in a ring laser is eliminated if a laser operates 
with ultrashort pulses∗ circulating in opposite direction and crossing in a nonscattering medium 
such as vacuum or air. It is however quite a challenge to find means to couple the pulse envelopes, 
without introducing any phase coupling. One solution described in the previous sections is to cou-
ple the pulses in amplitude in a medium that moves transversally to the beam, such as a jet of liquid 
saturable absorber. Another solution is the synchronously pumped optical parametric oscillator 
(OPO), which offers the possibility to decouple relative phase and repetition rates of the oscillating 
signals, without the need for any moving element.

A simple configuration is that of an OPO-pumped extracavity by a Ti:sapphire mode-locked 
laser, as sketched in Fig. 12. The position of the crossing point of the two circulating pulses in the 
OPO is simply determined by the timing of the pump pulses, rather than by a saturable absorber19 
or a nonlinear crystal.21 The mode frequencies are still set by the cavity. Another advantage over 
other systems is the tunability, which is important for applications such as detecting ultra low mag-
netic fields, where the laser radiation has to be tuned to a narrow atomic transition.

∗Pulse duration t in the range from femtoseconds to a few picoseconds, pulse length Ct much shorter than any linear dimen-
sion in the cavity.

D
OPO cavity

l/2

Faraday rotator

Beam 
expander

Slow

Ti:sapphire

Servo 
control

Fast

BS
M1

M3M2

FIGURE 12 Illustration of the OPO cavity pumped by the Ti:sapphire laser. The 
reflected and transmitted parts of the beam splitter BS are focused into the periodi-
cally poled lithium niobate crystal via the two branches of an antiresonant ring. The 
beams should destructively interfere at the antiresonant ring output, which is moni-
tored with a CCD. Since all the radiation is, in exact alignment, reflected back into the 
laser, a two-stage optical isolator is required to prevent disruption of the mode-locked 
operation. The nonlinear crystal is a 0.8-mm-long periodically poled lithium niobate 
(PPLN) crystal with a period of 19.75 μm, temperature stabilized at 353 K to prevent 
photorefractive damage and achieve quasi-phase-matching condition for generation 
of a signal of 1.35 μm with an average power of 30 mW per direction. The difference 
between the two optical paths from the beam splitter to the crystal determines the 
crossing point of the signal pulses in the OPO cavity. The two output pulses are made 
to interfere on a detector D after an optical delay line brings them in coincidence. A 
four-prism sequence sends the pulse spectrum onto a pair of detectors. The difference 
between the two detected signals is amplified and applied to a piezo to stabilize the 
cavity length.
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A periodically poled LiNbO3 crystal (PPLN) is excited by a “pump pulse” at an optical frequency 
ω p to provide gain at a “signal” frequency ωs through the process ω ω ωp s i= +  where ωi is the “idler.” 

The OPO is an oscillator which uses the gated gain at ωs . Therefore, as opposed to a conventional 
gain medium, in an OPO, the timing, direction, and position of the gain are determined by the 
time of arrival, k vector and focal spot location of the pump pulse in the parametric crystal. A Ti:
sapphire laser provides a train of gating pump pulses of 200-fs duration at 789 nm, 143-MHz rep-
etition rate, and 400-mW average power. The cavity of the pump laser is in a ring configuration, and 
operates unidirectionally. Such a configuration is less sensitive to feedback than a linear cavity. A 
double stage Faraday isolator (providing −60-db isolation) is still required to prevent the feedback 
from the OPO antiresonant ring pumping arrangement (Fig. 12)29,30 from destroying the mode-
locked operation. The sensitivity of the OPO wavelength to cavity mismatch can be exploited to sta-
bilize the synchronously pumped OPO. Indeed, since the repetition rate of the OPO is fixed by the 
pump laser, the signal wavelength will adjust to a value for which the round-trip rate matches the 
pump rate.31,32 As a result, any fluctuation of OPO cavity length relative to that of the pump cavity 
will be translated into a change in wavelength of the OPO laser. In the arrangement skeched in Fig. 12, 
motions of the spectrum are detected by spectrally dispersing (with 4 prisms) an expanded output 
from the counter-clockwise OPO beam. The signal spectrum, centered at 1.35 μm, is split into two 
parts and collected by a pair of lenses into two infrared photodiodes (Fig. 12). The difference signal 
of the two detectors monitoring two spectral components on either side of the pulse spectrum is 
sent through a high-gain amplifier ( )ω3 1db = kHz  to drive piezoelectric transducers (PZT) translat-
ing an OPO (slow servo loop) and a Ti:sapphire mirror (fast servo loop).

The beat note observed with the configuration of Fig. 12 has a bandwidth of tens of kilohertz,33 
because of the extreme (nanometer) sensitivity of the OPO to the pump spot position, as demon-
strated experimentally in reference.34 The beat note bandwidth is thus fundamentally due to fluctua-
tions in the gain spot position for either circulating pulse, due to the beam pointing instability of 
the pump laser. The basic remedy is to make the two pump spots part of the same spatial mode of a 
cavity. One solution that has been implemented34 is to insert the OPO crystal inside the cavity of the 
pump laser. Implementation of an OPO pumped intracavity by a linear Ti:sapphire laser is shown 
in Fig. 13. Four LaKL21 prisms are incorporated in the pump cavity to compensate the group veloc-
ity dispersion (GVD) from the Ti:sapphire crystal, the PPLN crystal, and other intracavity elements 
such as lenses and mirrors. This four-prisms configuration was necessitated by the desire to have 
large GVD compensation (needed because of the large positive GVD of LiNbO3) and a reasonably 
short cavity length (1/2 of the perimeter of the OPO cavity). Two quantum wells (MQW) of AlGaAs 
on top of a mirror structure are used in the cavity as a saturable absorber to mode-lock the laser. The 

OPO Crystal

Signal

MQW

Pump

D

Ti:sapphire

FIGURE 13 Illustration of the intracavity OPO pumped by the Ti:sapphire 
laser. The main control of the GVD compensation is the prism spacing L2.
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Ti:sapphire laser radiation consists of 200-fs pulses centered at 785 nm, repetition rate of 95 MHz. 
The OPO crystal is a 3-mm-long Brewster cut PPLN crystal (HC Photonics, Taiwan) with a period of 
19.4 μm (quasi-phase matching for signal near 1.36 μm), which is temperature stabilized at 408 K 
to prevent photorefractive damage. Attempts to use OPO crystals cut near normal incidence and 
antireflection coated failed, because the Ti:sapphire mode-locked operation was prevented by the 
smallest feedback from the antireflection coating. This feedback problem was completely eliminated 
through the use of a Brewster angle cut, but at the price of a considerably more difficult alignment 
procedure. Because of the Brewster angle cut of LiNbO3, the idler, the pump radiation and its second 
harmonic all exited the crystal at a different angle, and could not be used for alignment of the OPO 
cavity (the OPO cavity mirrors were reflecting at the signal wavelength of 1.4 μm and at the second 
harmonic of the pump).

20.6 ANALOGY OF A TWO-LEVEL SYSTEM

In the previous section, some methods for mode-locking a laser with two intracavity pulses were 
described. Inside the cavity, these two pulses can couple to each other in diverse ways which were 
analyzed in Sec. 20.4. The purpose of circulating two pulses in a laser cavity is that intracavity per-
turbations created by the quantity to be measured will alter the carrier frequency of a pulse, a shift 
in frequency that can easily be detected by interfering the output pulse trains. The laser itself is used 
as an interferometer, with the remarkable properties that the phase shift occurring in the cavity is 
transformed in a frequency shift. There are numerous factors influencing the accuracy as well as the 
sensitivity of a measurement performed intracavity. A better understanding of the two pulse per 
cavity laser can be reached by noting the complete analogy with a quantum mechanical two-level 
system. In the quantum mechanical situation an atomic or molecular system can be in one or two 
quantum states | ,k〉  with k = 1 and 2, of energy ±ω0 2/ . Each of these states correspond to pulse |2〉 
and pulse |2〉 in the laser cavity. For instance, in a ring laser, one of the states would correspond to 
a counterclockwise circulating pulse, the other to the clockwise circulating pulse. The interaction of 
a two-level system with a near resonant field is the most thoroughly studied problem in atomic and 
molecular physics. Techniques developed to achieve sublinewidth resolution in atomic physics may 
be transposed to the laser situation, and, thanks to the analogy, lead to methods to enhance the reso-
lution of intracavity laser sensors.

Review of Coherent Interaction of Two-Level Systems

Considering the case of two level with a dipole allowed transition, in presence of a near resonant 
electromagnetic field E t i t= +1 2/ c.c.�ε ω( )exp( )  In presence of this electric field, the state of the 
atomic/molecular system is described by the wavefunction ψ , a solution of the time-dependent 
Schrödinger equation:

  H i
t

ψ ψ
= �

∂
∂   (46)

with the total Hamiltonian given by

  H H H H p E t= + ′ = − ⋅0 0 ( )   (47)

where p is the dipole moment. In the standard technique for solving time dependent problems, the 
wave function ψ  is written as a linear combination of the basis functions | :k〉  

  ψ( ) ( )|t a t kk
k

= 〉∑   (48)
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This expression for ψ  is inserted in the time dependent Schrödinger Eq. (46). Taking into account 
the normalization conditions for the basis functions ψ k ,  one finds the coefficients ak have to satisfy 
the following set of differential equations:

  
da

dt
i a

i
p e e ak

k k
j

k j
i t i t

j= − + +∑ ∗ −ω ε εω ω

2� , [ ]� �
 
   (49)

where pk,j are the components of the dipole coupling matrix for the transition k j→ ,  and ak are the 

amplitudes of the eigenstates. Phase and amplitude relaxation have been neglected so far and will 
be introduced later. It should be noted that Eq. (49) is of a quite general nature, is ideally suited to 
numerical integration, and is not limited to two level systems. Similarly, the laser analogy can be 
extended to lasers with more than two intracavity pulses. We will consider here only two levels, with 
a very small detuning Δω ω ω ω= −0 0� : 

  Δω ω ω= −0   (50)

Consistent with the approximation of small detuning, we replace the set of coefficients ak, which 
have temporal variations at optical frequencies, by the “slowly varying” set of coefficients ck, using 
the transformation:

  a e ck
ik t

k= − ω
   (51)

Inserting in the pair of Eqs. (49), leads to the pair of differential equations for the two coefficients ck:
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  (52)

where κ ε ε| | | |� �=( / )p �  (p being the dipole moment of the single photon transition) is the Rabi 
frequency.

The Laser as a Two-Level System

The two-level system considered above is isolated, hence the total population is conserved. The ana-
logue of the electromagnetic field coupling states |1〉 and |2〉 is a conservative intracavity coupling 
� �r r12 21= − ∗ . Such a type of coupling can only be considered in the case of mode-locked lasers, where 
the localization of the radiation in the cavity enables one to select a truly conservative coupling. The 
coupling, localized at the crossing point of the two circulating pulses, can be produced by the back-
scattering at a dielectric interface† between two media a and b, for which � �r rab =  and � �r rba = − ∗. It can 
easily be verified that the total intensity change introduced by this coupling is zero, as expected for 
a conservative coupling. In fact, the phase relation between the two reflections at either sides of the 
interface is a consequence of energy conservation.

In the analogy of the laser, the coefficients ci(t) correspond to the complex field amplitudes �εi 
(the tilde indicating a complex quantity) of each pulse circulating in the ring cavity (round-trip 

†In the case of a linear laser with two pulses/round-trip, the conservative coupling is only possible when there are two cross-
ing points in the cavity, and that the interface is located at one of the crossing points.
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time τ RT ). The state of the system is also defined by ψ ε ε( ) ( )| ( )| .t t t= 〉+ 〉� �
1 21 2  The evolution equa-

tion of these fields are

  
d

dt

r r
r r

RT

�
�

� �
� �

�ε
ε τ

1

2

11 12

21 22

1⎛
⎝⎜

⎞
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=
⎛
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⎞
⎠⎟

εε
ε τ

1

2

1
�

⎛
⎝⎜

⎞
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= ⋅
RT

R E|| || || ||   (53)

In order to have an equivalence between Eqs. (52) and (53), the matrix ||R|| should be Anti-
Hermitian, which, in addition to the condition � �r r21 12= − ∗ , imposes and that �rkk  be purely imaginary. 
It can also easily be verified that this is the only form of interaction matrix for which energy is con-
served d dt/ | | | | .� �ε ε1

2
2

2 0+( ) =  The real parts of the diagonal elements of the matrix ||R|| represent gain 
and loss in the cavity. In steady state, the gain and loss are in equilibrium, and the real parts of �rkk  are 
zero. A gain (or absorber) with a recovery (relaxation) time longer than τ RT /2 will cause transients in 
population. The laser equivalent to the detuning Δω  is a differential phase shift for the pulses |1〉  and 
|2〉 in the cavity. Such a differential phase shift is introduced either by rotation in a ring laser,15,16 or 
with an electro-optic modulator in a linear laser.24 In the latter case, the electro-optic phase modula-
tor imposes an opposite phase shift ( )Δ Δφ φ/ and /2 2−  for either pulse, thereby modifying the reso-
nance of the cavity for the pulse �ε1 by Δ Δω φ τ/ /2 2= ( ),RT  and for pulse �ε2 by − = −Δ Δω φ τ/ /2 2( ).RT  
These detuning terms contribute to the diagonal terms of the matrix ||R||: � �r r i11 22 2= − = Δφ/ . 

The analogy between the laser and a two-level system applies also to the set of density matrix 
equations. These can be obtained by rewriting Eq. (53) in terms of the intensities in either sense of 
rotation ρ ε ε22 2 2= ∗� �  and ρ ε ε11 1 1= ∗� � , and the quantities ρ ε ε12 1 2= ∗� �  and ρ ε ε21 2 1= ∗� � : 

  
d

dt
r

TRT

( )
Re( )

( )ρ ρ
τ

ρ
ρ ρ22 11

12 21
22 11

1

4
−

= − −
−

/
�   (54)

  
d

dt
i r
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ρ
τ

ωτ ρ ρ ρ
ρ21

21 12 22 11
21

2/
( )= − + − −∗Δ �   (55)

where, as in the case of the two-level system interacting with a near resonant field, phenomenological 
relaxation times T1 and T2 have been introduced. One recognizes here Bloch’s equation for a two-level 
system driven off-resonance by a step function Rabi frequency of amplitude �r RT/τ .35 The difference in 
intensities ( )ρ ρ22 11−  is the direct analogue of the population difference between the two levels. The off-
diagonal matrix element ρ21 is the interference signal obtained by beating the two outputs of the laser 
on a detector. As in the case of the two-level system, one can introduce phenomenological relaxation 
times T1 for the energy relaxation (diagonal matrix element) and T2 for the coherence relaxation (off-
diagonal matrix elements). As for the quantum mechanical two-level system, 1/T2 is the homogeneous 
component of the linewidth of the beat note between the two pulse trains. There is also an “inhomoge-
neous” component to that linewidth, which has as physical origin the mechanical vibration of the laser 
components, causing random fluctuations of the beat note. Because of mechanical vibrations, each 
pulse sees random differences in the cavity length caused by mirror motion over a time of τ RT /2). 

Table 1 summarizes the main points of the analogy between a laser with two pulses/cavity and 
the coherent interaction of a two-level system with a near resonant electromagnetic field.

Experimental Demonstration of the Analogy

The most typical manifestation of a two-level system interacting with a step function electromag-
netic pulse is Rabi cycling, which is a periodic transfer of population from one state to the other. To 
observe such a periodic transfer, the system should be in one of the two states at t = 0. One method 
to prepare the ring laser with one state (direction) dominating, is to feedback one direction into the 
other outside of the cavity (Fig. 14). The output pulse from one direction is extracted, and fed back 
(<1 percent) with a mirror, after appropriate optical delay, into the opposite direction. By using a 
fast switch (turn-off time of less than the cavity round-trip time of 10 ns) at the Pockel’s cell, the 
coupling can be turned off, to let the counter-circulating fields evolve in the cavity.
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TABLE 1 Summary of the Analogy between a Two-Level System and the Laser with Two 
Circulating Intracavity Pulses

 Two-Level System Laser

Basic states  | ; ,k k〉 =1 2 | ,k k〉 =1 2

 corresponding to energy level ±
ω0
2

 Intracavity pulses 1, 2
   selected by geometry

Coupling through  Near-resonant E-field at w Backscattering at interface
 Detuning  Δw = w0 − w Δw = Δf tRT
 Slowly varying Δw << w Δw << 1/tRT

Wave function  y (t) = a1(t)|1〉 + a2(t)|2〉 y (t) = e1(t)|1〉 + e2(t)|2〉
Density matrix  rkk − akak

∗ Populations   ρ ε εkk k k= ∗� (Intensities)
 elements rkk = − aiaj

∗      ρ ε εij i i= ∗� (beat signal)

Phase
modulator

|r11|

|r22|

|r21|

G
A
I
N

M

P

D

(a) (b) (c)

Δ

–Δf/2

Δf/2

e1
~ e2

~

r21
~ e1

~

r12
~ e2

~

FIGURE 14 Sketch of the ring laser used to demonstrate the analogy with a two-level 
system. In the bidirectional mode-locked ring laser two circulating pulses meet in a saturable 
absorber jet. Three successive positions: (a), (b), and (c) of the two pulses are shown. An inter-
face, positioned at or near the opposite crossing point of the two pulses, controls the amplitude 
of the coupling parameter �rij

. The circulating intensities in the laser, measured for each direc-
tion by quadratic detectors, are the diagonal elements (populations) of the density matrix of 
the equivalent two-level system. The absence of phase modulation corresponds to the two 
levels being on resonance, driven at the Rabi frequency ( )p/h ε by a resonant field (the Rabi 
frequency ( )p h/ ε κ ε=  corresponds to the frequency r RT12 /τ  in the ring laser analogy). The 
backscattering at the interface provides thus coherent coupling (Rabi cycling) between the two 
states, while other noncoherent decays tend to equalize the population in the two directions, 
and washes out the phase information. The detuning Δω corresponds to the phase difference 
per round–trip Δφ τ/ RT , imposed by an electro-optic phase modulator driven exactly at the 
cavity round-trip time. A beat-note detector measuring the interference between the two fields, 
records the off-diagonal matrix element. A combination of a Pockel’s cell M and polarizer P
controls a feedback of the clockwise pulse into the counterclockwise one.
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Rabi Cycling on Resonance In the measurements that follow, the system is “at resonance”; (i.e., 
Δω = 0). An example of “Rabi cycling” is shown in Fig. 15. The counterclockwise intensity ( )ρ22  is 
plotted as a function of time [(Fig. 15a)]. The clockwise intensity ρ11 (not shown) is complemen-
tary. The system is prepared so that the ρ11 is initially populated ( . , . ).ρ ρ11 220 8 0 2= =  As the feedback 
that creates the initial state is switched off at t = 1 ms, there is a fast (approximately 10 μs) transient. 
This risetime reflects combined dynamics of the gain and cavity, as the laser adapts to the different 
(now symmetrical) cavity losses. This risetime corresponds roughly to the fluorescence lifetime of 
the upper state of Ti:sapphire. The “Rabi cycling” of the “population difference” ρ ρ22 11−  is plotted 
in Fig. 15b. One can also record the beat note frequency (off-diagonal element | |)ρ12  as sketched in 
Fig. 14. As can easily be seen from the Bloch vector model of Feynman et al.,35 the oscillation of the 
diagonal elements and the off-diagonal elements are 90° out of phase. This property can indeed be 
seen in Fig. 16a. The Rabi frequency | |/�r RTτ  can be varied by changing the position of the scattering 
surface, as shown in Fig. 16b. The maximum value measured36 for this interface corresponds to a 
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FIGURE 15 The evolution of the intensities are shown after switching the Pockels’ cell. (a) The 
counterclockwise direction is shown—the intensity at clockwise direction is 180° out of phase with 
this graph, with population dropping from the maximum initial value. The fast initial transient reflects 
the gain and cavity dynamics associated with the sudden change in cavity loss at the switching time. 
Thereafter, a slow oscillation due to population transfer or Rabi oscillation between two directions is 
observed. (b) Population difference showing the Rabi cycling.
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FIGURE 16 (a) Comparison of the oscillation of the population difference ρ ρ22 11−  and the off-diagonal 
element (beat note) ρ12. (b) Rabi frequency as a function of position of the glass at the meeting point of the 
two directions. Translation of the glass-air interface along the beam results in different values of coupling �r . 
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backscattering coefficient of | |�r ≈ ⋅ −1 10 6. Note that the Rabi frequency provides a direct measurement 
of very minute backscattering coefficients, without the need to trace a complete gyroscopic response 
as in Refs. 36 and 37.

In the case of a two-level system, the phenomenological “longitudinal” and “transverse” relax-
ation times have been identified as energy relaxation time (fluorescence decay) and phase relaxation 
time (due for instance to atomic collisions). Figure 17 shows a measurement of the decay of the Rabi 
oscillation for the diagonal and off-diagonal elements. The decay is measured by fitting the Fourier 
transform of the measurement to a Lorentzian, and measuring its FWHM. The values are 27 and 
30 Hz. As noted previously, there are at least two origins to the decay of the off-diagonal element: 
vibration of mirrors, and coupling through absorption (gain). The latter affects equally the diagonal 
and off-diagonal elements. The former can be seen as a type of “inhomogeneous broadening,” since 
it has its origin in random cavity length fluctuation, expressed as randomness in the value of Δω. 
The approximately 30-Hz bandwidth of both decays is consistent with 0.3-μm amplitude vibrations 
at 100 Hz of cavity components, causing differential cavity fluctuations of 0.3 pm/round-trip.

The role of the gain coupling is particularly important in the present Ti:sapphire laser because 
of the long-gain recovery time. A better candidate for this analogy would be a dye or semiconduc-
tor laser for which the gain lifetime is shorter than the cavity round-trip time. An OPO provides an 
even better situation, since the gain exists only at the time of pumping.

Rabi Cycling Off-Resonance

If the radiation of amplitude ε  (Rabi frequency κε) is off-resonance with a two-level system by an 

amount Δω , the Rabi frequency becomes κ ε ω2 2 2+ Δ . In the case of the ring laser, we can control 
the off-resonance amount Δω  with a Pockel’s cell (Fig. 14), the initial condition is set favorable to the 
counter-clockwise direction as shown in Fig. 15a. The Rabi cycling is measured indeed to correspond 

to | | /�r 2 2 2τ ω+ Δ . In resonance case Δω = 0), measurement of ρ12 leads to r RT/ Hz Hz.τ = ±138 15  

With Δω  of 171 Hz 12 Hz,±  the off-resonant measurement is r RT/ Hz Hz,τ = ±237 21  which follows 
the behavior of an off-resonance two-level system.

Impact of the Analogy

The analogy between two-level and laser systems may be more than just a scientific curiosity. A thorough 
understanding of two-level systems led to powerful spectroscopic techniques, using sophisticated 
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FIGURE 17 (a) Measurement of the decay of the Rabi oscillations ρ ρ22 11−  and ρ21. (b and c) The Fourier transforms 
of the relative measurements are shown on the right.
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pulse sequences. Rather than using optical pulses, sublinewidth molecular spectroscopy has been 
successfully realized by pulsing the detuning by the Stark shifts.38–40 In the case of the ring laser, 
similar pulse sequences can be applied to the detuning. The information sought in spectroscopy is 
contained in the measurement of | |ρ12 , as a function of the driving field (measurement of the Rabi 
frequency κε  leading to the determination of the dipole moment) or detuning Δω. In the case of 
the ring laser, the measurement of | |ρ12  is linked to the properties of some sample inserted in the 
cavity.11 Any resolution enhancing technique that has been devised in spectroscopy, such as the 
Ramsey fringes,41, 42 could be transposed to a laser phase sensor with two intracavity pulses.

20.7 CONCLUSION

This chapter started with a mathematical description of short optical pulses and optical pulse train. 
Basic physics of short pulse generation in a mode-locked laser are discussed. It is shown in particu-
lar that the mechanism by which a steady-state pulse is generated inside the laser, is also responsible 
for creating equally spaced modes in the frequency domain. It is shown that pulse train interfer-
ometry combines the properties of temporal and spatial resolution. The laser can be used as a most 
sensitive interferometer, when the reference and sample pulses are circulating in the same cavity. 
Measurements of extreme sensitivity can be performed by interfering the two pulse trains emitted 
by such a laser. The exquisite sensitivity to phase results from the fact that a phase shift is trans-
posed into a frequency shift inside the active cavity. Exploitation of such lasers as sensors requires a 
thorough understanding of the coupling between the two intracavity pulses. A new modeling of the 
laser with two intracavity pulses is introduced by making an analogy with a quantum mechanical 
two-level system. Beyond its physical elegance, this analogy inspires new sensitivity enhancement 
techniques for the use of the two-pulse per cavity laser sensor.
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21.1 GLOSSARY

 A electric fi eld envelope of a laser pulse 

 E kinetic energy of an electron in a laser fi eld

 eL electric fi eld strength of a laser pulse at a given time

 Emax maximum kinetic energy of an electron

 εx  electric fi eld strength of an attosecond XUV pulse at a given time

 f0 carrier-envelope offset frequency of a frequency comb

 frep repetition frequency of a pulse train

 G temporal gate function

 jCE carrier-envelope phase (also called absolute phase) of a laser pulse

 h Planck constant

 � Planck constant divided by 2p
 I laser

 Ip ionization potential of an atom

 l0 center wavelength of a laser pulse

 S trace of the frequency-resolved optical gating

 t time delay between a laser pulse and an attosecond XUV pulse 

 Up ponderomotive potential of an electron in a laser fi eld

 vc frequency of the cutoff harmonic order

 w0 carrier angular frequency of a laser pulse
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21.2 INTRODUCTION

Since the invention of the laser in 1960, the duration of coherent optical pulses has decreased from 
hundreds of microseconds1,2 to 6 femtoseconds in the first 27 years.3 Such tremendous progress 
was driven by the desire to generate high peak power, study dynamics in matter, increase the speed 
of telecommunications, and many other applications. However, by the year 1987, the optical pulse 
length was approaching the limit, i.e., one optical cycle of visible light, which is a few femtoseconds. 
The bandwidth required to support such few-cycle pulses is generated by perturbative nonlinear 
interactions such as self-phase modulation. 

The characteristic time scale of electron motion in atoms is one atomic unit of time, which is 
24.2 attoseconds. One attosecond is 10–18 seconds. In the Bohr’s model of the atom, the electron 
orbital time around the hydrogen nucleus is 152 attoseconds. The study of electron dynamics in 
atoms and molecules called for optical pulses with attosecond duration.4–6 In the frequency domain, 
a transform-limited Gaussian pulse with 24 attosecond full width at half maximum (FWHM) 
corresponds to a 73 eV FWHM power spectrum, which is much broader than the entire visible 
light range. In other words, attosecond pulses are inherently XUV light or x rays. The duration of 
such extremely short pulses was first measured in 2001.7,8 The required ultrabroad spectrum was 
obtained by using a nonperturbative nonlinear optics process called high-order harmonic genera-
tion, discovered in 1987–1988.9,10 

High Harmonic Generation

When a linearly polarized, short-pulse laser beam with an intensity on the order of 1014 W/cm2 
interacts with noble gases, odd harmonics of the fundamental frequency—up to tens or even 
hundreds in order—emerge in the output beam,11,12 as depicted in Fig. 1. The intensity of the 
first few order harmonics decreases quickly as the order increases, then the intensity remains 
almost unchanged over many harmonic orders, forming a plateau. Finally, the signal cuts off 
abruptly at the highest order. The broad width of the plateau provided the required spectral 
bandwidth to support attosecond pulses. The appearance of the intensity plateau is the signa-
ture of this nonperturbative laser-atom interaction, which can be described by a semiclassical 
model. 

FIGURE 1 High-order harmonic spectrum.
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ATTOSECOND OPTICS  21.3

Semiclassical Model 

It is also called three-step or two-step model, rescattering model. The electric field acting on an atom 
changes sinusoidally within one laser cycle. As the laser intensity reaches the level of 1014 W/cm2, the 
field near the peak of the oscillation is comparable to the atomic Coulomb field. The superposition 
of the laser field and the Coulomb field transforms the potential well that binds the electron into a 
potential barrier. As a result, the electron in the ground state tunnels through the barrier (the first 
step). The freed electron moves in the laser field like a classical particle and its trajectory can be calcu-
lated using Newton’s second law. In one laser cycle, the electron first moves away from the nucleus, 
then is driven back when the force changes direction. During the returning journey, the electron 
can acquire kinetic energy up to hundreds of electron volts (the second step). Finally, the electron 
recombines with the parent ion with the emission of a photon (the third step).13,14 

When all electrons released near one peak of a laser cycle are considered, the emitted photons 
form an attosecond pulse. Since there are two field maxima in one laser cycle, two attosecond pulses 
are generated. For a laser pulse that contains many cycles, an attosecond pulse train is produced. The 
pulse train corresponds to discrete harmonic peaks in the frequency domain. In other words, high 
harmonic generation and the attosecond pulse train are two manifestations of the same nonpertur-
bative interaction. 

The photon energy of the cutoff harmonic order, hvc, is determined by the maximum kinetic 
energy of the electron gained in the laser field, Emax. It can be shown that hv I E I Uc p p p= + ≈ +max .3  
Here Ip is the ionization potential of the atom and Up is the ponderomotive potential of the elec-
tron in the laser field. Apparently, the width of the plateau and therefore the minimum attosecond 
pulse duration is limited by hvc. The cutoff order is also affected by the depletion of the ground state 
population due to the ionization.15

Ponderomotive Potential 

The ponderomotive potential is the cycle-averaged kinetic energy of an electron in a laser field, 
U eV Ip[ ] . ,= × ⋅−9 33 10 14

0
2λ  where I is the laser intensity in W/cm2 and l0 is the center wavelength of 

the laser in micrometer. It is clear that the cutoff photon energy of the high harmonic spectrum can 
be extended by using longer wavelength driving lasers.16 

Strong Field Approximation 

A fully quantum three-step model was developed in 1994.17 It is valid when the ponderomotive 
potential is much larger than the ionization potential. It assumes that the harmonic emission is the 
result of the dipole transition between the ground state and the continuum states only, with the 
excitation states playing no role. Solving the Schrödinger equation results in an analytical solution of 
the dipole moment, from which one can obtain both the phase and the intensity of each harmonic 
order. The model reveals that there are two quantum trajectories that contribute to each plateau 
harmonic. One is called the long trajectory and the other is the short trajectory. The phase of each 
harmonic depends on the laser intensity. The intensity dependence of the dipole phase (also called 
intrinsic phase) is different for the two trajectories.

Quantum Trajectories

By solving the equation of motion, it can be shown that an electron released right at the peak of the 
laser field will return to the starting point one cycle later, with zero kinetic energy. As the releasing 
time from the field peak increases, the returning energy increases first, reaches the maximum value 
(3 Up), then decreases to zero. Therefore electrons releasing at two different moments can come back 
to the parent ion with the same kinetic energy, which corresponds to the same harmonic order.13,14 
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21.4  SOURCES

The electron that starts the journey earlier returns later. Its path is called the long trajectory. The 
other one is the short trajectory. Quantum mechanically, there are many trajectories contribute to 
each harmonics (Feynman’s path-integral), but the dominating contributions are from the two 
trajectories corresponding to the classical ones.17

Phase-Matching

The semiclassical model and the strong field approximation describe the single atom response. 
To generate a high-intensity high harmonic beam, many atoms must contribute to the output 
constructively.18 Ionization of the atom is unavoidable in high harmonic generation because it is 
the first step of the process. In highly ionized gas targets, the phase velocity of the laser field (and 
thus the polarization) is greater than that of the harmonic field. The resulting phase mismatch can 
be compensated for by several approaches. One of them utilizes the intensity dependent phase.19 In 
most cases, only the short trajectory is phase matched. Nevertheless, low laser to harmonic conver-
sion efficiency is still a major problem that needs to be solved. The spatial coherence of the high 
harmonic/attosecond train beam is excellent when the phase matching conditions are fulfilled. The 
divergence angle of the XUV beam is smaller than the driving laser beam.12

Single Isolated Pulses

The attosecond pulse train corresponding to high order harmonics is useful for some applications. 
In general, however, single isolated attosecond pulses are required for performing pump-probe 
experiments with arbitrary delay between the pump and the probe pulses. Such pulses can be gener-
ated by suppressing all the pulses in the train except one, which can be accomplished by using single-
cycle driving lasers20 or pulse extraction switches with a subcycle opening time.21 Also the pulses 
from the gas target are positively chirped.22 Dispersion compensation over a broad XUV spectral 
range is a major challenge. By 2008, the shortest single isolated pulses, which were generated from 
neon gas by using 3.3-fs driving lasers centered at 720 nm, were 80 attoseconds and contained ∼0.5 nJ 

of energy.23 Their spectrum was centered at 80 eV. 

21.3 THE DRIVING LASER

There are several basic requirements on the driving lasers for the generation of single isolated attosec-
ond pulses. First, the intensity at the focus must be high enough, on the order of 1014 to 1015 W/cm2, 
which is a faction of an atomic unit of intensity (3.55 × 1016 W/cm2). The corresponding pulse energy 
is 100 μJ or higher. The spectral bandwidth of the attosecond pulses is proportional to the driving 
laser intensity. Second, the laser pulse duration must be short enough. The ionization of the target 
atoms by the laser field before the cycle where the attosecond pulse is generated must not deplete the 
ground state population completely. Depending on the generation scheme, acceptable laser pulses 
range from 3 to 30 fs. Third, the carrier-envelope phase needs to be stabilized. Since the single atto-
second pulses are generated in a faction of the laser cycle, a shift in the carrier-envelope phase results 
in shot-to-shot variations of the attosecond pulses. Finally, the repetition rate of the laser should be 
high, on the order of kilohertz. Many attosecond characterization and application schemes rely on 
photoelectron measurements. There is an upper limit on the number of electrons per shot to avoid 
the space charge effect. Thus the signal count rate is primarily determined by the repetition rate. The 
energy stability of high-repetition-rate lasers is also better than those with low repetition rates. 

High power lasers pulses with duration around 30 fs can be generated with chirped pulse ampli-
fication. Pulses down to ~4 fs with submillijoule energy can be obtained by spectral broadening in 
hollow-core fibers filled with gases, followed by dispersion compensation using chirped mirrors or 
phase modulators,24–27 as illustrated by the block diagram in Fig. 2. 
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Chirped Pulse Amplification (CPA)

Ti:Sapphire is a commonly used gain medium for femtosecond lasers primarily because of its broad 
gain bandwidth.28 Its center wavelength is ~800 nm, which corresponds to a ~2.6-fs optical period. 
Femtosecond oscillators that use Ti:Sapphire as the gain medium can generate pulses with nano-
joule level energy. Direct amplification of the pulse to millijoule level may cause damage to the laser 
crystal. In a chirped amplifier, the pulses from the oscillator are stretched to hundreds of picosec-
onds to lower the peak power. Then the pulses are amplified in multipass or regenerative amplifiers. 
The high energy pulses are finally compressed to femtosecond duration.29,30 Most high energy (>5 mJ) 
lasers use grating pairs to stretch and compress pulses.

Carrier-Envelope Phase

The effects of the magnetic field of the laser on high harmonic generation can be ignored because 
the electron velocity during the three-step journey is much slower than the speed of light. The elec-
tric field of a linearly polarized laser pulse can be expressed as eL(t) = A(t)cos(w0t + jCE). Here A(t)
is the pulse envelope, w0 is the carrier frequency, jCE is the carrier-envelope (CE) phase that specifies 
the offset between the peak of the pulse envelope and the closest maximum of the oscillating field. 
To stabilize the carrier-envelope phase of the laser pulses from chirped pulse amplifiers followed by 
the hollow-core fiber compressors, the carrier-envelope offset frequency of the oscillator must first 
be stabilized. Furthermore, the CE phase drifts in the chirped pulse amplifier and in the hollow-core 
fiber compressor must be compensated.31,32 

Carrier-Envelope Offset Frequency

The technique for stabilizing carrier-envelope offset frequency was originally developed for fre-
quency metrology in 2000.33,34 Most femtosecond oscillators used for seeding amplifiers work 
at a repetition rate frep ~80 MHz. The oscillator output is a femosecond pulse train that corre-
sponds to a frequency comb. The frequency of the nth tooth of the comb is f0 + nfrep, where f0 is 
the frequency of the zeroth tooth. The rate of carrier-envelope phase change is determined by the 
offset frequency f0, which can be stabilized by using f-to-2f technology. For this to work, the laser 
spectrum must cover an octave. The f0 is measured by beating the 2nth tooth with the frequency 
doubled nth tooth, that is f0 = 2[ f0 + nfrep] – ( f0 + 2nfrep). It was found that f0 can be stabilized by 
controlling the pump power to the gain medium of chirped mirror based oscillators. When f0 is 
fixed to frep/m, the CE phase of every mth pulse from the oscillator is the same. It is common prac-
tice to choose m = 4.

FIGURE 2 A carrier-envelop phase stabilized, few-cycle laser system.
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Carrier-Envelope Phase of Chirped Pulse Amplifiers

The oscillator pulses with the same CE phase are switched out by a Pockels cell and sent to Ti:Sapphire 
amplifiers that operate at kilohertz repetition rates. When grating pairs are used to stretch and 
compress laser pulses for the chirped pulse amplification, a submicrometer change of separation 
between gratings can lead to a 2p CE phase shift.35 This effect has been used to correct the slow CE 
phase variation introduced by the amplifier components. It was accomplished by measuring the CE 
phase variation after the amplifier and using the measured signal for feedback control of the grat-
ing separation.36 The CE phase error of CPA systems can be controlled to <200 mrad over hours. 
The relative CE phase variation can be measured by a single shot f-to-2f interferometer, whereas the 
absolute phase value can be determined by a phasemeter (discussed below), which measures elec-
trons from the above-threshold ionization of atoms by the laser pulses.

Single Shot f-to-2f Interferometer

The laser pulse from the hollow-core fiber compressor is a white-light continuum that can cover an 
octave spectral range. One can select a narrow range near 1000 nm and frequency double it to inter-
fere with the light around 500 nm. The interferogram in the frequency domain is a sinusoidal fringe. 
The period of the fringe pattern is inversely proportional to the delay between the two interfering 
pulses. A CE phase shift will cause the fringes to shift. Thus by measuring the interferogram with a 
spectrometer, the CE phase variation can be measured.37 

Carrier-Envelope Phasemeter

In the three-step semiclassical model, the attosecond photon pulses are generated by the recombina-
tion of the returning electrons. A returning electron can also scatter away from the parent ion. The 
kinetic energy distribution of the rescattered electrons after the laser field vanishes can extend to 
10Up. There is also a plateau in the electron spectrum similar to the high harmonic spectrum. This 
electron emission process is called above-threshold ionization. The angular distribution of the elec-
trons is concentrated along the field polarization direction. When the laser pulse is only a few cycles 
long, the number of plateau electrons flying to one direction can be different from those to the oppo-
site direction. The asymmetry depends on the carrier-envelope phase of the laser. Thus, by simulta-
neously measuring electrons in two directions, the absolute CE phase value can be determined.38 

21.4 ATTOSECOND PULSE GENERATION

A typical attosecond pulse generation setup consists of a kilohertz femtosecond Ti:Sapphire laser 
system, a vacuum chamber where the gas target is located, and an XUV spectrometer/attosecond 
streak camera that characterizes the pulses in the spectral domain and the time domain, as shown 
in Fig. 3. The attosecond pulses are XUV or soft x-ray light that cannot propagate in air because of 
high absorption. The gas density in the laser interaction region is on the order of 1017 to 1018 atoms/cm3. 
The interaction length is typically a few millimeters for gas cells or gas jets. It should be smaller than 
the Rayleigh range of the focusing laser beam, so that the carrier-envelope phase does not change 
significantly due to the Gouy phase shift inside the target. The target is located after the focal point 
to achieve good phase-matching. 

Attosecond Pulse Train

Such pulses are generated with linearly polarized laser pulses that contain many optical cycles. 
When only the fundamental frequency is used, the spacing between two neighboring harmonic 

21_Bass_v2ch21_p001-012.indd 21.6 8/18/09 12:42:20 PM

DO
 N

OT
 D

UP
LI

CA
TE



ATTOSECOND OPTICS  21.7

peaks is two-photon energies. In the time domain, the spacing between adjacent pulses is one-half 
of an optical cycle; 1.3 fs for Ti:Sapphire lasers.7,39 The amplitude changes from pulse to pulse. 
Since many-cycle lasers (>20 fs) can be generated directly from high power (terawatt) chirped 
pulses amplifiers, the attosecond pulse energy can be high enough to perform nonlinear physics 
experiments.40 

Two-Color Gating

When the many-cycle driving laser is a combination of the fundamental frequency and its second 
harmonic, the breaking of symmetry of the laser field leads to the generation of both odd and even 
high harmonics and thus the spacing between two neighboring harmonic peaks is one photon-
energy. In the time domain, the spacing between adjacent pulses becomes a full optical cycle.41 
Such pulse trains are useful for performing experiments using the powerful attosecond streaking 
technique. 

Amplitude Gating

As the driving laser approaches a single optical cycle, the cycle-to-cycle field amplitude variation 
becomes significant. When the carrier-envelope phase of the pump laser is set to zero, the spectrum 
of the attosecond pulses generated near the peak of the laser pulse envelope extends to a shorter 
XUV wavelength range as compared to the adjacent attosecond pulses emitted when the laser field is 
weaker. As a result, the high-order harmonic spectrum becomes a continuum in the cutoff region.20 
Discrete harmonics remain in other portions of the spectrum. The shorter the driving laser is, the 
broader the XUV continuum becomes. A single isolated attosecond pulse as short as 80 attoseconds 
was obtained by selecting the continuum region of the XUV spectrum with a high-pass filter, using 
<4-fs pump lasers.21 The scaling of the attosecond pulse energy is limited by the maximum energy 
of the driving laser from the hollow-core fiber compressor. Combining this type of gating with the 
two-color gating can relax the requirement of the laser pulse duration. 

Polarization Gating

In the plateau region, four attosecond pulses are produced in one laser cycle taking into account 
both the long and short trajectory’s contributions. However, only the two pulses from the short tra-
jectory can be phase matched on axis. Consequently, the spacing between pulses is still half of a laser 
cycle. Single isolated attosecond pulses can be extracted by a scheme called polarization gating.21 It uses 
a laser field with a rapid change of ellipticity. Since XUV attosecond pulses can only be efficiently 
generated with linearly polarized driving fields, a single attosecond pulse is emitted if the laser field 

FIGURE 3 Setup for generating attosecond pulses and measuring their 
spectrum.
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is linearly polarized in only a short time range and elliptically polarized in the other portion of the 
driving pulse. The time range over which the attosecond pulse is generated is called the polariza-
tion gate. So far, single isolated XUV pulses as short as 130 attoseconds were generated with this 
method using 5 fs pump lasers.42 For the same driving laser pulse duration, polarization gating has 
the potential to generate shorter attosecond pulses because it can create a broader continuum in the 
plateau region.43 

Double Optical Gating

The few-cycle laser pulses used in amplitude gating and polarization gating are difficult to generate 
daily. A method called double optical gating was proposed to allow the generation of single isolated 
attosecond pulses with longer pump lasers.44 It is a combination of the two-color gating and the 
polarization gating. A second harmonic field is added to the fundamental field in order to break the 
symmetry of the field and increases the spacing between the adjacent attosecond pulses to one opti-
cal cycle. When the polarization gating is applied, the polarization gate width equals one optical cycle 
to select one isolated XUV pulse. The depletion of the ground state population by the leading edge 
of the laser pulses can be significantly reduced with this scheme; as a result, multicycle lasers can 
be used. This scheme has been demonstrated with laser pulses as long as 20 fs. Since such lasers do 
not necessarily need hollow-core fiber compressors, they are much easier to operate. The laser pulse 
energy can also be much higher, which is important for the energy scaling of the attosecond pulses. 

21.5 ATTOSECOND PULSE CHARACTERIZATION 

Measurement of the optical pulse duration requires a temporal gate. For femtosecond lasers, non-
linear optics phenomena such as second harmonic generation can serve as the gating, which is 
the foundation of widely implemented autocorrelation and the frequency-resolved optical gating 
(FROG) techniques.45 The intensity of the attosecond pulses is not high enough to generate second 
harmonic light yet. Most of the methods for determining the width of the attosecond pulses require 
the measurements of photoelectrons or ions. The XUV beam is focused to a gas target to generate 
the photoelectrons/ions. The charged particles are detected by a time-of-flight spectrometer. A second 
beam, either an XUV or an intense laser beam is also focused to the same target, overlapping spa-
tially and temporally with the first beam. The interaction of the two pulses in the gas serves as the 
temporal gate. A typical setup is shown in Fig. 4, where the attosecond XUV pulses are generated in 
the first gas target and are measured in the second gas target. Similar apparatus have been used for 
studying electron dynamics in atoms.

FIGURE 4 Setup for measuring the attosecond pulse duration.
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Second-Order Autocorrelator or FROG

This technique resembles the second harmonic autocorrelation in femtosecond optics. Ionization of 
atoms (such as helium) or Coulomb explosion of molecules (such as N2) by nonresonant two-photon 
absorption can serve as the nonlinearity. The ion signal as a function of the time delay between the 
two attosecond pulses is measured to yield the second order autocorrelation function.40 By assuming 
a certain pulse shape, the pulse duration can be obtained by fitting the autocorrelation trace. The 
interferometric second-order autocorrelations have been used to characterize attosecond pulse trains 
generated with low-repetition rate femtosecond lasers with tens of millijoule pulse energy. 

When the photoelectron kinetic energy spectrum is measured as a function of the delay, a two-
dimensional frequency-resolved optical gating pattern is obtained. Both the phase and pulse profile 
of subfemtosecond pulses can be reconstructed using this method.46

RABITT (Reconstruction of Attosecond Beating by 
Interference of Two-Photon Transition)

When the attosecond pulse train is generated with the fundamental wave of kilohertz lasers, the 
intensity of the XUV light may not be strong enough to cause measurable nonlinear effects. A cross-
correlation method based on the two-color above-threshold ionization was developed to determine 
the duration of the pulses in the train.7 A high harmonic beam interacting with atomic gases alone 
will generate photoelectron peaks separated by two laser photon-energies. Adding a dressing laser 
with intensity of 1011 W/cm2 generates an electron sideband located in the middle of two peaks. By 
measuring sideband intensity as a function of the delay between the XUV pulse and the dressing 
laser, relative phase between adjacent harmonics can be determined. Combining this with the high 
harmonic power spectrum, one can deduce the attosecond pulse duration. This approach assumes 
that the width of all the pulses in the train is the same. 

Attosecond Streak Camera

The photoelectron replicas generated by attosecond XUV pulses have durations shorter than the 
optical cycle of the driving lasers. When the photoelectrons are released in the presence of a laser 
field, their momentum after the laser pulse is gone will be different from the initial value. The 
momentum shift is determined by the vector potential of the laser field at the time the electron is 
released. Thus, the leading edge of the electron pulse will gain an additional momentum that is 
different from the electron in the trailing edge. By measuring the momentum distribution of photo-
electrons, the width of the photoelectron pulse (and thus the XUV pulse) can be determined.47,48 The 
required laser intensity is on the order of 1012 to 1013 W/cm2. This approach is similar to the pico-
second optical streak camera. It has been used to measure single isolated attosecond pulses and the 
pulse trains generated from the two-color gating. It is, however, difficult to measure pulses with half 
laser cycle spacing with this method.

FROG-CRAB (Frequency-Resolved Optical Gating for 
Complete Reconstruction of Attosecond Bursts)

The momentum streaking of the photoelectrons in a laser field can also be described as the phase 
shift of an electron wave packet. The phase shift of the electron wave by the laser field can be con-
sidered as a temporal phase gate, G(t). When the photoelectron spectrum is measured as a function 
of the delay t between the XUV field εx t( ) and the laser field, a FROG trace is obtained, given by 

S E dt t G t ex
j E I tp( , ) ( ) ( ) .( ) /τ ε τ= −

−∞

∞ +∫ �
2

 Here E is the energy of the photoelectron. Such a spectrogram 

can be processed using a FROG retrieval algorithm to fully characterize the XUV pulse as well as the 
electric field of the near IR laser pulse.49,50 This method works well for measuring both attosecond 
pulse trains and single isolated pulses.
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22.1 INTRODUCTION AND OVERVIEW

For laser applications in which measurement precision is a key feature, frequency-stabilized lasers 
are preferred, if not essential. This observation was true in the gas laser days when the 10−6 fractional 
Doppler width set the uncertainty scale. Now we have diode-pumped solid state lasers with fractional 
tuning range approaching 10−2 or more, and laser diode systems with several percent tuning. Such 
tuning is useful to find the exact frequency for our locking resonance, but then stabilization will be 
essential. Locking to cavities and atomic references can provide excellent stability, even using a widely 
tunable laser source. Indeed, laser frequency stability between independent systems has been demon-
strated at 1 × 10−15 in 1 s averaging time, and more than a decade better at 300 seconds. This incredible 
performance enhancement is possible because of a feedback system, beginning from measurement of 
the laser’s frequency error from our chosen setpoint, suitable processing of this error signal by a filter/
amplifier system, and finally application of a correction signal to an actuator on the laser itself, which 
changes its frequency in response. While such feedback in response to performance may be the most 
important principle in evolution, in machines and lasers feedback enables the design of lighter, less 
costly systems. The accuracy is obtained, not by great bulk and stiffness, but rather by error correction, 
comparing the actual output against the ideal. This continuous correction will also detect and suppress 
the system’s internal nonlinearity and noise. The performance limitation ultimately is set by imprecision 
of the measurement, but naturally there is a lot of care required to get into that domain: we must have a 
very powerful and accurate correction effort to completely hide the original sins.

This chapter is our attempt to lead the worker newly interested in frequency control of lasers on a 
guided tour of stabilized lasers, ideally providing enough insight for recruiting yet another colleague into 
this wonderful arena. As nonlinear optics becomes just part of our everyday tools, the buildup cavities 
which enhance the nonlinear couplings are taking on a more critical role: this is the reason that we focus 
on the taming of piezoelectric-based (PZT-based) systems. We then cover locking with other transduc-
ers, and present some details about their construction and use. We consider the frequency discriminator, 
which is a key element for these control systems. The chapter concludes with description of the design 
and performance of several full practical systems, including subhertz linewidth systems.

∗Matthew S. Taubman is now with the Pacific Northwest National Laboratories, Richland WA. 
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Quantifying Frequency Stability

In thinking about the stability of our lasers, one may first wonder whether time- or frequency-
domain pictures will be more powerful and instructive. Experience shows that time-domain per-
turbations of our lasers are usually associated with unwelcome sounds—door slamming, telephone 
bells, and loud voices. Eventually these time-localized troubles can be eliminated. But what remains 
is likely the sum of zillions of smaller perturbations: none too conspicuous, but too many in number 
to attack individually. This perspective leads to a frequency-domain discussion where we can add the 
Fourier amplitudes caused by the many little sources. Eventually we are led to idealize our case to a 
continuum of spectrally-described perturbations. This physical outlook is one reason we will mainly 
be specifying our performance measures in the frequency domain: We have already removed the few 
really glaring problems and now begin to see (too) many small ones.

Another important issue concerns the nifty properties of Mr. Fourier’s description: in the fre-
quency domain, cascaded elements are represented by the multiplication of their individual transfer 
functions. If we had chosen instead the time domain, we would need to work with convolutions, 
nonlocal in time. Today’s result in time is the sum of all previous temporal events that have the 
proper delay to impact us now. So it seems clear that frequency domain is good for analysis. What 
about describing the results?

Frequency versus Time: Drift—the Allan Variance Method

At the other end of our laser stabilization project, describing the results, it is convenient to measure 
and record the frequency as a function of time. We can measure the frequency averaged over one-
second gating time, for example, and stream 100 points to a file. This would be a good way to see the 
variations around a mean for the 1-second time intervals. This measurement could be repeated using 
a succession of gate times, 3 s, 10 s, 30 s, 100 s. . . . Surely it will be attractive to make this measure-
ment just once and numerically combine the data to simulate the longer gate times. Thinking this 
way brings us a new freedom: we can process this data to recover more than just the mean and the 
standard deviation. Of course, we can expect to eventually see some drift, particularly over long times. 
When we look at the drift and slowly varying laser frequency, one wishes for a method to allow us to 
focus on the random noise effects which are still visible, even with the extended gate times. This is 
where the resonance physics is, while the drift is mainly due to technical problems. Dave Allan intro-
duced the use of first differences, which has come to be called the Allan Variance method.1 If we take 
the difference between adjacent samples of the measured frequency, we focus on the random processes 
which are averaged down to small, but not insignificant values within each gate time t. These first dif-
ferences (normalized by 1/√2 to account for random noise in each entry) form a new data set which is 
first-order insensitive to long-term processes such as drift which dominate the directly recorded data.

Essentially the Allan Variance calculation presents us with a display of the laser’s fractional fre-
quency variation, sy, as a function of the time over which we are interested. At medium times, say t 
of a few seconds, most laser stabilization systems will still be affected by the random measurement 
noise arising from shot noise and perhaps laser technical noise. At longer times the increased signal 
averaging implies a smaller residual fluctuation due to random processes. It is easy to show that the 
dependence of sy versus t can be expected to be 1/t 1/2, in the domain controlled by random (white) 
noise. The Allan deviation also has a great utility in compressing our statement of laser stability: we 
might say, for example, “the (in-)stability is 2 × 10−12 at 1 second, with the 1/t 1/2 dependence which 
shows that only random noise is important out to a time of 300 s.”

Allan Deviation Definition

With a counter linked to a computer, it is easy to gather a file of frequency values fi measured in suc-
cessive equal gate time intervals, tg. Usually there is also some dead time, say td, while the counter-to-
computer data transfers occur via the GPIB connection. This leads to a sample-to-sample time interval 
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of ts = tg + td. Allan variance is one half of the average squared difference between adjacent samples, and 
the usually quoted quantity, the Allan Deviation, is the square root of this averaged variance,

 σ τy n
n

N

nN
f f( )

( )
( )

/

=
−

−
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

+
=

−

∑1

2 1 1
1

1
2

1 2

 (1)

The dependence of sy upon the measuring time t contains information essential for diagnosis of 
the system performance. These values for several times can be efficiently calculated from the (large) 
data set of frequencies observed for a fixed minimum gate time by adding together adjacent mea-
surements to represent what would have been measured over a longer gate time. (This procedure 
neglects the effects of the small dead-time td , which are negligible for the white frequency noise 1/√t 
of usual interest but, for systems with drift and increased low-frequency noise, the dead-time effects 
can seriously impact the apparent results.) In any case, fewer samples will be available when the syn-
thetic gate time becomes very long, so the uncertainty of this noise measurement increases strongly. 
Usually one insists on three or four examples to reduce wild variations, and so the largest synthetic 
gate time tmax will be taken to be the total measurement time/3. For a serious publication we might 
prefer 5 or 10 such synthetic measurements for the last point on the graph.

The Allan Deviation has one curiosity in the presence of a distinct sinusoidal modulation of 
the laser’s frequency: when the gate time is 1/2 the sinusoid’s period, adjacent samples will show 
the maximum deviation between adjacent measurements, leading to a localized peak in sy versus t. 
Interestingly, there will be “ghosts” or aliases of this when the gate time/modulation period ratio 
is 1/4, 1/8, and so on. For longer gate times compared with the modulation, some fractional cycle 
memories can be expected also. So a clean slope of –1/2 for a log-log plot of sy versus t shows that 
there is no big coherent FM process present.

Historically, Allan Variance has been valuable in locating time scales at which new physical pro-
cesses must be taken into account. For example, at long times it is usual for a laser or other stable 
oscillator to reach a level of unchanging sy versus t. We speak of this as a “flicker” floor. It arises 
from the interplay of two opposing trends: the first is the decreasing random noise with increas-
ing t (decreasing sy versus t). At longer times one sees an increasing sy versus t, due to drifts in the 
many system parameters (electronic offsets, temperature . . .), which make our lasers lock at points 
increasingly offset from the ideal one. If we wait long enough, ever larger changes become likely. So 
for several octaves of time, the combination of one decreasing and one increasing contribution leads 
to a flat curve. Eventually significant drift can occur even within one measurement time, and this 
will be mapped as a domain of rising sy increasing as the +1 power of t.

It is useful to note that the frequency/time connection of the Allan Variance transformation 
involves very strong data compression and consequently cannot at all be inverted to recover the 
original data stream in the way we know from the Fourier transform pair. However in the other 
direction, we can obtain the Allan Deviation from the Phase Spectral Density.2

Spectral Noise Density

As noted earlier, when the number of individual contributions to the noise becomes too large to 
enumerate, it is convenient to move to a spectral density form of representation. To carry this idea 
forward, two natural quantities to use would be the frequency deviations occurring at some rate and 
the narrow bandwidth within which they occur. To work with a quantity that is positive definite and 
has additive properties, it is convenient to discuss the squared frequency deviations <(f 2

N)> which 
occur in a noise bandwidth B around the Fourier frequency f. This Frequency Noise Power Spectral 
Density, Sf ≡ <( f 2

N)>/B, will have dimensions of Hz2 (deviation2)/Hz (bandwidth). The summation 
of these deviations over some finite frequency interval can be done simply by integrating Sf between 
the limits of interest.

Connecting Allan Deviation and Spectral Density Sometimes one can estimate that the system has 
a certain spectrum of frequency variations described by Sf (f ), and the question arises of what Allan 
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Deviation this would represent. We prefer to use the Allan presentation only for experimental data. 
However Ref. 2 indicates the weighted transform from Sf to Allan Variance.

Connecting Linewidth and Spectral Density A small surprise is that an oscillator’s linewidth gener-
ally will not be given by the summation of these frequency deviations! Why? The answer turns on 
the interesting properties of Frequency Modulated (FM) signals. What counts in distributing power 
is the Phase Modulation Index b, which is the peak modulation-induced phase shift or, equivalently, 
the ratio of the peak frequency excursion compared with the modulation rate. Speaking of pure tone 
modulation for a moment, we can write the phase-modulated field as
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where Ω is the “carrier” frequency, and w = 2p f and its harmonics are the modulation frequencies. 
The frequency offset of one of these “sidebands,” say the nth one, is n times the actual frequency of 
the process’ frequency f. The strength of the variation at such an nth harmonic decreases rapidly for 
n > b according to the Bessel function Jn(b). We can distinguish two limiting cases.

Large excursions, slow frequency rate This is the usual laboratory regime with solid state or 
HeNe and other gas lasers. The dominant perturbing process is driven by laboratory vibrations 
that are mainly at low frequencies (5–200 Hz). The extent of the frequency modulation they pro-
duce depends on our mechanical design, basically how efficient or inefficient an “antenna” have 
we constructed to pick up unwanted vibrations. Clearly a very stiff, lightweight structure will have 
its mechanical resonances at quite high frequencies. In such case, both laser mirrors will track with 
nearly the same excursion, leading to small differential motion, i.e., low pickup of the vibrations in 
the laser’s frequency. On the other hand, heavy articulated structures, particularly mirror mounts 
with soft springs, have resonances in the low audio band and lead to big FM noise problems. A 
typical laser construction might use a stiff plate, say 2 inches thick of Al or honeycomb-connected 
steel plates. The mirror mounts would be clamped to the plate, and provide a laser beam height of 
2 inches above the plate. Neglecting air pressure variations, such a laser will have vibration-induced 
excursions (<f 2

N >)1/2 of << 100 kHz. An older concept used low expansion rods of say 15 mm 
diameter Invar, with heavy Invar plates on the ends, and kinematic but heavy mirror mounts. This 
system may have a vibration-induced linewidth (<f 2

N >)1/2 in the megahertz range. Only when the 
“rods” become several inches in diameter is the axial and transverse stiffness adequate to suppress 
the acceleration-induced forces. With such massive laser designs we have frequency excursions of 
tens to thousands of kilohertz, driven by low-frequency laboratory vibrations in a bandwidth B < 1 kHz. 
In this case (<f 2

N >)1/2 >> B, and the resulting line shape is Gaussian. The linewidth is given by Ref. 3, 
ΔfFWHM = [8 ln(2) (<f 2

N >) ]1/2 ≅ 2.355 (<f 2
N >)1/2.

The broadband fast, small excursion limit This is the domain in which we can usually end up if 
we can achieve adequate servo gain to reduce the vibration-induced FM. Since the drive frequency of 
the perturbation is low, it is often feasible to obtain a gain above 100, particularly if we use a speedy 
transducer such as an acousto-optic modulator (AOM) or an electro-optic modulator (EOM). In 
general we will find a noise floor fixed, if by nothing else than the broadband shot noise which forms 
a minimum noise level in the measurement process. Here we can expect small frequency excursions 
at a rapid rate, (<f 2

N >)1/2 << B, leading to a small phase modulation index. If we approximate that 
the Spectral Noise Frequency Density Sf = (<f 2

N >)/B is flat, with the value Sf Hz2 (deviation2)/Hz 
(bandwidth), then the linewidth in this domain is Lorentzian,3 with the ΔfFWHM = pSf = p(<f 2

N >)/B.
This summary of frequency-domain measures is necessarily brief and the interested reader may find 

additional discussion useful.3–5 A number of powerful consequences and insights flow from rework-
ing the above discussions in terms of a Phase Noise Power Spectral Density, Sf = Sf/f

2. The National 
Institute of Standards and Technology (NIST) Frequency and Time Division publishes collections 
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of useful tutorial and overview articles from time to time. The currently available volume2 covers these 
topics in more detail. Vendors of rf-domain spectrum analyzers also have useful application notes.6 

22.2 SERVO PRINCIPLES AND ISSUES7,8

Bode Representation of a Servo System

We will describe our systems by transfer functions, output/input, as a function of Fourier frequency w. 
We begin purely in the domain of electronics. The amplifier gain is G(w). The electrical feedback is 
represented as H(w). Both will have voltage as their physical domain, but are actually dimensionless 
in that they are output/input ratios. Considering that we will have to represent phase of these AC 
signals, both G(w) and H(w) will generally be complex. It will be fundamental to view these func-
tions with their dependence on frequency, for both the amplitude and phase response.

Imagine a closed loop system with this amplifier as the forward gain G(w) between input Vi and 
output Vo. Some fraction of the output is tapped off and sent back to be compared with the actual 
input. For more generality we will let H(w) represent this feedback transfer ratio. The actual input, 
minus this sampled output will be our input to our servo amplifier G(w). After a line of algebra we 
find the new gain of the closed loop—in the presence of feedback—is
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A particularly instructive plot can be made for the product G(w)H(w), called the “open loop gain,” 
which appears in the denominator. In this so-called Bode plot, the gain and phase are separately 
plotted. Also, from inspection of Eq. (3) we can learn one of the key advantages which feedback 
brings us: if the feedback factor GH were >>1, the active gain G would basically cancel out and we 
would be left with Acl ~1/H. We imagine this feedback channel will be passive, formed from nearly 
ideal nondistorting components. The noise, exact value of the gain, and distortion introduced by 
it are seen to be nearly unimportant, according to the large magnitude of 1 + GH. Gentle amplifier 
overload will lead to overtone production, but could alternatively be represented by a decrease of 
G with signal. Since the output doesn’t depend sensitively upon G anyway, we are sure these distor-
tion products and internally generated noise will be suppressed by the feedback. We can identify the 
denominator 1 + GH as the noise and distortion reduction factor.

What is the cost of this reduced dependence on the active components G(w) and their defects? 
Basically it is that the gain is reduced and we must supply a larger input signal to obtain our desired 
output. For a music system one can then worry about the distortion in the preamplifier system. 
However, we want to make quiescent lasers, without the slightest hint of noise. So it is nice that the 
amplification of internal noise is reduced.

To be concrete, the circuit of Fig. 1 represents a common building block in our servo design. It 
also represents a simple case of feedback. We show it as a current summing input node: the subtrac-
tion at the input arises here because the sign of the gain is negative. With the nearly ideal high-gain 
operational amplifiers now available, G >> 1 and we can closely approximate the closed loop gain 
by 1/H(w), yielding a flat gain above and a rising gain below some corner frequency w0 = 1/t0, with
t0 = Rf C. Remember 1/H(w) is the closed loop gain between Vo and Vi . To find the exact relationship 
between the signals Vs and Vo, we notice the related voltage-divider effect gives V H Vi s= −( ( ))1 ω , which 
leads to 
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The negative sign arises from the fact that the forward gain is negative. When the corner frequency w0 is 
chosen to be sufficiently high, we may have to consider the bandwidth issue of the OpAmp: G(w) could 
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22.6  SOURCES

start to roll off and no longer satisfy the approximation of G >> 1. A more complex network is needed 
to compensate for the gain roll-off and that is exactly the topic of feedback we wish to cover below.

Phase and Amplitude Responses versus Frequency

We can plot9 the gain magnitude and phase of this elementary feedback example in Fig. 1, where we 
can see the flat gain at high frequencies and the rising response below w0. Our laser servo designs 
will need to echo this shape, since the drift of the laser will be greater and greater at low frequencies, 
or as we wait longer. This will require larger and larger gains at low frequencies (long times) to keep 
the laser frequency nearby our planned lock point. The phase in Fig. 1 shows the lag approaching 
90° at the lowest frequencies. (An overall minus sign is put into the subtractor unit, as our circuit 
shows an adder.) The time-domain behavior of this feedback system is a prompt inverted output, 
augmented later by the integration’s contribution.

As a first step toward modeling our realistic system, Fig. 2 shows the laser included in our control 
loop. The servo system’s job is to keep the laser output at the value defined by the reference or setpoint 
input. Some new issues will arise at the high-frequency end with the physical laser, as its piezo-electric 
transducer (PZT) will have time delay, finite bandwidth, and probably some resonances. 
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FIGURE 1 Phase and amplitude response of a Proportional-Integral (PI) amplifier circuit. The PI func-
tion is implemented using an inverting OpAmp.
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FIGURE 2 Model of laser system, including frequency 
noise, as part of a servo control loop.
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LASER STABILIZATION  22.7

One way we should expand the model is to include the laser’s operation as a frequency trans-
ducer, converting our control voltage to a frequency change. Probably the laser will have some 
unwanted frequency noises, and in Fig. 3 we can indicate their unwanted contributions arriving 
in the optical frequency discriminator, which functions like a summing junction. The emitted 
laser field encounters an optical frequency discriminator and the laser frequency is compared with 
the objective standard, which we will discuss below. In our diagram we show this laser frequency 
discriminator’s role as an optical frequency–to–voltage converter element. More exactly, laser fre-
quency differences from the discriminator’s reference setpoint are converted to voltage outputs. Laser 
amplitude noises (due to the intrinsic property of the laser itself or external beam propagation) and 
vibration effects on the discriminator will appear as undesired additive noises also. 

The first simple idea is that the feedback loop can be closed when the servo information, carried 
as a voltage signal in our amplifier chain, is converted to a displacement (in meters) by the PZT, 
then into laser frequency changes by the laser’s standing-wave boundary condition. As the length 
changes, the “accordian” in which the waves are captive is expanded or compressed, and along with 
it the wavelength and frequency of the laser’s light. 

A second truth becomes clear as well: there is freedom in designating the division into the for-
ward gain part and the feedback path part. Actually, we probably would like the laser to be tightly 
locked onto the control cavity/discriminator, and then we will tune the whole system by chang-
ing the set point, which is the discriminator’s center frequency. This leads us to view the optical 
frequency discriminator as the summing junction, with the amplifier and PZT transducer as the 
forward gain part. The output is taken as an optical frequency, which would be directly compared to 
the setpoint frequency of the discriminator. So the feedback path H = 1.

We should consider some magnitudes. Let KPZT represent the tuning action of the PZT transducer, 
expressed as displacement meter per volt. A typical value for this would be KPZT = 0.5 nm/V. The laser 
tunes a frequency interval c/2L for a length change by l/2, so the PZT tuning will be ~600 V/order at 
633 nm.

  K K
c

LV PZT= 2

2λ
  (5)

So we obtain a tuning sensitivity KV ~ 800 kHz/V tuning for a foot-long laser, assuming a disk-type 
PZT geometry. See the section below on PZT design.

Measurement Noise as a Performance Limit—It Isn’t

Usually our desire for laser stability exceeds the range of the possible by many orders, and we soon 
wonder about the ultimate limitations. Surely the ultimate limit would be due to measurement 
noise. However, we rarely encounter the shot-noise-limited case, since the shot noise-limited S/N of 
a 100 μW locking signal is ~6 × 106 in a 1 Hz bandwidth. (See section on “The Optical Cavity-Based 
Frequency Discriminator” later.) Rather we are dealing with the laser noise remaining because our 
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Amplitude noise

Quantum noise

Amplifier 
noise

Mechanical 
noise

Optical beam
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FIGURE 3 Detailed model of a frequency-controlled laser.
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22.8  SOURCES

servo gain is inadequate to reduce the laser’s intrinsic noise below the shot noise limit, the clear cri-
terion of gain sufficiency. So our design task is to push up the gain as much as possible to reduce the 
noise, limited by the issue of stability of the thus-formed servo system.

Closed-Loop Performance Expectations When Transducer 
Resonance Limits the Usable Gain

Servo Stability: Larger Gain at Lower Frequencies, Decreasing to Unity Gain and Below Our need 
for high gain is most apparent in the low-frequency domain ~1 kHz and below. Vibrations abound 
in the dozens to hundreds of hertz domain. Drifts can increase almost without limit as we wait lon-
ger or consider lower Fourier frequencies. Luckily, we are allowed to have more gain at low frequen-
cies without any costs in stability. At high frequencies, it is clear we will not help reduce our noise 
if our correction is applied too late and so no longer has an appropriate phase. One important way 
we can characterize the closed-loop behavior of our servo is by a time delay tdelay. Here we need to 
know the delay time before any servo response appears; a different (longer) time characterizes the 
1/e response. The latter depends on the system gain, while the ultimate high-speed response possible 
is controlled by the delay until the first action appears. A good criterion is that the useful unity gain 
frequency can be as high as ft = 1/(2p tdelay), corresponding to 1 rad extra phase-shift due to the delay. 
Below this ultimate limit we need to increase the gain—increase it a lot—to effectively suppress the 
laser’s increased noise at low frequencies. This brings us to address the closed-loop stability issue.

Closed-Loop Stability Issues

One can usefully trace the damping of a transient input as it repetitively passes the amplifier and 
transducer, and is reintroduced into the loop by the feedback. Evidently stability demands that the 
transient is weaker on each pass. The settling dynamics will be more beautiful if the second-pass 
version of the perturbation is reduced in magnitude and is within say ±90° of the original phase. 
Ringing and long delay times result when the return phasor approaches −1 times the input signal 
vector, as then we are describing a sampled sinewave oscillation. These time-domain pictures are 
clear and intuitive, but require treatment in terms of convolutions, so here we will continue our dis-
cussion from the frequency-domain perspective that leads to more transparent algebraic forms. We 
can build up an arbitrary input and response from a summation of sinusoidal inputs. This leads to 
an output as the sum of corresponding sinusoidal outputs, each including a phase shift. 

In our earlier simple laser servo example, no obvious limitation of the available closed-loop 
gain was visible. The trouble is we left out two fundamental laboratory parasites: time delay, as just 
noted, and mechanical resonances. We will usually encounter the mechanical resonance problem in 
any servo based on a PZT transducer. For design details, see the “Practical Issues” section. A reason-
able unit could have its first longitudinal resonance at about 25 kHz, with a Q ~10. In servo terms, 
the actual mechanical PZT unit gives an added 2-pole roll-off above the resonance frequency and a 
corresponding asymptotic phase lag of 180°. Including this reality in our model adds another trans-
fer function RPZT = w0

2/(w0
2 + 2w h w0 + w 2), where w0 is 2p times the resonance frequency, and

h = 1/2Q is the damping factor of the resonance. This response is shown in Fig. 4.
We now talk of stabilizing this system. The elements are the laser and some means to correct its 

frequency, a frequency discriminator to measure the difference between the actual and the setpoint 
frequencies, and a feedback amplifier. Here we propose to do the frequency control by means of a 
PZT transducer to change the laser frequency. For the present discussion, we assume the frequency 
discriminator has a flat response. For the feedback amplier, the first appealing option is to try a 
pure integrator. The problem then is that we are limited in gain by the peakheight of the resonance 
which must remain entirely below unity gain to avoid instability. In Fig. 5 case (a) we see that the 
unity gain frequency is limited to a value of 1.5 kHz. Some margin is left to avoid excessive ringing 
near the resonant frequency, but it is still visible in the time domain. Techniques that help this case 
include a roll-off filter between the unity gain and PZT resonance frequencies.
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LASER STABILIZATION  22.9

Figure 5 shows the “open loop” gain function GH of the feedback equation, and the correspond-
ing phase response. We already noted the dangerous response function of −1 where the denominator 
of Eq. (3) vanishes. In the time-domain iterative picture, the signal changes sign on successive passes 
and leads to instability/oscillation. We need to deal with care as we approach near this point in order 
to obtain maximum servo gain: it is useful to consider two stability margins. The phase stability margin 
is the phase of the open-loop function when the gain is unity. It needs to be at least 30°. The gain
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FIGURE 4 The amplitude and phase response of a tubular PZT transducer 
and an 8-mm-diameter by 5-mm-thick mirror. The resonance is at 25 kHz with a 
Q of 10. 
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pole low pass at 6 kHz inserted. Now unity gain can increase to 6 kHz and time response is ~3-fold faster. Small arrows in the 
graph indicate the phase margin at the unity gain frequency (gain = 0 dB) and gain margin at a phase shift of –180°.
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margin is the closed loop gain when the phase is 180°. In Fig. 5 case (a) we see that the phase is not 
shifted very much until we really “sense” the amplitude increase from the resonance. So this reso-
nance may tend to fix an apparently solid barrier to further servo improvement. But as shown in Fig 5 
case (b), just a low-pass to push down the PZT resonance is very helpful.

In fact, there are many ways of improving the low frequency gain of this system. They include: 
(1) imposing yet another high frequency roll-off (or multi-pole low pass filter) just before the resonance 
thus pushing its height down and allowing the open loop transfer function to come up, (2) adding 
lag compensators before the resonance to push the low frequency gain up while keeping the high 
frequency response relatively unchanged, (3) adding a lead compensator just above the resonance to 
advance the phase and increase the unity gain point, (4) or placing a notch at the resonant frequency 
to “cut it out” of the open loop transfer function. The last two options in this list are quite promising 
and are discussed in more detail below.

Proportional Integral Derivative (PID) Controller versus Notch Filters Like many “absolute” bar-
riers, it is readily possible to shoot ahead and operate with a larger closed loop bandwidth than that 
represented by the first PZT resonance. The issue is that we must control the lagging phase that 
the resonance introduces. A good solution is a differentiator stage, or a phase lead compensator, 
which could also be called a high frequency boost/gain-step circuit. In Fig. 6 case (a) we show the 
Bode plot of our PZT-implemented laser frequency servo, based on a PID (Proportional Integral 
Differentiator) controller design. Just a few moments of design pay a huge benefit, as the unity gain 
frequency has now been pushed to 40 kHz, almost a factor of 2 above the PZT’s mechanical reso-
nance. For this PID controller example, unity gain occurs at a 7-fold increased frequency compared 
with Fig. 5 case (b). Thus at the lower frequencies we would hope to have increased the servo gain 
by a useful factor of 7x or 17 dB. However, comparison of Fig. 5 (b) and 6 (a) shows that the low fre-
quency gain is hardly changed, even though we greatly increased the servo bandwidth. 

So, how do we go forward? We could in principle continue to increase the gain and unity gain 
frequency, but this is not really practical, however, since we will again be limited by additional 
structure resonances that exist beyond the first resonance. Also, the Derivatives needed to tame 
these resonances cost low frequency gain, and it is hard to win overall system performance. To make 
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FIGURE 6 Two methods of working through and beyond a resonance. (a) PID controller where the Derivative term advances 
the phase near the resonance. (b) Adding a notch is a better approach, where the notch function approximates the inverse of the 
resonance peak. Transient response settles much more quickly. Again, we use the small arrows in the graph to indicate the phase 
margin at the unity gain frequency.
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LASER STABILIZATION  22.11

progress, we use a notch as an alternative technique to suppress the resonance. Now a D term is not 
needed, and we can conserve the gain at low frequencies. The notch filter, combined with a PI stage, 
gives unity gain at higher frequencies, and increases gain for low ones. See Fig. 6 case (b). Then Fig. 7 
compares adding another PI stage to the two cases of Fig. 6, adding a PID in (a) and a Notch plus PI 
in (b). The time-domain approach, shown in Fig. 7, shows case (b) settles rather nicely. And the gain 
has increased more than 20 dB at frequencies of 1 kHz and below. So this is very encouraging.

While we have come to the cascaded-integrators approach cautiously in this discussion, in fact 
at least 2 integrators would always be used in practice. Workers with serious gain requirements, 
for example, the LIGO and VIRGO interferometric gravitational wave detector groups, may 
use the equivalent of 4 cascaded integrators! Such a design is “conditionally stable” only, meaning 
that the gain cannot be smoothly reduced or increased. Such aggressive stabilizer designs have their 
place, but not for a first design!

“Rule of Thumb” PID Design for System with a Transducer Resonance Optimizing servo perfor-
mance is an elegant art, turned into science by specification of our “cost function” for the system 
performance shortcomings. In the case that we wish to minimize the time-integrated magnitude of 
the residuals following a disturbance, one comes to the case studied by Ziegler and Nichols for the 
PID controller used in a system with a combined roll-off and time delay.8 Such a case occurs also in 
thermal controllers. With only the P term, one first looks for the frequency fosc where the system first 
oscillates when the gain is increased. The PD corner is then set 1.27× higher than this fosc, the P gain 
is reset at 0.6 of the oscillation gain, and the PI corner is set at 0.318 times the oscillation frequency. 
This “rule of thumb” design of the phase compensation produces a transient response which settles 
reasonably well, so as to minimize the Time Integrated Error. For phase-locking lasers, a cost func-
tion with more emphasis on long-lasting errors leads to another kind of “optimum” tuning, but with 
qualitatively similar results.

When a notch is used to suppress the resonance, there is no longer an anomalous gain at the res-
onant frequency and one is returned to the same case as in its absence. A reasonable servo approach 
to using two PI stages is to design with only one, achieving the desired unity gain frequency. The 
second PI is then added to have its corner frequency at this same point or up to 10-fold lower in 
frequency, depending on whether we wish the most smooth settling or need the highest feasible 
low frequency gain. Figures 6b and 7 show the Bode plot of such designs, along with the system’s 
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closed-loop transient response. An elegant strategy is to use adaptive clamping to softly turn on the 
extra integrator stage when the error is small enough, thus dynamically increasing the order of the 
controller when it will not compromise the dynamics of recovery.

22.3 PRACTICAL ISSUES

Here we offer a number of important tidbits that are useful background material for a successful 
application of the grand schemes discussed above.

Frequency Discriminators for Laser Locking—Overview

So far we have devoted our main effort to addressing the issues of the feedback scheme. Of equal 
importance is the subject of frequency reference system. After all, a good servo eliminates intrinsic 
noises of the plant (laser), and replaces them with the measurement noise associated with the ref-
erence system. Indeed, development of prudent strategies in high precision spectroscopy and the 
progress of laser stabilization have been intimately connected to each other through the years,10 with 
the vigorous pursuit of resolution and sensitivity resulting in amazing achievements in both fields. 

To stabilize a laser, one often employs some kind of resonance information to derive a frequency/
phase-dependent discrimination signal. The resonance can be of material origin, such as modes of 
an optical interferometer; or of natural origin, such as atomic or molecular transitions. If the desired 
use of a stabilized laser is to be an optical frequency standard, its long-term stability or reproduc-
ibility will be key, so the use of a natural resonance is preferred. Reproducibility is a measure of the 
degree to which a standard repeats itself from unit to unit and upon different occasions of opera-
tion. The ultimate reproducibility is limited to the accuracy of our knowledge of the involved transi-
tions of free atoms or molecules. The term “free” means the resonance under study has a minimum 
dependence on the laboratory conditions, such as the particle moving frame (velocity), electromag-
netic fields, collisions, and other perturbations. To realize these goals, modern spectroscopy has 
entered the realm of quantum-limited measurement sensitivities and exquisite control of internal 
and external degrees of freedom of atomic motions. 

A careful selection of a high-quality resonance can lead to superior system performance and 
high working efficiency. For example, the combined product of the transition quality factor Q and 
the potential signal-to-noise ratio (S/N) is a major deciding factor, since this quantity controls the 
time scale within which a certain measurement precision (fractional frequency) can be obtained. 
This importance is even more obvious when one considers the waiting time for a systematic study 
is proportional to the inverse square of (Q × S/N). A narrower transition linewidth of course 
also helps to reduce the susceptibility to systematic errors. The resonance line shape is another 
important aspect to explore. By studying the line shape we will find out whether we have come to 
a complete understanding of the involved transition and whether there are other unresolved small 
lines nearby ready to spoil our stabilization system. 

Sometimes it may not be sufficient to use the natural resonance alone for stabilization work, or 
may not be necessary. The saturation aspect of the atomic transition limits the attainable S/N. To 
stabilize a noisy laser we need to use, for example, an optical resonator, which can provide a high-
contrast and basically unlimited S/N of the resonance information. Careful study of the design and 
control of the material properties can bring the stability of material reference to a satisfactory level. 
See below for a more detailed discussion on this topic. 

Ideally, a resonance line shape is even symmetric with respect to the center frequency of the reso-
nance, and deviations from this ideal case will lead to frequency offsets. However, for the purpose 
of feedback, the resonance information needs to be converted to an odd symmetric discriminator 
shape: we need to know in which direction the laser is running away from the resonance. A straightfor-
ward realization of an error signal using direct absorption technique is to have the laser tuned to the side 
of resonance.11 The slope of the line is used to convert the laser frequency noise to amplitude information 
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LASER STABILIZATION  22.13

for the servo loop. This technique is essentially a DC approach and can suffer a huge loss in S/N due 
to the low-frequency amplitude noise of the laser. A differential measurement technique using dual 
beams is a requirement if one wishes to establish a somewhat stable operation. With a dual beam 
approach, the information about the laser noise can be measured twice and therefore it is possible 
to completely eliminate the technical noise and approach the fundamental limit of shot noise using 
clever designs of optoelectronic receivers. Conventional dual beam detection systems use delicate 
optical balancing schemes,12 which are often limited by the noise and drift of beam intensities, resid-
ual interference fringes, drift in amplifiers, and spatial inhomogenity in the detectors. Electronic 
auto-cancellation of the photodetector currents has provided near shot noise-limited performance.13 
Although this process of input normalization helps to increase S/N of the resonance, the limitation 
on the locking dynamic range remains a problem. The servo loop simply gets lost when the laser is 
tuned to the tail or over the top of the resonance. Further, it is found that transient response errors 
basically limit the servo bandwidth to be within the cavity linewidth.14 Another effective remedy 
to the DC measurement of resonances is the use of zero-background detection techniques, for 
example, polarization spectroscopy.15,16 In polarization spectroscopy the resonance information is 
encoded in the differential phase shifts between two orthogonally polarized light beams. Heterodyne 
detection between the two beams can reveal an extremely small level of absorption-induced polariza-
tion changes of light, significantly improving the detection sensitivity. However, any practical polar-
izer has a finite extinction ratio (e) which limits the attainable sensitivity. Polarization spectroscopy 
reduces the technical noise level by a factor of √e, with e ~ 10−7 for a good polarizer. Polarization 
techniques do suffer the problem of long-term drifts associated with polarizing optics. 

Modulation techniques are of course often used to extract weak signals from a noisy background. 
Usually noises of technical origins tend to be more prominent in the low frequency range. Small 
resonance information can then be encoded into a high-frequency region where both the source 
and the detector possess relatively small noise amplitudes. Various modulation schemes allow one to 
compare on-resonant and off-resonant cases in quick succession. Subsequent demodulations (lock-
in detection) then simultaneously obtain and subtract these two cases, hence generating a signal 
channel with no output unless there is a resonance. Lorentzian signal recovery with the frequency 
modulation method has been well documented.17 The associated lock-in detection can provide the 
first, second, and third derivative type of output signals. The accuracy of the modulation waveform 
can be tested and various electronic filters can be employed to minimize nonlinear mixing among 
different harmonic channels and excellent accuracy is possible. In fact, the well-established 633-nm 
HeNe laser system18 is stabilized on molecular iodine transitions using this frequency dither tech-
nique and third harmonic (derivative) signal recovery. Demodulation at the third or higher order 
harmonics helps to reduce the influence of other broad background features.19 The shortcoming 
of the existence of dither on the output beam can be readily cured with an externally implemented 
“un-dithering” device based on an AOM.20 However, in this type of modulation spectroscopy the 
modulation frequency is often chosen to be relatively low to avoid distortions on the spectral profile 
by the auxiliary resonances associated with modulation-induced spectral sidebands. An equivalent 
statement is that the line is distorted because it cannot reach an equilibrium steady state in the face 
of the rapidly tuning excitation. This low-frequency operation (either intensity chopping or deriva-
tive line shape recovery) usually is still partly contaminated by the technical noise and the achievable 
signal-to-noise ratio (S/N) is thereby limited. To recover the optimum signal size, large modulation 
amplitudes (comparable to the resonance width) are also employed, leading to a broadened spec-
tral linewidth. Therefore the intrinsic line shape is modified by this signal recovery process and the 
direct experimental resolution is compromised. 

A different modulation technique was later proposed and developed in the microwave magnetic 
resonance spectroscopy and similarly in the optical domain.21–23 The probing field is phase-modulated 
at a frequency much larger than the resonance linewidth under study. When received by a square-law 
photodiode, the pure FM signal will generate no photocurrent at the modulation frequency unless a res-
onance feature is present to upset the FM balance. Subsequent heterodyne and rf phase-sensitive detec-
tion yield the desired signal. The high sensitivity associated with the FM spectroscopy is mainly due to 
its high modulation frequency, usually chosen to lie in a spectral region where the amplitude noise level 
of the laser source approaches the quantum (shot noise) limit. The redistribution of some of the carrier 
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power to its FM sidebands causes only a slight penalty in the recovered signal size. Another advantage 
of FM spectroscopy is the absence of linewidth broadening associated with low-frequency modulation 
processes. The wide-spread FM spectra allows each individual component to interact with the spectral 
features of interest and thereby preserves the ultrahigh resolution capability of contemporary narrow-
linewidth lasers.

Since its invention, FM spectroscopy has established itself as one of the most powerful spec-
troscopic techniques available for high-sensitivity, high-resolution, and high-speed detection. The 
high bandwidth associated with the radio frequency (rf) modulation enables rapid signal recovery, 
leading to a high Nyquist sampling rate necessary for a high-bandwidth servo loop. The technique 
has become very popular in nonlinear laser spectroscopy,24 including optical heterodyne satura-
tion spectroscopy,23 two-photon spectroscopy,25 Raman spectroscopy,26 and heterodyne four-wave 
mixing.27 Recent developments with tunable diode lasers have made the FM technique simpler 
and more accessible. The field of FM-based laser diode detection of trace gas and remote sensing is 
rapidly growing. In terms of laser frequency stabilization, the rf sideband based Pound-Drever-Hall 
locking technique28 has become a uniformly adopted fast stabilization scheme in the laser commu-
nity. The resonance-based error signal in a high-speed operating regime is shown to correspond to 
the instantaneous phase fluctuations of the laser, with the atom or optical cavity serving the purpose 
of holding the phase reference. Therefore a properly designed servo loop avoids the response time 
of the optical phase/frequency storage apparatus and is limited only by the response of frequency-
correcting transducers. 

In practice some systematic effects exist to limit the ultimate FM sensitivity and the resulting 
accuracy and stability. Spurious noise sources include residual amplitude modulation (RAM), excess 
laser noise, and étalon fringes in the optical system.29 A number of techniques have been developed 
to overcome these problems. In many cases FM sidebands are generated with electro-optic modula-
tors (EOM). A careful design of EOM should minimize the stress on the crystal and the interference 
between the two end surfaces (using angled incidence or antireflection coatings). Temperature con-
trol of the EOM crystal is also important and has been shown to suppress the long-term variation 
of RAM.30 The RAM can also be reduced in a faster loop using an amplitude stabilizer31 or a tuning 
filter cavity.32 The étalon fringe effect can be minimized by various optical or electronic means.33 An 
additional low-frequency modulation (two-tone FM34) can be used to reduce drifts and interference 
of the demodulated baseline.

In closing this section, we note that a laser is not always stabilized to a resonance but is some-
times referenced to another optical oscillator.35 Of course the working principle does not change: 
one still compares the frequency/phase of the laser with that of reference. The technique for acquir-
ing the error information is however more straightforward, often with a direct heterodyne detection 
of the two superposed waveforms on a fast photo detector. The meaning of the fast photo detector 
can be quite extensive, sometimes referring to a whole table-top system that provides THz-wide 
frequency gap measurement capabilities.36–38 Since it is the phase information that is detected and 
corrected, an optical phase locked loop usually provides a tight phase coherence between two laser 
sources. This is attractive in many measurement applications where the relative change of optical 
phase is monitored to achieve a high degree of precision. Other applications include phase-tracked 
master-slave laser systems where independent efforts can be made to optimize laser power, tunabil-
ity and intrinsic noise. 

The Optical Cavity-Based Frequency Discriminator

It is difficult to have both sensitive frequency discrimination and short time delay, unless one uses the 
reflection mode of operation: these issues have been discussed carefully elsewhere.28 With ordinary 
commercial mirrors, we can have a cavity linewidth of 1 MHz, with a contrast C above 50 percent. 
We can suppose using 200 μW optical power for the rf sideband optical frequency discriminator, lead-
ing to a dc photo current i0 of ~100 μA and a signal current of ~25 μA. The shot noise of the dc current 

is i ein = 2 0  in a 1-Hz bandwidth, leading to an S/N of ~4 × 106. The frequency noise-equivalent would 

then be 250 milliHertz/√Hz. If we manage to design enough useful gain in the controller to suppress 
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the laser’s intrinsic noise below this level, the laser output frequency spectrum would be character-
ized by this power spectral density. Under these circumstances, according to the earlier discussion in 
the Introduction and Overview Section, the output spectrum would be Lorentzian, of width ΔνFWHM = 
p Sf = p (0.25 Hz)2/Hz ~ 0.8 Hz. One comes to impressive predictions in this business! But usually 
the results are less impressive.

What goes wrong? From measurements of the servo error, we can see that the electronic lock is 
very tight indeed. However, the main problem is that vibrations affect the optical reference cavity’s 
length and hence its frequency. For example measurements show the JILA Quiet Room floor has 
a seismic noise spectrum which can be approximated by 4 × 10−9 m rms/√Hz from below 1 Hz to 
about 20 Hz, breaking there to an f −2 roll-off. Below 1 Hz the displacement noise climbs as f −3. 
Horizontal and vertical vibration spectra are similar. Accelerations associated with these motions 
lead to forces on the reference cavity that will induce mechanical distortion and hence frequency 
shifts. To estimate the resulting frequency shift, simple approximate analysis leads to a dynamic frac-
tional modulation of the cavity length l by the (colinear) acceleration a, as

 
Δ Δl

l

f

f

a l

Yaxial = − = ρ ε
2

 (6)

where Y ~70 GPa is the Young’s modulus and r ~2.2 gm/cm3 is the density for the ULE (or Zerodur) 
spacer. The factor e (–1 < e < 1 ) is a geometrical design factor. For example, suppose the cav-
ity is hanging vertically, suspended from the top. Then the cavity is stretched by its weight, and
e = 1. Using l = 10 cm and a = 1 g, we expect Δ l/l = – Δf /f ~ 1.5 × 10−8 →~8.7 MHz/g, supposing 
l = 532 nm. (This is equivalent to 885 kHz/ms−2.) If the cavity were vertical, but supported from 
below, it would be in compression and e = –1. Evidently there is an interesting regime in which the 
cavity is supported near its middle height, where there will be a strong cancelation of the net vertical 
length change. We return below to this case where e ~0. 

First, let us suppose our reference cavity bar is uniformly supported horizontally from a flat 
horizontal surface. Even in this transverse case, vertically accelerating the interferometer produces 
length changes through the distortion coupling between the transverse compression and lengthwise 
extension, the effect of “extrusion of the toothpaste.” So the longitudinal displacement of Eq. (6) is 
reduced by this Poisson ratio s = 0.17. Also the vertical weight now comes from the cavity’s height, 
which is now really the spacer’s diameter j, typically about 5-fold less than the length. So we have 

 
Δl
l

a
Ytransverse = ϕρσ

2
 (7)

We come to a predicted sensitivity then of ~300 kHz/g for vertically applied uniform force (equivalent 
to 30 kHz/ms−2 ).

Some important things have been so far left out of this discussion. For one, to make a stable refer-
ence cavity the details of the mounting and cavity support can be very important, since the expan-
sion coefficient of the metal vacuum envelope is likely three orders of magnitude greater than that 
of ULE near its critical temperature-stable point. To prevent the vacuum shell’s dimensional expan-
sion from causing stresses in the cavity, it makes sense to use a pendulum suspension of the cavity. 
With two loops around the horizontal bar, forming a dual pendulum suspension, the cavity motion 
is mainly restricted to the axial direction, and the horizontal acceleration forces at high frequency 
are filtered down. Now we have the question: 

What should be the spacing B between the two suspension loops? Put them close together and the 
expansion of the metal outer shell has even less impact on the cavity length. But the cavity rod 
(or bar, or tube) now takes on a stronger static bend, which shortens the cavity and the resulting 
cross-term in the cosine projection leads to a first-order length response with vertical acceleration 
noise. Furthermore, the bending-induced misalignment of the cavity mirrors means the intracavity 
resonant mode will displace laterally across the mirror surface to again have the optimal standing-
wave buildup. Certainly the mirrors are rather nicely polished on their surfaces, but at least one is 
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a curved surface. So with our greedy dream of 10−15 frequency stability, wiping the beam vertically 
across the curvature will introduce disastrous optical length changes.

What about a wider spacing of the supports? Luckily for us the “two-point suspension problem” 
was addressed by G. B. Airy in the nineteenth century. He established that a support-spacing-to-
length ratio of B/L = 0.577 was an ideal design for such a suspension, as it restored the parallelism 
of the two end faces of the measurement bar. A series of JILA experiments explored this domain.39 
These showed a vertical acceleration sensitivity of the horizontally suspended bar of 2200 kHz/ms−2 at 
B/L = 0.11, reduced to 150 kHz/ms−2 at the Airy spacing B/L = 0.577. Our “theory” in Eq. (7) doesn’t 
consider static bending of the bar, but would lead to 90 kHz/ms−2 if scaled for the 5.7 × 7.1 × 27.7 cm 
dimensions of our cavity’s spacer-bar (suspended with the 5.1-cm direction vertical). Regrettably, 
the sign of the vibration-induced response was not determined: cavity bending shortens the optical 
path, while vertical squeezing would lengthen it.

Integrating the acceleration produced by the mid-band floor vibration spectrum quoted above 
leads to a broadband noise of a few dozen hertz in both H and V planes. Left out however is the
1 milli-“g” vibration near 30 Hz due to ac motors in JILA (Pepsi refrigerators!). So we should have a 
vibration-induced linewidth of something like 1/2 kHz, which correlates adequately well with expe-
rience. Passive air-table antivibration measures suppress this vibration (acceleration) spectrum to 
~2 × 10−6 ms−2/√Hz, again roughly flat over 2 to 20 Hz band by filtering the floor’s vibrational noise 
above ~2 Hz Fourier frequency. The calculated Fourier frequency at which the phase modulation 
processes have removed 1/2 the laser carrier power (approximate half-linewidth of the locked laser) 
is ~1 Hz, but nonmodeled noise led to experimental values more like 5 Hz. Elegant passive vibration-
damping suspensions at NIST have led to record-level subhertz cavity-locked laser linewidths.40 It 
has been suggested that much of the remaining noise is associated with thermal mechanical dis-
placement noise in the mirror coatings.41 Later measurements confirmed that the thermal noise was 
indeed the dominant source limiting the laser linewidth.42

Returning to the cavity-mounting problem, we introduced the symmetry factor e in the axial 
direction, because it is clear that holding the cavity in the midplane seems wise. Then the acceleration-
induced net length change would tend be cancelled: one half of the length is under compression, the 
other half is under tension at a particular moment in the ac vibration cycle. We denote this cancella-
tion by symmetry as e, with –1 ≤ e ≤ 1. Some experiments were made with short vertically mounted 
cavities.43 The hand-assembly of the central disk limited the observed asymmetry value for our 
vertical mountings to a ~20-fold reduction of the vibration sensitivity (e ≥ 0.05), to about ~10 kHz/ms−2, 
measured at the Nd fundamental wavelength. It was directly possible to observe subhertz laser beats! 
A computer design44 for a more optimal cavity is shown as Fig. 8. 

Quantum Resonance Absorption45

Establishing a long-term stable optical frequency standard requires a natural reference of atomic or 
molecular origin. Historically, the use of atomic/molecular transitions was limited to those that had 
accidental overlap with some fixed laser wavelengths. With the advent of tunable lasers, research on 
quantum absorbers has flourished. A stabilized laser achieves fractional frequency stability

δ
τ

v

v Q S N
=

1 1 1

/

where Q is the quality factor of the transition involved, S/N is the recovered signal-to-noise ratio of 
the resonance information, and t is the averaging time. Clearly one wishes to explore the limits on 
both resolution and sensitivity of the detected signal. The nonlinear nature of a quantum absorber, 
while on one hand limiting the attainable S/N, permits sub-Doppler resolutions. With sensitive 
techniques such as FM-based signal modulation and recovery, one is able to split a MHz scale line-
width by a factor of 104 to 105, at an averaging time of 1 s or so. Sub-Hertz long-term stability can 
be achieved with carefully designed optical systems where residual effects on baseline stability are 
minimized. However, a pressing question is: How accurate is our knowledge of the center of the 
resonance? Collisions, electromagnetic fringe fields, probe field wavefront curvature, and probe 
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power can all bring undesired linewidth broadening and center shifts. Distortion in the modula-
tion process and other physical interactions can produce asymmetry in the recovered signal line 
shape. These issues will have to be addressed carefully before one can be comfortable talking about 
accuracy. A more fundamental issue related to time dilation of the reference system (second-order 
Doppler effect) can be solved in a controlled fashion: one simply knows the sample velocity accu-
rately (e.g., by velocity selective Raman process), or the velocity is brought down to a negligible level 
using cooling and trapping techniques. 

The simultaneous use of quantum absorbers and an optical cavity offers an attractive laser sta-
bilization system. On one hand, a laser prestabilized by a cavity offers a long phase-coherence time, 
reducing the need of frequent interrogations of the quantum absorber. In other words, information 
of the atomic transition can be recovered with an enhanced S/N and the long averaging time trans-
lates into a finer examination of the true line center. On the other hand, the quantum absorber’s 
resonance basically eliminates inevitable drifts associated with material standards. The frequency 
offset between the cavity mode and atomic resonance can be bridged by an AOM. In this case the 
cavity can be made of totally passive elements: mirrors are optically contacted to a spacer made of 
ultralow expansion material such as ULE or Zerodur. In case that the cavity needs to be made some-
what tunable, an intracavity Brewster plate driven by Galvo or a mirror mounted on PZT is often 
employed. Of course, these mechanical parts bring additional thermal and vibrational sensitivities 
to the cavity, along with nonlinearity and hysteresis. Temperature tuning of a resonator is potentially 
less noisy but slow. Other tuning techniques also exist, for example, through the use of magnetic 
force or pressure (change of intracavity refractive index or change of cavity dimension by external 
pressure). An often-used powerful technique called frequency-offset-locking brings the precision rf 
tuning capability to the optical world.14

Transducers

PZT Transducer Design: Disk versus Tube Designs We will usually encounter the mechanical reso-
nance problem in any servo based on a PZT transducer: Small mirrors clearly are nice as they can 
have higher resonance frequencies. A mirror, say 7.75 mm Φ × 4 mm high, might be waxed onto a 

FIGURE 8. Computer model of vibration-
resistant optical reference cavity.
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PZT disk 10 mm diameter × 0.5 mm thick. The PZT, in turn, is epoxied onto a serious backing plate. 
This needs to be massive and stiff, since the PZT element will produce a differential force between 
the mirror and the backing plate. At short times there will be a “reduced mass” kind of splitting of 
the motion between the mirror and the support plate. At lower frequencies, one hates to get a lot 
of energy coupled into the mirror mount since it will have a wealth of resonances in the sub-kHz 
range. For this size mirror, the backing plate might be stainless steel, 1 inch diameter by ~3/4 inch 
wedged thickness, and with the PZT deliberately decentered to break down high Q modes. The piston 
mode will be at ~75 kHz. 

Tubular PZT Design Often it is convenient to use a tubular form of PZT, with the electric field 
applied radially across a thin wall of thickness t. This gives length expansion also, transverse to 
the field using a weaker d31 coefficient, but wins a big geometric factor in that the transverse field 
is generating a length response along the entire tube height h. The PZT tube could be 1/2 inch
diameter by 1/2 inch length, with a wall thickness t =1.25 mm. This geometry leads to a ~7-fold sen-
sitivity win, when d31 ≈ 0.7 d33 is included. Typical dimensions for the mirror might be 12.5 mm 
diameter × 7 mm high. The PZT tube also is epoxied onto a serious backing plate. For the high 
voltage isolation of the PZT electrodes at the tube ends, a thin sheet (say < 0.5 mm) of stiff ceramic, 
alumina for example, will suffice. An alternative way to provide the electrical isolation of the ends 
involves removing the silver electrodes for several millimeters at the end. A new technique uses a 
diamond-charged tubular core drill mounted into a collet in a lathe. The active tool face projects 
out only 2 mm so that handheld PZT grinding leads to clean electrode removal, inside and out. This 
end of the PZT tube is attached to the backing mass with strong epoxy. The mirror is attached to the 
open PZT tube end with melted wax. This is vastly better than epoxy in that it does not warp the 
optic, and the small energy dissipation occurs at the best place to damp the Q of the PZT assembly. 
If done well, this unit will have its first longitudinal resonance at about 25 kHz, with a Q ~10. As 
noted above, in servo terms, the actual mechanical PZT unit gives an added 2-pole roll-off above the 
resonance frequency and a corresponding asymptotic phase lag of 180°. So it is useful to design for 
high resonant frequency and low Q.

Comparing disk and tubular designs, the disk approach can have a three-fold higher resonance 
frequency, while the tubular design is ~7-fold more sensitive. Perhaps more important is the tube’s 
reduced stiffness, moving the PZT/mirror resonance down into the 20-kHz domain. This brings us 
to the subject of spectral shaping of the amplifier gain and limitations of servo performance due to 
electronic issues.

Amplifier Strategies for PZT Driver We enjoy the tubular PZT for its large response per volt and 
its relatively high resonance frequencies. But it gives a problem in having a large capacitance, for 
example, of 10 nf in the above design. Even with the high sensitivity of 70 V/order, achieving a tight 
lock requires high frequency corrections and can lead to a problem in supplying the necessary ac 
current, supposing that we ask the HV amplifier alone to do the job. An apparent answer is to use 
a pair of amplifiers, one fast and the other HV, separately driving the two sides of the PZT. This 
alone doesn’t solve the problem, as the big high-frequency ac current is only returned via the HV 
amplifier. The answer is to use a crossover network on the HV amplifier side. A capacitor to ground, 
of perhaps 3- or 5-fold larger value than the PZT will adequately dump the fast currents coming 
through the PZT’s capacitance. A resistor to this PZT/shunt capacitor junction can go to the HV 
amplifier. Now this HV amp has indeed more capacitance to drive, but is only needed to be active 
below a few hundred hertz where the current demand becomes reasonable. An alternative topology 
sums the two inputs on one side of the PZT.

Other Useful Transducers—Slow but Powerful Commercial multiple wafer designs utilize 100 or 
more thin PZT sheets mechanically in series and electrically in parallel to produce huge excursions 
such as 10 μm for 100 V. Of course the capacitance is ~0.1 μF and the stability leaves something to 
be desired. These are useful for applications that can tolerate some hysteresis and drift, such as grat-
ing angle tuning in a diode laser. When a large dynamic range is needed to accommodate wide tun-
ing range or to correct for extensive laser frequency drifts at low frequencies, a galvo-driven Brewster 
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plate can be used inside the optical cavity. Typically a Brewster plate inflicts an insertion loss less than 
0.1 percent if its angular tuning range is limited within ±4°. Walk-off of the optical beam by the tun-
ing plate can be compensated with a double-passing arrangement or using dual plates. In the JILA-
designed Ti:Sapphire laser, we use the combination of PZT and Brewster plate for the long-term
frequency stabilization. The correction signal applied to the laser PZT is integrated and then fed 
to the Brewster plate to prevent saturation of the PZT channel. At higher frequencies we use much 
faster transducers, such as AOM and EOM, which are discussed below. 

Temperature control of course offers the most universal means to control long-term drifts. 
Unfortunately the time constant associated with thermal diffusion is usually slow and therefore the 
loop bandwidth of thermal control is mostly limited to Hertz scale. However, thoughtful designs 
can sometimes push this limit to a much higher value. For example, a Kapton thin-film heater tape 
wrapped around the HeNe plasma tube has produced a thermal control unity gain bandwidth in 
excess of 100 Hz.46 The transducer response is reasonably modeled as an integrator above 0.3 Hz 
and excessive phase shifts associated with the thermal diffusion does not become a serious issue 
until ~200 Hz. This transfer function of the transducer can be easily compensated with an electronic 
PI filter to produce the desired servo loop response. Radiant heating of a glass tube by incandescent 
lamps has achieved a time delay <30 ms and has also been used successfully for frequency control 
of HeNe lasers.47 If a bipolar thermal control is needed, Peltier-based solid state heat pumps (ther-
moelectric coolers) are available and can achieve temperature differences up to 70°C, or can transfer 
heat at a rate of 125 W, given a proper configuration of heat sinking. Parallel use of these Peltier 
devices results in a greater amount of heat transfer while a cascaded configuration achieves a larger 
temperature difference. 

Combining various servo transducers in a single feedback loop requires thorough understand-
ing of each actuator, their gains and phase shifts, and the overall loop filter function one intends to 
construct. Clearly, to have an attractive servo response in the time domain, the frequency transfer 
functions of various gain elements need to crossover each other smoothly. A slow actuator may 
have some resonance features in some low-frequency domain, hence the servo action needs to be 
relegated to a faster transducer at frequency ranges beyond those resonances. The roll-off of the 
slow transducer gain at high-frequencies needs to be steep enough, so that the overall loop gain can 
be raised without exciting the associated resonance. On the other hand, the high-frequency channel 
typically does not have as large a dynamic range as the slow ones. So one has to pay attention not 
to overload the fast channel. Again, a steep filter slope is needed to rapidly relinquish the gain of 
the fast channel toward the low-frequency range. However, we stress here that the phase difference 
between the two channels at the crossover point needs to be maintained at less than 90°. In the end, 
predetermined gains and phase shifts will be assigned to each transducer so that the combined filter 
function resembles a smooth single channel design. Some of these issues will be addressed briefly in 
the section below on example designs. 

Servo Design in the Face of Time Delay: Additional Transducers Are Useful As one wishes for 
higher servo gain, with stability, it means a higher closed-loop bandwidth must be employed. 
Eventually the gain is sufficiently large that the intrinsic laser noise, divided by this gain, has become 
less than the measurement noise involved in obtaining the servo error signal. This should be suffi-
cient gain. However, it may not be usable in a closed-loop scenario, due to excessive time delay. If we 
have a time delay of tdelay around the loop from an injection to the first receipt of correction infor-
mation, a consideration of the input and response as vectors will make it clear that no real servo 
noise suppression can occur unless the phase of the response at least approximates that required to 
subtract from the injected error input to reduce its magnitude on the next cycle through the system. 
A radian of phase error would correspond to a unity-gain frequency of 1/(2p tdelay), and we find this 
to be basically the upper useful limit of servo bandwidth. One finds that to correct a diode laser or 
dye laser to leave residual phase errors of 0.1 rad, it takes about 2 MHz servo bandwidth. This means 
a loop delay time, at the absolute maximum, of tdelay = 1/2p 2MHz = 80 ns. Since several amplifier 
stages will be in this rf and servo-domain control amplifier chain, the individual bandwidths need 
to be substantially beyond the 12 MHz naively implied by the delay spec. In particular rf modula-
tion frequencies need to be unexpectedly large, 20 MHz at least, and octave rf bandwidths need to 
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be utilized, considering that the modulation content can only be 1/2 the bandwidth. Suppression of 
even-order signals before detection is done with narrow resonant rf notches.

Of course a PZT transducer will not be rated in the nanosecond regime of time delay. Rather, one 
can employ an AOM driven by a fast-acting Voltage-Controlled Oscillator to provide a frequency 
shift. Unfortunately the acoustic time delay from the ultrasonic transducer to the optical interac-
tion seems always to be 400 ns, and more if we are dealing with a very intense laser beam and wish 
to avoid damage to the delicate AO transducer. The AOM approach works well with diode-pumped 
solid state lasers, where the bandwidth of major perturbations might be only 20 kHz. By double-
passing the AOM the intrinsic angular deflection is suppressed. Usually the AOM prefers linear 
polarization. To aid separation of the return beam on the input side, a spatial offset can be provided 
with a collimating lens and roof prism, or with a cat’s-eye retroreflector. Amplitude modulation or 
leveling can also be provided with the AOM’s dependence on rf drive, but it is difficult to produce a 
beam still at the shot noise level after the AOM.

The final solution is an EOM phase modulator. In the external beam, this device will produce a 
phase shift per volt, rather than a frequency shift. So we will need to integrate the control input to 
generate a rate of change signal to provide to the EOM, in order to have a frequency relationship 
with the control input.48 Evidently this will bring the dual problems of voltage saturation when the 
output becomes too large, and a related problem, the difficulty of combining fast low-delay response 
with high-voltage capability. The standard answer to this dilemma was indicated in our PZT section, 
namely, one applies fast signals and high-voltage signals independently, taking advantage of the fact 
that the needed control effort at high frequencies tends to cover only a small range. So fast low-
voltage amplifier devices are completely adequate, particularly if one multipasses the EOM crystal
several times. A full discussion of the crossover issues and driver circuits will be prepared for another 
publication.

Representative/Example Designs

Diode-Pumped Solid State Laser Diode-pumped solid state lasers are viewed as the most prom-
ising coherent light sources in diverse applications, such as communications, remote detection, 
and high precision spectroscopy. The diode-pumped Nd:YAG laser is probably the most highly 
developed of the rapidly expanding universe of diode-pumped solid state lasers, and it has enjoyed 
continuous improvements in its energy efficiency, size, lifetime, and intrinsic noise levels. The laser’s 
free-running linewidth of ~10 kHz makes it a straightforward task to stabilize the laser via an optical 
cavity or an optical phase locked loop. In our initial attempt to stabilize the laser on a high finesse
(F ~ 100,000, linewidth ~ 3 kHz) cavity, we employ an external AOM along with the laser internal 
PZT which is bonded directly on the laser crystal. The frequency discrimination signal between 
the laser and cavity is obtained with 4-MHz FM sidebands detected in cavity reflection. The PZT 
corrects any slow but potentially large laser frequency noise. Using the PZT alone allows the laser 
to be locked on the cavity. However, the loop tends to oscillate around 15 kHz and the residual 
noise level is more than 100 times higher than that obtained with the help of an external AOM. The 
AOM is able to extend the servo bandwidth to ~150 kHz, limited by the propagation time delay of 
the acoustic wave inside the AOM crystal. The crossover frequency between the PZT and AOM is 
about 10 kHz. Such a system has allowed us to achieve a residual frequency noise spectral density of 
20 mHz/√Hz. The laser’s linewidth relative to cavity is thus a mere 1.3 mHz,49 even though the noise 
spectral density is still 100 times higher than the shot noise. This same strategy of servo loop design 
has also been used to achieve a microradian level phase locking between two Nd:YAG lasers.50

It is also attractive to stabilize the laser directly on atomic/molecular transitions, given the 
low magnitude of the laser’s intrinsic frequency noise. Of course the limited S/N of the recovered 
resonance information will not allow us to build speedy loops to clean off the laser’s fast frequency/
phase noise. Rather we will use the laser PZT alone to guide the laser for a long-term stability. An 
example here is the 1.064 μm radiation from the Nd:YAG, which is easily frequency doubled to 532 
nm where strong absorption features of iodine molecules exist.51,52 The doubling is furnished with 
a noncritical phase-matched KNbO3 crystal located inside a buildup cavity. 160 mW of green light 
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output is obtained from an input power of 250 mW of IR. Only mW levels of the green light are 
needed to probe the iodine saturated absorption signal. Low vapor pressure (~0.5 Pa) of the iodine 
cell is used to minimize the collision-induced pressure shift and to reduce the influence on baseline 
by the linear Doppler absorption background. The signal size decreases as the pressure is reduced. 
However, this effect is partly offset due to the reduced resonance linewidth (less pressure broadening) 
which helps to increase the slope of the frequency locking error signal. A lower pressure also helps 
to reduce power-related center frequency shifts since a lower power is needed for saturation. With 
our 1.2-m long cells, we have achieved an S/N of 120 in a 10-kHz bandwidth, using the modulation 
transfer spectroscopy.53 (Modulation transfer is similar to FM except that we impose the frequency 
sideband on the saturating beam and rely on the nonlinear medium to transfer the modulation 
information to the probe beam which is then detected.) Normalized to 1-s averaging time, this S/N 
translates to the possibility of a residual frequency noise level of 10 Hz when the laser is locked on 
the molecular resonance, given the transition linewidth of 300 kHz. We have built two such iodine-
stabilized systems and the heterodyne beat between the two lasers permits systematic studies on each 
system and checks the reproducibility of the locking scheme.54 With a 1 second counter gate time, 
we have recorded the beat frequency between the two lasers. The standard deviation of the beat fre-
quency noise is ~20 Hz, corresponding to ~14-Hz rms noise per IR laser, basically a S/N limited per-
formance. The beat record can be used to calculate the Allan standard deviation: starting at 5 × 10−14 
at 1 second, decreasing with a slope of 1/√t up to 100 second. (t is the averaging time.) After 100-s the 
deviations reach the flicker noise floor of ~5 × 10−15. At present, the accuracy of the system is limited 
by inadequate optical isolation in the spectrometer and the imperfect frequency modulation process 
(residual amplitude noise, RAM) used to recover the signal. This subject is under intense active study 
in our group.55 

External Cavity Diode Lasers Diode lasers are compact, reliable, and coherent light sources for many 
different applications.56 The linewidth of a free-running diode laser is limited by the fundamental 
spontaneous emission events, enhanced by the amplitude-phase coupling inside the gain medium. 
With a low-noise current driver, a typical milliwatt scale AlGaAs diode laser has a linewidth of 
several MHz. To reduce this fast frequency noise, one typically employs an external cavity formed 
between one of the diode laser facets and a grating (or an external mirror that retroreflects the first-
order grating diffraction).57–59 This optical feedback mechanism suppresses the spontaneous emis-
sion noise, replaced by much slower fluctuations of mechanical origin. The linewidth of the grating-
stabilized external cavity diode laser (ECDL) is usually between 100 kHz and 1 MHz, determined by 
the quality factor of the optical feedback. The ECDL also offers much better tuning characteristics 
compared against a solitary diode. To do such tuning, the external grating (or the mirror that feeds 
the grating-dispersed light back to the laser) is controlled by a PZT for scanning. Synchronous tun-
ing of the grating dispersion and the external cavity mode can be achieved with a careful selection of 
the grating rotation axis position. Similarly, this PZT-controlled grating can be used to stabilize the 
frequency of an ECDL. However, owing to the low bandwidth limited by the mechanical resonance 
of PZT, a tight frequency servo is possible only through fast transducers such as the laser current or 
intracavity phase modulators.

This hybrid electro-optic feedback system is attractive, and ECDLs have been demonstrated to 
show hertz level stability under a servo bandwidth of the order of 1 MHz. For a solitary diode, feed-
back bandwidth of tens of megahertz would have been needed in order to bring the frequency noise 
down to the same level. However, considering that the optical feedback has a strong impact on the 
laser frequency noise spectrum, one finds the frequency response of the compound laser system is 
clearly dependent upon the optical alignment. Therefore, for each particular ECDL system, we need 
to measure the frequency response function of the laser under the optimally aligned condition. We 
are dealing with a multichannel feedback system (e.g., PZT plus current), so that designing smooth 
crossovers between different transducers requires knowledge of the transfer functions of each trans-
ducer. Normally the current-induced FM of a solitary diode has a flat response up to ~100 kHz, and 
then starts to roll off in the region between 100 kHz and 1 MHz, initially with a single-pole charac-
ter. This is due to the time response of the current-induced thermal change of the refractive index 
inside the diode. (At a faster time scale, the carrier density variation will remain and then dominate 
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the laser frequency response.) Design of a fast feedback loop needs to take into account this intrin-
sic diode response. Fortunately the time delay associated with the current response is low, typically 
below 10 ns. 

In our example system, the frequency discrimination signal of the ECDL is obtained from a 100 kHz 
linewidth cavity with a sampling frequency of 25 MHz. The error signal is divided into three paths: 
PZT, current modulation through the driver, and direct current feedback to the diode head. The 
composite loop filter function is shown in Fig. 9. The crossover between the slow current channel 
and the PZT usually occurs around 1 kHz, in order to avoid the mechanical resonance of the PZT at 
a few kHz. In our system, the frequency response of the PZT/grating is 10 GHz/V. To furnish this in-
loop gain of ~1000 at 1 kHz, we need to supply an electronic gain of 0.1, given that the error signal 
has a slope of 1 V/1 MHz.

Toward the lower frequency range, the PZT gain increases by 40 dB/decade (double integrators) 
to suppress the catastrophically rising laser frequency noise. It is obvious from Fig. 9 that the inter-
mediate current channel tends to become unstable at a few hundred kHz, due to the excessive phase 
shift there. The fast current loop, bypassing the current driver to minimize additional time delay 
and phase shift, has a phase lead compensator to push the unity gain bandwidth to 2 MHz. With this 
system we can lock the ECDL robustly on the optical cavity, with a residual noise spectral density of 
2 Hz/√Hz, leading to a relative linewidth of 12 Hz. The achieved noise level is about 100 times higher 
than the fundamental measurement limit set by shot noise. We note in passing that when an ECDL 
gradually goes out of alignment, the previously adjusted gain of the current loop will tend to make 
the servo oscillate so we know a new alignment is needed. The laser FM sideband used to generate 

1 kHz 100 kHz 400 kHz
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PZT gain 
roll-off

Current 
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roll-off 

40 dB/decade

20 dB/decade
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Filter 
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Diode 
roll-off
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fast current channel 

Intermediate
current roll-off

FIGURE 9 The combined loop filter function for ECDL frequency stabilization.
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the locking signal is produced directly by current modulation. An electronic filter network is 
employed to superimpose the slow servo, fast servo, and modulation inputs to the diode. Exercise 
caution when accessing the diode head, as a few extra mA current increase can lead to drastic output 
power increase and melted laser facets, all in 1 μs!

Since 2000 this art of locking diode lasers to cavities has been progressing rapidly and in many 
labs worldwide. To note just one recent measurement of subhertz linewidths, we may note the 
results60 in JILA, where two diode lasers were locked to two independent vertical cavities, giving 10−15 
frequency stability at 1-second averaging time. In another Boulder collaboration, subhertz optical 
beat linewidths have been measured61 between a JILA diode laser source at 689 nm and another sta-
bilized laser used as the local oscillator for the Hg+ clock, at a different wavelength of 1126 nm, and 
located 4 km away in the NIST labs. Two optical frequency Combs were employed, along with a Nd:
YAG laser whose wavelength could be transmitted by the 4-km fiber link. (This Comb technology 
seems to have gone quickly from being a research topic to a reliable and versatile tool!)

22.4 SUMMARY AND OUTLOOK

The technology of laser frequency stabilization has been refined and simplified over the years and 
has become an indispensable research tool in any modern laboratories involving optics. Research on 
laser stabilization has been and still is pushing the limits of measurement science. Indeed, a number 
of currently active research projects on fundamental physical principles benefit a great deal from 
stable optical sources and will need a continued progress of the laser stabilization front.62 Using 
extremely stable phase coherent optical sources, we will be entering an exciting era when the LISA 
interferometer will achieve picometer resolution over a five million kilometer distance in space63 and 
a few Hertz linewidth of an ultraviolet resonance will be probed with a high S/N.64, 65 One has to be 
optimistic looking at the stabilization results of all different kinds of lasers. To list just a few exam-
ples of cw tunable lasers, we notice milliHertz linewidth stabilization (relative to a cavity) for diode-
pumped solid state lasers; dozen milliHertz linewidth for Ti:Sapphire lasers; and sub-Hertz line-
widths for diode and dye lasers. Long-term stability of lasers referenced to atoms and molecules66 
has reached mid 10−16 levels in an averaging time as short as ~300 s. Phase locking between different 
laser systems is now routinely employed, even for diode lasers that have fast frequency noise. 

An important new capability comes from the accurate frequency transfer via noise-compensated 
optical fiber, which allows groups to collaborate in the testing of their state-of-the-art systems, thus 
tapping into the fruits of our neighbors’ achievements in stabilizing lasers.67 The Optical Comb 
makes it possible to use nearly any stable frequency as the reference. The fiber transport allowed 
measurement of the inaccuracy issues affecting four potential atomic clocks, based on a trapped Hg+ 
ion,68 Al+ trapped ions,68 on cold and free Ca atoms,69 and on cold Sr atoms confined in an optical 
lattice.66 Measurements confirmed that the Sr, Hg+, and Al+ systems can be expected to yield sub-
1 × 10−16 independent reproducibility (the same quality as accuracy, except for the authority of Cs 
definition as the unit of time.) Thus for the first time there is not one, but even three(!) frequency 
reference systems which surpass the performance of the present best standard in Physics, namely the 
Cs Fountain Clock. Likely there will be other optically-based systems (such as Yb in a lattice70) which 
may soon be in this performance category. Clearly there will be great laser and physics fun coming 
in the next times! For example, an extended series of comparisons between Hg+ and Al+ was carried 
out at NIST under strict conditions, and provided a < 1 × 10−16 /year checking for possible drift in 
the fundamental “constants” of physics.68 By the way, do you believe that the frequencies of nuclear 
Mössbauer transitions will stay at the same frequency, as measured by these atomic frequency 
sources? With the rapid progress in producing VUV Combs by Higher Harmonic Generation,71, 72 
one can begin to dream about coherent Mössbauer spectroscopy so we can find out. In the optical 
comparisons, we’re looking in the seventeenth decimal digit now!

Another highway toward fundamental physics involves precision laser spectroscopy of simple 
atoms, such as H and He+, but laser cooling is a challenge due to the low available power. The excit-
ing program73 at MPQ in Munich can now generate enough VUV 121.5-nm light to begin this story!

22_Bass_v2ch22_p001-028.indd 22.23 8/24/09 11:30:13 AM

DO
 N

OT
 D

UP
LI

CA
TE



22.24  SOURCES

Quantum noise is the usual limit of the measurement process and therefore may be the limit of 
the stabilization process as well. To circumvent the quantum noise altogether is an active research 
field itself.74 We, however, have not reached this quantum limit just yet. For instance, we have already 
stated that the Nd:YAG laser should be able to reach microHertz stability if the shot noise is the true 
limit. What have we done wrong? A part of the deficiency is due to the inadequacy of the measure-
ment process, namely the lack of accuracy. This is because the signal recovery effort—modulation 
and demodulation process—is contaminated by spurious optical interference effects and RAM asso-
ciated with the modulation frequency. Every optical surface along the beam path can be a potential 
time bomb to damage the modulation performance. In cases that some low contrast interference 
effects are not totally avoidable, we would need to have the whole system controlled in terms of the 
surrounding pressure and temperature. The degree to which we can exert control of course dictates 
the ultimate performance. The second fundamental limitation appears to be thermally generated 
mechanical noise of the optical coatings, which was already noted,41,42 but there are already schemes 
being discussed to buy us another decade or two.

22.5 CONCLUSIONS AND RECOMMENDATIONS

It becomes clear that there are many interlinking considerations involved in the design of laser 
stabilization systems, and it is difficult to present a full description in an chapter such as this. Still 
it is hoped that the reader will see some avenues to employ feedback control methods to the laser 
systems of her current interest. We are optimistic that some of this technology may become com-
mercially available in the future, thus simplifying the user’s task.
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23.1 GLOSSARY

Section 23.3

  a ak k, †  annihilation, creation operator for photons in the kth mode

 A Einstein coeffi cient for spontaneous emission

 Ak(r) kth electric mode function at position r

23.1

23

∗Deceased.
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23.2  SOURCES

 B Einstein coeffi cient for absorption and stimulated emission

 B(r, t) magnetic fi eld at position r and time t

 Bk(r) kth magnetic mode function at position r
 c speed of light

 ek polarization unit vector of the kth mode

  E⊥ ( ,r t)  transverse electric fi eld at position r and time t

 h, � Planck’s constant [� = h/(2p)]

 k, k wave vector, its length

 (d k) three-dimensional volume element in k space

 kB Boltzmann’s constant

 nk propagation unit vector of the kth mode

 N photon number operator

 Ne number of excited-state atoms

 Ng number of ground-state atoms

 r position vector

 (dr) three-dimensional volume element in r space

 t, dt time, time interval

 T temperature

 U1ph energy density for a one-photon state

 dV volume element

  | , |vac vac〉 〈   ket and bra of the photon vacuum

 w 2   mean square energy fl uctuations

 W spectral-spatial energy density of blackbody radiation

ak coherent state amplitudes

 |{ }α c 〉  ket of a coherent state

djk Kronecker’s delta symbol

 δ⊥ ( )r   transverse delta function at r (a dyadic)

e0 dielectric constant [ . ]ε μ0 0
2 8 854= × −1/( ) 10 F/m2c   

m0 permeability constant (4p × 10−7 H/m)

n, dn light frequency, frequency interval

nk frequency of the kth mode

 �ph   statistical operator of the photon fi eld

r probability amplitude for refl ection

t probability amplitude for transmission

 ψ ψk jk,   probability amplitudes of the one-photon, two-photon states

 |{ } , |{ }ψ ψ1 2〉 〉  kets for one-photon, two-photon states

∇ gradient vector differential operator

Section 23.4

 A destruction operator for the fi eld

 � laser gain coeffi cient

 a, a† photon ladder operators

 � laser saturation parameter

  b bk k, †  destruction and creation operators for the reservoir modes

 � largest eigenvalue of the laser equation
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QUANTUM THEORY OF THE LASER  23.3

 F(t) fi eld noise operator

 Fa(t), Fγ noise operators associated with gain and loss, respectively

 F(1, x, y) hypergeometric function

 g radiant frequency stating the strength of atom-photon coupling

 gk couping coeffi cient between reservoir and fi eld

 G(1) (t0 + t, t0) fi eld correlation function

�, �0, �1 total, free, and interaction hamiltonians for atom-fi eld interaction

 k wave vector for the fi eld

 K kick operator

� superoperator for cavity damping

 M(t) superoperator describing the effect of a single inverted atom on the fi eld

 n n, 2   mean and mean squared number of photons in a laser

 nm maximum of the photon distribution of a laser

 nth mean number of photons in a thermal reservoir

 Nex number of atoms traversing the cavity during the lifetime of the cavity fi eld

 N(ti , t, t) notch function

 p transition dipole moment

 p(n) photon distribution function

 P(t) distribution function for the interaction times

 q a nonnegative integer

 Q Mandel Q function

 r atom injection rate inside a laser and micromaser

 S(w) spectrum of the laser fi eld

 T temperature

 tm measurement time

 U time evolution operator

 Uaf(t) atom-fi eld time evolution operator

� interaction picture Hamiltonian

a(t, t′) gain function of a laser

 Γ   atomic decay rate via spontaneous emission

 γ γ γ, ,a b  atomic decay rates

dnn′ Kronecker delta function

nk frequency of the reservoir mode

 σ σ+ −,   ladder operators for a two-level atom

 σ z   atomic inversion operator

w0 radiant frequency of an atomic transition

 λ   eigenvalue

 λ j   eigenvalues of the laser equation

r(t) reduced density operator for the fi eld

 ρat
  total density operator for the atom-fi eld system

 ρnn′  matrix elements of the fi eld density operator

 ρn
k( )  off-diagonal density matrix element

k cavity loss rate

χ square of the ratio of vacuum Rabi frequency and the atomic decay rate

q(t) step function

f(t) phase of the fi eld
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Section 23.5

 a, b, c, d parameters appearing in Table 1

 E electric fi eld strength

 E   mean fi eld

 F(M), F0 free energy of a ferromagnet, its value for M = 0

 gk undefi ned in Eqs. (126) and (127)

 G(E), G0 free energy of a laser, its value for E = 0

 H external magnetic fi eld

 Hn0 heating rate

 K one-fourth the spontaneous emission rate

 Kn0 cooling rate

 n0 number of atoms in the Bose-Einstein condensate

〈 〉n0   mean number of atoms in the condensate

〈 〉	n0   time derivative of 〈 〉n0

〈 〉nk n0
  average number of atoms in the kth excited state, given n0 atoms in the condensate

 N total number of Bose atoms

 N ′, N ″ normalization constants in Table 1

 M magnetization of a ferromagnet

 P(M) probability density for a ferromagnet

 P(E) probability density for a laser

 P(a, a∗) P representation for the fi eld

 S injected signal

 Tc critical temperature

 Wk heat bath density of states

 x, y x = Re a, y = Im a
 X zero-fi eld susceptibility of a ferromagnet

 Z(T, N) canonical partition function

a eigenvalue of the coherent state |α〉 
e scaled temperature (inversion) of a ferromagnet (laser) in Fig. 9

z(3) Riemann’s zeta function z(3) = 1.2020569 …

h scaled thermodynamical variable (in Fig. 9)

 〈 〉ηk   average occupation number of the kth heat bath oscillator

 Θ( )  Heaviside’s unit step function

k undefi ned in Eq. (15)

x laser analog of X

 ρn n0 0,   probability for having n0 atoms in the condensate

 	ρn n0 0,   time derivative of ρn n0 0,  

s population inversion

st threshold inversion

 Φe( )η   scaled thermodynamical potential (in Fig. 9)

Ω trap frequency

Section 23.6

 A phase-shifted destruction operator for a free-electron laser (FEL)

 cb, cc probability amplitudes for atom to be in levels |b〉 and |c〉, respectively
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QUANTUM THEORY OF THE LASER  23.5

�(q) phase diffusion function

	 slowly varying fi eld amplitude

 g coupling constant for the electron-fi eld interaction in an FEL

 j parameter for the gain in an FEL

 k wavevector for the laser fi eld in an FEL

� linear gain (i = j) and cross-coupling ( )i j≠  Liouville operators

 m mass of electron

 O A A( , )†   arbitrary operator containing A A, †  

 p electron momentum

 p  eigenvalue of electron momentum operator

 Pb, Pc probability of atom being in states |b〉 and |c〉, respectively

 Pemission probability of emission of radiation

 S(T) time-evolution operator for the electron-photon state

 T electron-photon interaction time


 time-ordering operator

 z electron coordinate

ai eigenvalue of the coherent state |α i 〉 
aij  constants depending upon parameters of gain medium in a correlated emission 

laser (CEL)

b normalized electron momentum

g relativistic factor for an electron

Δ atom-fi eld detuning in lasing without inversion (LWI)

n1, n2 frequencies of the two modes in a CEL

r(ti) atomic density operator at initial time ti

 ρij
( )0   initial values of the ijth atomic matrix elements

ri classical amplitude of the ith mode

 ρ( , ; , )† †a a a a1 1 2 2
  reduced density operator for the two-mode fi eld in a CEL

qi phase of the ith fi eld

w0 microwave frequency

wa, wb, wc frequencies associated with atomic levels

ls wavelength of the fi eld emitted in an FEL

lw the period of the magnetic wiggler

k gain coeffi cient

 κ κa b a c→ →,   constants depending upon the matrix elements between the relevant levels

f relative phase between atomic levels

Φ total phase angle in two-mode CEL schemes

y relative phase Φ + −θ θ1 2  

23.2 INTRODUCTION

Most lasers, and in particular all commercially sold ones, emit electromagnetic radiation whose properties 
can be accounted for quite well by a semiclassical description. In such a treatment, quantum aspects (level 
spacings, oscillator strengths, etc.) of the matter (atoms, molecules, electron-hole pairs, etc.) that constitute 
the gain medium are essential, but those of the electromagnetic field are disregarded. Quantum properties 
of the radiation are, however, of decisive importance for laser systems “at the limit” which reach funda-
mental bounds for the linewidth, for the regularity of photon statistics, or for other quantities of interest.
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Recognition and understanding of these fundamental limitations are furnished by the quan-
tum theory of the laser, whose foundations were laid in the 1960s. The two main approaches, the 
master-equation formalism and the Langevin method—equivalent in the physical contents and 
supplementing each other like spouses—can be roughly, and somewhat superficially, associated with 
the Schrödinger and the Heisenberg pictures of quantum mechanics. The master-equation method 
corresponds to the former, the Langevin approach to the latter. Both are reviewed in Sec. 23.4, but 
more room is given to the master-equation treatment. This bias originates in our intention to pres-
ent a parallel exposition for both the standard laser theory and the theory of the micromaser, which 
in turn is traditionally and most conveniently treated by master equations.

The micromaser, in which the dynamic is dominated by the strong coupling of a single mode of 
the radiation field to a single atomic dipole transition, is the prototype of an open, driven quantum 
system. Accordingly, micromaser experiments are the test ground for the quantum theory of the 
laser; therefore, micromaser theory deserves the special attention that it receives in Sec. 23.4.

As a logical and historical preparation, we recall in Sec. 23.3, the theoretical and experimental 
facts that are evidence for quantum properties of electromagnetic radiation in general, and the real-
ity of photons in particular. Some special issues are discussed in Sees. 23.5 and 23.6. In Sec. 23.5, we 
stress the analogy between the threshold behavior of a laser and the phase transition of a ferromag-
net, and note the recent lessons about Bose-Einstein condensates taught by this analogy. Section 23.6 
summarizes the most important features of some exotic lasers and masers, which exploit atomic 
coherences or the quantum properties of the atomic center-of-mass motion. Basics of the so-called 
free-electron laser are reported as well.

The quantum theory of the laser is a central topic in the field of quantum optics. An in-depth under-
standing of the various facets of quantum optics can be gained by studying the pertinent textbooks.1−18

23.3 SOME HISTORY OF THE PHOTON CONCEPT

Early History: Einstein’s Light Quanta

Planck’s formula of 190019 marks the beginning of quantum mechanics, and in particular of the 
quantum theory of light. It reads

  W
c

hv

hv k T
=

−
8

1

2

3

πν
exp( / )B

  (1)

and relates the spectral-spatial energy density W of blackbody radiation to the frequency n of the radi-
ation and the temperature T of the blackbody. Boltzmann’s constant kB and Planck’s constant h are 
conversion factors that turn temperature and frequency into energy, and c is the speed of light. A vol-
ume dV contains electromagnetic energy of the amount W dn dV in the frequency range ν ν ν.� + d  

The first factor in Eq. (1) is the density of electromagnetic modes. It obtains as a consequence of 
the classical wave theory of light and owes its simplicity to an implicit short-wavelength approxima-
tion. For wavelengths of the order of magnitude set by the size of the cavity that contains the radia-
tion, appropriate corrections have to be made that reflect the shape and size of the cavity. This is of 
great importance in the context of micromasers, but need not concern us presently.

The second factor in Eq. (1) is the mean energy associated with radiation of frequency n. It is a 
consequence of the quantum nature of light. In the limits of very high frequencies or very low ones, 
it turns into the respective factors of Wien20 and Rayleigh-Jeans:21,22

 

h

h k T

h
h

k T

k

ν
ν

ν ν ν

exp( )
( )

exp

/
Planck

for

B

B

−

→
−

1

� BB

B
B

Wien

for Rayleigh-Jeans

T

h

k T
k T

h

( )

( )ν�

⎧

⎨
⎪⎪⎪

⎩
⎪
⎪

 (2)
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QUANTUM THEORY OF THE LASER  23.7

The relevant frequency scale is set by kBT/h; at a temperature of T = 288 K it is about 6 × 1012 Hz, 
corresponding to a wavelength of 50 μm.

Ironically, Planck—whose stroke of genius was to interpolate between the two limiting forms of 
Eq. (2)—was not convinced of the quantum nature of electromagnetic radiation until much later. 
Legend has it that it was the discovery of Compton scattering in 1923 that did it.23 We are, however, 
getting ahead of the story.

The true significance of Planck’s formula, Eq. (1), started to emerge only after Einstein24 had 
drawn the conclusions that led him to his famous light-quantum hypothesis of 1905, the annus mirabilis.
In Pauli’s words,

He immediately applied [it] to the photoelectric effect and to Stokes’ law for fluorescence, later also to 
the generation of secondary cathode rays by X-rays and to the prediction of the high frequency limit in 
the Bremsstrahlung.25

Quite a truckload, indeed.
The conflict with the well-established wave theory of light was, of course, recognized immedi-

ately, and so the introduction of light quanta also gave birth to the wave-particle duality. Upon its 
extension to massive objects by de Broglie in 1923 to 1924,26–27 it was instrumental in Schrödinger’s 
wave mechanics.28

Taylor’s 1909 experiment,29 in which feeble light produced interference fringes, although at most 
one light quantum was present in the interferometer at any time, addressed the issue of wave-particle 
duality from a different angle. Its findings are succinctly summarized in Dirac’s dictum that “a photon 
interferes only with itself ”30—a statement that became the innocent victim of misunderstanding 
and misquotation in the course of time.31

Another important step was taken the same year by Einstein.32 By an ingenious application 
of thermodynamic ideas to Planck’s formula, in particular consequences of Boltzmann’s relation 
between entropy and statistics, he derived an expression for the mean-square energy fluctuations w 2 
of the radiation in a frequency interval ν ν ν� + d  and a volume dV:

  w
c

W h W d dV2
3

28
= +

⎛
⎝⎜

⎞
⎠⎟πν

ν ν   (3)

where W is the spectral-spatial density of Eq. (1), so that W dn dV is the mean energy in the fre-
quency interval and volume under consideration. The first term is what one would get if classical 
electrodynamics accounted for all properties of radiation. There is no room for the second term in a 
wave theory of light; it is analogous to the fluctuations in the number of gas molecules occupying a 
given volume. This second term therefore supports Einstein’s particle hypothesis of 1905,24 in which 
electromagnetic energy is envisioned as being concentrated in localized lumps that are somehow 
distributed over the volume occupied by the electromagnetic wave.

Wave aspects (first term) and particle aspects (second term) enter Eq. (3) on equal footing. Since 
the thermodynamic considerations have no bias toward either one, one must conclude that Planck’s 
formula, Eq. (1), is unbiased as well. Electromagnetic radiation is as much a particle phenomenon as 
it is a wave phenomenon.

Einstein left the center stage of quantum theory for some years, returning to it after complet-
ing his monumental work on general relativity. In 1913, Bohr’s highly speculative postulates33 had 
suddenly led to a preliminary understanding of many features of atomic spectra (the anomalous 
Zeeman effect was one big exception; it remained a bewildering puzzle for another decade). In the 
course, “quantum theory was liberated from the restriction to such particular systems as Planck’s 
oscillators” (Pauli25).

Here was the challenge to rederive Planck’s formula from Bohr’s postulates, assuming that they 
hold for arbitrary atomic systems. Einstein’s famous paper of 191734 accomplished just that, and 
more.

He considered radiation in thermal equilibrium with a dilute gas of atoms at temperature T. We 
shall here give a simplified treatment that contains the essential features without accounting for all 
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23.8  SOURCES

details of lesser significance. Suppose that the energy spacing between two atomic levels e and g equals 
hn, so that the transition from the more energetic level e to the energetically lower level g (excited 
to ground state) is accompanied by the emission of a light quantum of frequency n. According to 
Einstein, three processes are to be taken into account (see Fig. 1): spontaneous emission, absorption, 
and stimulated emission. The latter has no analog in Maxwell’s electrodynamics.

Each of the three processes leads to a rate of change of the number of gas atoms in states e and g.
Denoting these numbers by Ne and Ng we have the following contributions to their time derivatives. 
The spontaneous emission rate is proportional to the number of excited-state atoms:

Spontaneous emission  
d

dt
Ne

d

dt
N ANg e= − = −   (4)

where A is the first Einstein coefficient of the transition in question. The absorption rate is propor-
tional to the number of ground-state atoms and to the energy density W of the radiation:

Absorption  
d

dt
N

d

dt
N BWNe g g= − =   (5)

where B is the second Einstein coefficient. The stimulated emission rate is proportional to the num-
ber of excited state atoms and to the radiation energy density:

Stimulated emission  
d

dt
N

d

dt
N BWNe g e= − =   (6)

where the same B coefficient appears as in the absorption rate.
The detailed balance between states e and g therefore requires

Total  
d

dt
Ne

d

dt
N AN BWN BWNg e g e= − = − + − = 0   (7)

under the circumstances of thermal equilibrium. Therefore, W can be expressed in terms of the 
ratios A/B and Ng/Ne:

  W
A B

N N

A B

h k Tg e

=
−

=
−

/

/

/

/ B1 1exp( )ν
  (8)

where the second equality recognizes that Boltzmann’s factor relates Ne to Ng. [The absence of addi-
tional weights here is the main simplification alluded to before; if taken into account, these weights 
would also require two closely related B coefficients in Eqs. (5) and (6).] In Eq. (8) we encounter the 

e

g

1 2 3

FIGURE 1 Transitions of three 
kinds happen between the excited 
level e and the ground level g: (1) 
spontaneous emission [see Eq. (4)], 
(2) absorption [see Eq. (5)], and 
(3) stimulated emission [see Eq. (6)].

23_Bass_v2ch23_p001-050.indd 23.8 8/21/09 5:07:19 PM

DO
 N

OT
 D

UP
LI

CA
TE



QUANTUM THEORY OF THE LASER  23.9

denominator of Planck’s factor from Eq. (2), and Planck’s formula, Eq. (1), is recovered in full if the 
relation

  A
h

c
B=

8 3

3

π ν
  (9)

is imposed on Einstein’s coefficients.
The main ingredients in this derivation of Eq. (1) are the postulate of the process of stimulated 

emission, with a strength proportional to the density of radiation energy, and the relation between 
the coefficients for spontaneous emission and stimulated emission, Eq. (9).

All of this is well remembered, but there was in fact more to the 1917 paper.34 It also contains 
a treatment of the momentum exchange between atoms and light quanta, and Einstein succeeded 
in demonstrating that the Maxwell velocity distribution of the atoms is consistent with the recoil 
they suffer when absorbing and emitting quanta. Insights gained in his study of Brownian motion 
(another seminal paper of 190535) were crucial for this success. When taken together, the consider-
ations about energy balance and those concerning momentum balance are much more convincing 
than either one could have been alone.

The discovery of the Compton effect in 192323 finally convinced Bohr and other skeptics of 
the reality of the particlelike aspects possessed by light. But Bohr, who until then was decidedly 
opposed to Einstein’s light-quantum hypothesis and the consequent wave-particle duality, did not 
give in without a last try. Together with Kramers and Slater,36 he hypothesized that perhaps energy-
momentum conservation does not hold for each individual scattering event, but only in a statistical 
sense for a large ensemble. Then one could account for Compton’s data without conceding a particle 
nature to light in general, and X rays in particular. The refined measurements that were immedi-
ately carried out by Bothe and Geiger37 showed, however, that this hypothesis is wrong: energy and 
momentum are conserved in each scattering event, not just statistically.

And then there was, also in 1924, Bose’s seminal observation that it is possible to derive Planck’s 
radiation law [Eq. (1)] from purely corpuscular arguments without invoking at all the wave proper-
ties of light resulting from Maxwell’s field equations.38,39 The main ingredient in Bose’s argument 
was the indistinguishability of the particles in question and a new way of counting them—now uni-
versally known as Bose-Einstein statistics—which pays careful attention to what is implied by their 
being indistinguishable. In the case of light quanta, an additional feature is that their number is not 
conserved, because light is easily emitted and absorbed. Massive particles (atoms, molecules, etc.), by 
contrast, are conserved; therefore, as Einstein emphasized,40–42 their indistinguishability has further 
consequences, of which the phenomenon of Bose-Einstein condensation (or should one rather say 
“Einstein condensa tion of a Bose gas”?) is the most striking one.

Quantum Electrodynamics

Theoretical studies of the quantum nature of light had a much more solid basis after Dirac’s intro-
duction of quantum electrodynamics (QED) in his seminal paper of 1927.43 The basic ingredients 
of QED were all present in Dirac’s formulation, although it is true that a consistent understand-
ing of QED was not available until renormalized QED was developed 20 years later (see the papers 
reprinted in Ref. 44). In particular, the photon concept was clarified in the sense described in the 
following paragraphs.

The infinite number of degrees of freedom of the electromagnetic field—an operator field in 
QED—become manageable with the aid of a mode expansion. For the transverse part E r⊥( , )t  of the 
electric field, for example, it reads

  E r A r A r⊥
∗∑( , )=

2
[ ( ) ( )+ ( ) ( )]

0

†t
h

a t a tk
k k k k

k

ν
ε

  (10)
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The mode functions Ak(r) are complex vector functions of the position vector r that are eigen-
functions of the Laplace differential operator,

  −∇ = ⎛
⎝⎜

⎞
⎠⎟

2

2
2

A Ak
k

k
c

( ) ( )r r
πν   (11)

where the eigenvalue is determined by the frequency nk (>0) of the mode in question. The boundary 
conditions that the electric and magnetic field must obey at conducting surfaces imply respective 
boundary conditions on the Ak(r)s.

The corresponding mode expansion for the magnetic field is given by

  B r( , ) [ ( ) ( ) ( ) ( )]†t
h

ia t ia tk
k k k k

k

= − + ∗μ ν0

2
B r B r∑∑   (12)

where

  B r A r A r B rk
k

k k
k

k

c c
( ) ( ) ( ) ( )= ∇ × = ∇ ×

2 2πν πν
;   (13)

relates the two kinds of mode functions to each other.
Among others, the mode functions Ak(r) have the following important properties:

Transverse ∇⋅ =A rk( ) 0  (14a)

Orthonormal ( ) ( ) ( )d j k jkr A r A r∗ ⋅ =∫ δ  (14b)

Complete A r A r r rk k
k

( ) ( ) ( )∗
⊥′ = − ′∑ δ  (14c)

The same statements hold for the Bk(r)s as well. The property in Eq. (14a) states the radiation-
gauge condition. The integration in Eq. (14b) covers the entire volume bounded by the conducting 
surfaces just mentioned; the eigenvalue equation Eq. (11) holds inside this volume, the so-called 
quantization volume. In the completeness relation in Eq. (14c), both positions r and r′ are inside the 
quantization volume, and δ⊥  is the transverse delta function, a dyadic that is explicitly given by

  δ
π⊥ = ⋅ −

⎛
⎝⎜

⎞
⎠⎟∫( )

( )

( )
exp( )r

k
k r

kkd
i

k2
1

3 2
  (15)

where 1 is the unit dyadic and k = ⋅k k  is the length of the wave vector k integrated over. The 
transverse character of δ⊥( )r  ensures the consistency of the properties in Eqs. (14a) and (14c).

The time dependence of E⊥( , )r t  and B(r, t) stems from the ladder operators ak(t) and ak(t),
which obey the bosonic equal-time commutation relations

  [ , ] [ , ] [ , ]† † †a a a a a aj k j k jk j k= = =0 0δ   (16)

The photon number operator

  N a ak k
k

= ∑ †   (17)

has eigenvalues N′ = 0, 1, 2, . . . ; its eigenstates with N′ = 1 are the one-photon states, those with N ′ =
2 are the two-photon states, and so on. The unique eigenstate with N′ = 0 is the photon vacuum. 
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QUANTUM THEORY OF THE LASER  23.11

We denote its ket by | vac〉. It is, of course, the joint eigenstate of all annihilation operators ak with 
eigenvalue zero:

  a kk | vac〉 = 0 for all   (18)

Application of the creation operator ak
† to | vac〉 yields a state with one photon in the kth mode:

  a kk
† | {vac〉 = state with 1 photon of the type }}   (19)

More generally, the ket of a pure one-photon state is of the form

  �{ } | | |†ψ ψ ψ1
2 1〉 = 〉 =∑ ∑k k

k
k

k

a vac with   (20)

where | |ψ k
2 is the probability for finding the photon in the kth mode. Similarly, the kets of pure 

two-photon states have the structure

  |{ } | |† †

,

ψ ψ ψ ψ ψ2

1

2
〉 = 〉 =∑ jk j k

j k
jk kja a vac with and jjk

j k

|
,

∑ =2
1   (21)

and analogous expressions apply to pure states with 3, 4, 5, . . . photons.
Einstein’s light quanta are one-photon states of a particular kind. In a manner of speaking, they 

are localized lumps of electromagnetic energy. In technical terms this means that the energy density

  

U t1 1
2

0
0 22

2ph /( , ) { } |: ( )r E B= +
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
ψ ε

μ
⎥⎥
⎥

= ⋅ + ⋅∑

:|{ }

( )
,

ψ

ψ ψ ν ν

1

2

h
j k j k k j k j

j k

∗ ∗ ∗A A B B

 

 (22)

is essentially nonzero in a relatively small spatial region only. The time dependence is carried by 
the probability amplitudes ψ k , the spatial dependence by the mode functions Ak and Bk. An arbi-
trarily sharp localization is not possible, but it is also not needed. The pair of colons :: symbolize the 
injunction to order the operator in between in the normal way: all creation operators ak

† to the left of 
all annihilation operators ak. This normal ordering is an elementary feature of renormalized QED.

At high frequencies, or when the quantization volume is unbounded, the eigenvalues of −∇2 in 
Eq. (11) are so dense that the summations in Eqs. (10), (12), and (14b) are effectively integrations, 
and the Kronecker delta symbol in Eq. (14b) is a Dirac delta function. Under these circumstances, it 
is often natural to choose plane waves

  A r e n r B r n ek k
k

k k k ki
c

i( ) exp ( ) exp∼ ∼
2 2πν

⋅
⎛
⎝⎜

⎞
⎠⎟

×
ππνk

kc
n r⋅

⎛
⎝⎜

⎞
⎠⎟

  (23)

for the mode functions. The unit vector ek that specifies the polarization is orthogonal to the unit 
vector nk that specifies the direction of propagation.

With

  ψ πνk kt i t( ) exp( )∼ − 2   (24)

in Eq. (22), one then meets exponential factors of the form

  exp ( )i
c

ctk
k

2πν
n r⋅ −

⎡

⎣
⎢

⎤

⎦
⎥   
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As a consequence, an einsteinian light quantum propagates without dispersion, which is the antici-
pated behavior.

The one-photon energy density in Eq. (22) illustrates the general feature that quantum-mechanical 
probabilities (the ψ ks) with their interference properties appear together with the classical interfer-
ence patterns of superposed mode functions [the Ak(r)s and Bk(r)s]. In other words, interference 
phenomena of two kinds are present in QED: (1) the classical interference of electromagnetic fields 
in the three-dimensional r space, and (2) the quantum interference of alternatives in the so-called 
Fock space; that is, the Hilbert space spanned by the photon vacuum | vac〉, the one-photon states 
|{ }ψ 1 〉, the two-photon states |{ }ψ 2 〉, and all multiphoton states.

In the early days of QED, this coexistence of classical interferences and quantum interferences 
was a research topic, to which Fermi’s paper of 1929 “Sulla teoria quantistica delle frange di interfer-
enza” is a timeless contribution.45 He demonstrated, at the example of Lippmann fringes, a very gen-
eral property of single-photon interference patterns: the photon-counting rates, as determined from 
quantum-mechanical probabilities, are proportional to the corresponding classical intensities.

Electromagnetic radiation is easily emitted and absorbed by antennas, processes that change the 
number of photons. Accordingly, the number of photons is not a conserved quantity, and therefore 
states of different photon numbers can be superposed. Particularly important are the coherent states

  |{ } exp |†α α αc k k k
kk

a= − +
⎛
⎝⎜

⎞
⎠⎟∑∑1

2

2
vac   (25)

that are characterized by a set { }α c  of complex amplitudes ak. As revealed in Glauber’s 1963 
papers,46–48 they play a central role in the coherence theory of light.

Since the coherent states are common eigenstates of the annihilation operators

  ak c c k|{ } |{ }α α α=   (26)

the expectation values of the electric and magnetic field operators of Eqs. (10) and (12)

  

{ ( )} | ( , )|{ ( )}
( )

[ ( ) (α α
ν
ε

αt t t
h

tc c
k

k k
E r A r⊥ =

2 0

)) ( ) ( )]

{ ( )} | ( , )|{ ( )}

+

=

∗ ∗

⊥

∑ α

α α

k k
k

c c

t

t t t

A r

B r
μμ ν

α α0

2

h
i t i tk

k k k k
k

[ ( ) ( ) ( ) ( )]− + ∗ ∗∑ B r B r

  (27)

have the appearance of classical Maxwell fields. In more general terms, if the statistical operator �ph 
of the photonic degrees of freedom—in other words, the statistical operator of the radiation field—
is a mixture of (projectors to) coherent states

  �ph = ∑|{ } ({ } ) { } |
{ }

α α α
α

c c c

c

w   (28)

with

  w wc c

c

({ } ) ({ } )
{ }

α α
α

≥ =∑0 1and   (29)

then the electromagnetic field described by �ph is very similar to a classical Maxwell field. Turned 
around, this says that whenever it is impossible to write a given �ph in the form of Eq. (28), then 
some statistical properties of the radiation are decidedly nonclassical.

During the 20-year period from Dirac’s paper of 1927 to the Shelter Island conference in 1947, 
QED remained in a preliminary state that allowed various studies—the most important ones included 
the Weisskopf-Wigner treatment of spontaneous emission49 and Weisskopf ’s discovery that the self-
energy of the photon is logarithmically divergent50—although the not-yet-understood divergences 
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QUANTUM THEORY OF THE LASER  23.13

were very troublesome. The measurement by Lamb and Retherford51 of what is now universally 
known as the Lamb shift, first reported at the Shelter Island conference, was the crucial experimental 
fact that triggered the rapid development of renor-malized QED by Schwinger, Feynman, and others.

Theoretical calculations of the Lamb shift rely heavily on the quantum properties of the elec-
tromagnetic field, and their marvelous agreement with the experimental data proves convincingly 
that these quantum properties are a physical reality. In other words, photons exist. The same remark 
applies to the theoretical and experimental values of the anomalous mag netic moment of the elec-
tron, one of the early triumphs of Schwinger’s renormalized QED,52 which finally explained an 
anomaly in the spectra of hydrogen and deuterium that Pasternack had observed in 193853 and a 
discrepancy in the measurements by Millman and Kusch54 of nuclear magnetic moments.

Photon-Photon Correlations

Interferometers that exploit not the spatial intensity variations (or, equivalently, the photon-detection 
probabilities) but correlations between intensities at spatially separated positions became important 
tools in astronomy and spectroscopy after the discovery of the Hanbury-Brown-Twiss (HB&T) 
effect in 1954.55–57 A textbook account of its classical theory is given in Sec. 4.3 of Ref. 58.

In more recent years, the availability of single-photon detectors made it possible to study the 
HB&T effect at the two-photon level. The essentials are depicted in Fig. 2. Two light quanta are inci-
dent on a half-transparent mirror from different directions, such that they arrive simultaneously. 
If their frequency contents are the same, it is fundamentally impossible to tell if an outgoing light 
quantum was reflected or transmitted. This indistinguishability of the two light quanta is of decisive 
importance in the situation where one is in each output channel. The two cases both reflected and 
both transmitted are then indistinguishable and, according to the laws of quantum mechanics, the 
corresponding probability amplitudes must be added.

Now, denoting the probability amplitudes for single-photon reflection and transmission by r 
and t, respectively, the probability for one light quantum in each output port is given by

  | |ρ τ2 2 2
2 2 2

+ = ⎛
⎝⎜

⎞
⎠⎟

+
⎛
⎝⎜

⎞
⎠⎟

=1

2 2
0

i   (30)

where we make use of ρ =1 2/  and τ = i/ 2 , which are the values appropriate for a symmetric half-
transparent mirror. Thus, the situation of one light quantum in each output port does not occur. 
Behind the half-transparent mirror, one always finds both light quanta in the same output port.

(a)

Out

Out

In

In

1

2

1

2

(b)

2

1

1

2

(c)

FIGURE 2 Essentials of the Hanbury-Brown–Twiss effect at the two-photon level. (a) Two light quanta are 
simultaneously incident at a symmetric half-transparent mirror. To obtain one quantum in each output port, the 

quanta must be either both transmitted (b) or both reflected (c). The probability amplitude for (b) is ( / ) ,1 2 1 22 = /  
that for (c) is ( ) .i/ /2 1 22 = −  If the two cases are indistinguishable, the total amplitude is 1/2 − 1/2 = 0.
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If the light quanta arrived at very different times, rather than simultaneously, they would be dis-
tinguishable and one would have to add probabilities instead of probability amplitudes, so that

  ρ τ2 2 2 2
+ = 1

2   (31)

would replace Eq. (30). Clearly, there are intermediate stages at which the temporal separation is a 
fraction of the temporal coherence length and the two quanta are neither fully distinguishable nor 
utterly indistinguishable. The probability for one light quantum in each output port is then a func-
tion of the separation, a function that vanishes when the separation does.

Experiments that test these considerations59 employ correlated photon pairs produced by a 
process known as parametric downconversion. Roughly speaking, inside a crystal that has no inver-
sion symmetry a high-frequency photon is absorbed and two lower-frequency photons are emitted, 
whereby the conservation of energy and momentum imposes geometrical restrictions on the pos-
sible propagation directions of the three photons involved. Downconversion sources with a high 
luminosity are available.60,61

The HB&T effect of Fig. 2 as well as closely related phenomena are crucial in many experiments 
in which entangled photons are a central ingredient. In particular, the recent realizations62,63 of 
schemes for quantum teleportation64 and the experiment65 that demonstrated the practical feasibil-
ity of quantum-dense coding66 are worth mentioning here.

None of these exciting developments could be understood without the quantum properties of 
radiation. Since the photon concept, in the sense of the discussion of Eqs. (10), (12), (19), (20), and 
so on is an immediate consequence of these quantum properties, the existence of photons is an 
established experimental fact beyond reasonable doubt.

23.4 QUANTUM THEORY OF THE LASER

The quantum theory of laser radiation is a problem in nonequilibrium statistical mechanics. There 
are several alternative, but ultimately equivalent, approaches to the characterization of the field 
inside the resonator. As is customary in the Scully-Lamb quantum theory, we describe the state 
of the laser field by a density operator.67,68 In this section our main focus is on the review of the 
equation of motion, the so-called master equation, for this density operator as it emerges from an 
underlying physical model, with statistical considerations and some simplifying assumptions. The 
alternative procedure based on the quantum theory of noise sources introduced in Refs. 69 and 70 
and summarized in Refs. 71 to 74 will also be briefly reviewed at the end of the section. For a recent, 
more detailed overview of the quantum Langevin point of view, we refer the reader to Ref. 75.

In general, a laser model should be based on the interaction of multimode fields with multilevel 
atoms as the active medium, and a detailed consideration of all possible processes among all the 
levels involved should be given. Decay channels and decay rates, in particular, play a crucial role in 
determining the threshold inversion and, thus, the necessary pumping rates. Of course, the pump-
ing mechanisms themselves can be quite complicated. It is well established that a closed two-level 
model cannot exhibit inversion and, hence, lasing. In order to achieve inversion three- and four-level 
pumping schemes are employed routinely. On the other hand, to illustrate the essential quantum 
features a single mode field can serve as paradigm. The single-mode laser field inside the resonator 
interacts with one particular transition of the multilevel system—the lasing transition—and the role 
of the entire complicated level structure is to establish inversion on this transition—that is, to put 
more atoms in the upper level than there are in the lower one. If one is not interested in the details 
of how the inversion builds up, it is possible to adopt a much simpler approach than the consider-
ation of a multilevel-multimode system. In order to understand the quantum features of the single-
mode field it is sufficient to focus only on the two levels of the lasing transition and their interac-
tion with the laser field. In this approach, the effect of pumping, decay, and so on in the multilevel 
structure is simply replaced by an initial condition; it is assumed that the atom is in its upper state 
immediately before the interaction with the laser mode begins. Since here we are primarily interested 
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QUANTUM THEORY OF THE LASER  23.15

in the quantum signatures of the laser field and not in the largely classical aspects of cavity design, 
pumping mechanisms, and so on, we shall follow this simpler route from the beginning. The model 
that accounts for the resonant interaction of a two-level atom with a single quantized mode in a 
cavity was introduced by Jaynes and Cummings.76

We shall make an attempt to present the material in a tutorial way. We first derive an expres-
sion for the change of the field density operator due to the interaction with a single two-level atom, 
initially in its upper state, using the Jaynes-Cummings model. This expression will serve as the seed 
for both the laser and micromaser theories. We next briefly review how to account for cavity losses 
by using standard methods for modeling the linear dissipation loss of the cavity field due to mirror 
transmission. Then we show that with some additional assumptions the single-atom-single-mode 
approach can be used directly to derive what has become known as the Scully-Lamb master equa-
tion for the more traditional case of the laser and the micromaser. The additional assumptions 
include the Markov approximation or, equivalently, the existence of very different time scales for the 
atomic and field dynamics so that adiabatic elimination of the atoms and introduction of coarse-
grained time evolution for the field become possible. The main difference between the laser and 
micromaser theories is that the interaction time of the active atoms with the field is governed by the 
lifetime of the atoms in the laser and by the transit time of the atoms through the cavity in the micro-
maser. In the laser case, the atoms decay out of the lasing levels into some far-removed other levels, 
and they are available for the lasing transition during their lifetime on the average. In the microma-
ser case, the transit time is approximately the same for all atoms in a monoenergetic pumping beam. 
Thus, the laser involves an extra averaging over the random interaction times. If we model the ran-
dom interaction times by a Poisson distribution and average the change of the field density operator 
that is due to a single atom—the kick—over the distribution of the interaction times, we obtain the 
master equation of a laser from that of the micromaser. Historically, of course, the development was 
just the opposite: the master equation was derived in the context of the laser much earlier. However, 
it is instructive to see how the individual Rabi oscillations of single nondecaying atoms with a fixed 
interaction time, as in the micromaser, give rise to the saturating, nonoscillatory collective behavior 
of an ensemble of atoms, as in the laser, upon averaging over the interaction times. As applications 
of this fully quan tized treatment we study the photon statistics, the linewidth, and spectral proper-
ties. Finally, we briefly discuss other approaches to the quantum theory of the laser.

Time Evolution of the Field in the 
Jaynes-Cummings Model

We shall consider the interaction of a single two-level atom with a single quantized mode of a reso-
nator using the rotating-wave approximation (for a recent review of the Jaynes-Cummings model 
see Ref. 77). The arrangement is shown in Fig. 3.

FIGURE 3 Scheme of a two-level atom inter-
acting with a single mode quantized field. The text 
focuses on the resonant case, ω ω= 0 . 
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The hamiltonian for this system is given by

 � � �= +0 1   (32)

where

  �0 = +1

2 0 0� �ω σ ωz a a†   (33)

and

  �1 = ++ −�g a a( )†σ σ   (34)

Here a and a† are the annihilation and creation operators for the mode. The upper level of the las-
ing transition is denoted by |a〉 and the lower level by |b〉. The atomic lowering and raising opera-
tors are expressed in terms of the state vectors as σ σ− += = 〉〈( ) | |† b a  and the population operator as 
σ z a a b b= 〉〈 − 〉〈| | | | w0 is the frequency of the | |a b〉− 〉 transition. For simplicity we assume perfect 
resonance with the mode. Finally, g is the coupling constant between the atom and the mode. In 
terms of atomic and field quantities it is given by g p= ω ε ν0 02/ �  where p is the transition dipole 
moment and n the quantization volume (the volume of the active medium, in our case). Again, for 
simplicity, p is assumed to be real.

In the interaction picture with respect to �0, the interaction hamiltonian becomes

  �
�

�
�

=
⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

= ++exp exp0
1

0i t i t
g a a

� �
� σ σ†

−−( ) ≡ �1   (35)

since �0 and �1 commute.
In the two-dimensional Hilbert space spanned by the state vectors |a〉 and |b〉 the interaction 

hamiltonian can be written as

  �1 =
⎛
⎝⎜

⎞
⎠⎟

�g
a

a
0

0†   (36)

The time evolution operator for the coupled atom-field system satisfies the equation of motion in 
this picture

  
i dU

dt
U

�
= �   (37)

and since �1 is time independent the solution is formally

  U
i

h
( ) expτ τ= −

⎛
⎝⎜

⎞
⎠⎟

�   (38)

Using the properties of the s− and s+ matrices, it is easy to show that U(t) can be written in the pre-
ceding 2 × 2 matrix representation as

  U

g aa i
g aa

aa
a

ia
g aa

( )

†

†

†

†
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  (39)
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Let us now assume that initially, at t0, the atom is in its upper state given by the atomic density 
operator �at( ) | |t a a0 = 〉〈  and the field is in an arbitrary state which, in general, can be described by 
the density operator �( )t0 , so that the joint atom-field system is characterized by the initial density 
operator � � �af at( ) ( ) ( ).t t t0 0 0= ⊗  After the interaction, � �af af( ) ( ) ( ) ( ) .t U t U0 0

1+ = −τ τ τ  Our main 
interest here is in the evolution of the field density operator. This we obtain if we trace the atom-
field density operator over the atomic states, yielding

  

� �

�

( ) [ ( )]

( ) ( )†

t t

g aa t

0

0

+ = +

=

τ τ

τ

Tr

cos cos

atom af

(( )
sin( )

( )
sin( )† †

†

†

†

†
g aa a

g aa

aa
t

g aa

aa
aτ τ τ

+ � 0

≡≡ M t( ) ( )τ � 0   (40)

Here in the last step we just introduced the superoperator M, which describes the effect of a single 
inverted atom on the field and is a key ingredient of laser and micromaser theory. The matrix ele-
ments in photon number representation take the form

  ( ( ) ) ( ) ( )M A Bnn nn nn n n n nτ τ τ� � �′ ′ ′ − ′− − ′−= + 1 1 1 1   (41)

where the coefficients are given by

  A g n g nnn′ = + ′ +( ) cos( )cos( )τ τ τ1 1   (42)

  B g n g nnn′ = + ′ +( ) sin( )sin( )τ τ τ1 1   (43)

For later purposes, we also introduce the change in the state of the field due to the interaction 
with a single inverted atom as

  � � � � � �( ) ( ) ( ) ( ) ( ) ( ) ( )t t M t t M t K0 0 0 0 01+ − = − = − ≡τ τ (( )t0   (44)

The operator K, sometimes called the kick operator, contains all the information we will need to 
build the quantum theory of the single-mode laser and micromaser. In matrix representation, 
[ ( ) ] [ ( ) ] ( )K A Bnn nn nn nn n n nτ τ δ τ� � �′ ′ ′ ′ − ′−= − + 1 1 −− ′−1 1n . 

For more elaborate systems (multimode lasers driven by multilevel atoms, for example) one can-
not give M in such a simple analytical form, but the principle remains always the same. One should 
find the superoperator M or, equivalently, the kick operator K = M − 1 which gives the action of 
a single (possibly multilevel) atom on the (possibly multimode) field from the general expression 
� � �( ) [ ( ) ( ) ( ) ( ) ]t U t t U0 0 0

1+ = ⊗ −τ τ τTratom af at af ≡≡ M t( ) ( ).τ � 0  In order to determine the full time-
evolution operator Uaf ( )τ  of the coupled atom-field system, however, one usually needs to resort to 
approximation methods, such as perturbation theory, in the more complicated multilevel-multimode 
cases.

Derivation of the Scully-Lamb Master Equation

In 1954, Gordon, Zeiger, and Townes showed that coherent electromagnetic radiation can be gener-
ated in the radio frequency range by the maser (acronym for microwave amplification by stimulated 
emission of radiation).78 The first maser action was observed in a beam of ammonia.79 The maser 
principle was extended to the optical domain by Schawlow and Townes,80 and also by Prokhorov 

23_Bass_v2ch23_p001-050.indd 23.17 8/21/09 5:07:23 PM

DO
 N

OT
 D

UP
LI

CA
TE



23.18  SOURCES

and Basov,81 thus obtaining a laser (acronym for light amplification by stimulated emission of radiation). 
A laser consists of a large ensemble of inverted atoms interacting resonantly with the electromag-
netic field inside a cavity. The cavity selects only a specific set of modes corresponding to a discrete 
set of eigenfrequencies. The active atoms—that is, the ones that are pumped to the upper level of 
the laser transition—are in resonance with one of the eigenfrequencies of the cavity in the case of 
the single-mode laser and with a finite set of frequencies in the case of the multimode laser. As dis-
cussed in the introduction to this section, for the discussion of the essential quantum features of the 
radiation field of a laser it is sufficient to confine our treatment to the single-mode case, and that 
is what we will do for the remainder of this section. A resonant electromagnetic field gives rise to 
stimulated emission, and the atoms thereby transfer their energy to the radiation field. The emitted 
radiation is still at resonance. If the upper level is sufficiently populated, this radiation gives rise to 
further transitions in other atoms. In this way, all the excitation energy of the atoms is transferred to 
the single mode of the radiation field.

The first pulsed laser operation was demonstrated by Maiman in ruby.82 The first continuous 
wave (CW) laser, a He-Ne gas laser, was built by Javan et al.83 Since then a large variety of systems 
have been demonstrated to exhibit lasing action. Coherent radiation has been generated this way 
over a frequency domain ranging from infrared to soft X rays. These include dye lasers, chemical 
lasers, solid-state lasers, and semiconductor lasers.

Many of the laser properties can be understood on the basis of a semiclassical theory. In such 
a theory the radiation field is treated classically, but the active medium is given a full quantum-
mechanical treatment. Such a theory can readily explain threshold and saturation, transient dynam-
ics, and general dependence on the external parameters (pumping and losses). It is not our aim here 
to give an account of the semiclassical theory; therefore, we just refer the reader to the ever instruc-
tive and wonderfully written seminal paper by Lamb84 and a more extended version in Ref. 67. 
Although quantum effects play only a minor role in usual practical laser applications because of the 
large mean photon numbers, they are essential for the understanding of the properties of microma-
sers, in which excited two-level atoms interact one after the other with a single mode of the radia-
tion field.85 Nevertheless, the quantum properties of the laser field are of fundamental interest as 
well. They have been thoroughly investigated theoretically with respect to the photon statistics and 
the spectrum of the laser. In particular, the quantum limitation of the laser linewidth caused by the 
inevitably noisy contribution of spontaneous emission has attracted much attention. It gives rise to 
the so-called Schawlow-Townes linewidth, which is inversely proportional to the laser intensity (see 
Ref. 80). Because of the importance of stable coherent signals for various high-precision measure-
ments, the problem of the intrinsic quantum-limited linewidth has gained renewed interest recently, 
and the investigations have been extended to cover bad-cavity lasers and several more exotic systems. 
In this review, however, we shall restrict ourselves to good-cavity lasers in which the cavity damping 
time is long compared to all other relevant time scales, and present a fully quantized theory of the 
most fundamental features.

Cavity Losses To account for the decay of the cavity field through the output mirror of the cavity, 
we simply borrow the corresponding result from reservoir theory. Its usage has become fairly stan-
dard in laser physics and quantum optics (see, for example, Refs. 67 and 68), and here we just quote 
the general expression without actually deriving it.

  
d

dt
n aa aa a a

�
� � � �

⎛
⎝⎜

⎞
⎠⎟

= ≡ − + − −
loss

th�
κ κ
2

2( )† † †

22
1 2( )( )† † †n a a a a a ath + + −� � �   (45)

This equation refers to a loss reservoir which is in thermal equilibrium at temperature T, with nth
being the mean number of thermal photons n kTth = − −[exp( / ) ]�ω0

11 , and k is the cavity damping 
rate. For the laser case, it is sufficient to take the limiting case of a zero temperature reservoir since 
�ω0�kT  and nth is exponentially small. We obtain this limit by substituting nth = 0 into Eq. (45). For 
the description of most micromaser experiments, however, we need the finite temperature version, 
since even at very low temperatures the thermal photon number is comparable to the total number 
of photons in the cavity.
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The Laser Master Equation After introducing the loss part of the master equation, we now turn 
our attention to the part that stems from the interaction with the gain reservoir. The gain reservoir 
is modeled by an ensemble of initially excited two-level atoms allowed to interact with the single-
mode cavity field. A central role in our subsequent discussions will be played by the so-called kick 
operator, K = M − 1, describing the change of the field density operator due to the interaction with 
a single atom. This quantity was introduced in Eq. (44). While in the micromaser case the effect of 
each of the atoms can be represented by the same kick operator, since in a monoenergetic pumping 
beam each atom has the same interaction time with the cavity field, this is no longer the case for a 
laser. In a typical CW gas laser, such as the He-Ne laser, atoms are excited to the upper level of the 
lasing transition at random times and, more important, they can also interact with the field for a 
random length of time. The interaction time thus becomes a random variable. Since at any given 
time the number of atoms is large (about 106 to 107 active atoms in the lasing volume of a CW He-
Ne laser), it is a legitimate approach to describe their effect on the field by an average kick operator. 
We can arrive at the interaction-time-averaged master equation quickly if we take the average of Eq. (44) 
with respect to the interaction time t :

  ( ) ( ) ( )( ( ) ) ( )M t d P M t− = −
∞

∫1 1
0

� �τ τ τ   (46)

where the distribution function for the interaction time P(t) is defined as

  P e( )τ γ γ τ= −   (47)

This distribution function corresponds to the exponential decay law. Individual atoms can decay 
from the lasing levels at completely random times, but for an ensemble of atoms the probability of 
finding an initially excited atom still in the lasing levels in the time interval ( , )τ τ τ+d  is given by 
Eq. (47). With increasing t it is increasingly likely that the atoms have decayed outside the lasing 
transition. Also note that our model corresponds to an open system: the atoms decay to other non-
lasing levels both from the upper state |a� and the lower state |b�, and, in addition, we assume that 
decay rate g is the same for both levels, as indicated in Fig. 4.

Obviously, these restrictions can be relaxed and, indeed, there are various more general models 
available. For example, the upper level |a� can have two decay channels. It can decay to the lower 
level |b� and to levels outside the lasing transition. Or, in some of the most efficient lasing schemes, 
the lower level decays much faster than the upper one, γ γb a� . In these schemes virtually no popu-
lation builds up in the lower level; hence, saturation of the lasing transition occurs at much higher 

g

g

w0

w

|a�

|b�

FIGURE 4 Scheme of a two-level atom, with 
atomic decay permitted, interacting with a single-
mode quantized field.
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intensities than in lasers with equal decay rates for both levels. These generalizations, however, are 
easily accounted for (see Ref. 67) and it is not our concern here to provide the most general treat-
ment possible. Instead, we want to focus on the essential quantum features of the laser field and 
employ the simple two-level model with equal decay rates for both.

The formal averaging in Eq. (46) can be performed most easily if we transform to a particular 
representation of the density matrix. For our purposes, the photon number representation suffices, 
although other options are readily available and some of them will be summarized briefly at the 
end of this section. Taking the n, n′ elements of Eq. (46) and using Eqs. (42) and (43), the averaging 
yields

  [( ) ]
( ) ( )

(
M

n n n n

nnn− = −
+ + ′+ + − ′

+ + +′1
1 1

1 2 1

2

�
χ χ

χ

2

′′+ + − ′ ′n n n nn1 2) ( )χ2 �   

       + ′
+ + ′ + − ′ − ′−

2

1 2 2 1 1

χ
χ χ2

nn

n n n n n n( ) ( )
�   (48)

where the notation χ = g 2 2/γ  is introduced. Finally, taking into account cavity losses ( )�� nn′ from 
Eq. (45), with nth = 0, we obtain the following master equation for our quantum-mechanical laser 
model:

  	� �nn
nn

nn
nn

n n

nn
′

′

′
′

− ′−
= −

′
+

+ ′
+

� �

� � �

�

� �1 1 1 1/ /��
�n n− ′−1 1   

  − + ′ + + ′ +′ + ′+
κ κ
2

1 1 1 1( ) ( )( )n n n nnn n n� �   (49)

Here we introduced the original notations of the Scully-Lamb theory—the linear gain coefficient:

  � = 2rχ   (50)

the self-saturation coefficient:

  � �= 4χ   (51)

and the dimensionless factors:

  ′ = + + ′+ +
− ′

�
�

�

1

2
1 1

8

2

( )
( )

n n
n n

  (52)

and

  �
�

�
= + + ′+ +

− ′1

2
1 1

16

2

( )
( )

n n
n n

  (53)

Equation (49) is the Scully-Lamb master equation, which is the central equation of the quantum 
theory of the laser. Along with the notations introduced in Eqs. (50) to (53), it constitutes the main 
result of this section and serves as the starting point for our treatment of the quantum features of 
the laser. Among the specific problems we shall consider are the photon statistics, which is the physi-
cal information contained in the diagonal elements, and the spectrum, which is the physical infor-
mation contained in the off-diagonal elements of the field density matrix.

The Micromaser Master Equation The development of the single-atom maser or micro-maser plays a 
particularly important role in cavity quantum electrodynamics because it realizes one of the most fun-
damental models, the Jaynes-Cummings hamiltonian. The experimental situation86 is very close to the 
idealized case of a single two-level atom interacting with a single-mode quantized field, as previously 
discussed, and allows a detailed study of fundamental quantum effects in the atom-field interaction.
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In the micromaser, a stream of two-level atoms is injected into a superconducting microwave 
cavity of very high quality Q. The injection rate r is low enough to ensure that at most only one 
atom is present inside the cavity at any given time and that most of the time the cavity is empty. The 
decay time of the high-Q cavity field is very long compared to both the interaction time t, which is 
set by the transit time of atoms through the cavity, and the inverse of the single-photon Rabi fre-
quency g−1. In typical experimental situations, however, gτ 1. Therefore, a field is built up in the 
cavity provided the interval between atomic injections does not significantly exceed the cavity decay 
time. Sustained oscillation is possible with less than one atom on the average in the cavity.

In addition to the progress in constructing superconducting cavities, advances in the selective 
preparation of highly excited hydrogenlike atomic states, called Rydberg states, have made possible 
the realization of the micromaser. In Rydberg atoms the probability of induced transitions between 
adjacent states is very large, and the atoms may undergo several Rabi cycles— that is, several peri-
odic energy exchanges between the atom and the cavity field may take place in the high-Q cavity. 
The lifetime of Rydberg states for spontaneous emission decay is also very long, and atomic decay 
can be neglected during the transit time in the cavity.

Here we set out to derive a master equation for the micromaser. For this, we consider a single-
mode resonator into which two-level atoms are injected in their upper states. Due to the different 
time scales, the effect of cavity damping can be neglected during the interaction. Then the effect of 
a single atom on the field density operator, injected at ti and interacting with the field for a time t, is 
given by Eq. (44) with t0 replaced by tt. If several atoms are injected during a time interval Δt which 
is still short on the time scale governed by the cavity decay time k−1 but long on the time scale of the 
interaction time t, then the cumulative effect on the field is simply the sum of changes

  Δ = − = −
≤ ≤ +Δ
∑� � �( ( ) ) ( ) ( ( ) ) ( )M t r M t dti

t t t t
i

i

τ τ1 1 ii
t

t t+Δ

∫   (54)

where in the last step we turned the sum into an integral by using the injection rate r as the number 
of excited-state atoms entering the cavity per unit time.

At this point we introduce some of the most important approximations of laser physics, or reser-
voir theory in general—the so-called Markov or adiabatic approximation and coarse time graining. 
These approximations are based on the existence of three very different time scales in the problem. 
First, the interaction time t for individual atoms is of the order of the inverse single-photon Rabi 
frequency g−1, and is the shortest of all. In fact, on the time scale set by the other relevant parameters, 
it appears as a delta-function-like kick to the state of the field with the kick operator K of Eq. (44). 
The second time scale is set by r −1, the average time separation between atomic injections. It is sup-
posed to be long compared to t but short compared to the cavity-damping time k  −1. Thus, we have 
the following hierarchy of timescales: τ κ� �r− −1 1. When we turned the sum in Eq. (54) into an 
integral we already tacitly assumed that there is a time scale on which the injection appears to be 
quasicontinuous. We now see that it is the time scale set by k −1. This is the time scale that governs 
the time evolution of the cavity field. In the evaluation of the integral in Eq. (54) we assume that 
Δt is an intermediate time interval such that r t− −< Δ <1 1κ . Then during this interval the state of 
the field does not change appreciably, and we can replace �( )ti  on the right-hand side of Eq. (54) 
by �( )t . This is the essential step in transforming the integral equation into a differential equation, 
and it constitutes what is called the Markov approximation. It is also called the adiabatic approxima-
tion since the field changes very slowly (adiabatically) on the time scale set by the atoms. As a result, 
�( )t  can now be taken out of the integral, and the integration in Eq. (54) yields Δ = Δ −( )� �r t M t1 ( ). 
Dividing both sides by Δt, we obtain

  
Δ
Δ

= −
�

�
t

r M( ( ) )τ 1   (55)

The left-hand side is not a true derivative; it only appears to be one on the time scale of the cavity 
decay time. However, if we are interested in the large-scale dynamics of the field, we can still regard it 
as a good approximation to a time derivative. It is called the coarse-grained derivative and the Eq. (55) 
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now properly describes the time rate of change of the field due to the interaction with an ensemble 
of active atoms, the gain reservoir.

Equation (55) gives the time rate of change of the field density operator due to the gain reservoir 
( / ) .d dt� gain  To this, we add the time rate of change of the density operator due to the cavity losses by 
hand. For the parameters of the Garching micromaser experiment, T = 0.5 K and ω π0 2 21 5/ = .  GHz, 
yielding nth = 0.15. The thermal background cannot be neglected since, as we shall see, the steady-
state field contains but a few photons. The complete master equation for the micromaser, including 
both gain and loss, is then simply the sum of Eqs. (55) and (45):

  
d

dt

d

dt

d

dt
r M

� � �
=

⎛
⎝⎜

⎞
⎠⎟

+
⎛
⎝⎜

⎞
⎠⎟

= −
gain loss

( ( )τ 1))� �+ �   (56)

For later purposes, we also give the master equation in matrix representation:

  
d

dt
r A Bnn

nn nn n n n n

�
� �′

′ ′ − ′− − ′= − +[( ( ) ) ( )τ τ1 1 1 1 −−1]   

  − + ′ + − ′′ − ′−
κ
2

2 2 1 1n n n nnnn n nth[( ) ]� �   

  − + + ′ − + ′ +′ + ′+
κ
2

1 2 1 1 1 1( )[( ) ( )( ) ]n n n n nnn n nth � �   (57)

Here Ann′( )τ  and Bnn′( )τ  are given by Eqs. (42) and (43). Equation (57) is identical to the one 
obtained by more standard methods87 and employed widely in the context of micromasers. It forms 
the basis for most studies (with a few notable exceptions, as discussed at the end of this section) on 
the quantum statistical properties of the micromaser and, naturally, it will be our starting point as 
well.

Physics on the Main Diagonal: Photon Statistics

To begin to bring to light the physical consequences of the laser and maser master equations, we 
shall first focus on the diagonal elements of the field density matrix �nn , which give us the photon-
number distribution since �nn p n= ( ) is the probability of finding n photons in the cavity mode. The 
case of the laser is sufficiently different from that of the micromaser that we shall deal with them 
separately.

Laser Photon Statistics Taking the diagonal n = n′ elements in Eq. (49) and regrouping the terms, 
we obtain the following equation for the photon-number probabilities:

  	p n
n

n
p n n p n

n
( )

( )

( )
( ) ( ) ( )= − +

+ +
+ + + +1

1 1
1 1

�

� �

�

/
κ

11
1

+
− −

n
p n np n

� �/
( ) ( )κ   (58)

Here the overdot stands for the time derivative. Note that diagonal elements are coupled only to 
diagonal elements. This holds quite generally; Eq. (49) describes coupling along the same diagonal 
only. For example, elements on the first side diagonal are coupled to other elements on the first side 
diagonal, and so on, and in general only elements with the same difference n − n′ are coupled. The 
quantity k = n − n′ corresponds to elements on the kth side diagonal. Elements on different diago-
nals are not coupled, which greatly simplifies the solution of laser-related problems.

Before we begin the solution of Eq. (58), we want to give a simple intuitive physical picture of the 
processes it describes in terms of a probability flow diagram, shown in Fig. 5.

The left-hand side is the rate of change of the probability of finding n photons in the cavity. 
The right-hand side contains the physical processes that contribute to the change. Each process is 
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represented by an arrow in the diagram. The processes are proportional to the probability of the 
state they are starting from and this will be the starting point of the arrow. The tip of the arrow 
points to the state the process is leading to. There are two kinds of elementary processes: emission 
of a photon into the cavity mode (upward arrows) and loss of a photon from the cavity through 
the output mirror (downward arrows). Furthermore, the processes that start from a given state and 
end in a different one will decrease the probability of the state they are starting from and increase 
the probability of the state they are ending at. For example, the first term on the right-hand side 
describes emission of a photon into the cavity mode provided there are n photons already present 
before the emission event takes place. Since there will be n + 1 photons after the emission, this pro-
cess decreases the probability of finding n photons, hence the minus sign. The total emission rate 
�( )n+1  has a contribution from stimulated emission, the �(n) term, and another one from sponta-
neous emission, the � term. The third term on the right-hand side corresponds similarly to emis-
sion, conditioned on the presence of n − 1 photons in the cavity initially. After the emission, there 
will be n photons, hence the plus sign. The second term describes the loss of a photon through the 
cavity mirror, provided there are n photons initially. After the escape of a photon, there will be n − 1 
photons; therefore, this term decreases p(n). Finally, the last term corresponds similarly to a loss 
process, with initially n + 1 photons in the cavity. After the escape of a photon there will be n pho-
tons left, so this term increases the probability p(n) of finding n photons in the cavity.

After this brief discussion of the meaning of the individual terms, we now turn our attention to 
the solution of the equation. Although it is possible to obtain a rather general time-dependent solu-
tion to Eq. (58), our main interest here is in the steady-state properties of the field. To obtain the 
steady-state photon statistics, we replace the time derivative with zero. Note that the right-hand side 
of the equation is of the form F(n + 1) − F(n), where

  F n np n
n

n
p n( ) ( )

/
( )= −

+
−κ �

� �1
1   (59)

simply meaning that in steady-state F(n + 1) = F(n). In other words, F(n) is independent of n and is, 
therefore, a constant c. Furthermore, the equation F(n) = c has normalizable solution only for c = 0. 
From Eq. (59) we then immediately obtain

  p n
n

p n( ) ( )=
+

−
�

� �

/

/

κ
1

1   (60)

which is a very simple two-term recurrence relation to determine the photon-number distribution. 
Before we present the solution, a remark is called for here. The fact that F(n) = 0 and F(n + 1) = 0 hold 
separately is called the condition of detailed balance. As a consequence, we do not need to deal with all 
four processes affecting p(n). It is sufficient to balance the processes connecting a pair of adjacent 
levels in Fig. 5, and instead of solving the general three-term recurrence relation resulting from the 
steady-state version of Eq. (58), it is enough to solve the much simpler two-term recursion, Eq. (60).

It is instructive to investigate the photon statistics in some limiting cases before discussing the 
general solution. Below threshold the linear approximation holds. Since only very small n states are 

k(n + 1)p(n + 1) �(n + 1)p(n)

k(n)p(n) �(n)p(n – 1)

n + 1

n

n – 1

FIGURE 5 Probability flow diagram for the laser.
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populated appreciably, the denominator on the right-hand side of Eq. (60) can be replaced by unity 
in view of n� �/ �1. Then

  p n p
n

( ) ( )=
⎛
⎝⎜

⎞
⎠⎟

0
�

κ
  (61)

The normalization condition p nn ( )==
∞∑ 10  determines the constant p(0), yielding p( ) ( )0 1= −�/κ .

Finally,

  p n
n

( )= −
⎛
⎝⎜

⎞
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⎛
⎝⎜

⎞
⎠⎟

1
� �

κ κ
  (62)

Clearly, the condition of existence for this type of solution is � <κ . Therefore, � =κ  is the thres-
hold condition for the laser. At threshold, the photon statistics change qualitatively and very rapidly 
in a narrow region of the pumping parameter. It should also be noted that below threshold the dis-
tribution function Eq. (62) is essentially of thermal character. If we introduce an effective tempera-
ture T defined by

  exp −
⎛
⎝⎜

⎞
⎠⎟

=
�ω

κ
0

kT

�
  (63)

we can cast Eq. (62) to the form

  p n
kT

n
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( )= − −
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exp exp
� �ω ω

⎟⎟   (64)

This is just the photon-number distribution of a single mode in thermal equilibrium with a thermal 
reservoir at temperature T. The inclusion of a finite temperature-loss reservoir to represent cavity 
losses will not alter this conclusion about the region below threshold.

There is no really good analytical approximation for the region around threshold, although the 
lowest-order expansion of the denominator in Eq. (60) yields some insight. The solution with this 
condition is given by

  p n p
k

n

k

n

( ) ( )=
⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟=

∏0 1
0

� �

�κ   (65)

This equation clearly breaks down for n n> =� �/ max , where p(n) becomes negative. The resulting 
distribution is quite broad, exhibiting a long plateau and a rapid cutoff at nmax. The broad plateau 
means that many values of n are approximately equally likely; therefore, the intensity fluctuations 
are large around threshold. The most likely value of n = nopt can be obtained from the condition 

p n p n( ) ( )opt opt− =1  since p(n) is increasing before n = nopt and decreasing afterwards. This condition 
yields nopt /= −( )� �κ , which is smaller by the factor κ /� than the value obtained from the full 
nonlinear equation [cf. Eq. (70) following].

The third region of special interest is the one far above threshold. In this region, �/κ �1 and the 
n values contributing the most to the distribution function are the ones for which n�� �/ . We can 
then neglect 1 in the denominator of Eq. (60), yielding

  p n n
n

n

n

( ) exp
!

= −
⎛
⎝⎜

⎞
⎠⎟

  (66)

with n = � �2 /( ).κ  Thus, the photon statistics far above threshold are poissonian, the same as for a 
coherent state. This, however, does not mean that far above threshold the laser is in a coherent state. 
As we shall see later, the off-diagonal elements of the density matrix remain different from those of a 
coherent state for all regimes of operation.
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After developing an intuitive understanding of the three characteristically different regimes of 
operation, we give the general solution of Eq. (60), valid in all three regimes:

  p n p
kk

n

( ) ( )
( / )

(1 ( / )=1

=
+∏0

�

� �

κ
  (67)

The normalization constant p(0) may be expressed in terms of the confluent hypergeometric 
function
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 (68)

In Fig. 6, the photon-number distribution is displayed for various regimes of operation.
It is interesting to note that p(n) is a product of n factors of the form (�/k)/(1 + k �/�). This 

is an increasing function of k as long as the factors are larger than 1 and decreasing afterward. The 
maximum of the distribution function can be found from the condition

  
( )

( )

�

� �

/

/

κ
1

1
+

=
nm

  (69)
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FIGURE 6 Photon statistics of the laser for various regimes of operation. Dotted line: laser 50 percent 
below threshold (�/k = 1/2), distribution thermal in character, Mandel QM = 1. Dot-dashed line: laser 10 percent 
above threshold, (�/k = 1.1), distribution is broad, QM = 5. Solid line: laser 100 percent above threshold (�/k = 2), 
distribution super-Poissonian, QM = 1. Since in the various regimes the actual photon numbers and p(n) values 
differ by several orders of magnitude, in order to comparatively display the statistics in one figure, we plot p(n)/
pmax versus n n . This way the maximum of each curve is 1 and unity on the horizontal axis corresponds to the 
average photon number. �/� = 50 is used for all plots, for illustrative purposes only. For more realistic values, 
the above-threshold distributions are much narrower on this scale.
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or

  nm =
−�

�

� κ
κ

  (70)

Clearly, for � < k the maximum is at n = 0 and the distribution is monotonically decreasing, which 
is characteristic of a thermal distribution. This is in agreement with the previous findings for the 
below-threshold region. Around �κ  the distribution quickly changes its character. The factor 
�/� governs the magnitude of the photon number while (� − k)/k is a measure of how far away 
from threshold the laser is operating. Typical values for CW gas lasers (the He-Ne laser, for example) 
are � �/ 106 and κ 106 Hz. Around threshold, �κ  and the factors appearing in p(n), given by 
Eq. (69), are effectively unity for a broad range of n. For example, for �/k = 1.001 (i.e., one-tenth 
of a percent above threshold), the factors are slightly above 1 for 1 < n < 1000. So, in the threshold 
region, the distribution very quickly changes from a thermal one, dominated by the vacuum state, 
to a broad distribution with large intensity fluctuations. Farther above thresh old the distribution 
becomes more and more peaked around nm and becomes essentially poissonian for �/k > 2.

It is easy to obtain the mean photon number n  from Eq. (67):

  n np n p
n

= =
−

+
=

∞

∑ ( ) ( )
�

�

� �

�

κ
κ

0
0

  (71)

Above threshold, p(0) � 1 and the last term becomes quickly negligible. Then n  coincides with nm,
the maximum of the distribution. We can obtain n 2 similarly. The result is

  n n2 2= +
�

�

2

κ
  (72)

Using Eq. (71), the variance can be expressed as

  σ
κ

2 2 2= − =
−

n n n
�

�
 (73)

From here we see that the variance always exceeds that of a poissonian distribution ( ),σ 2 > n  but it 
approaches one far above threshold. A good characterization of the photon-number distribution is 
given by the Mandel QM parameter:

  Q
n n

nM =
−

−
2 2

1   (74)

For our case, it is given by

  QM =
−
κ

κ�
  (75)

Since QM > 0 above threshold, the field is superpoissonian. Very far above threshold, when 
��κ , QM  approaches zero, which is characteristic of a poissonian distribution, again in agreement 
with our discussion of the far-above-threshold region.

Micromaser Photon Statistics As a first application of the micromaser master equation, Eq. (56), 
we shall study the steady-state photon statistics arising from it. To this end we take the diagonal 
n = ′n elements, and after regrouping the terms we obtain:

  

	p n N g n p n n n p n( ) sin ( ) ( ) ( )( ) (= − + + + + +ex th
2 1 1 1 1τ )) ( ) ( )

sin ( ) ( ) ( )

− +

+ − − +

n n p n

N g n p n n n

th

ex th

1

1 12 τ pp n n np n( ) ( )+ −th 1  (76)
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Here the overdot stands for derivative with respect to the scaled time ′ = =t t N rκ κ. ex /  is the num-
ber of atoms traversing the cavity during the lifetime of the cavity field, and the diagonal matrix ele-
ments of the density operator p(n) = �nn are the probabilities of finding n photons in the cavity. The 
various processes in the right-hand side of this equation are again visualized in Fig. 5. They have the 
structure F(n + 1) − F(n) where F(n + 1) corresponds to the processes connecting p(n + 1) to p(n).
In the steady state the left-hand side is zero and F(n + 1) = F(n), yielding F(n) = constant. The only 
normalizable solution to the photon statistics arises when this constant is zero, F(n) = 0. Once again, 
this is the condition of detailed balance because the probability flows between adjacent levels are 
separately balanced. More explicitly, this leads to the following recurrence relation for the photon-
number probabilities:

  p n
N g n n n

n
p n( )

sin ( )
( )=

+
+

−ex th

th

/2

1
1

τ
  (77)

The solution to this simple recurrence relation is straightforward:

  p n p
N g i i n

ni

n

( ) ( )
sin ( )

=
+

+=
∏0

1

2

1

ex th

th

/τ
  (78)

where p(0) is determined from the normalization condition p nn ( ) .==
∞∑ 10  The photon-number 

distribution p(n) versus n can be multipeaked in certain parameter regimes. This can be easily 
understood on the basis of Fig. 5. The gain processes (upward arrows) balance the loss (downward 
arrows). Since the gain is an oscillatory function of n, several individual peaks [with the property 
p(n + i) = p(n)] will develop for those values of n where the gain perfectly balances the loss. The 
resulting mean photon number (first moment of the distribution) and photon-number fluctuations 

(second moment QM) versus the scaled interaction parameter θ τ= g Nex  are displayed in Fig. 7.
The mean photon number is an oscillatory function of the scaled interaction time. The oscillations 

correspond to subsequent Rabi cycles the atoms are undergoing in the cavity as function of the inter-
action time. The first threshold occurs at q = 1; the higher ones occur where θ  is approximately an 
integer multiple of 2p. Around the thresholds the micromaser field is superpoissonian; in the param-
eter region between the thresholds it is subpoissonian, which is a signature of its nonclassicality.

FIGURE 7 (a) Mean photon number and (b) Mandel QM parameter versus interaction parameter for the micromaser, 
for Nex = 200.
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Physics off the Main Diagonal: 
Spectrum and Linewidth

In the subsection on laser photon statistics we have shown that the laser has poissonian photon 
statistics far above threshold, just as a coherent state would. However, it is erroneous to conclude 
from this that the laser field is in a coherent state far above threshold. Only the intensity of the laser 
becomes stabilized due to a delicate balance of the nonlinear gain and loss. Any deviation from the 
steady-state intensity induces a change that tries to restore the steady-state value; as a result, the 
intensity is locked to this value. The phase of the field, on the other hand, evolves freely and is not 
locked to any particular value. In fact, it performs a random walk due to the separate spontaneous 
emission events. Each such event contributes a small random phase change to the instantaneous 
phase of the field. The mean of these changes averages to zero, but the mean of the square of these 
changes remains finite. As a result, the phase undergoes a diffusionlike process and will become uni-
formly distributed over the 2p interval. Any information contained in the instantaneous phase will 
be erased in this process. The time scale for the decay of the phase information is given by the rate of 
the phase diffusion. In the following, we shall determine this characteristic time scale, the so-called 
phase diffusion constant for the laser and micromaser.

Spectral Properties of the Laser Field The decay of the phase information can be directly read out 
from the temporal behavior of the two-time correlation function of the field amplitude:

  g t t t
a t t a t

a t a t
( )

†

†
( , )

( ) ( )

( ) ( )
1

0 0
0 0

0 0

+ =
+

  (79)

With increasing time difference between their amplitudes, the fields become less and less correlated 
since spontaneous emission randomizes their phases. At steady state, the two-time correlation function 
[Eq. (79)] depends only on the time difference t and is independent of the choice of the initial time t0.

A quantum regression “theorem,”88 based on a system-reservoir factorization of the density 
matrix, was developed to permit the time evolution of the two-time correlation function at steady 
state to be calculated from the time evolution of the single-time correlation function for a Markov 
process. The unusual success of this procedure (see Ref. 89 for a comparison between experiment 
and theory for the phase linewidth, the intensity linewidth, the photo-count distribution, and the 
spectral moments) requires additional explanation. This was sup plied in a proof that regression is 
valid when the system is markovian.90 In the quantum case, the system is only approximately mar-
kovian. But this assumption has already been made in all cases for which solutions have been found. 
Therefore, it is sufficient for us to study the time evolution of the amplitude itself:

  a t n
n

nn
†( ) = +

=

∞

+∑ 1
0

� 1   (80)

At this point it is useful to define a column vector with the components � �n
k

nn k
( ) ≡ +  This way, we 

simply arrange the elements of the kth diagonal in the form of a vector. For example, elements on 
the first side diagonal correspond to k = 1, and so on. Let us note that the equation of motion for the 
off-diagonal matrix elements of the density operator can now be written in a simple matrix form

  	� �n
k

nn n
kA( ) ( )= ′ ′  (81)

where summation is implied over repeated indexes and the matrix elements Ann¢ . can be read out 
from Eq. (49). They are given by

  

A n
k

nn

nn k

nn k
′

+

+
= −

′
+

+ +
⎛
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⎞
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1 1
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 (82)
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Clearly, Ann¢ is a tridiagonal matrix. Due to its linearity, we can look for the solution of Eq. (81) by 
the simple exponential Ansatz, � �n

k t
n

kt e( ) ( )( ) ( ).= −λ 0  With this substitution, Eq. (81) can be written in 
the form of an eigenvalue equation to determine l ,

  λ� �n
k

nn
n

n

n
kA( ) ( )= − ′

−

+

′∑
1

1

  (83)

We restrict the following treatment to k = 1 because that is what we need for the calculation of the 
g(1) correlation function. Higher-order correlation functions, g(k) with k > 1, are related to �n

k( ) with 
k > 1. From the structure of the −A matrix, one can show that all eigenvalues are positive. There is a 
smallest eigenvalue, which we denote by D. This eigenvalue will dominate the longtime behavior of 
the field amplitude, as can easily be seen from the following considerations. Let us denote the set of 
eigenvalues by { , }D jλ  with j = 1, 2, 3, . . . . Then �n t( )( )1  can be written as

  � � �n n nj jt Dt t( ) ( ) ( )( ) ( )exp( ) ( )exp(1
0
1 10 0= + −λ ))

j=

∞

∑
1

  (84)

From this we see that, indeed, the longtime behavior of the off-diagonal elements will be governed 
by the first term, since the other terms decay faster according to our assumption of D being the 
smallest positive eigenvalue. Therefore, our task is reduced to the determination of D. In order to 
obtain an analytical insight, we can proceed as follows. First, let us note that in the longtime limit all 
elements of the vector �n t( )( )1  decay the same way—they are proportional to exp (−Dt). Therefore, 
the sum of the elements also decays with the same rate, D, in this limit. It is quite easy to obtain an 
equation of motion for the sum of the elements. Start ing from Eq. (81) and using Eq. (82) for the 
case k = 1, we immediately obtain

  	�( ) ( )( )

( )
(1 3 2 1 2

1 3 2
1= −

+ − + +
+ +

+ +
n n n

n
n

/

/ /
/

� �
� κ 22 1

0

1− +
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥=

∞

∑ n n
n

n( ) ( )�   (85)

Here we introduced the notation � �nn
( ) ( )1

0
1

=
∞∑ =  and used the fact that ′ = + + ≈ ++� � �nn n n1 3 2/ /(8 ) 3/2 

and � � � � �nn n n+
−= + + ≈ + ≈1 3 2/ /(16 ) 3/2 since / 10 6and can therefore safely be neglected next 

to 3/2. In the longtime limit the time derivative on the left-hand side can simply be replaced by −D
due to Eq. (84). It is also plausible to assume that in the same limit those values of n will contribute 
the most that lie in the vicinity of n . Then we can expand the coefficients around the steady-state 
value of the photon number. This is certainly a good approximation in some region above threshold. 
The key point is that after the expansion the coefficients of �n

( )1  on the right-hand side become inde-
pendent of the summation index n and can be factored out from the sum. Then, after the summa-
tion, the quantity �( )1  also appears on the right-hand side of the equation:

  D
n

� �( ) ( )1 1

8
= +� κ

  (86)

From this we can simply read out the decay rate:

  D
n

=
+� κ

8
  (87)

This quantity, called the phase diffusion coefficient, plays a crucial role in determining the transient 
behavior of the laser as well as its spectral properties. It exhibits the characteristic line narrowing for 
high intensity, first found by Schawlow and Townes.80 The mean amplitude, Eq. (80), can now be 
written as

  a t e aDt† †( ) ( )= − 0   (88)
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The decay of any initial coherent component of the laser field is governed by the phase dif fusion 
constant, due to the randomization of the initial phase information. The randomization is due to 
two separate processes, as can be read out from the analytical expression, Eq. (87) of the phase dif-
fusion constant. The part proportional to the spontaneous emission rate � is due to the random 
addition of photons to the field via spontaneous emission; the part proportional to the cavity decay 
rate is due to leaking of vacuum fluctuations into the cavity through the output mirrors. Both pro-
cesses randomize the phase of the initial field; as a result, the phase performs a random walk with a 
diffusion rate given by Eq. (87). Ultimately, of course, vacuum fluctuations are also responsible for 
spontaneous emission.

The phase diffusion constant also determines the linewidth of the spectrum of the laser field. 
Using the quantum regression theorem, we immediately find that the (nonnormalized) steady-state 
field correlation function is given by

  g t t t a t t a t n i t Dt( ) †( , ) ( ) ( ) exp( )1
0 0 0 0 0+ = + = −ω  (89)

where ω0 denotes the operating frequency of the laser, as before. The power spectrum is given by the 
Fourier transform of the field correlation function:

  S g t t t e dt
n D

D
i t( ) Re ( , )

( )
( )ω

π π ω ω
ω= + =

− +
−1 1

0 0
0

2 220

∞

∫   (90)

This is a lorentzian spectrum centered around the operating frequency, ω ω= 0 . The full width at 
half-maximum (FWHM) is given by 2D. Figure 8 depicts the normalized spectrum S S( ) ( )ω ω/ 0  ver-
sus the detuning Δ= −( ) .ω ω0 /D  

It should be emphasized that our method of obtaining the preceding analytical approxi mations 
is justified only if the mean photon number is large, the photon-number distribution consists of a 
single large peak, and cross-coupling between intensity and phase, arising from the nonlinearity of 
the gain very far above threshold, is negligible. These conditions are met for a laser in some region 
above threshold. Near the threshold, however, the intensity fluctuations cannot be neglected. From 
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FIGURE 8 Laser spectrum S S( ) maxω /  versus detuning 
Δ= −( )ω ω κ0 / , for a laser 100 percent above threshold (note that 
detuning is in units of bare-cavity linewidth). For our param-
eters the spectral width D is about 1 percent of the bare-cavity 
linewidth, an example of the Schawlow-Townes narrowing
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numerical studies91 it was concluded that their contribution to the linewidth is approximately equal 
to the phase diffusion constant, and the linewidth in this region is about twice what is predicted by 
Eq. (90); i.e., it is 4D; and far above threshold (for �κ > 2), the linewidth is smaller than the pre-
diction of Eq. (90). These numerical find ings are confirmed by a recent analytical approach to the 
problem.92 One of the earliest quan tum calculations of the laser linewidth69 was based on the quan-
tum theory of noise sources.70 The laser linewidth above threshold was established to be due mostly 
to phase noise,69 and it was explained that the factor of 2, too large, was obtained by many previous 
authors because they had permitted amplitude fluctuations, which were valid near threshold but 
not far above. These ideas were confirmed by analytic calculations below and above threshold93 
and by a numerical solution of the associated Fokker-Planck equation.94,95 Moreover, the effects of 
laser detuning on the linewidth were determined without assuming that the light field decays much 
slower than the atomic decay rates. It was found that the effective linewidth was a harmonic mean 
between the field and electronic decay rates, as shown in Eq. (35) of Ref. 69.

The calculations of the phase linewidth done in this section are equivalent to the quasilinear 
approximation employed in the Langevin noise source procedure in Ref. 93 and shown in Ref. 
94 to be valid for dimensionless pump rates p > 10. Below threshold, p < −10, the components of 
the electromagnetic field can be treated as uncoupled gaussian variables, leading to the Schawlow-
Townes formula. Only the region in the immediate vicinity of threshold requires careful analysis. In 
that region, it is shown in footnote 10 in Ref. 93 that the coefficients in the Fokker-Planck equation 
can be expanded in powers of n, retaining only the first nonlinear term. The result then reduces to 
the rotating-wave Van der Pol oscillator. One advantage of this reduction is that the equation can be 
scaled in time and in amplitude, leaving the dimensionless pump parameter p as the only remaining 
parameter. This greatly reduces any subsequent numerical calculations. The ability to retain only one 
nonlinear term is based only on the requirement that we are dealing with a good oscillator—that is, 
one whose signal-to-noise ratio is large. Equivalent approximations can be introduced in the density 
matrix treatment, as well.

The assumption made here that the phase linewidth comes predominantly from the small-
est decay eigenvalue was established in Ref. 94, where the actual line shape is shown to be a sum 
of lorentzians, and the percentage from each lorentzian is calculated. The intensity fluc tuations 
are also expressed as a sum of lorentzians but several modes contribute, not just the lowest. The 
percentage in each is given in Ref. 94. Part of the reason for this is that the modes approach degen-
eracy in pairs as one moves above threshold. The lifting of such a degeneracy was shown in Ref. 96 
to be associated with a phase transition. Since our system is finite, the phase change occurs gradu-
ally and can be observed. The view of lasing as a phase transition will be explored in more detail in 
Sec. 23.5.

Spectral Properties of the Micromaser Field If we take the n, n + 1 matrix elements of Eq. (57), 
then, following the methods of the previous subsection, it is straightforward to derive the diffusion 
constant. In particular, elements of the first side diagonal can again be arranged in the form of a col-
umn vector, and this vector again satisfies an equation of motion similar to Eq. (81), with an appro-
priate redefinition of the tridiagonal matrix appearing in the equation:

  A r g n g n n nnn′ = − − + + + +{ [ cos( )cos( )] ( (1 1 2 2 1τ τ κ th )) )}+ + ′n nn1 2/ δ   

  + + + + ′+( sin( )sin( ) ( ))r g n g N n n n nnτ τ κ δ1 1 1th
  

  + + + + ′−κ δ( ) ( )( )n n n nnth 1 1 2 1  (91)

The exponential Ansatz for the decay of the column vector again turns the equation of motion into 
an eigenvalue equation for the matrix A and the longtime behavior will again be governed by the 
smallest eigenvalue, which we denote by D. Summing over all elements of the resulting eigenvalue 

23_Bass_v2ch23_p001-050.indd 23.31 8/21/09 5:07:28 PM

DO
 N

OT
 D

UP
LI

CA
TE



23.32  SOURCES

equation and replacing the coefficients on the right-hand side by their longtime value—that is, 
expanding the coefficients around n n= —will finally yield

  D r
g

n

n

n
=

⎛
⎝⎜

⎞
⎠⎟
+

+
2

4

2 1

8
2sin

( )τ κ th   (92)

for the phase diffusion constant of the micromaser. Here n  is the mean photon number of the (single-
peaked) distribution. This expression was first derived by Scully et al.97 It leads to a lorentzian 
spectrum similar to Eq. (90) but with D appropriately replaced by that of the micromaser. It should 
be noted, however, that the analytical formula has a more restricted validity than in the case of the 
laser. Namely, in the case of the micromaser, the photon-number distribution can be multipeaked, 
and the simple expansion around the n  value corresponding to a single dominating peak may not 
hold. For this more general case several numerical approaches have been developed (see Ref. 98). 
When Eq. (92) is valid it coincides with the results of the numerical calculations.

For small values of the argument in the sine function, Eq. (92) can be cast to a form which is for-
mally identical to the usual laser phase diffusion constant 99[cf. Eq. (87)]:
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g
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n
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8
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 (93)

Here we introduced the small signal gain � ≡ rg 2 2τ , in analogy to the laser gain. However, for other 
values of the argument the first term in Eq. (92) may dominate, and the phase dif fusion constant 
can exceed the bare-cavity linewidth, which is a unique quantum feature of the micromaser and 
makes it distinctly different from the classical Schawlow-Townes-type behavior.

Without going into the specifics, we just mention a few other aspects of the quantum the ory of 
the micromaser. As we have just seen a steady state is reached due to the equilibrium between the 
gain and loss processes. In some cases, however, a steady state can be reached even in a lossless cavity. 
This happens if the probability flow in Fig. 5 due to the gain process is interrupted for some value of 
the interaction parameter. The upward flow is interrupted when

  g n qqτ π+ =1  (94)

and the downward flow is interrupted when

  g n qqτ π=  (95)

with q = 1, 2, . . . in both cases. They are called the upward and downward trapping state, respectively.100 
In such cases the state of the field is a number state. The signature of the number state is a large 
maximum in the linewidth at the corresponding interaction parameter. It can easily be understood 
qualitatively: since the state of the field is a number state, it cannot have any phase information. 
Therefore, the phase randomizes on a very rapid time scale; in other words, the phase correlations 
decay very rapidly, and a large phase diffusion constant ensues. Further, if the atoms are injected in 
a coherent superposition of their upper and lower levels in the cavity then, under certain conditions, 
the so-called tangent and cotangent states of the field may develop.101 Finally, it should be mentioned 
that the master equations Eqs. (49) and (56) hold only for the case when the time interval between 
consecutive atomic injections is completely random. Other arrival times statistics, including the 
case of regular injections, have been investigated by a number of authors.102 A closely related area of 
recent theoretical studies pertains to the detection of the statistical properties of the (experimentally 
inaccessible) intracavity field via monitoring the statistics of the outgoing atoms for poissonian103 as 
well as nonpoissonian104 pumping. For regular (subpoissonian) pumping, transient oscillations in 
field correlation function and a corresponding multipeaked spectrum were predicted.105
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Most of the predictions of this theory have been confirmed by experiments. For example, trap-
ping states have been observed in recent experiments by the Garching group.106 Without providing 
an exhaustive list, we just refer the reader to recent progress in the experimental department.107

Other Approaches

So far we have considered laser theory based on a density-operator approach. An equivalent 
approach to a laser theory can be formulated using a Heisenberg-Langevin approach. In this 
approach explicit equations of motion are derived for the field operator.

The quantum-noise operator formalism was presented in essentially its final form by Lax at the 
1965 meeting on the Physics of Quantum Electronics.69 There, it was applied to the laser, calculating, 
the laser linewidth in its most general form. For the general theory, see the 1966 Brandeis lecture 
notes of Lax.71

In the present formulation, our goals are more specific—namely, the Heisenberg-picture quan-
tum theory of the laser. To that end, we will here give a quantum-noise treatment along the lines of 
that followed in the previous subsection—namely, a single laser mode damped at a rate k by a (dis-
sipative) reservoir and driven by atoms injected into the laser cavity at random times tj.

First we discuss the simple example of damping of the field by a reservoir and derive the quan-
tum Langevin equation for the field operator. We then discuss the gain noise in a laser and derive 
the laser linewidth.

Damping of Field by Reservoir We consider the damping of a single-mode field of frequency n 
interacting with a reservoir consisting of simple harmonic oscillators. The system describes, for 
example, the damping of a single-mode field inside a cavity with lossy mirrors. The reservoir in this 
case consists of a large number of phononlike modes in the mirror.

The field is described by the creation and destruction operators a† and a, whereas the harmonic 
oscillators of frequency nk = ck are described by the operators bk

† and bk. The field-reservoir system 
evolves in time under the influence of the total hamiltonian:

  � = + + +
⎛
⎝⎜

⎞
⎠⎟
+ +∑� � �ω ν0

1

2

1

2
( ) († † †a a b b g abk k k

k
k k bb ak

k

†)∑   (96)

Here gk are the coupling constants and we have made the rotating-wave approximation. We are 
interested in the evolution of the field operator a. The Heisenberg equations of motion for the field 
and reservoir are

  	a t i a t i g b tk k
k

( ) ( ) ( )=− − ∑ω0  (97)

  	b t i b t ig a tk k k k( ) ( ) ( )=− −ν  (98)

The equation for bk can be formally solved, and the resulting expression is substituted in Eq. (97). In 
the Weisskopf-Wigner approximation, the annihilation operator in the interaction picture a = a(t)
exp [ ( )]i t tω0 0−  satisfies a Langevin equation

  	a a F t=− +
κ
2

( )  (99)

where

  F t i g b i t tk k k
k

( ) ( )exp[ ( )( )]=− − − −∑ 0 0 0ν ω   (100)

is a noise operator. Equation (99) clearly indicates that the damping of the field (represented by the 
term –k a/2) is accompanied by noise.
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For the damping of the single-mode field inside a cavity via transmission losses, the damping 
constant k is related to the quality factor Q of the cavity via κ ω= 0 /Q.  

Atomic (Gain) Noise and Laser Linewidth As discussed earlier, the natural linewidth of the laser 
arises due to spontaneous emission by the atoms. In the density-operator approach, a fully nonlin-
ear treatment was followed. Here, we present a simple linear analysis to calculate the laser linewidth 
in the Heisenberg-Langevin approach. We assume that the atoms are long lived, and that they inter-
act with the cavity field for a time τ . This treatment allows us to include the memory effects inside a 
laser, and is one of the simplest examples of a nonmarkovian process.108,109

We start with the hamiltonian describing the atom-field interaction:

  � � �= + + +∑F
i

i
i

g a N t t Hcatom � { ( , , ) }†σ τ  (101)

where �F  and �atom describe the field and atoms, respectively; g is the atom-field coupling constant; 
and si is the lowering operator for the ith atom; Hc is the injunction to add the Hermitian conju-
gate. The operators a and a† represent the annihilation and creation operators, and N ( , , )t ti τ is a 
notch function which has the value

  N t t
t t

i
i( , , )τ τ= ≤ <⎧

⎨
⎩
1
0

for

otherwise
  (102)

Using this hamiltonian, we write the equations for the atom-field operators in the interaction picture as

  

	

	

a ig N t t a t F t

igN

i
i

i

i

= − − +

=

∑σ τ κ

σ

κ( , , )
1

2
( ) ( )

(tt t a ti z
i, , ) ( )τ σ

 (103)

where the effects of cavity damping are determined by the cavity decay rate k and the associated 
Langevin noise source Fk . Integrating the equation for the atom operator and substituting it into 
that for the field operator, we obtain

  	a t dt t t a t a F t F t
t

( ) ( , ) ( )
1

2
( ) ( )= ′ ′ ′ − + +

−∞∫ α γ α κ  (104)

where

  α τ τ σ( ) ( , , ) ( , , ) ( )t t g N t t N t t ti i z
i

i

, ′ = ′ ′∑2   (105)

  F t ig N t t ti
i

i
i

α τ σ( ) ( , , ) ( )= − ∑  (106)

Here, the noise operator Eq. (106) may be seen to have the moments

  F tα( ) =0  (107)

   F t F t g N t t N t t ti i
i

α α τ τ σ† †( ) ( ) ( , , ) ( , , ) (′ = ′2
ii

j
j

ij

t) ( )σ∑   (108)

Because we are injecting our lasing atoms in the upper state, the atomic average is given by 
〈 〉 =σ σ δ† ( ) ( ) .i

i
j

j ijt t  After replacing the sum upon i in Eq. (108) by an integration over injection 

times tj , we find

  F t F t rg N t t t t Nα α τ τ τ†( ) ( ) { ( , , )[ ( )] (′ = ′ − − ′− −2 ′′ − ′ +t t t t, , )[ ( )]}τ τ  (109)
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where r is the atomic injection rate. The phase variance can then be calculated through the noise 
operator product:

  φ
π

φ2

0 0

1

2
( ) ( ) ( )exp { [ (†t dt dt F t F t i

t t
= − ′ ′′ ′ ′′∫ ∫ ′′ − ′′t t) ( )]}φ   (110)

On insertion of Eq. (109) into Eq. (110), the expression for the generalized maser phase diffusion 
noise 〈 〉φ2( )t  is found to be

  φ
τ τ

θ τ τ2
2 3

22 3 3
( ) ( )t

n

t t
t t=

⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

− + −
⎛
⎝

�
⎜⎜

⎞
⎠⎟

−
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

θ τ( )t   (111)

Here �= rg 2 2τ is the small-signal gain of the maser [cf. Eq. (93), with nth = 0 and using that in 
steady state �=κ]. In the case involving atoms which are injected at random times ti but which 
decay via spontaneous emission to far-removed ground states at a rate γ , a similar but more com-
plicated analysis can be carried out. The result in this case is given by

  φ γ γ2 1

2
1( ) [ ( )]t

n
t e=

⎛
⎝⎜

⎞
⎠⎟

+ −− −�
  (112)

Here �= 2 2 2rg /γ  is the small-signal gain of the laser [cf. Eq. (50)]. In both of the preceding cases, 
we find that for times t = tm small compared to the atomic lifetime, the phase diffusion is quadratic 
in the measurement time tm; that is, we now have a phase error which goes as

  Δ =
⎛
⎝⎜

⎞
⎠⎟
⎛
⎝⎜

⎞
⎠⎟

φ
γ

2

2 2

�t

n

tm m   (113)

Therefore, we see that the quantum noise due to spontaneous emission is reduced from the 
Schawlow-Townes linewidth 2 2D n= �/  by the factor γ tm /2, which can be a significant reduc-
tion for short measurement times. For times long compared to the atomic lifetime, however, the 
Schawlow-Townes result is obtained from both Eqs. (111) and (112) as expected.

23.5 THE LASER PHASE-TRANSITION ANALOGY

Considerations involving the analogies between phase transitions in ferromagnets, superfluids, 
and superconductors have emphasized the similarities between these systems near their critical 
temperatures.110

A natural comparison can be made between second-order phase transitions, such as the order-
disorder transitions of ferromagnetic and ferroelectric materials or the vapor-liquid transition of 
a pure fluid, and the laser threshold. As we have discussed in Sec. 23.4, the state of a laser changes 
abruptly upon passing through the threshold point. This point is characterized by a threshold popu-
lation inversion.

The physical basis for this similarity becomes evident when it is recalled that the usual treatments 
of laser behavior are self-consistent theories. In the laser analysis we assume that each atom evolves in 
a radiation field due to all the other atoms, and then calculate the field produced by many such evolv-
ing atoms in a self-consistent fashion. In this way the laser problem is similar to that of a ferromagnet, 
in which each spin sees a mean magnetic field due to all the other spins and aligns itself accordingly, 
thus contributing to the average magnetic field.

Following this point of view, we can discuss the laser theory using the language of second-order 
phase transitions.
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The density matrix of the laser field obeys Eq. (49). The time dependence of the expectation 
value E  of the electric field operator E a a= +( )†  is there given by the following equation:

  	E E E= − −1

2 2
3( )�

�κ  (114)

Here we have assumed that the laser is operating close to threshold ( )� �n/ �1  so that we retain 
only the terms proportional to �. In addition, we assume E�1. We can then replace E 3 by E 3 and 
Eq. (114) becomes the well-known result of Lamb’s semiclassical theory. The steady-state properties 
of the laser oscillator are described by the following equation of state:

  ( )� �− − =κ E E3 0  (115)

The threshold condition is given by �=κ as before. Upon putting � �= =a bσ σ, , and 
κ σ σ=a t twhere is the threshold population inversion, the steady-state solution of Eq. (115) is

  

E

E
a

b

t

t

= − <

=
−⎛

⎝⎜

0 0if (below threshold)σ σ

σ σ
σ

⎞⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

− >
1 2

0

/

if (above threshold)σ σ t

  (116)

Equation (116) is formally identical to the equation for a ferromagnet in the Weiss mean-field 
theory. The electric field E corresponds to the static magnetization M, which is the order parameter 
in the ferromagnetic transition. The quadratic polarization P E E= −( )� � 3 2/  in Eq. (115) corre-
sponds to the magnetic field H generated by a magnetization M, and the term κE /2 corresponds to 
a local magnetic field which is assumed proportional to M in the mean-field theory. Furthermore, 
the steady-state points depend σ σ− t in the same way that M in the ferromagnetic case depends on 
T − Tc, where Tc is the critical temperature. Therefore, σ σand T  correspond to T and Tc, respec-
tively. The similarity between these two systems is summarized in Table 1 and illustrated in Fig. 9.

We recall that the probability density P(M) for a ferromagnetic system with magnetization M
near a phase transition is given by, in thermal equilibrium,

  P M N
F M

k T
( )

( )= ′′ −
⎛
⎝⎜

⎞
⎠⎟

exp
B

 (117)

where

  F M c T T M dT Mc( )=
1

2
( )

1

4
− +2 4

 (118)

is the free energy. In the corresponding laser analysis, the probability density for the electromagnetic 
field P(E) is derived in the form

  P E N
G E

k
( ) exp

( )= ′ −
⎛
⎝⎜

⎞
⎠⎟Bσ

 (119)

For this purpose we transform the laser equation for the density matrix for the field [Eq. (49)] 
into an equivalent equation in terms of the P( , )α α∗  representation defined by

  ρ α α α α α= 〉〈∗∫d P2 ( , )| |  (120)

where |α〉 is an eigenstate of the annihilation operator a with eigenvalue α . The P representation 
allows us to evaluate any normally ordered correlation function of the field operators using the 
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TABLE 1 Summary of Comparison between the Laser and a Ferromagnetic System Treated in a Mean-Field 
Approximation

 Parameter Ferromagnet Laser

Order parameter Magnetization M Electric field strength E
Reservoir variable Temperature T Population inversion σ  
  Threshold inversion σ t 

Coexistence curve∗  M T T
c

d

T T

Tc
c= −

−⎡

⎣
⎢

⎤

⎦
⎥Θ( )

/1 2

   E
a

bt
t= −

−⎡

⎣
⎢

⎤

⎦
⎥Θ( )

/

σ σ
σ σ

σ

1 2

 

Symmetry breaking mechanism External field H Injected signal S

Critical isotherm†  M
H

dTc

=
⎡

⎣
⎢

⎤

⎦
⎥

1 2/

   E
S

b t

=
⎡

⎣
⎢

⎤

⎦
⎥

2
1 2

σ

/

 

Zero field susceptibility∗ X M

H
H

≡⎛
⎝⎜

⎞
⎠⎟

=

∂
∂

0

 ξ ≡⎛
⎝⎜

⎞
⎠⎟

=

∂
∂

E

S
S 0

  = − − −Θ( )[ ( )]T T c T Tc c2 1    = −
−⎡

⎣
⎢

⎤

⎦
⎥
−

Θ( )
( )

σ σ
σ σ

t
ta

2

1

 

   + − − −Θ( )[ ( )]T T c T Tc c
1      + − − −Θ( )[ ( )]σ σ σ σt ta 1  

Thermo-dynamic potential  F M c T T Mc( )=
1

2
( )− 2

   G E
a

Et( )= ( )− −
4

2σ σ  

  +
1

4
4dT M    +

1

8
4b Eσ  

 −HM + F0 −SE + G0

Statistical distribution  P M N
F M

k T
( ) exp

( )
= ′′ −

⎛
⎝⎜

⎞
⎠⎟B

   P E N
G E

k
( ) exp

( )
= ′ −

⎛
⎝⎜

⎞
⎠⎟Bσ

 

∗Θ ( ) is Heaviside’s unit step function.
† Value of order parameter at critical point.

methods of classical statistical mechanics. The quantity P( , )α α∗  represents the probability density 
for finding the electric field corresponding to a.

Near threshold, P( , )α α∗  obeys the following Fokker-Planck equation:

  

∂
∂

∂
∂

∂
∂

P

t
P P= − − −

⎡
⎣
⎢

⎤
⎦
⎥

−
∗

α
κ α α α

α

1

2

1

2

1

2( ) | |� �

22

1

2
2( ) | |� � �− −

⎡
⎣
⎢

⎤
⎦
⎥+∗ ∗

∗κ α α α
α α

P P
P∂

∂ ∂

2

  (121)

The steady-state solution of this equation is given by

  P
k

( , )
( )| | | |α α α α∗ =

− −⎡

⎣
⎢

⎤

⎦
⎥�

� �

�
exp

/2 4 2

2
  (122)

where � is a normalization constant. The P representation can be rewritten in terms of the variables 
x = Re α  and y = Im α  as

  P x y
G x y

K
( , ) exp

( , )
= −

⎡

⎣
⎢

⎤

⎦
⎥�

σ
 (123)
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with

  G x y a x y b x yt( , ) ( )( ) ( )= − − + + +1

4

1

8
2 2 2 2 2σ σ σ   (124)

Here K = a/4 is one-fourth of the gain of one atom, a t( )σ σ κ− = −� , and bσ = �.  
We can see that the steady-state situation of the laser corresponds to the minimum value of G,

i.e., ∂ ∂ ∂ ∂G x G y/ /= =0. These solutions are x = y = 0 and | | ( ) ( )α σ σ σ2 2 2= + = −x y a bt / . Thus, for 
(σ σ− <t ) 0, the only allowed solution is x = y = 0. However, for ( )σ σ− >t 0, x = y = 0 is an unstable 
solution as the second derivative of G with respect to x and y is positive. This is seen clearly in Fig. 9, 
where we have plotted G versus x = E for y = 0.

We thus see that G behaves in essentially the same way as the free energy of a thermodynamic 
system.

It should be emphasized that in the thermodynamic treatment of the ferromagnetic order-disorder 
transition, there are three variables required: (1) magnetization M, (2) external magnetic field H,
and (3) temperature T. In order to have a complete analogy, it is important to realize that in addi-
tion to the electric-field-magnetization, population inversion-temperature correspondences, there must 
exist a further correspondence between the external magnetic field and a corresponding symmetry-
breaking mechanism in the laser analysis. As shown in Ref. 111 and illustrated in Fig. 10, this sym-
metry breaking mechanism in the laser problem corresponds to an injected classical signal S. This 
leads to a skewed effective free energy.

1

2
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–2 10–1 2

h

Φ
e(
h)

e = 1
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FIGURE 9 Scaled thermodynamical potentials. The H = 0 version of F(M) and the 
S = 0 version of G(E) can be expressed in terms of Φε η εη η( ) 2 2= + 4 because
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are equivalent to the respective entries in Table 1. The plot shows Φε η( ) for ε =1 
(ferromagnet above, Tc, laser below threshold), ε = 0 (ferromagnet at Tc, laser at thresh-
old), and ε = −1 (ferromagnet below Tc, laser above threshold).
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An example of how the analogy can provide us with deeper insight is contained in the fact that 
we are able to guess correctly the P(E) for a laser influenced by an injected signal, by anal ogy with 
the corresponding magnetic problem in the broken symmetry mode of operation.

More recently we have been turning the tables and using the quantum laser theory to learn about 
Bose-Einstein condensation (BEC). Recent experiments on BEC in laser-cooled gases,112–114 and in 
He4 in porous gel,115 have stimulated a wealth of theoretical work116–118 on the equilibrium and non-
equilibrium properties of confined quantum degenerate gases.119–124 Presently the partition func-
tion, critical temperature, and other such quantities are of interest for N bosons in a box below Tc.
But the canonical ensemble is difficult to use in practice, because the state sums must be restricted 
to N particles. Indeed, the canonical partition function for a Bose gas of N particles at temperature 
T has not been so widely studied as one might have thought. To quote Herzog and Olshanii,

To our knowledge there is no simple analytic expression for the canonical partition function in [the 
case of N bosons in a three-dimensional trap].121

Furthermore, there are questions of principle concerning the critical temperature and the validity
of using phase-transition concepts in a mesoscopic sample having a small number of particles 
( )N 103 . In fact, Uhlenbeck pointed out to Einstein many years ago that BEC rigorously occurs 
only in the limit of infinite particle number.125 Indeed, for a finite number of atoms there is no sharp 
“critical point “ or critical temperature Tc. But the same can be said for the laser threshold. There is a 
gradual transition from disorder to order in both cases. However, as discussed later, even when fluc-
tuations are present, Tc for a Bose gas and the laser threshold inversion are well defined.

Motivated by the preceding, we extend the laser-phase transition analogy to include BEC. We 
present a new approach to the problem of N bosons in thermal equilibrium below Tc. We emphasize 
that the present work provides another example126 in which steady-state (detailed balance) solutions 
to nonequilibrium equations of motion provide a supplementary approach to conventional statisti-
cal mechanics (e.g., partition-function calculations). The present approach lends itself to different 
approximations; yielding, among other things, a simple (approximate) analytic expression for the 
ground-state density matrix for N trapped bosons and the partition function for same.

Thus, we seek a nonequilibrium equation of motion for the ground state of an ideal Bose gas in a 
three-dimensional harmonic trap coupled to the thermal reservoir, as shown elsewhere.127

  	ρ ρ ρn n n n n n n nK n K n
0 0 0 0 0 0 0 0

( 1)0 0, , ,= − + + − − −1 1 1   

     − ++ + +H n H nn n n n n n0 0 0 0 0 01 10 1 0+ ( 1)ρ ρ, ,   (125)

The cooling and heating coefficients Kn0
 and Hn0

are given by

  K W g nn k k
k

k k n0 0

2 12= +∑ π η  (126)

and

  H W g nn k k k k n
k

0 0

2 12= +∑ π η  (127)

S

H

Laser
Ferromagnet

FIGURE 10 Figure depicting the broken symmetry mode of operation 
for both a ferromagnet and a laser.
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where Wk is the heat-bath density of states, 〈 〉ηk  is the average occupation number of the kth heat-
bath oscillator, and 〈 〉ηk n0

 is the average number of atoms in the kth excited state, given n0 atoms in 
the condensate. Here the coefficient Kn0

denotes the cooling rate from the excited states to the ground 

state, and similarly Hn0
stands for the heating rate for the ground state.

The heating term is approximately

  H
k T

n mn k
k

0
1κ η ε κ( ) ( )=

⎛
⎝⎜

⎞
⎠⎟

+ + −
⎡

⎣
⎢
⎢

⎤

⎦
∑ exp

B

�Ω
� ⎥⎥

⎥

−

∑
1

�, ,m n

 (128)

In the weak trap limit, this yields

  H
k T

n0

3

3κ ζB

�Ω
⎛
⎝⎜

⎞
⎠⎟

( )   (129)

where ζ( )3  is the Riemann zeta function and Ω  is the trap frequency. Likewise, the cooling term in 
Eq. (125) is governed by the total number of excited state bosons,

  K n N nn k n
k

0 0
0κ κ= −∑ ( )  (130)

By writing the equation of motion for 〈n0〉 from Eq. (125), using Hn0
in the weak trap limit, and 

Eq. (130) for Kn0
, we find

  	n N n n
k T

n0 0 0
2 B

0( ) ( +1) (3)= + − −
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

κ ζ1

3

�Ω

⎤⎤

⎦
⎥
⎥
+ +κ( )N 1   (131)

Noting that near T n Nc , ,〈 〉 =0 we may neglect 〈 + 〉( )0
2n 1  compared to N n〈 〉0 , and neglecting the 

spontaneous emission term k (N + 1), Eq. (131) becomes

  	n N
k T

n0

3

03= −
⎛
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⎞
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⎡

⎣
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⎢

⎤

⎦
⎥
⎥

κ ζ( ) B

�Ω
  (132)

We now define the critical temperature (in analogy with the laser threshold) such that cooling 

(gain) equals heating (loss) and 〈 〉 =	n0 0 at T = Tc ; this yields

  T
k

N
c =

⎛
⎝⎜

⎞
⎠⎟
⎡
⎣
⎢

⎤
⎦
⎥

�Ω

B ζ( )

/

3

1 3

  (133)

Thus, by defining the critical temperature as that temperature at which the rate of removal of 
atoms from the ground state equals the rate of addition, we arrive at the usual definition for the 
critical temperature, even for mesoscopic systems.

23.6 EXOTIC MASERS AND LASERS

Lasing without Inversion

For a long time, it was considered that population inversion was necessary for laser action to take 
place. Recently, it has been shown both theoretically128–130 and experimentally131–134 that it is also 
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possible to achieve lasing without inversion (LWI). In LWI, the essential idea is the cancellation of 
absorption by atomic coherence and interference.

Consider a system of three-level atoms interacting with a laser field in a cavity. The simple model 
we will focus on is that of Fig. 11. The atoms have one upper level |a〉  and two lower levels |b〉 and 
| ,c〉 with energies � � �ω ω ωa b c, , and , respectively. The cavity field of frequency n can be detuned 
from the atomic transition, as shown in the figure. The transitions | | | |a b a c〉→ 〉 〉→ 〉and  are now 
induced by one classical light field of frequency n. The transition | |b c〉→ 〉 is dipole forbidden. The 
atoms are pumped at a rate ra in a coherent superposition of states

  ρ ρ ρ ρ ρ( ) | | | | | |( ) ( ) ( ) (t a a b b c ci aa bb cc bc= + + +0 0 0 00 0) ( )| | | |b c c bcb+ρ  (134)

Here ρ ααα
( )( , , )0 =a b c  are the level populations and ρ α ααα ′ ≠ ′( ) ( )0  are the atomic coherences. We give a 

simple argument to show how cancellation of absorption can lead to lasing without inversion in this 
scheme.

As the levels |b〉 and |c〉 are independent, the probability of emission is given by

  
P P Pb c

a b a c aa

emission

2 2(

= +

= +→ →| | | | ) ( )κ κ ρ2 2 0	 	
 
 (135)

where κ κa b a c→ →and  are constants which depend on the matrix element between the relevant levels 
and the coupling of the atom with the field. On the other hand, the absorption probability is given by

  
P C Cb c

bb cc bc

absorption
2= +

= + +

κ

κ ρ ρ ρ

| |

( ( ) ( )

2

0 0

	

(( ) ( ))0 0+ ρcb 	2    (136)

where ca and cb are the probability amplitudes for the states | | .b c〉 〉and  Therefore, the rate of growth 
of the laser field amplitude, under appropriate conditions, becomes

  		 �
	= − − − −

2
0 0 0 0 0( )( ) ( ) ( ) ( ) ( )ρ ρ ρ ρ ρaa bb cc bc cb  (137)

Here � is a constant. Thus, if the terms ρbc
( )0  and ρcb

( )0  cancel ρbb
( )0  and ρcc

( )0 , we have

  		 �
	=

2
0ρaa

( )   (138)

and we can have lasing even if only a small fraction of atoms is in the excited state |a〉, that is, even if 
ρ ρ ρaa bb cc< +( ).  

FIGURE 11 Level 
diagram for lasing without 
inversion.
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Physically, the lack of absorption in the three-level system considered here is a manifestation 
of quantum coherence phenomena. When an atom makes a transition from the upper level to the 

two lower levels, the total transition probability is the sum of | | | |a b a c〉 → 〉 〉 → 〉and  probabilities. 

However, the transition probability from the two lower levels to the single upper level is obtained by 
squaring the sum of the two probability amplitudes. When there is coherence between the two lower 
levels, this can lead to interference terms yielding a null in the transition probability corresponding 
to photon absorption.

Correlated (Spontaneous) Emission Laser

As discussed earlier, the fundamental source of noise in a laser is spontaneous emission. A simple 
pictorial model for the origin of the laser linewidth envisions it as being due to the random phase 
diffusion process arising from the addition of spontaneously emitted photons with random phases 
to the laser field. Here we show that the quantum noise leading to the laser linewidth can be sup-
pressed below the standard Schawlow-Townes limit by preparing the atomic systems in a coherent 
superposition of states as in the Hanle-effect and quantum-beat experiments. In such coherently 
prepared atoms, the spontaneous emission is said to be correlated. Lasers operating via such a phase-
coherent atomic ensemble are known as correlated emission lasers (CELs).135

An interesting aspect of the CEL is that it is possible to eliminate the spontaneous emission 
quantum noise in the relative linewidths by correlating the two spontaneous emission noise events.

A number of schemes exist in which quantum noise quenching below the standard limit can 
be achieved. In two-mode schemes a correlation between the spontaneous emission events in two 
different modes of the radiation field is established via atomic coherence so that the relative phase 
between them does not diffuse or fluctuate. In a Hanle laser136 and a quantum-beat laser137 this is 
achieved by pumping the atoms coherently such that every spontaneously emitting atom contrib-
utes equally to the two modes of the radiation, leading to a reduction and even vanishing of the 
noise in the phase difference. In a two-photon CEL, a cascade transition involving three-level atoms 
is coupled to only one mode of the radiation field.138 A well-defined coherence between the upper 
and lower levels | |a c〉 〉and  leads to a correlation between the light emitted by an | |a b〉 → 〉  and a 

subsequent | |b c〉 → 〉 transition.
The quantum theory of quantum-beat or Hanle-effect lasers may be conveniently cast in terms 

of the equation of motion for the density matrix describing the laser radiation field ρ( , ; , );† †a a a a1 1 2 2  
that is,

  	ρ ρ= ∑� ij
ij

  (139)

where the linear gain and cross-coupling Liouville operators are given by

   �ii ii i i ii i i ii ii ia a a a aρ α ρ α ρ α α= − + − +∗ ∗1

2
[ ( )† † †ρρai ]   (140)

  �12 12 2 1 21 2 1 12 21 1

1

2
ρ α ρ α ρ α α= − + − +∗ ∗[ ( )† † †a a a a a ρρa ei

2] Φ   (141)

  �21 21 1 2 1 2 2 1

1

2
ρ α ρ α ρ α α ρ= − + − +∗ ∗[ ( )† † †a a a a a ai i i ]]eiΦ

  (142)

Here α ij  are constants that depend on the parameters of the gain medium such as detunings, Rabi 
frequency of the driving field, and so on. When the coherent mixing of levels |a〉 〉and |b  is produced via 
a microwave signal having frequency ω0, the phase angle φ  is given by Φ( ) ( )t t= − − −ν ν ω φ1 2 0  where 
φ is the (microwave determined) atomic-phase difference φ φa b− . In the case of polarization-induced 
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coherent mixing, the phase angle is Φ( ) ( ) ,t t= − −ν ν φ2 2  where φ  is again the relative phase between 
levels |a〉 〉and |b  but determined this time by the state of elliptic polarization of the pump light 
used to excite the atoms.

The Liouville equation (31) for the reduced-density operator for the field can be converted into 
an equivalent Fokker-Planck equation by introducing coherent state representation for a1 and a2 and 
the P representation P( , )α α ∗  for r. If we define the coherent states as

  a ii i| , | | , | ; ,α α α α α1 2 1 2 1 2〉 = 〉 =  (143)

where α  is an arbitrary complex number, and we represent α i as

  α ρ θi i ii i= =exp( ); ,1 2   (144)

then the Fokker-Planck equation in terms of ρ θi i,  will contain a term which describes diffu sion of 
relative phase θ θ θ= −1 2 as

  	P P= ∂
∂

2

2
0

θ
[ ( ) ]�   (145)

with

  �= +
⎛

⎝⎜
⎞

⎠⎟
−

+ ∗ −1

16
11

1
2

22

2
2

12 21

1 2

α
ρ

α
ρ

α α
ρ ρ

ψ( )e i⎧⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
  (146)

and ψ θ θ θ= + −Φ 1 2 with i  being the phase of the ith field. The diffusion constant � for the relative 
phase vanish for ψ ρ ρ α α α α= = = = = ∗0 1 2 11 22 12 21, , and , thus leading to CEL action.

Free-Electron Laser

A coherent emission of radiation in a free-electron laser (FEL) is due to the bunching of a relativistic 
electron beam propagating along a periodic magnetic structure. The electrons experience a Lorentz 
force and thus follow oscillating orbits and radiate. This spontaneous emission coupled with the 
periodic magnetic structure give rise to a periodic ponderomotive potential. The electrons bunch 
together and radiate coherently.139 The spontaneous emission pattern of a relativistic electron of 
energy E mc= γ 2 with γ �1 is mostly in the forward direction. For a magnetic wiggler of period 
λW , the spectrum in the forward direction is symmetric about the wavelength λ λ γs W≅ /2 2. Thus, 
a change of the periodicity of the wiggler λW can be used to tune the coherent light emitted by the 
FEL over a very wide range.

Many interesting features of FEL can be understood classically. However, the quantum-statistical 
properties of radiation emitted by FEL exhibit many interesting features such as squeezing and sub-
poissonian statistics.140–142

Here we describe a free-electron amplifier in the small-signal noncollective regime. Such an FEL 
can be described by the one-electron nonrelativistic Bambini-Renieri hamiltonian which refers to a 
moving frame, where the laser and the wiggler frequencies coincide with ω = ck/2 143.  In this frame, 
resonance occurs when the electron is at rest; therefore, the electron can be treated nonrelativisti-
cally. The hamiltonian is given by

  � = + + −
p

m
A A i g A A

2

2
� �ω † †( )  (147)
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with A = a exp (ikz). Here a is the annihilation operator of the laser field, p and z are the electron’s 
momentum and coordinate with [ , ] , [ , ] , [ , ] ,†z p i A A p A kA= = =� �1  m is the effective mass of the 
electron, and

  g
e B

mk V
=

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

2

0

1 2
2

ε ω�

/

  (148)

with V the quantization volume and B the magnetic-field strength of the wiggler field in the moving 
frame. In Eq. (147) we have already taken the classical limit of the wiggler field. By transforming to 
the interaction picture we obtain

 � I ig
it k kp

m
A Hc= −

+⎡

⎣
⎢

⎤

⎦
⎥ −

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭
�

�
exp

( ) †
2 2

2 ⎪⎪
(149)

We now consider an initial state made up by an electron with momentum p and the field vacuum, 
i.e., | ,in〉 = 〉p p� 0  

 p p p p� �, ,0 0= (150)

 A p� , 0 0=  (151)

 A p p k† , ,� �0 1= −�  (152)

The final-state expectation value of any operator O(A, A†) is then

 out| |out , 0 ( ) ( ) , 0O p s T OS T p= | |†   (153)

where

  S T T
i

dt H tIT

T
( ) exp ( )

/

/
= −

⎡

⎣
⎢

⎤

⎦
⎥−∫� 2

2
 (154)

is the time-evolution operator for the electron-photon state.
The evaluation of Eq. (153) is straightforward in the small-signal limit along the lines given in 

Ref. 141, and we obtain

  ( )Δ = −A
k

m
j

j
1

2
21

4 2

� ∂
∂β

  (155a)

  ( )Δ = +A
k

m
j

j
1

2
21

4 2

� ∂
∂β

  (155b)

  ( )( )Δ Δ =A A1 2

1

4   (155c)

  Δ − = −n n
k

m
j

j2
2

32� ∂
∂β

  (155d)

where

  j
g T

=
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

2

2β
β

sin   (156)

  β =
kp

m
  (157)

23_Bass_v2ch23_p001-050.indd 23.44 8/21/09 5:07:35 PM

DO
 N

OT
 D

UP
LI

CA
TE



QUANTUM THEORY OF THE LASER  23.45

In our notation, the gain of the free-electron laser is proportional to − j j∂ ∂/ β . Hence, Eqs. (155a) 
and (155b) show that, depending on the sign of the gain, either A1 or A2 is squeezed while, because 
of Eq. (155c), minimum uncertainty is maintained. Here, we have defined squeezing with respect to 
the operator A instead of the annihilation operator a of the radiation field. This must be so because 
we employ electron-photon states, and the annihilation of a photon always comes up to increasing 
the momentum of the electron by �k. Finally, Eq. (155d) shows that we have subpoissonian, pois-
sonian, or superpoissonian statistics if the electron momentum is below resonance ( )β < 0 , at reso-
nance ( )β = 0 , or below resonance ( )β > 0 , respectively.

Exploiting the Quantized Center-of-Mass 
Motion of Atoms

In the treatment of the interaction of a two-level atom with photons of a single, dynamically privi-
leged mode by the Jaynes-Cummings model, as discussed in Sec. 23.4, the center-of-mass motion 
of the atom is regarded as classical. This is a well-justified approximation, since the atom’s kinetic 
energy of typically ~10~2 eV is many orders of magnitude larger than the interaction energy of typi-
cally ~10~11 eV if the atom belongs to a thermal beam. For ultracold atoms, however, matters can 
be quite different, and the quantum properties of the center-of-mass motion must be taken into 
account.

Early studies showed that very slow atoms can be reflected at the entry port of a resonator144 or 
trapped inside.145 The reflection probability is considerable even if the photon lifetime is not short 
as compared with the relatively long interaction time.146

Whereas Refs. 144 to 146 deal mainly with the mechanical effects on the center-of-mass motion 
of the atom, the modifications in the maser action are addressed in Refs. 147 to 150. For thermal 
atoms, the emission probability displays the usual Rabi oscillations (see Sec. 23.4) as a function of 
the interaction time. For very slow atoms, however, the emission probability is a function of the 
interaction length and exhibits resonances such as the ones observed in the intensity transmitted by 
a Fabry-Perot resonator. The resonances occur when the resonator length is an integer multiple of 
half the de Broglie wavelength of the atom inside the cavity.

A detailed calculation147 shows that the emission probability is 50 percent at a resonance, irre-
spective of the number of photons that are present initially. Owing to this unusual emission prob-
ability, a beam of ultracold atoms can produce unusual photon distributions, such as a shifted ther-
mal distribution. In the trilogy (Refs. 148 to 150) this microwave amplification by z-motion-induced 
emission of radiation (mazer) is studied in great detail.

In order to see the mazer resonances for atoms with a certain velocity spread, the interac tion 
length has to be small. Therefore, micromaser cavities of the usual cylindrical shape, for which the 
smallest cavity length is given by half the wavelength of the microwaves, cannot be used for this 
purpose. But cavities of the reentrant type (familiar as components of klystrons) allow for an inter-
action length that is much smaller than the wavelength. With such a device, an experiment with 
realistic parameters seems possible.149 As a potential application, we mention that a working mazer 
could be used as a velocity filter for atoms.151
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PHOTODETECTORS

Paul R. Norton
U.S. Army Night Vision and Electronics Directorate 
Fort Belvoir, Virginia

Second revision and update from an article by Stephen F. Jacobs∗

24.3

24

24.1 SCOPE

The purpose of this chapter is to describe the range of detectors commercially available for sensing 
optical radiation. Optical radiation over the range from vacuum ultraviolet to the far-infrared or sub-
millimeter wavelength (25 nm to 1000 μm) is considered. We will refer to the following spectral ranges:

25–200 nm vacuum ultraviolet VUV

200–400 nm ultraviolet UV

400–700 nm visible VIS

700–1000 nm near infrared NIR

1–3 μm short-wavelength infrared SWIR

3–5 μm medium-wavelength infrared MWIR

5–14 μm long-wavelength infrared  LWIR

14–30 μm very long wavelength infrared VLWIR

30–100 μm far-infrared FIR

100–1000 μm submillimeter SubMM

We begin by giving a brief description of the photosensitive mechanism for each type of detector. The 
usefulness and limitations of each detector type are also briefly described. Definitions of the technical 
terms associated with the detection process are listed. The concept of sensitivity is defined, and D-star 
(D∗) is presented as a measure of ideal performance. Examples are then given of the limiting cases for 
D∗ under several conditions. In addition, other detector performance parameters are described which 
may be of critical interest in a specific application, including spectral response, responsivity, quantum 
efficiency, noise, uniformity, speed, and stability. Finally, manufacturers’ specifications for a range of 
available detectors are compiled and a list of manufacturers is included for each type of detector.

∗In Handbook of Optics, first edition, McGraw-Hill, 1978. Section 4, ‘‘Nonimaging Detectors,’’ by Stephen F. Jacobs, Optical 
Sciences Center, University of Arizona, Tucson, Arizona.
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24.4  DETECTORS

The sensitivity of many detectors has reached the limit set by room-temperature background 
photon fluctuations (radiation shot noise). For these detectors, sensitivity may be enhanced by pro-
viding additional cooling, while restricting their spatial field of view and/or spectral bandwidth. At 
some point, other factors such as amplifier noise may limit the improvement.

Techniques for evaluating detector performance are not covered in this treatment but can be 
found in Refs. 1–6.

24.2 THERMAL DETECTORS

Thermal detectors sense the change in temperature produced by absorption of incident radiation. 
Their spectral response can therefore be as flat as the absorption spectrum of their blackened coat-
ing and window∗ will allow. This makes them useful for spectroscopy and radiometry. These detec-
tors are generally operated at room temperature, where their sensitivity is limited by thermodynamic 
considerations7,8 to 3 pW for 1-s measurement time and 1-mm2 sensitive area. This limit has been 
very nearly reached in practice, whereas cooled bolometers have been made to reach the background 
photon noise limit. Figure 1 illustrates the basic structural elements of a thermal detector.

Construction of the detector seeks to minimize both the thermal mass of the sensitive element 
and the heat loss from either conductive or convective mechanisms. Heat loss may ideally be domi-
nated by radiation. This allows the incident photon flux to give a maximum temperature rise (maxi-
mum signal), but results in a correspondingly slow response time for this class of detectors. The 
response time t of thermal detectors is generally slower than 1 ms, depending on thermal capacity C 
and heat loss per second per degree G, through the relation

t = C/G

A short time constant requires a small C. However, for room-temperature operation, ultimate 
sensitivity is limited by the mean spontaneous temperature fluctuation:

 ΔT T
k

C
=  

where k is Boltzmann’s constant. There is thus a trade-off between time constant and ultimate sensitivity.

Heat
sink

Support legs/
signal leads 

with thermal 
conductivity G

Thermal heat 
capacity C

Heat flux 
power P0

Area A

FIGURE 1 Structural elements of a thermal detector. 
Sensitive area A with a thermal heat capacity of C, supported by 
leads having thermal conductivity G, and with a heat flux of P0 
incident on the pixel.

∗No windows exist without absorption bands anywhere between the visible and millimeter region. Some useful window 
materials for the far-infrared are diamond, silicon, polyethylene, quartz, and CsI.
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PHOTODETECTORS  24.5

Thermocouple/Thermopile

The thermocouple receiver, illustrated in Fig. 2, is a thin, blackened flake connected thermally to the 
junction of two dissimilar metals or semiconductors. Heat absorbed by the flake causes a tempera-
ture rise of the junction, and hence a thermoelectric emf is developed which can be measured, for 
example, with a voltmeter.

Thermocouples are limited in sensitivity by thermal (Johnson-Nyquist) noise but are nevertheless 
respectably sensitive. Their usefulness lies in the convenience of room  temperature operation, wide 
spectral response, and their rugged construction. Thermocouples are widely used in spectroscopy.

Thermopiles consist of thin-film arrays of thermocouples in series, as illustrated in Fig. 3. This 
device multiplies the thermocouple signal corresponding to the number of junctions in series. The 
device may be constructed with half the thermocouples acting as reference detectors attached to a 
heat sink.

Bolometer/Thermistor

The receiver is a thin, blackened flake or slab, whose impedance is highly temperature dependent—
see Fig. 4. The impedance change may be sensed using a bridge circuit with a reference element in 
the series or parallel arm. Alternatively, a single bolometer element in series with a load and voltage 
source may be used.

Most bolometers in use today are of the thermistor type made from oxides of manganese, cobalt, 
or nickel. Their sensitivity closely approaches that of the thermocouple for frequencies higher than 
25 Hz. At lower frequencies there may be excess or 1/f noise. Construction can be very rugged for 
systems applications. Some extremely sensitive low-temperature semiconductor and superconduc-
tor bolometers are available commercially.

V

Metal1

Metal1

Metal2

Black flake

T1 hot junction

T2 cold reference

FIGURE 2 Thermocouple detector structure.
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Metal2

Black flake
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FIGURE 3 Thermopile detector structure.
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FIGURE 4 Temperature dependence char-
acteristics of three bolometer material types.
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24.6  DETECTORS

Pyroelectric

Ferroelectric material exhibits a residual polarization in the absence of any electric field, as illus-
trated in Fig. 5. Dipole moments, initially aligned by applying an external field, result in a surface 
charge which is normally slowly neutralized by leakage. This polarization is temperature-dependent 
(pyroelectric effect), and when incident radiation heats an electroded sample, there is a change in 
surface charge (open-circuit voltage) which is proportional to the incident radiation power—see 
Fig. 6. Electrically, the device behaves like a capacitor, requiring no bias and therefore exhibiting 
no current noise. The signal, however, must be chopped or modulated. Sensitivity is limited either 
by amplifier noise or by loss-tangent noise. Response speed can be engineered, with a proportional 
decrease in sensitivity, making pyroelectric detectors useful for moderately fast laser pulse detection. 
Other common applications include power meters. Microphonic noise in applications associated 
with vibrations can be a problem with some of these devices.

24.3 QUANTUM DETECTORS

Photon detectors respond in proportion to incident photon rates (quanta) rather than to photon 
energies (heat). Thus, the spectral response of an ideal photon detector is flat on an incident-
photon-rate basis but linearly rising with wavelength on an incident-power (per watt) basis. The 
sensitivity of efficient quantum detectors can approach the limits of photon noise fluctuations 
provided that the detector temperature is sufficiently low for photon-induced mechanisms to 
dominate thermally induced mechanisms in the detector. Quantum detectors generally have sub-
microsecond time constants. Their main disadvan tage is the associated cooling required for opti-
mum sensitivity. (These remarks do not apply to photographic detection, which measures cumulative 
photon numbers.)

Photoemissive

The radiation is absorbed by a photosensitive surface which usually contains alkali metals (cesium, 
sodium, or potassium). Incident quanta release photoelectrons (Fig. 7), via the photoelectric effect, 
which are collected by a positively biased anode. This is called a diode phototube; it can be made the 
basis for the multiplier phototube (photomultiplier phototube, or photomultiplier) by the addition 
of a series of biased dynodes which serve as secondary emission multipliers.

In spectral regions where quantum efficiency is high (l <550 nm), the photoemissive detector 
is very nearly ideal. Sensitivity is high enough to count individual photons. Amplification does not 
degrade the signal-to-noise ratio. The sensitive area is conveniently large. Photomultiplier signal 
response time (transit spread time) can be made as short as 0.1 ns. Since the sensitivity in red-sensitive 
tubes is limited by thermally generated electrons, sensitivity can be improved by cooling.

P
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Temperature

TC Curie 
temperature

FIGURE 5 Ferroelectric materials exhibit 
residual polarization with no applied bias.

+ + + + + + + + + + +
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V

FIGURE 6 The pyroelectric 
effect produces a surface charge when 
the temperature changes.
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PHOTODETECTORS  24.7

Photoconductive

The radiation is absorbed by a photoconductive (PC) material, generally a semiconductor, either in 
thin-film or bulk form, as illustrated in Fig. 8. Each incident quantum may release an electron-hole 
pair or an impurity-bound charge carrier, thereby increasing the electrical conductivity. The devices 
are operated in series with a bias voltage and load resistor. Very low impedance photoconductors 
may be operated with a transformer as the load. Since the impedance of photoconductors varies 
with device type and operating conditions from less than 50 Ω to more than 1014 Ω, the load resistor 
and preamplifier must be chosen appropriately. Figure 9 shows the current-voltage characteristics of 
a photoconductor.

Photoconductors that utilize excitation of an electron from the valence to conduction band are 
called intrinsic detectors. Those which operate by exciting electrons into the conduction band or 
holes into the valence band from states within the band—impurity-bound states, quantum wells, 
or quantum dots—are called extrinsic detectors. Figure 10 illustrates these two mechanism types. 
Intrinsic detectors are most common at the short wavelengths, out to about 20 μm. Extrinsic detec-
tors are most common at longer wavelengths. A key difference between intrinsic and extrinsic detec-
tors is that intrinsic detectors do not require as much cooling to achieve high sensitivity at a given 
spectral response cutoff as extrinsic detectors. Thus, intrinsic photoconductors such as HgCdTe will 
operate out to 15 to 20 μm at 77 K, while comparable extrinsic detectors with similar cutoff must be 
cooled below 30 to 40 K.

A further distinction may be made by whether the semiconductor material has a direct or indi-
rect bandgap. This difference shows up near the long-wavelength limit of the spectral response 

Glass

PhotoelectronCsI
photocathode

UV or
visible photon

FIGURE 7 Electrons are ejected from a pho-
toemissive surface when excited by photons.
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FIGURE 8 Photoconductor device 
structure.

Voltage

C
u

rr
en

t

Light
Dark

FIGURE 9 Photoconduc-
tor current-voltage characterisit-
ics in the dark and in the light.

Conduction band
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X

FIGURE 10 Intrinsic detectors excite 
electrons between the valence and conduc-
tion band. Extrinsic detectors excite elec-
trons (or holes) from states within the band 
to the conduction (valence) band.
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24.8  DETECTORS

where detectors made from direct bandgap materials such as InGaAs, InSb, or HgCdTe have a 
sharper spectral cutoff than indirect bandgap materials such as silicon and germanium.

Photoconductors can have high quantum efficiency from the visible region out to the far 
infrared but lack the nearly ideal high amplification of photomultipliers. They are therefore most 
commonly used in the spectral region beyond 1 μm, where efficient photoemitters are unavail-
able. Photoconductors do, however, provide current gain which is equal to the recombination time 
divided by the majority-carrier transit time. This current gain leads to higher responsivity than is 
possible with (nonavalanching) photovoltaic (PV) detectors. For applications where photovoltaic 
detection would be amplifier noise limited, the larger photoconductive responsivity makes it pos-
sible to realize greater sensitivity with the photoconductor. In general, lower-temperature operation is 
associated with longer-wavelength sensitivity in order to suppress noise due to thermally induced 
transitions between close-lying energy levels. Ideally, photoconductors are limited by generation-
recombination noise in the photon-generated carriers. Response time can be shorter than 1 μs and 
in some cases response times can be shorter than 1 ns for small elements. Response across a photo-
conductive element can be nonuniform due to recombination mechanisms at the electrical contacts, 
and this effect may vary with electrical bias.

Photovoltaic*

The most widely used photovoltaic detector is the pn junction type (Fig. 11), where a strong internal 
electric field exists across the junction even in the absence of radiation. Photons incident on the 
junction of this film or bulk material produce free hole-electron pairs which are separated by the 
internal electric field across the junction, causing a change in voltage across the open-circuit cell or a 
current to flow in the short-circuited case.

As with the photoconductor, quantum efficiency can be high from the visible to the very long-
wavelength infrared, generally about 20 to 25 μm. The limiting noise level can ideally be √2 times 
lower than that of the photoconductor, thanks to the absence of recombination noise. Lower tempera-
tures are associated with longer-wavelength operation. Response times can be less than a nanosecond, 

Ev

–––––

+
+ + + +

xp

r = eNaxp

E

Metallurgical
junction

r = eNdxn

xn

Ec

EF

EFi

FIGURE 11 pn junction showing how the band 
bends across the junction. The junction width is given by 
W = xp + xn.

∗The use of a photovoltaic detector at other than zero bias is often referred to as its photoconductive mode of operation 
because the circuit then is similar to the standard photoconductor circuit. This terminology is confusing with regard to detection 
mechanism and will not be used here.
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PHOTODETECTORS  24.9

and are generally limited by device capacitance and detection-circuit resistance. The pin diode has 
been developed to minimize capacitance for high-bandwidth applications. The advantages of nearly 
ideal internal amplification have now become available in avalanche photodiodes sensitive out to 
1.55 μm. This internal gain is most important for high-frequency operation, where external load 
resistance must be kept small and would otherwise introduce limiting thermal noise, and for situa-
tions involving low signal flux where amplifier noise is otherwise dominant.

Photoelectromagnetic 

A thin slab of photoconductive material is oriented with radiation incident on a large face and a 
magnetic field perpendicular to it, as illustrated in Fig. 12. Electron-hole pairs generated by the inci-
dent photons diffuse through the material and are separated by the magnetic field, causing a poten-
tial difference at opposite ends of the detector.

These detectors require no cooling or biasing electric field but do require a (permanent) mag-
netic field. Photoelectromagnetic InSb at room temperature has response up to 7.5 μm, where it is 
as sensitive as a thermocouple of equal size, and has a response time less than 1 μs. Another compet-
ing uncooled detector is InAs, which is far more sensitive out to 3.5 μm. HgCdTe is also available in 
the photoelectromagnetic (PEM) configuration out to the LWIR spectral region. Cooled infrared 
detectors are one to two orders of magnitude more sensitive.

Photographic

The receiver is an emulsion containing silver halide crystals. Incident photons are absorbed by the 
halide ion, which subsequently loses its electron. This electron eventually recombines with a silver 
ion and reduces it to a neutral silver atom. As more photons are absorbed, this process is repeated 
until a small but stable cluster of reduced silver atoms is formed within the crystal (latent image). 
Internal amplification is provided by introduction of an electron donor (photographic) developer, 
which, using the latent image as a catalytic center, reduces all the remaining silver ions within the 
exposed crystal to neutral silver atoms. The density of reduced crystals is a measure of the total 
radiation exposure.

The spectral region of sensitivity for photographic detection coincides rather closely with that of 
the photoemissive detector. For l > 1.2 μm (~1 eV) there is too little energy in each photon to form 
a stable latent image. The basic detection process for both detectors operates well for higher energy, 
shorter wavelength radiation. The problem in ultraviolet and x-ray operation is one of eliminating 
nonessential materials, for example, the emulsion which absorbs these wavelengths.

The photographic process is an integrating one in that the output (emulsion density) measures 
the cumulative effect of all the radiation incident during the exposure time. The efficiency of the 
photographic process can be very high, but it depends upon photon energy; for example, in the 

H

Photons

V
–

FIGURE 12 Photoelectromagnetic 
detector configuration—incident photons 
create electron-hole pairs that diffuse away 
from the surface. A magnetic field perpen-
dicular to the diffusion separates the charges 
toward opposite sides, creating a voltage.
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24.10  DETECTORS

visible region it takes only 10 to 100 photons to form a stable latent image (developable grain). 
The photographic process enjoys a large and efficient internal amplification ability (develop-
ment) wherein the very small energy of the photons’ interaction is converted into readily observed 
macroscopic changes. An extensive discussion of photographic detection is found in Chap. 29, 
“Photographic Films.”

Photoionization

The radiation is absorbed by a gas. If the photon energy exceeds the gas-ionization threshold, ion 
pairs can be produced with very high efficiency. They are collected by means of an applied voltage. 
Operating in a dc mode, these detectors are known as ionization and gas-gain chambers. When a 
pulse mode is used, the detectors are known as proportional and photon (Geiger) counters.

Photoionization detectors have a high sensitivity and a low noise level. They may also be quite 
selective spectrally since the choice of window and gas independently set upper and lower limits on 
detectable photon energies. Manufacturers’ specifications are not discussed for these detectors as 
applications are still few enough to be treated as individual cases.9

24.4 DEFINITIONS

The following definitions will be used:

Avalanche photodiode (APD) A photodiode designed to operate in strong reverse bias where elec-
tron and/or hole impact ionization produces multiplication of photogenerated carriers.

Background temperature The effective temperature of all radiation sources viewed by the detector 
exclusive of the signal source.

Blackbody D star D∗ 
BB (cm Hz1/2/W also called “Jones”) Similar to D∗(l) or D∗(TBf ) except that 

the source is a blackbody whose temperature must be specified.

Blackbody detectivity DBB (W−1) A measure of detector sensitivity, defined as DBB (NEPBB)−1.

Blackbody noise-equivalent power NEPBB Same as spectral NEP, except that the source has black-
body spectral character whose temperature must be specified, for example, NEP (500 K, 1, 800) 
means 500-K blackbody radiation incident, 1-Hz electrical bandwidth, and 800-Hz chopping 
frequency.

Blackbody responsivity RBB Same as spectral sensitivity except that the incident signal radiation 
has a blackbody spectrum (whose temperature must be specified).

Blip detector or blip condition Originally meaning background-limited impurity photoconduc-
tor, this term has come to mean performance of any detector where the limiting noise is due to 
fluctuations in the arrival rate of background photons.

Cutoff wavelength lc The wavelength at which the detectivity has degraded to one-half its peak 
value.

Dark current The output current which flows even when input radiation is absent or negligible. 
(Note that although this current can be subtracted out for the dc measurements, the shot noise on 
the dark current can become the limiting noise.)

Detective quantum efficiency The square of the ratio of measured detectivity to the theoretical 
limit of detectivity.

Detective time constant td = 1/2p fd where fd is the frequency at which D∗ drops to 0.707 (1/√2) 
times its maximum value. A physics convention defines it as 1/e, or 0.368 of the maximum value.

Dewar A container (cryostat) for holding detector coolant.
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PHOTODETECTORS  24.11

Equivalent noise input (ENI) A term meaning nearly the same thing as NEPBB (287 K, 1, f ). The 
difference is that the peak-to-peak value of square-wave chopped input flux is used, rather than 
the rms value of the sinusoidally chopped input flux. (See recommendation IRE.2)

Excess noise A term usually referring to noises other than generation-recombination, shot, or 
thermal.

Extrinsic semiconductor transition Incident photons produce a free electron in the conduction 
band and bound hole at a donor impurity site or a bound electron at an acceptor impurity site 
and a free hole in the valence band by excitation of an impurity level.

Field of view (FOV) The solid angle from which the detector receives radiation.

Flicker noise See Modulation noise.

Generation noise Noise produced by the statistical fluctuation in the rate of production of photo-
electrons.

Generation-recombination (GR) noise Charge carriers are generated both by (optical) photons 
and (thermal) phonons. Fluctuations in these generation rates cause noise; fluctuations in carrier-
recombination times cause recombination noise. The phonon contribution can be removed 
by cooling. The remaining photon contribution is indistinguishable from radiation shot noise 
(photon noise). With photovoltaic pn junctions, carriers are swept away before recombination, 
so that recombination noise is absent.

Guard ring An electrically biased field plate or surrounding diode used in some photodiodes, 
usually used to control surface recombination effects and thus reduce the leakage current in the 
detection circuit.

Intrinsic semiconductor transition Incident photons produce a free electron-free hole pair by 
direct excitation across the forbidden energy gap (valence to conduction band).

Johnson noise Same as Thermal noise.

Jones Unit of measure for D∗ cm Hz1/2/W.

Maximized D star, D∗(lpk fo), cm Hz1/2/W or Jones The value of D∗(lpk  f ) corresponding to wave-
length lpk and chopping frequency of maximum D∗.

Modulation (or 1/f ) noise A consensus regarding the origin(s) of the mechanism has not been 
established, and although a quantum theory has been proposed, other mechanisms may domi-
nate. As its name implies, it is characterized by a 1/f n noise power spectrum, where 0.8 < n < 2. 
This type of noise is prominent in thermal detectors and may dominate the low-frequency noise 
characteristics of photoconductive and photovoltaic quantum detectors as well as other elec-
tronic devices such as transistors and resistors.

Multiplier phototube or multiplier photodiode Phototube with built-in amplification via secondary 
emission from electrically biased dynodes.

NEI photons/(cm2 sec) noise equivalent irradiance is the signal flux level at which the signal pro-
duces the same output as the noise present in the detector. This unit is useful because it directly 
gives the photon flux above which the detector will be photon noise limited. See also Spectral 
noise equivalent power (NEP).

Noise spectrum The electrical power spectral density of the noise.

Nyquist noise Same as Thermal noise.

Photo cell See Photodiode.

Photoconductive gain The ratio of carrier lifetime divided by carrier transit time in a biased 
photoconductor.

Photodiode The term photodiode has been applied both to vacuum- or gas-filled photoemissive 
detectors (diode phototubes, or photo cells) and to photovoltaic detectors (semiconductor pn 
junction devices).

Photomultiplier Same as Multiplier phototube.
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24.12  DETECTORS

Photon counting Digital counting of individual photons from the photoelectrons produced in the 
detector in contrast to averaging of the photocurrent. This technique leads to very great sensitiv-
ity but can be used only for quite low light levels.

Quantum efficiency The ratio of the number of countable output events to the number of inci-
dent photons, for example, photoelectrons per photon, usually referred to as a percentage value.

RMS noise Vn,rms That component of the electrical output which is not coherent with the radia-
tion signal (generally measured with the signal radiation removed).

RMS signal Vs,rms That component of the electrical output which is coherent with the input signal 
radiation.

Response time t Same as Time constant.

Responsive quantum efficiency See Quantum efficiency.

Sensitivity Degree to which detector can sense small amounts of radiation.

Shot noise This current fluctuation results from the random arrival of charge carriers, as in a 
photodiode. Its magnitude is set by the size of the unit charge.

 in, rms = (2eidcΔ f )1/2 

Spectral D-double-star D∗∗(l, f ) A normalization of D∗ to account for detector field of view. It is 
used only when the detector is background-noise-limited. If the FOV is 2p sr, D∗∗ = D∗.

Spectral D-star D∗(l, f ) (cm Hz1/2/W or Jones) A normalization of spectral detectivity to take into 
account the area and electrical bandwidth dependence, for example, D∗(1 μm, 800 Hz) means D∗ 
at l = 1 μm and chopping frequency 800 Hz; unit area and electrical bandwidth are implied. For 
background-noise-limited detectors the FOV and the background characteristics must be speci-
fied. For many types of detectors this normalization is not valid, so that care should be exercised 
in using D∗.

Spectral detectivity D(l) (W −1) A measure of detector sensitivity, defined as D(l) = (NEPl)−1. As 
with NEP, the chopping frequency electrical bandwidth, sensitive area, and, sometimes, back-
ground characteristics should be specified.

Spectral noise equivalent power NEPl The rms value of sinusoidally modulated monochromatic 
radiant power incident upon a detector which gives rise to an rms signal voltage equal to the 
rms noise voltage from the detector in a 1-Hz bandwidth. The chopping frequency, electrical 
bandwidth, detector area, and, sometimes, the background for characteristics should be speci-
fied. NEP (1 μm, 800 Hz) means noise equivalent power at 1-μm wavelength, 1-Hz electrical 
bandwidth, and 800-Hz chopping rate. Specification of electrical bandwidth is often simplified 
by expressing NEP in units of W/Hz1/2.

Spectral responsivity R(l) The ratio between rms signal output (voltage or current) and the rms 
value of the monochromatic incident signal power or photon flux. This is usually determined by 
taking the ratio between a sample detector and a thermocouple detector. The results are given as 
relative response/watt or relative response/photon, respectively.

Temperature noise Fluctuations in the temperature of the sensitive element, due either to 
radiative exchange with the background or conductive exchange with a heat sink, produce a 
fluctuation in signal voltage. For thermal detectors, if the temperature noise is due to the former, 
the detector is said to be at its theoretical limit. For thermal detectors:

( )Δ
Δ

T
kT G f

K f C
2

2

2 2 2 2

4

4
=

+ π

where ( )ΔT 2  = mean square temperature fluctuations
 K = thermal conductance
 C = heat capacity
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PHOTODETECTORS  24.13

Thermal noise (also known as Johnson or Nyquist noise) Noise due to the random motion of 
charge carriers in a resistive element:

 Vn,rms = (4kTRΔ f )1/2   k = Boltzmann’s constant 

Thermopile A number of thermocouples mounted in series in such a way that their thermojunc-
tions lie adjacent to one another in the plane of irradiation.

Time constant t (see also detective time constant) A measure of the detector’s speed of response. 
t = 1/(2p fc), where fc is that chopping frequency at which the responsivity has fallen to 0.707 
(1/√2) times its maximum value. Sometimes a physics convention defines it as 1/e, or 0.368 of 
the maximum value:

R f
R

f
( )

( ) /
=

+
0

2 2 2 1 21 4π τ

24.5 DETECTOR PERFORMANCE AND SENSITIVITY

D *

A figure of merit defined by Jones in 1958 is used to compare the sensitivity of detectors.10 It is 
called D∗. Although the units of measure are cm Hz1/2/W, this unit is now referred to as a Jones. D∗ is 
the signal-to-noise (S/N) ratio of a detector measured under specified test conditions, referenced to 
a 1-Hz bandwidth and normalized by the square root of the detector area (A) in square centimeters. 
Specified test conditions usually consist of the blackbody signal source temperature, often 500 K for 
infrared detectors, and the signal chopping frequency. If the background temperature is other than 
room temperature (295 or 300 K in round numbers), then that should be noted.

By normalizing the measured S/N ratio by the square root of the detector area, the D∗ figure 
of merit recognizes that the statistical fluctuations of the background photon flux incident on the 
detector (photon noise) are dependent upon the square root of the number of photons and thus 
increase as the square root of the detector area, while the signal will increase in proportion to the 
detector area itself. This figure of merit therefore provides a valid comparison of detector types that 
may have been made and tested in different sizes.

The ultimate limit in S/N ratio for any radiation power detector is set by the statistical 
fluctuation in photon arrival times. For ideal detectors which are photon-noise-limited, and where 
only generation noise is present, we shall discuss limiting detectivity for three cases:

1. Photon detector where arrival rate of signal photons far exceeds that of background photons 
(all other noise being negligible)

2. Photon detector where background photon arrival rate exceeds signal photon rate (all other 
noise being negligible)

3. Thermal detector, background limited

The rate of signal-carrier generation is

 n = hANs (1)

where h = detector quantum efficiency and ANs = average rate of arrival of signal photons.
It can be shown11 that in a bandwidth Δf, the rms fluctuation in carrier-generation rate is

 d nrms = (2PNΔ f)1/2  (2)
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24.14  DETECTORS

where PN is the frequency dependence of the mean square fluctuations in the rate of carrier genera-
tion, that is,

 P A N dN =
∞

∫ η ν ν( )( )
0

2Δ  (3)

where (ΔN)2 is the mean square deviation in the total rate of photon arrivals per unit area and 
frequency interval including signal and background photons. For thermally produced photons of 
frequency n (see Ref. 12).

 ( )
(

/

/

/

/
ΔN N

e

e c

e

e

h kT

h kT

h kT

h kT
2

2

21

2

1
=

−
=

−

ν

ν

ν

ν
πν

))2
 (4)

where N  is the average rate of photon arrivals per unit area and frequency interval. Then, for the 
special case of hn >> kT

δ ηn A N frms = ( ) /2 1 2Δ   (5)

This is also the case for a laser well above threshold. Here the photon statistics become Poisson, and
( )ΔN N2 =  even when hn is not greater than kT.

Photon Detector, Strong-Signal Case This is generally a good approximation for visible and higher 
photon energy detectors since the background radiation is often weak or negligible. When signal 
photons arrive at a much faster rate than background photons

δ ηn A N fsrms = ( ) /2 1 2Δ  (6)

then

 NEP
rms

= =
⎛
⎝⎜

⎞
⎠⎟

N Ah

n n f

N A
hs s

ν
δ η

ν
/ ( ) /

/

Δ 1 2

1 2
2

 (7)

or the noise-equivalent quantum rate is

 NEQ
2 incident photon rate

quantum efficien
=

×
ccy

⎛
⎝⎜

⎞
⎠⎟

1 2/

 (8)

Photon Detector, Background-Limited Case This is usually a good approximation for detecting low 
signal levels in the infrared where background flux levels exceed signal flux levels in many applica-
tions. When the background photon noise rate NB exceeds the signal photon rate (NB >> NS)

δ ηn A N fBrms ≈( ) /2 1 2Δ  (9)

the noise-equivalent power is

 NEP
/ rms

= =
⎛
⎝⎜

⎞
⎠⎟

N Ah

n n f

N A
hs B

ν
δ η

ν
( )( ) /

/

Δ 1 2

1 2
2

 (10)

The noise-equivalent quantum rate is

 NEQ
2 incident background photon rate

quant
=

×
uum efficiency

⎛
⎝⎜

⎞
⎠⎟

1 2/

 (11)

24_Bass_v2ch24_p001-102.indd 24.14 8/24/09 6:15:43 PM

DO
 N

OT
 D

UP
LI

CA
TE
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or

 D
A

N hB

∗ = =
⎛
⎝⎜

⎞
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1 2
1 2

2
1/

/

NEP

η
ν

 (12)

or

 Area-normalized quantum detectivity =
A

NB

1 2
1 2

2

/
/

NEQ
=

⎛
⎝⎜

⎞
⎠⎟

η
 (13)

For the general case of a detector with area A seeing 2p sr of blackbody background at temperature T, 
(ΔN)2 is that in Eq. (4)

 ( ) ( )( ) ( )
/

δ η ν ν π η ν ν
ν

n A f N d A f
eh

2 2

0

2

0
2 4= =

∞ ∞

∫ ∫Δ Δ Δ
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h kTe
d

( )/ν ν
−1 2

 (14)

Then for Δf = 1 Hz,
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or
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Assuming h(n) is independent of frequency but falls back to zero for n < nc

 D T
c
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 (17)

Figure 13 shows photon-noise-limited D∗ versus cutoff wavelength lc for various thermal-
background temperatures.13 Note that these curves are not independent. D∗(T, lc) is related to D∗(T, l′c) 
by the formula

 D T T

T
D T

T
c c c

∗ ∗= ′⎛
⎝⎜

⎞
⎠⎟ ′ ′ =( , ) ( , )

/

λ λ λ
5 2

where
′′T cλ  (18)

This relation is useful for determining values of D∗(T, lc), which do not appear in Fig. 13, in 
terms of a value of D∗(T ′, l′c), which does appear. For example, to find D∗(1000 K, 4 μm) from the 
500-K curve

 D D∗ ∗= ⎛
⎝⎜

⎞
⎠⎟ ×( , ) ,

/

1000 4
500

1000
500 4

1000

50

5 2

00
2 3 109⎛

⎝⎜
⎞
⎠⎟

= ×. Jones  (19)

If higher accuracy is desired than can be determined from Fig. 13, one can use the preceding for-
mula in combination with Table 1, which gives explicit values of D∗(lc) versus lc for T = 295 K.

The effect on D∗ of using a narrow bandwidth detection system is illustrated in Fig. 14. Such a 
system may be configured with a cold narrow bandwidth filter, or with a narrow bandwidth amplifier—
in order to limit the background flux noise or the electrical bandwidth noise, respectively. Q refers to 
the factor of the reduction provided.
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FIGURE 13 Photon-noise-limited D∗ at peak 
wavelength—assumed to be cut-off wavelength—for 
background temperatures 1, 2, 4, 10, 25, 77, 195, 295, 
and 500 K (assumes 2p FOV and h = 1). (Reprinted 
from Ref. 13.)

TABLE 1 D∗ versus lc for T = 295 K

 lc,  lc,  lc,  lc, 
 μm D∗(lc) μm D∗(lc) μm D∗(lc) μm D∗(lc)

 1 2.19 × 1013 10 5.35 × 1010 100 1.67 × 1011 1000 1.55 × 1012

 2 4.34 × 1013 20 5.12 × 1010 200 3.20 × 1011 2000 3.10 × 1012

 3 1.64 × 1012 30 6.29 × 1010 300 4.74 × 1011 3000 4.64 × 1012

 4 3.75 × 1011 40 7.68 × 1010 400 6.28 × 1011 4000 6.19 × 1012

 5 1.70 × 1011 50 9.13 × 1010 500 7.82 × 1011 5000 7.73 × 1012

 6 1.06 × 1011 60 1.06 × 1011 600 9.36 × 1011 6000 9.28 × 1012

 7 7.93 × 1010 70 1.21 × 1011 700 1.09 × 1012 7000 1.08 × 1013

 8 6.57 × 1010 80 1.36 × 1011 800 1.24 × 1012 8000 1.24 × 1013

 9 5.80 × 1010 90 1.52 × 1011 900 1.40 × 1012 9000 1.39 × 1013 
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PHOTODETECTORS  24.17

Figure 15 shows the relative increase in photon-noise-limited D∗ achievable by limiting the FOV 
through use of a cooled aperture.

The photon-noise-limited sensitivity shown in Fig. 13 and Table 1 apply to photovoltaic and 
photoemissive detectors. Figure 14 is for photoconductors. For photoconductors, recombination 
noise results in a √2 reduction in D∗ at all wavelengths.

Thermal Detectors Limiting sensitivity of an ideal thermal detector has been discussed previ-
ously.12,14,15 Assuming no shortwave- or long-wavelength cutoffs exist,

 D
k T T T T

∗ =
+

= ×
×

ε
εσ

ε
[ ( )] ( )/

/

8

4 10

1
5

2
5 1 2

16 1 2

1
5

2
5 1//2 Jones (20)

where  T1 = detector temperature
 T2 = background temperature 
 ε = detector emissivity
 σ = Stefan-Boltzmann constant
 k = Boltzmann constant

D∗ versus T2 is plotted for various T1 in Fig. 16. Figure 17 shows the effect of both short- and 
long-wavelength cutoffs on bolometer sensitivity,16 with the ideal photoconductor curve for refer-
ence. D∗ can be seen to increase rapidly when the cutoff is set to avoid the high flux density from the 
300-K background that peaks around 10 μm.
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FIGURE 14 Photon noise limit of a narrow-
band quantum counter as a function of operating 
wavelength for a 290-K background, 2p FOV, and 
h = 1. (From Ref. 14.)
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FIGURE 15 Relative increase in photon-
noise-limited D∗(lpk) or D∗ achieved by using a 
cooled aperture in front of lambertian detector. 
(From Ref. 14.)
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24.18  DETECTORS

24.6 OTHER PERFORMANCE PARAMETERS

Spectral Response

Spectral response provides key information regarding how the detector will respond as a function 
of wavelength or photon energy. Spectral response may be limited by the intrinsic detector mate-
rial properties, a coating on the detector, or by a window through which the radiation must pass. 
Relative response is the spectral response ratioed against a detector with a nominally wavelength 
independent response, such as a thermocouple having a spectrally-broad black coating. Relative 
response is plotted as a function of wavelength with either a vertical scale of W−1 or photon−1. 
Thermal detectors tend to be spectrally flat in the first case while quantum detectors are generally 
flat in the second case. The curves are typically shown with the peak value of the spectral response 
normalized to a value of 1. The spectral response curve can be used together with the blackbody D∗ 
to calculate D∗ as a function of wavelength, which is shown in Fig. 18 for selected detectors.

Responsivity and Quantum Efficiency

Responsivity and quantum efficiency are important figures of merit relating to the detector signal 
output. Responsivity is a measure of the transfer function between the input signal photon power or 
flux and the detector electrical signal output. Thermal detectors will typically give this responsivity 
in volts/watt. Photoconductors will usually quote the same units, but will also frequently reference 
the value to the peak value of relative response per watt from the spectral response curve. This value 
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FIGURE 16 Photon-noise-limited D∗ for 
thermal detectors as a function of detector temper-
ature T1 and background temperature T2 (2p FOV: 
h = 1). (From Ref. 14.)
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FIGURE 17 The detectivity of a ‘‘perfect’’ 
bolometer plotted as a function of both short- and 
long-wavelength cutoffs. Plots for a perfect pho-
toconductor and two other cases are included for 
comparison. The background temperature is 300 K. 
(From Ref. 16.)
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PHOTODETECTORS  24.19

is actually realized if the detector bias circuit load resistor is significantly larger than the detector 
resistance. Photoconductor responsivity is given by:

 Responsivity peak =
+η τ μ μ

ν
qR Ed ( )n p

h �
 (21)

where h is the quantum efficiency, q is the electronic charge, Rd is the detector resistance, E is the 
electric field, t is time constant, m are the mobilities for electrons (n) and holes (p), hn is the photon 
energy, and � is the device length. Photomultiplier tubes and photovoltaic detectors will usually ref-
erence the responsivity in amperes per watt, again referenced to peak spectral response.

Detector response performance is also conveyed from the detector quantum efficiency. In the case 
of photovoltaic detectors which, in the absence of avalanche operation have a gain of unity, quantum 
efficiency is essentially the current per photon. For a blip photovoltaic detector, the quantum efficiency 
also determines the D∗. Quantum efficiency is not readily measured for photoconductors and photo-
multiplier tubes unless the internal gain is carefully calibrated. It is sometimes inferred from the mea-
sured D∗ for photoconductive devices which are blip—see definition of detective quantum efficiency.

Noise, Impedance, Dark and Leakage Current

Noise has a number of potential origins. Background photon flux–limited detectors have noise 
dominated by the square root of the number of background photons striking the detector per sec-
ond [see Eq. (9)]. Other noise sources may contribute or dominate. Among these are

• Johnson, Nyquist, or thermal noise which is defined by the detector temperature and impedance

• Modulation or 1/f noise which may dominate at lower frequencies

• Amplifier noise

• Shot noise from dark or leakage current
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FIGURE 18 D∗ versus l for selected detectors.
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24.20  DETECTORS

The impedance of a photodiode may limit performance, depending upon the detector operating 
conditions. Figure 19 illustrates the diode impedance per unit area (R0A) limiting value of D∗ for 
silicon detectors at room temperature and longer-wavelength infrared photodiodes at 80 K.

Measurement of the noise as a function of frequency can be valuable for characterizing the rele-
vant noise sources. Selection of an appropriate preamplifier is also critical, particularly for detectors 
having very low or very high impedance. Integration of preamplifiers together with detectors has 
significantly improved the overall performance of many detectors. The use of phase-sensitive lock-
in amplifiers in combination with a modulated signal can also improve the signal-to-noise ratio.

Uniformity

One cannot assume that the response of a detector will be uniform across its sensitive area. Material 
inhomogeneity and defects and/or fabrication variables can give rise to nonuniformity. Lateral col-
lection from near the perimeter of a photodiode may give a gradual response decrease away from the 
edge—this effect will typically be accompanied by a change in response speed as well. Recombination 
at the electrical contacts to a photoconductor can limit the lifetime, and hence the photoconductive 
gain, for carriers generated near the contact, a phenomenon called sweep-out. Recombination may be 
enhanced at surfaces and edges also. Laser spot scanning is useful to check the detector spatial unifor-
mity, although laser sources may not be readily available at all the wavelengths of interest. An alternative 
method is to move the detector around under a fixed small aperture in conjunction with a light source.

Speed

Detector response speed is often related inversely to detector sensitivity. Thermal detectors often 
show this characteristic because the signal is proportional to the inverse of response speed, while the 
noise is amplifier or Johnson limited. Excluding detectors with internal carrier multiplication mech-
anisms, the best detectors from broad experience seem limited to a D∗f ∗ product of a few times 1017 
Jones Hz. D∗f ∗ may be proportionally higher for devices with gain, since speed can be increased to a 
greater extent by using a lower value of load resistance without becoming Johnson-noise-limited. The 
user should be aware that with many detectors it is possible to operate them in a circuit to maximize 
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FIGURE 19 Zero-bias impedance-area product (R0A or shunt resistance per 
unit area) of a photodiode can limit the D∗ as shown. The limiting D∗ depends on 
R0A, temperature, and photon energy or wavelength. Examples are illustrated for a 
1-μm cutoff diode at 300 K, and for 3-, 5-, 12-, and 25-μm cutoff devices at 80 K. 
Other noise mechanisms, such as photon noise, typically limit D∗ to lower values 
than the highest values shown here.
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PHOTODETECTORS  24.21

sensitivity or speed, but not both at the same time. Speed may vary across the sensitive area of the 
detector and with temperature, wavelength, and electrical bias.

Stability

Detector performance may change or drift with time. Changes in operating temperature, humidity, 
and exposure to elevated temperatures as well as to visible, ultraviolet, and high-energy radiation 
can affect device operation. These effects arise from the temperature dependence of electronic prop-
erties in solids, as well as from the critical role played by electrical charge conditions near the surface 
of many device types. Sensitivity changes in a sample of silicon detectors from four vendors illus-
trate this point. Wide variations in responsivity change after UV exposure, as shown in Fig. 20. In 
applications where stability is of significant concern, these effects must be carefully reviewed along 
with the detector supplier’s experience in these matters.

24.7 DETECTOR PERFORMANCE

Manufacturers’ Specifications

Table 2 lists the detector materials covered in Sec. 24.7.
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FIGURE 20 After only 3 hours of UV irradiation, these 
silicon detectors showed great variations in responsivity. 
(Reprinted from the September 1993 issue of Photonics Spectra, 
© Laurin Publishing Co., Inc.)

TABLE 2 Detector Materials Covered in Sec. 24.7

Thermocouple GaAsP Ge:Au
Thermopile CdS, CdSe HgCdTe
Thermistor bolometer CdTe PbSnTe
Pyroelectric GaAs Ge:Hg
InSb hot electron bolometer Si Si:Ga
Ge:Ga bolometer InGaAs Si:B
Photoemissive Ge Ge:Cu
GaN, InGaN PbS Ge:Zn
SiC InAs Ge:Ga
TiO2 PbSe Photographic
GaP InSb 
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24.22  DETECTORS

Detector sensitivity can be the determining factor in the design and performance of a sensor 
system. Detector performance is subject to the development of improved materials, fabrication 
techniques, and the ingenuity of device engineers and inventors. The descrip tions given here may 
improve with time, and consultation with manufacturers and users is recommended. Today, the 
internet can be the quickest and most up-to-date source of currently available manufacturers and 
specifications for the devices they offer. Many suppliers noted in this section may have gone out of 
business—a search on the internet is the best choice for finding active vendors. Other than a general 
Web search, some collections of device suppliers can be found at

http://www.photonics.com/bgHome.aspx

http://laserfocusworld.365media.com/laserfocusworld/search.asp

http://www.physicstoday.org/ptbg/search.jsp

Thermocouple The thermocouple offers broad uniform spectral response, a high degree of stability, 
and moderate sensitivity. Its slow response and relative fragility have limited its use to laboratory 
instruments, such as spectrometers.

Compared with thermistors, thermocouples are slower, require no bias, and have higher stability 
but much lower impedance and responsivity. This increases the amplification required for the ther-
mocouple; however, the only voltage appearing is the signal voltage, so that the serious thermistor 
problem of bridge-circuit bias fluctuations is avoided. With proper design, performance should not 
be amplifier-limited but limited instead by the Johnson noise of the thermocouple. Thermocouples 
perform stably in dc operation, although the instability of dc amplifiers usually favors ac operation.

The inherent dc stability of thermocouples is attractive for applications requiring no moving 
parts, and recently a relatively rugged solid-backed evaporated thermocouple has been developed 
whose sensitivity approaches that of the thermistor bolometer.

Sensitivity: D∗ 1 × 109 Jones for 20-ms response time; spectral response depends on black coating 
(usually gold black) (see Fig. 21)

Noise: White Johnson noise, falling off with responsivity (see Fig. 22)

Resistance: 5 to 15 Ω typical

Responsivity: 5 V/W (typical), 20 to 25 V/W (selected)

Time constant: 10 to 20 ms (typical)

Operating temperature: Normally ambient

FIGURE 21 Typical thermocouple 
spectral response curves (CsI window) for 
two different manufactures.

FIGURE 22 Typical thermocouple D∗ 
(noise) frequency response for two manufac-
turers. (From Ref. 1.)
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Sensitive area: 0.1 × 1 to 0.3 × 3 or 0.6 × 2 mm (typical)

Linearity: 0.1 percent in region investigated (6 × 1010 to 6 × 108 W incident)

Recommended circuit: Transformer coupled into low-noise (bipolar or JFET) amplifier with good 
low-frequency noise characteristics

Manufacturers: Perkin-Elmer, Charles Reeder, Beckman Instruments, Farrand, Eppley Laboratory

Thermopile Thermopiles are made by evaporating an array of metal junctions, such as chromel-
constantan or manganin-constantan, onto a substrate. The thin-film construction is rugged, but the 
Coblentz-type may be quite delicate. Wire-wound thermopile arrays are also available which are very 
robust. Devices with arrays of semiconductor silicon junctions are also available. The array may typi-
cally be round, square, or rectangular (for matching a spectrometer slit) and consist of 10 to 100 junc-
tions. Configuration options include matched pairs of junction arrays or compensated arrays to provide 
an unilluminated reference element. A black coating, such as 3M black or lampblack, is used to provide 
high absorption over a broad spectral range, as illustrated in Figs. 23 and 24. The housing window may 
limit the spectral range of sensitivity. Typical applications include power meters and radiometers.
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FIGURE 23 Spectral reflectance of two black coat-
ings used in the construction of thermopile detectors. 
(From Eppley Laboratory studies.)
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FIGURE 24 Spectral absorption of a thermopile detector 
coating made from a black metal oxide. (Oriel Corporation.)
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Sensitivity: D∗ 0.5 to 4 × 108 Jones for 30-ms typical response time. D∗ may be dependent upon 
sensitive area; spectral response depends on black coating and window (see Fig. 23 and Fig. 24)

Noise: White Johnson noise, falling off with responsivity, typical range is 5 to 30 nV/Hz1/2

Resistance: 2Ω to 60 kΩ typical

Responsivity: 4 to 250 V/W (typical) depends on the number of junctions and time constant

Time constant: 10 ms to 2 s (typical)

Operating temperature: Normally ambient

Sensitive area: 0.5 to 6-mm diameter, 0.025 × 0.025 to 3 × 3 mm, various rectangular, 0.4 × 3, 0.6 
× 2, 0.6 × 4 mm (typical)

Recommended circuit: Low noise (0.5 Vp-p, dc to 1 Hz), low drift with voltage gain of 1000 and 
input impedance of 1 MΩ
Manufacturers: Armtech, Beckman Instruments, Concept Engineering, Dexter Re  search Center, 
Edinburgh Instruments, Eppley Laboratory, Farrand, Gentech, Molectron Detector, Ophir 
Optronics, Oriel, Scientech, Scitec, Swan Associates

Thermistor Bolometer Thermistors offer reliability, moderate sensitivity, and broad spectral coverage 
without cooling. Construction is rugged and highly resistant to vibration, shock, and other extreme 
environments. Response is slower than 1 ms, and trade-off exists between speed and sensitivity.

Thermistor elements are made of polycrystalline Mn, Ni, and Co oxides. In their final form 
they are semiconductor flakes 10 μm thick, which undergo a temperature resistance change of 
~4 percent per Kelvin. Since thermistor resistance changes with ambient temperature enough to 
alter the biasing significantly, it is usually operated in a bridge circuit, with a nearly identical therm-
istor shielded from signal radiation and used for a balance resistor.

Sensitivity:
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Spectral response: Depends on coating (usually Zapon lacquer); see Fig. 25.

Quantum efficiency: Depends on blackening coating, typically 80 percent.

Noise: Thermal-noise-limited above 20 Hz ( );V kTR fnoise = 4 Δ  below that, 1/f type noise—see 
Fig. 26. Used in balanced-bridge circuit (two flakes in parallel); limiting noise due to thermal 
noise in both flakes.

Resistance: For standard 10-μm-thick flakes, two different resistivities are available: 2.5 MΩ/sq or 
250 kΩ/sq. Note that in a bolometer bridge, the resistance between the output connection and 
ground is half that of single flake.
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FIGURE 26 Typical thermistor D∗ 
(noise) frequency spectrum. (From Ref. 1.)
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Time constant: t is 1- to 20-ms standard for nonimmersed detectors and 2- to 10-ms standard for 
immersed detectors.

Sensitive area: 0.1 × 0.1 mm, 5 × 5 mm standard.

Operating temperature: Normally ambient, 285–370 K.

Responsivity: Depends on bias, resistance, area, and time constant � R Aτ / V/W≈103  for 
0.1 × 0.1 mm area, 250 kΩ resistance, and t = 4 ms (see Fig. 27 for frequency-time-constant 
dependence with given area). Output voltage (responsivity) can be increased to a limited degree 
by raising bias voltage. Figure 29 shows the deviation from Ohm’s law due to heating. Bias should 
be held below 60 percent of peak voltage. Listed responsivity is that of active flake. In the bridge 
circuit, responsivity is half this value.

Sensitivity profile: Approximately 10 percent for 10-μm scan diameter over a 1 × 1 mm cell.

Linearity: ±5 percent 10−6 to 10−1 W/cm2.

Recommended circuit: See Figs. 28 and 29.

Manufacturers: Servo Corporation of America, Thermometrics.
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FIGURE 29 Thermistor voltage-current characteristics, 
showing typical flake temperatures under different conditions.
(From Barnes Engineering, Bull. 2–100.)
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Pyroelectric Lithium tantalate (LiTaO3), triglycine sulfate (TGS), and other pyroelectric materials 
provide an uncooled thermal detector with good sensitivity. The devices are capable of fast response, 
limited inversely by the preamplifier feedback resistance, but with responsivity and D∗ traded for 
speed. This detector’s, principle of operation is the pyroelectric effect, which is the change of electric 
polarization with temperature. Pyroelectric detectors offer rugged construction and the absence of 
1/f noise because no bias is involved.

Lack of 1/f noise, combined with the ability to easily trade off speed and sensitivity, makes 
pyroelectric detectors useful for scanning applications and energy measurement of pulsed optical 
sources. In addition, the NEP is independent of area at low frequencies (10 Hz), so that these detec-
tors are useful for large-area applications (preamplifier 1/f noise may limit, however). Pyroelectric 
detectors are useful for calorimetry since the pyroelectric effect is an integrated volume effect and 
the output signal is unaffected by spatial or temporal distribution of the radiation, up to dam-
age threshold or depolarizing temperature. For higher damage thresholds, lead zirconate titanate 
ceramic (Clevite PZT-5) exhibits a much smaller pyroelectric effect than TGS, but its high Curie 
temperature of 638 K makes it more useful than TGS for high-energy applications.

Sensitivity: Sensitive from ultraviolet to millimeter wavelengths. For l < 2 μm, TGS must be 
blackened, which slows response. Normally (l > 2 μm) a transparent electrode is used, since TGS 
absorption is high from 2 to 300 μm. Beyond 300 μm, poor absorption and increased reflectivity 
reduce sensitivity. Spectral response depends largely on coating. See Fig. 30 for spectral response 
with modified 3M black. Figure 31 illustrates the relative spectral response for a LiTaO3 device. 
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D∗ is independent of A at low frequencies (10 Hz) (see Figs. 32 and 33). Figure 34 shows NEP 
versus A for various frequencies.

Quantum efficiency: Depends on coating absorptivity (for 3M black typically h >75 percent).

Noise: (See Figs. 32 and 33). Limited by loss-tangent noise up to frequencies that become limited 
by amplifier short-circuit noise (see Fig. 35).

Operating temperature: Ambient, up to 315 K. Can be repolarized if T > Tcurie = 322 K for TGS. 
Irreversible damage at T = 394 K (see Fig. 36). Other pyroelectric materials have significantly 
higher Curie temperatures (398 to 883 K).
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Output impedance: 50 Ω to 10 KΩ, set by built-in amplifier (see Fig. 37).

Responsivity: See Figs. 32 to 34, 36, and 38.

Capacitance: 5 pF for 0.5 × 0. 5 mm; 20 pF for 1 × 1 mm; 100 pF for 5 × 5 mm.

Sensitive area: 2 to 50-mm diameter round, 0.5 × 0. 5-mm to 10 × 10-mm square, typical.

Time constant: Not pertinent, response speed set by the preamplifier feedback resistor (see Fig. 38).

FIGURE 35 TGS noise versus detector 
area for various operating frequencies. (From 
Barnes Engineering, Bull. 2–100.)
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Linearity: 5 percent between 10−6 and 10−1 W/cm2.

Sensitivity profile: Depends on coating or transparent electrode; 5 to 7 percent across 12 × 12-mm; 
spot size < 250 μm.

Recommended circuit: See Figs. 37 and 39. Field effect transistor (FET) amplification stage usually 
built in. Since �1/f , use of an amplifier with 1/f noise and gain � f is recommended. Then out-
put signal and signal-to-noise ratio are independent of frequency.

Manufacturers: Alrad Instruments, Belov Technology, CSK Optronics, Delta Devel opments, 
EG&G Heimann, Electro-Optical Systems, Eltec, Gentec, Graseby, International Light, Laser 
Precision, Molectron Detector, Oriel, Phillips Infrared Defence Components, Sensor-Physics, 
Servo Corporation of America, Spiricon, Thermometrics.
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FIGURE 37 Pyroelectric detector amplifier 
circuit. (From Barnes Engineering, Bull. 2–220A.)
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InSb Hot-Electron Bolometer At temperatures of liquid helium and lower, free carriers in indium 
antimonide (InSb) can absorb radiation in the far-infrared and submillimeter spectral region. Because 
the mobility of the electrons varies as Te

3/2 under these conditions, the conductivity of the material is 
modulated. This mechanism offers submicrosecond response and broad far-infrared coverage out to 
millimeter wavelengths but requires liquid-helium cooling and very sophisticated receiver design.

Technically, these devices may be classed as bolometers, since incident radiation power produces 
a heating effect which causes a change in free-charge mobility. In the normal bolometer, the crystal 
lattice absorbs energy and transfers it to the free carriers via collisions. However, in InSb bolometers 
incident radiation power is absorbed directly by free carriers, the crystal lattice temperature remain-
ing essentially constant. Hence the name electron bolometer. Note that this mechanism differs from 
photoconductivity in that free-electron mobility rather than electron number is altered by incident 
light (hence there is no photoconductive gain).

Sensitivity: D∗(2 mm, 900) = 4 ×1011 Jones (see Fig. 40).

Noise: See Figs. 41 and 42.

Responsivity: 1000 V/W.

Time constant: 250 ns.

Sensitive area: 5 × 5 mm typical.

Operating temperature: 1.5 to 4.2 K.

Impedance: Without bias, 200 Ω; optimum bias, 150 Ω, depends on bias (see Fig. 29).

Recommended circuit: Optimum bias 0.5 mA (see Fig. 43).

Manufacturer: Infrared Laboratories.
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Ge(Ga) Low-temperature Bolometer The Ge(Ga) bolometer offers very high sensitivity and broad 
spectral coverage in the region 1.7 to 2000 μm. Liquid-helium cooling is required. A trade-off exists 
between response time (seconds) and sensitivity (10−14-W NEP). Operation at 1000 Hz can be 
achieved still maintaining 2 × 10−13 W NEP.

Sensitivity: Depends on thermal conductance G (see Figs. 44 and 45). NEP(l, 10 Hz) = Vn/S = 
3 × 10−14 W for G = 1 μW/K; A = 1 mm2, D∗(l, 10 Hz) = 3 × 1013 Jones (Q < 0.2 μW). For this 
detector, NEP ≈ 4T (kG)1/2 and does not vary with A1/2 (T is heat-sink temperature, and k is 
Boltzmann’s constant). Thus D∗ cannot be used as a valid means of comparison with other 
detectors; 300-K background-limited performance is achievable for 2p FOV when the bolometer 
is operated at 4.25 K with G = 10−3 W/K. (For A = 0. 1 cm2, the time constant is 50 s.)

Responsivity: Typically, responsivity = 2.5 × 105 V/W = 0.7(R/TG)1/2, where R = resistance. 
Responsivity, and hence NEP, depends on thermal conductance G, which in turn is set by back-
ground power. G ranges from 0.4 to 1000 μW/K.

Thermal conductance: Typically G = 1 μW/K for background Q < 0.2 μW; note that Q < 1/2 
(optimum bias power P).

Sensitive area: 0.25 × 0. 25 to 10 × 10 mm.

Resistance: 0.5 MΩ.

Operating temperature: 2 K (see Fig. 44). In applications where radiation noise can be eliminated 
there is much to be gained by operating at the lowest possible temperature. Figure 45 shows the 
theoretical NEP and time constant at 0.5 K, assuming that current noise remains unimportant.
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Quantum efficiency: Depends on blackened coating and window. For l <100 μm, absorptivity 
exceeds 95 percent. For l >100 μm, efficiency varies with geometry.

Time constant: Response time constant is proportional to G−1. Therefore, if G must be increased 
to accommodate larger background, the time constant is decreased proportionally. Responsivity 
and NEP, however, are degraded as G−1/2.

Noise: Vn = 1 × 10−8 V/Hz1/2; thermal noise is due to R and RL.

Recommended circuit: Standard photoconductive circuit, with load resistor, grid resistor, and 
blocking capacitor at low temperature (see Fig. 46). See Fig. 47 for typical electrical characteris-
tics. Bias power P = 0.1 TG.

Manufacturer: Infrared Laboratories, Inc.
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FIGURE 48 Comparison of photomultiplier tube (PMT) and microchannel plate tube (MCPT) construction. (EMR
Photoelectric.)

Photoemissive Detectors Photoemissive detector is generally the detector of choice in the UV, vis-
ible, and near-IR where high quantum efficiency is available. In the spectral region l < 600 nm, the 
photomultiplier, or multiplier phototube, has close to ideal sensitivity; that is, selected photomulti-
plier tubes (PMT) are capable of detecting single photon arrivals (but at best only with about 30 percent 
quantum efficiency) and amplifying the photocurrent (pulse) enormously without seriously degrading 
the signal-to-noise ratio. Time resolution can be as short as 0.1 ns. Only very specialized limitations 
have precluded their use for l <800 nm, for example, cost, ruggedness, uniformity of manufacture, 
or need for still faster response. Recently these limitations have all been met individually but gener-
ally not collectively. Where adequate light is available, the simple phototube has advantages over 
the multiplier phototube in that high voltages are not required, the output level is not sensitive to 
applied voltage, and dynode fatigue is eliminated.

Microchannel plate tubes (MCPT) are a variant of the photomultiplier tube where the current 
amplifying dynode structure is replaced by an array of miniature tubes in which the photocath-
ode current is amplified. MCP tubes are more compact than PMTs and are reliable in operating 
conditions of high environmental stress. The same range of photocathode materials is available 
in MCPTs as PMTs. MCPTs can provide a wide range of electron gain as available depending upon 
whether a single MCP or a stack of MCPs is used. The structure of a PMT and MCPT are compared 
in Fig. 48.
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Sensitivity In modern phototubes, shot noise due to the cathode dark current is by far the most 
important noise source. The most common descriptions of phototube sensitivity list both current 
responsivity (amperes per watt), dark current, and dark noise. Several useful measures of sensitivity 
are noise equivalent input (NEI) (see Sec. 24.4 ‘‘Definitions’’), noise equivalent power (NEP), or its 
reciprocal D ≡ 1/NEP. NEP and NEI in the range 10−14 to 10−17 W/Hz1/2 are not uncommon.

Detectivity is generally limited by dark-current shot noise. Dark current depends on photo-
cathode material, area, and temperature. Thus the best detectivity is obtained with small effective 
sensitive area. Cooling is especially useful for red-sensitive and near-IR tubes and is generally not 
worthwhile for others (see ‘‘Operating temperature’’). Special tube housings which can provide ther-
moelectric cooling are available.

The spectral response curves shown in Fig. 49 are for the combination of photocathode and 
window. Historically, this method of description gave rise to the S-response designations, most of 
which are now obsolete. It is often desirable to separate photocathode response from window trans-
mission. Thus, Fig. 50 shows the quantum efficiency (electrons per incident photon) of a number 
of photocathodes without window losses. For l < 400 nm, each photocathode should maintain its 
peak quantum efficiency, up to photon energies where multiple photoemissions take place. In Fig. 51, 
the spectral dependence of quantum efficiency for a variety of modern photocathode/window com-
binations is illustrated.

D∗ is a meaningful figure of merit for phototubes whose sensitivity is limited by dark noise (shot 
noise on the dark current) and whose emitting photocathode area is clearly defined, but D∗ must be 
used with caution because, although modern phototubes are generally dark-noise-limited devices, 
they are often limited by noise in signal, that is, the noise content of the signal itself.18 Serious errors 
in predicting the detection capability of phototubes will arise if noise in signal is ignored and D∗ is 
presumed to be the important limiting parameter [see Eqs. (6) to (8)]. Very little reliable data are 
presently available on D∗ for photoemitters. However D∗ curves for S-1, S-20, and S-25 are shown in 
Figs. 52 (300 K) and 53 (PMT cooled to 200 K).

Short-wavelength considerations Window considerations are as follows:

For l > 200 nm: Windows are essential, as all useful photocathode materials are oxidized and 
performance would otherwise be destroyed.

200 nm > l > 105 nm: Photocathode materials are not oxidized by dry air (moisture degrades 
performance). Windows are optional. LiF windows have shortest known cutoff, 105 nm. For 
l <180 nm, it is generally advisable to flush with dry nitrogen.

l <105 nm: No windows are available.

Since air absorbs radiation in the region 0.2 to 200 nm (ozone absorbs 200 to 300 nm), it is nec-
essary to include the (windowless) detector in a vacuum enclosure with the source.

A useful technique for avoiding the far-ultraviolet window-absorption problem (pro vided l > 
vacuum ultraviolet) is to coat the outside of the window of a conventional PMT with an efficient 
fluorescent material, for example, sodium salicylate, which absorbs in the ultraviolet and reemits in 
the blue, and is efficiently detected by most photocathodes.9

Solar-blind considerations are as follows—although most photocathodes have high quantum 
efficiency at short wavelengths, background-noise considerations often preclude their use at very 
short wavelengths, and very wide bandgap semiconductor photocathodes such as CsI, KBr, Cs2Te, 
and Rb2Te (having peak quantum efficiency a little greater than 10 percent) often give better signal-
to-noise ratio. This sacrifice in quantum efficiency to obtain insensitivity to wavelengths greater 
than those of interest would not be necessary if suitable short-wavelength pass filters were readily 
available.

For applications where it is desirable that the detector not see much solar radiation, one can 
use photocathodes whose high work function precludes photoemission for photons of too low an 
energy. Figure 54 shows quantum efficiency versus l for three such photocathodes, tungsten, CsI, 
and Cs2Te, compared with Cs3Sb and GaAs(Cs), which are not solar blind.
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FIGURE 49 Spectral sensitivity of various photoemitters. Dotted lines indicate photocathode 
quantum efficiency. Chemical formulas are abbreviated to conserve space. S-1 = AgOCs with lime or 
borosilicate crown-glass window; S-4 = Cs3Sb with lime or borosilicate crown-glass window (opaque 
photocathode); S-5 = Ss3Sb with ultraviolet-transmitting glass window; S-8 = Cs3Bi with lime or boro-
silicate crown-glass window; S-10 = AgBiOCs with lime or borosilicate crown-glass window; S-11 = 
Cs3Sb with lime or borosilicate crown-glass window (semitransparent photocathode); S-13 = Cs3Sb 
with fused-silica window (semitransparent photo cathode); S-19 = Cs3Sb with fused-silica window 
(opaque semicathode); S-20 = Na2 KCsSb with lime or borosilicate glass window. ERMA = extended 
red multialkali (RCA; ITT uses MA for multialkali). This curve is representative of several manufac-
turers’ products. Many variations of this response are available, for example, trade-offs between short- 
and long-wavelength response. (From RCA Electronic Components, chart. PIT–701 B.)
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Quantum efficiency Figures 49, 50, 51, and 54 show photocathode spectral quantum efficiency 
(probability that one photoelectron is emitted when a single photon is incident). Note that there are 
fairly few basic photocathode materials and that the window often determines effective quantum 
efficiency at short wavelengths.

For l < 40 nm, a wide variety of photocathode materials are available with high quantum effi-
ciency. Many of these materials, such as tungsten, are not destroyed by being subjected to air, so that 
open structures can be used, consisting of a photocathode multiplier chain without window. The 
complete windowless structure is then placed in a vacuum enclosure with the source of radiation.
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FIGURE 50 Photocathode responsivity and quantum efficiency versus wavelength 
(no windows). For abbreviations, see Fig. 49. I = S-1, II = S-11, III = S-10, IV = S-20, V = 
K2CsSb, VI = K2CsSb(O), VII = NaKCsSb3, VIII = GaAs(Cs). (Based on material from RCA.)
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Photocathode key

Key     Description
letter

Long-
wavelength
cutoff
(Note 1)

Long-
wavelength
sensitivity
(Note 2)

E Tri-alkali (S-20) 850 nm 780 nm 01 Borosilicate Glass 270 nm
05 UV Grade Sapphire 145 nm
08 UV Grade Lithium Fluoride 105 nm
09

*10% Energy transmission

Magnesium Fluoride 115 nm

F Cesium telluride 355 nm 340 nm
G Cesium iodide 195 nm 185 nm
J Potassium bromide 165 nm 150 nm
N High-temperature Bi-alkali 690 nm 640 nm
Q

Note 1—Point at which QE becomes 1% (typical) of peak QE.
Note 2—Point at which QE is 1% (typical).

Rubidium telluride 320 nm 300 nm
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FIGURE 51 Quantum efficiency of photocathode/window combinations as a funtion of wavelength. (EMR Photoelectric)
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The quantum efficiency at any wavelength can be calculated from the formula

 η
λ

= × 1239 5.
 (22)

where  = photocathode response, A/W, and l = wavelength, nm.
A useful technique for improving quantum efficiency, reported by Livingston19 and Gunter,20 

involves multipassing the photocathode by trapping the light inside the photocathode using a 
prism.

Responsivity PMT responsivity depends upon photocathode quantum efficiency and subse-
quent dynode gain. For most purposes, the dynode gain in a well-designed PMT introduces no 
significant degradation in the photocathode signal-to-noise ratio. Figure 49 shows photocathode 
response expressed in photocurrent (amperes) per incident radiation power (watts).
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FIGURE 52 Range of D∗ for uncooled photomultiplier tubes 
(T = 300 K). For abbreviations, see Fig. 49. S-25 = same as S-20 but 
different physical processing. (Based on material from RCA)
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Noise The limiting noise in a PMT depends on the level of illumination. For low-level detec-
tion, limiting noise is the shot noise on the dark current,

  in = (2eidarkΔf )1/2  (23)

For high illumination levels the shot noise on the signal photocurrent

  in = (2eisignalΔf )1/2  (24)

far exceeds that on the dark current. Manufacturers usually express noise as photocathode dark cur-
rent or anode dark current for given gain, which is therefore traceable to photocathode dark current.
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FIGURE 53 Range of D∗ for uncooled photomultiplier tubes 
(T = 300 K). For abbreviations, see Fig. 49. S-25 = same as S-20 but dif-
ferent physical processing. (Based on material from RCA)2 Range of D∗ 
for uncooled photomultiplier tubes (T = 300 K). For abbreviations, see 
Fig. 49. S-25 = same as S-20 but different physical processing. (Based 
on E.H. Eberhardt, “D∗ of Photomultiplier Tubes and Image Detectors”, 
ITT Industrial Labs, 1969.)
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Photocathode dark current is approximately proportional to photocathode area so that small 
photocathode effective areas can be expected to have reduced noise. Figure 55 shows how anode 
dark current and gain increase with applied voltage for a typical PMT.

Minimum detectable power is related to limiting noise through responsivity via

 NEP = in/  (25)

where  is in amperes per watt.

Operating temperature Dark current due to thermionic emission, usually greater in red-sensitive 
tubes, can be reduced by cooling (see Ref. 21). The trialkali (S-20) performance does not benefit 
from cooling below 255 K. Maximum beneficial cooling (three to four dark counts per second) 
for AgOCs (S-1), (Cs)Na2 KSb (S-20), and Cs3Sb (S-11) is 195, 255, and 239 K, respectively. Most 
photocathodes become noisier as temperature rises above ambient because of increased thermionic 
emission. Because its thermionic emission starts at a very low value, (Cs)Na2KSb is a useful photo-
cathode up to temperatures of approximately 373 K.

Response time The rise time of photomultiplier tubes depends chiefly on the spread in transit 
time during the multiplication process. For photomultiplier tubes, this spread is about 10 ns. Some 
tubes with specially designed electron optics can give spread as low as 1 ns. The crossed-field PMT 
makes possible a spread as small as 0.1 ns. Microchannel plate tubes have response times of a nano-
second or less.
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FIGURE 54 Quantum efficiency versus wavelength (photon energy) for several photoemitters.
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For high-speed work (<1 ns rise time), good transmission-line technique must be used to obtain 
impedance match and to avoid reflection. The bandwidth of the output circuit will depend upon the 
total capacitance (PMT circuit plus stray capacitances) and the value of the load resistance.

Linearity Photomultiplier tubes are nearly all linear to about 1 percent for cathode currents 
of 0.1 μA or less. Some tubes may be linear to better than 0.1 percent but must be individually 
selected.22 Probably most of the nonlinearity results from the dynode structure.

Sensitive area No fundamental limitation. Only recently available with very small effective areas 
for extremely low dark current. Magnetic focusing has been used so that only a small fraction of the 
photocathode is used electron-optically.

Sensitivity profile Usually uniform within 20 to 50 percent. Microchannel plate detectors may 
have uniformity of ±5 percent.

Stability PMTs are subject to short- and long-term drift which can depend upon anode current, 
changes in anode current, storage times, and aging or anode life. They are also subject to change if 
exposed to magnetic fields or changes in temperature. Vibration of the tube may modulate the signal 
(microphonic effect).
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FIGURE 55 Typical current amplification and anode dark current as a function 
of applied voltage. (Based on E.H. Eberhardt, “D∗ of Photomultiplier Tubes and Image 
Detectors,” ITT Industrial Labs, 1969.)
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Recommended circuit See Fig. 56.

1. Since a PMT is a current generator, increasing output resistance R1 increases output voltage. 
An upper limit to R1 may be imposed either by the time-constant limitation or by nonlinearity, 
which results from a space charge produced near the anode when the anode is left nearly floating 
electrically.

2. The rated photocathode current (referred to anode current through gain) should not be 
exceeded.

3. Care should be taken not to destroy the photocathode with light (heating).

4. When large currents are drawn, it may affect later dynode interstage voltage and hence gain, 
causing nonlinearity; for example, in Fig. 44, if the photocurrent from DY 10 to anode becomes 
comparable to the biasing current, through R11, the gain of the final stage is reduced. This can be 
avoided by biasing the dynodes with constant-voltage sources.

5. To avoid dynode damage, final dynode current must not exceed the value suggested by the 
manufacturer.

Photon counting At the photocathode, the shot-noise-limited signal-to-noise ratio (with negli-
gible dark current) is
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where Ns is the photoelectron rate at the photocathode. Thus, for extremely low levels of illumina-
tion, the ideal signal-to-noise ratio becomes very poor. At this point there is much to be gained by 
abandoning attempts to measure the height of the fluctuating signal (Fig. 57a) in favor of digitally 
recording the presence or absence of individual pulses (Fig. 57e).

Single photoelectron counting can be achieved by using a pulse amplifier (see Fig. 58), which 
suppresses spurious dark-noise pulses not identical in amplitude and shape to those produced by 
photoelectrons.

An upper practical limit for (random) photon counting is set by convenient amplifier bandwidths 
at about 105 s−1. For reasonable (1 percent) statistical accuracy, this implies a 10-MHz bandwidth.

Gallium phosphide dynodes The development of GaP dynodes for increased secondary-electron 
production23,24 makes possible unambiguous discrimination of small numbers of individual photo-
electron counts which was not previously possible with lower dynode gains. This is shown in Fig. 59, 
where the spread in number of secondary electrons (N × gain) is just (N × gain)1/2.

In addition to the aforementioned fundamental advantage of high dynode gain, the large gain 
per stage in the first dynodes also helps discriminate against noise introduced by later stages of 
amplification. Also, fewer stages of amplification are required.

Manufacturers ADIT, EMR Photoelectric, Bicron, Burle, Edinburgh Instruments, Galileo 
Electro-Optics, Hamamatsu, K and M Electronics, id Quantique, International Light, Optomet rics 
USA, Oriel, Phillips Components, Photek, Photon Technology, Photonis, Penta Laboratories, Thorn 
EMI, Varo.
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FIGURE 56 C1 = 68 pF ±10 percent, 500 V 
(dc working); C2 = 270 pF ±10 percent, 500 V 
(dc working); R1 = 220 kΩ ±5 percent, 1/4 W; 
R2 = 240 kΩ ±5 percent, 1/4 W; R3 = 330 kΩ 
±5 percent, 1/4 W; R4 to R11 = 220 kΩ ±5 percent, 
1/4 W. (Based on E.H. Eberhardt, “D∗ of 
Photomultiplier Tubes and Image Detectors,” ITT 
Industrial Labs, 1969.)

(a)

(b)

(c)

(d)

(e)

FIGURE 57 Oscilloscope presentation 
of PMT output when reviewing square-wave 
chopped light pulse. In (a) to (e) the intensity 
is reduced and gain is increased commensu-
rately. (Courtesy of E.H. Eberhardt.)
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FIGURE 58 Photomultiplier and associated circuits for photon 
counting. (ITT Report E5.)

FIGURE 59 Spread in number of secondary 
electrons for various phototube gains.
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FIGURE 60 Response in amperes per watt for 
a GaN detector. (Reprinted from Appl. Phys. Lett., 
vol. 60, no. 23, 1992, p. 2918.)
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FIGURE 61 Spectral response of a UVA GaN detector 
shown on a linear vertical scale of amps/watt versus wavelength. 
(http://www.boselec.com/products/documents/GaNAlGaNall.pdf.)
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FIGURE 62 Spectral response of a UVA GaN detector shown 
on a logrithmic vertical scale of amperes/watt versus wavelength. 
(http://www.boselec.com/products/documents/GaNAlGaNall.pdf.)

GaN and AlGaN Gallium nitride photovoltaic detectors, with a bandgap of 3.39 eV have spectral 
response in the ultraviolet (UV) from 200 to 365 nm, as illustrated in Fig. 60. By using aluminum-
gallium nitride—an alloy mixture of AlN and GaN—the spectral response can be tuned to shorter 
wavelength cutoffs. Spectral response examples are shown in Figs. 61 to 64 to compare GaN with one 
particular AlGaN alloy. Some devices may be tailored to custom UV bands, such as UVA (320 to 400 nm), 
UVB (280 to 320 nm), or UVC (100 to 280).

Response at visible wavelengths is low or absent, so that no special filtering may be required 
to detect UV in the presence of visible lighting or solar radiation—but see the logrithmic spectral 
Figs. 62 and 64 to see the degree of longer wavelength response. These solid-state devices are 
potentially useful for operation at elevated temperatures, in high-vibration environments, and in 
other environments unsuitable for photomultiplier tubes.

The photoconductive GaN devices use interdigitated contact electrodes because of the very high 
impedance of the GaN films, but currently there may not be any available commercially.

Response: Photovoltaic 0.1 A/W

Dark current: 0.05-nA photovoltaic
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Capacitance: 24 pF photovoltaic at 0-V bias

Time constant: Photovoltaic 0.10 ns

Size: 0.076 mm2

Devices with AlGaN alloys have wider bandgaps and generally lower leakage currents.

Response: Photovoltaic 0.045 A/W.

Dark current: 0.1-pA photovoltaic at 0.1-V reverse bias

Capacitance: 24-pF photovoltaic at 0-V bias

Size: 0.076 mm2
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FIGURE 64 Spectral response of a UVC GaN detector shown 
on a logrithmic vertical scale of amperes/watt versus wavelength. 
(http://www.boselec.com/products/documents/GaNAlGaNall.pdf.)
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Manufacturers: Advanced Photonix: http://www.advancedphotonix.com/ap_products/standard_
GaN.asp?from=leftnav, Boston Electronics: http://www.boselec.com/products/detuv.html, Orion 
Semiconductor: http://www.orion-semi.com, SVT Associtates: http://www.svta.com/products/
uv/uv.htm.

SiC Silicon carbide UV detectors are available in photovoltaic structures. The 3-eV bandgap of SiC 
is slightly narrower than GaN, thereby giving a response may extend to slightly longer wavelength. 
However, because the bandgap of SiC is indirect, unlike GaN which is direct, the response cut-on is 
more gradual in SiC, peaking at a wavelength much shorter than the wavelength corresponding to 3 
eV (413 nm)—see Fig. 65. SiC detectors with integrated filters are available.

Response: 0.13 A/W peak

Dark current: 1 fA for a 1 × 1 mm device

Capacitance: 195 pF for a 1 × 1 mm device

Sizes: 0.25 × 0.25 mm, 0.5 × 0.5 mm, 1 × 1 mm

Manufacturers: Boston Electronics: http://www.boselec.com/products/detuv.html, Electro 
Optical Components: http://www.eoc-inc.com/UV_detectors_silicon_carbide_photodiodes.htm

TiO2 Detectors With a bandgap of 3.2 eV, TiO2 is another UV photodetector. Photovoltaic devices 
are made with Schottky diodes. An unfiltered spectral response is shown in Fig. 66. TiO2 detectors 
with integrated filters are available.

Response: 0.021 A/W peak

Dark current: 100 pA for a 5.4 × 2.9 mm device

Sizes: 2.2 × 1.9 mm, 5.4 × 2.9 mm

Manufacturer: Boston Electronics: http://www.boselec.com/products/detuv.html

GaP Gallium phosphide can provide Schottky photodiodes that cover the UV to mid-visible spectral 
region as shown in Fig. 67. The bandgap of GaP is 2.26 eV and is indirect, leading to a soft spectral 

FIGURE 65 Spectral response of an unfiltered, broadband 
SiC detector shown on a linear vertical scale of amps/watt versus 
wavelength. The inset shows the same data on a logrithmic scale. 
(http://www.boselec.com/products/documents/UVPhotodetectors2-
08WWW.pdf.)
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turn-on and a peak quite far from the wavelength corresponding to the bandgap (549 nm). GaP 
devices with integrated filters to restrict the response to the UV region are also available.

Response: 0.12 A/W peak

Dark current: 1 nA max for a 2.5 × 2.5 mm device

NEP @ 440 nm: 1 × 10−14 W/√Hz @ 5 V bias

Rise time: 1 nsec @ 5 V bias for a 2.5 × 2.5 mm device

Fall time: 140 nsec @ 5 V bias for a 2.5 × 2.5 mm device

Sizes: 1.1 × 1.1 mm, 2.3 × 2.3 mm, 2.5 × 2.5 mm, 4.6 × 4.6 mm
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FIGURE 66 Spectral response of a TiO2 Schottky photo-
diode detector shown on a linear vertical scale of amperes/watt 
versus wavelength. (http://www.boselec.com/products/documents/
UVPhotodetectors2-08WWW.pdf.)
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FIGURE 67 Spectral response of a GaP Schottky photodiode 
detector shown on a logrithmic vertical scale of amps/watt versus 
wavelength. (http://www.thorlabs.com/Thorcat/12100/12174-S01.PDF.)
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Manufacturers: Hamamatsu: http://jp.hamamatsu.com/products/sensor-ssd/pd140/pd144/index_
en.html, Electro Optical Components: http://www.eoc-inc.com/ifw/EPD-365-0-2-5.pdf, Thor 
Labs: http://thorlabs.com/thorProduct.cfm?partNumber=FGAP71

GaAsP Gallium arsenide phosphide alloys can provide photodiodes that cover from the UV to the 
near-infrared spectral region. The bandgap of GaP is 2.26 eV and is indirect, while that of GaAs is 
1.43 eV and is direct. GaAsP alloys from 0 to ~50% GaP are direct bandgap materials while those 
with higher percentages of GaP are indirect∗. A variety of alloys are available, covering the following 
spectral bands:

Spectral responses of these alloys are shown in Figs. 68 to 73 (ref: http://jp.hamamatsu.com/products/
sensor-ssd/pd140/pd143/index_en.html?sort=WAVE_LENGTH4&desc=1&style=F1 for all six figures).

Manufacturer: Hamamatsu: http://jp.hamamatsu.com/products/sensor-ssd/pd140/pd143/index_
en.html

Spectral Band  l Peak  Response at Peak  Sizes
 (nm) (nm) (A/W) (mm)

400–760 710 0.4 1.3 × 1.3, 2.7 × 2.7, 5.6 × 5.6
300–680 640 0.3 1.3 × 1.3, 2.7 × 2.7, 5.6 × 5.6
300–580 470 0.25 0.8 × 0.8
280–580 470 0.2 0.8 × 0.8
260–400 370 0.06 0.8 × 0.8
190–760 710 0.22 2.3 × 2.3, 4.6 × 4.6
190–680 610 0.18 10.1 × 10.1

∗http://www.iue.tuwien.ac.at/phd/palankovski/node37.html.
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FIGURE 68 Spectral response of a 400 
to 760-nm GaAsP photodiode detector with a 
vertical scale of amps/watt versus wavelength.
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vertical scale of amps/watt versus wavelength.
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CdS and CdSe Cadmium sulfide and cadmium selenide photoconductors are available for detec-
tion of visible light out to 700 to 800 nm. CdS and CdSe films have sheet resistivity in the range of 
20 mΩ per square at an illumination level of 2 footcandles. The devices are typically made in a 
linear or serpentine configuration consisting of 2 to 500 squares to maximize the length-to-width 
ratio. A variety of material ‘‘types’’ are available, offering unique spectral curves for various applica-
tions, depending upon the source color. CdS and CdSe are typically slow detectors, with response 
times of 5 to 100 ms, with speed improving at higher light levels. These devices exhibit ‘‘memory’’ 
or ‘‘history’’ effects, where the response is dependent upon the storage condition preceding use—the 
length of storage and time in use, and differences between the storage light level and the light level 
during use. These history effects may amount to changes in resistance from less than 10 percent to 
over 500 percent. CdSe has comparably greater memory effect than CdS.

0.5

300–580

300–580
280–580

P
h

ot
o 

se
n

si
ti

vi
ty

 (
A

/W
) 0.4

0.3

0.2

0.1

0
200 400

Wavelength (nm)

(Typ. Ta = 25°C)

600 800

FIGURE 70 Spectral response of 300 to 
580 and 280- to 580-nm GaAsP photodiode 
detectors with a vertical scale of amperes/watt 
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CdS and CdSe are useful for a variety of commercial applications, both analog and digital, such 
as camera exposure control, automatic focus and brightness controls, densitometers, night light 
controls, etc. They are comparatively inexpensive and are available in a wide range of packages and 
resistance values, including dual cell configurations.

Spectral response: See Figs. 74 to 76.

Resistance and sensitivity: See Figs. 77 to 78.

Temperature coefficient of resistance: See Figs. 79, 80.

Light history effects: See Table 3.

Detector size: 4 × 4 mm to 12 × 12 mm approximate, dual elements available.

Manufacturers: In the previous edition, the listed supplier was EG&G VACTEK. Their product 
line has been acquired by Perkin Elmer. In this transition, all but two of the detector “types” have 
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FIGURE 74 Relative spectral response of a “Type 0” CdS 
photocell. (http://optoelectronics.perkinelmer.com/content/
RelatedLinks/Brochures/BRO_PhotoconductiveCellsAndAnalog
Optoiso.pdf.)

400 500 600 700 800 900
0

20

40

60

80

100

Wavelength (nm)

R
el

at
iv

e 
re

sp
on

se
 (

%
)

FIGURE 75 Relative spectral response of a “Type 3” 
CdS photocell. (http://optoelectronics.perkinelmer.com/
content/RelatedLinks/Brochures/BRO_PhotoconductiveCells
AndAnalogOptoiso.pdf.)
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24.52  DETECTORS

been dropped—Perkin Elmer now only sells types 0 and 3. Other manufacturers offer comparable 
varieties and charts from at least one other producer are included.

Jameco Electronics:http://www.jameco.com/webapp/wcs/stores/servlet/CategoryDisplay?storeId= 
10001&catalogId=10001&langId=-1&categoryId=151080, Perkin Elmer: http://optoelectronics.
perkinelmer.com/catalog/Category.aspx?CategoryName=Photocells, Selco Products: http://www.
selcoproducts.com/CFM/photocell_toc.cfm, Silonex: http://www1.silonex.com/optoelectronics/
optophotoc.html
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FIGURE 77 Resistance as a function of illumination for a 
“Type 0” CdS photocell. (http://optoelectronics.perkinelmer.com/
content/RelatedLinks/Brochures/BRO_PhotoconductiveCellsAnd
AnalogOptoiso.pdf.)
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FIGURE 78 Resistance as a function of illumination for 
a “Type 3” CdS photocell. (http://optoelectronics.perkinelmer.
com/content/RelatedLinks/Brochures/BRO_PhotoconductiveCells
AndAnalogOptoiso.pdf.)
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FIGURE 79 Relative resistance as a function of temperature for a 
“Type 0” CdS photocell. (http://optoelectronics.perkinelmer.com/content/
RelatedLinks/Brochures/BRO_PhotoconductiveCellsAndAnalogOptoiso.pdf.)
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CdTe Cadmium telluride and cadmium zinc telluride detectors are chemical group II-VI materi-
als having an energy bandgap of about 1.6 eV, corresponding to a spectral cutoff in the vicinity of 
775 nm. These devices, however, are principally used for gamma ray detection because of their high 
z number which translates into a high absorption coefficient for gamma rays. The principal advan-
tage of CdTe in this application is its ability to operate at room temperature, in comparison with Ge 
gamma ray detectors which must typically be cooled to 77 K. Figure 81 illustrates the absorption of 
CdTe as a function of gamma ray energy out to 300 keV.

Sensitivity: See Fig. 81.

Standard sizes: Wafers in 10- and 16-mm diameter; rods 7 × 2 × 2 mm; cubes 2 × 2 × 2 mm.

Standard thickness: 1 and 2 mm.

Bias voltage: 150 to 300 V/cm.

Operating temperature range: –10 to +55°C

Leakage current: 10 to 300 nA

Capacitance: 10 pF

Response time: < 1 μs.

Manufacturers: Acrorad: http://www.acrorad.co.jp/us/index.html, Aurora, II-VI eV Products: 
http://www.evproducts.com/, Perkin Elmer, Radiation Monitoring Devices: http://www.rmdinc.
com/products/p007.html
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FIGURE 81 The high percentage of rays 
absorbed by CdTe makes these detectors highly 
sensitive. At 100 keV, a 2-mm-thick detector absorbs 
85 percent of the rays. (Radiation monitoring devices, 
Cadmium Telluride brochure.)

TABLE 3 Typical Variation of Resistance with Light History 
Expressed as a Ratio RLH/RDH at Various Test Illumination Levels 
in Foot Candles.

Illumination (foot candles) 0.01 0.1 1.0 10 100
RLH/RDH ratio 1.55 1.35 1.20 1.10 1.10

(http://optoelectronics.perkinelmer.com/content/RelatedLinks/
Brochures/BRO_PhotoconductiveCellsAndAnalogOptoiso.pdf.)

RLH is the resistance after “infinite” exposure to light, while RDH is the 
resistance after “infinite” exposure to a dark environment. Infinite may be 
approximated by 24 hours. 
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Si Silicon photovoltaic detectors are widely available. They are useful at wavelengths shorter than 
about 1.1 μm and can even be used for x-ray and gamma-ray detection. There are four main silicon 
detector types:

• pn junction photodiodes, generally formed by diffusion, but ion implantation can also be used.

• pin junctions, which have lower capacitance and hence higher speed, and because of a thicker 
active region have enhanced near-IR spectral response.

• UV- and blue-enhanced photodiodes

• Avalanche photodiodes with significant internal gain, combining high speed and sensitivity

The main parameters of interest are spectral response (see Fig. 82), time constant, and zero-bias 
resistance or reverse-bias leakage current. Silicon material has an indirect bandgap and hence the 
spectral cutoff is not very sharp near its long-wavelength limit as shown in Fig. 82. The effective time 
constant of pn junction silicon detectors is generally limited by resistance-capacitance (RC) consid-
erations rather than by the inherent speed of the detection mechanism (drift and/or diffusion). High 
reverse bias may or may not shorten charge  collection time, but it generally reduces cell capacitance, 
and therefore the RC product, therefore, reverse bias usually results in faster response.

On the other hand, increased reverse bias causes increased noise, so that a trade-off exists 
between speed and sensitivity. For high-frequency applications, load resistance should be made 
small, although this makes Johnson (thermal) noise comparatively larger, which limits sensitiv-
ity (see Fig. 83). In order to keep sensitivity high when using these devices at high frequency, 
operational (current-mode) amplifiers, which can be built into the detector package, and avalanche 
photodiodes, which incorporate built-in gain before the load resistor is encountered, have been 
developed. Very careful regulation of the detector bias is required for stable operation of avalanche 
photodiodes.

Silicon pn junction photodiodes These are general purpose when high sensitivity is required and 
time constants on the order of a microsecond are permissible. The device construction is illustrated 
in Fig. 84. These devices are typically operated in a photovoltaic mode at zero bias, but can be used 
in a photoconductive mode in which the device is reverse biased.
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FIGURE 82 Typical spectral response for pn junction, blue-enhanced, and UV-enhanced 
silicon photodiodes. (UDT Sensors, Inc., Optoelectronic Components Catalog.)
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Sensitivity: D∗(lpk) ≈ mid-1012 to 1013 Jones, D∗(2800 K) ≈2 × 104 Jones, becoming amplifier-
limited for small-area detectors (see Figs. 85 and 86). D∗ can also be estimated from the R0A 
product (detector zero-bias resistance or shunt resistance diode area), which is illustrated in Fig. 87, 
in combination with Fig. 19, which illustrates the dependence of D∗ on R0A product.

Noise: See Figs. 88 (noise vs. bias) and 89 (noise vs. temperature); as T drops, impedance rises, 
so that decreasing noise current produces increasing noise voltage. However, the signal increases 
even faster, yielding an improved signal-to-noise ratio with cooling. Figure 90 (noise vs. frequency) 
shows the dependence on bias.

Capacitance: Capacitance is proportional to area and increases slightly with temperature
(see Fig. 91).

Responsivity: See Figs. 82 and 88.

Quantum efficiency: >90 percent quantum efficiency achievable with antireflection coating.

Sensitive area: 0. 2 to 600 mm2 areas are readily available.
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FIGURE 84 Planar diffused silicon photodi-
ode construction. (UDT Sensors, Inc., Optoelectronic 
Components Catalog.)
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width. (Detector data from UDT Sensors, Optoelectronic Components Catalog.)
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Time constant: Inherently slow for high-sensitivity applications, generally limited by RC (depends 
directly on device area), but can be limited by carrier diffusion outside the depletion region or by 
trapping of carriers in deep impurity centers. Typical data for a circuit using a 50-Ω load resistor 
is illustrated in Fig. 92.

Operating temperature: Ambient, but noise (leakage current) can be reduced by operating at 
lower temperatures (see Fig. 76 for typical signal and noise vs. temperature).

Uniformity: Typically ±8 percent across a diode area with a 40-μm focused light spot.

Linearity: 5 percent or better over 10 orders of magnitude flux from 10−13 to 10−3 W/cm2.
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FIGURE 85 D∗ versus 1 for small-area 
junction silicon photodiodes: curves A, B, and C 
correspond to areas of 0.02, 0.2, and 1 cm2. The 
lower D∗ for smaller area detector performance 
is due to amplifier limitations rather than intrin-
sically poorer D∗, for small-area detectors. (Texas 
Instruments, Infrared Devices, SC-8385-366. 
Reprinted by permission of Texas Instruments.)
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FIGURE 87 The resistance-area product (R0A) at 
zero bias and 295 K of silicon pn junction photodiodes. 
The lack of area dependence is evidence that intrinsic 
properties of the junction, rather than surface effects, 
are dominant in these devices.
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24.58  DETECTORS

Recommended circuit: See Fig. 93. High-impedance FET current-mode amplifier to supply fixed 
bias voltage, regardless of current.

Stability: See Fig. 20 and section relating to stability. Check with manufacturer.

Manufacturers: Advanced Photonix, EG&G Canada, EG&G Heimann, Edmund Optics, Electro  
Optical Systems, Electro-Optics Technology, International Radiation Detectors, Janos Technology, 
Laser Precision Corp, Laser Systems Devices, Melles Griot, Newport/Klinger, Ophir Optronics, 
Optical Signature, Opto-Electronics, Optometrics, Oriel, Photonic Detectors, RMD, Sapidyne, 
Scientific Instruments, SEMICOA, Silo nex, Spire, UDT Sensors.

Silicon pin junction photodiodes The pin junction detector is faster but is also somewhat less 
sensitive than conventional pn junction detectors. PIN photodiodes have slightly extended red 
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response. In the normal pn junction, charge-collection time has a slow and a fast component. The fast 
component is due to photons absorbed in the depletion layer of the pn junction. Since the electric 
field in the depletion region is strong, carriers are quickly separated by drift through the electric 
field across the depletion region. However, photons absorbed deeper in the material, beyond the 
depletion region, produce carriers which must diffuse to the junction before they are collected, and 
diffusion times are on the order of a microsecond. This component becomes more significant near the 

Diode area (mm2)

0.1

C
ap

ac
it

an
ce

 (
pF

)

1 10 100 1000

102

103

104

105

100

101

50 V

10 V

0 V

0 V

pn

pin

FIGURE 91 Capacitance as a function of detector area 
for pn junction silicon photodiodes operated in the photo-
voltaic mode (0 V) and pin junction photodiodes at 0-, 10-, 
and 50-V reverse bias. The larger depletion width, which is a 
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long-wavelength limit of the spectral response. Application of reverse bias in an ordinary pn junc-
tion detector reduces the capacitance, shortening the RC time constant, and increases the width of 
the depletion layer thereby increasing the fraction of photons absorbed within the high field region 
and proportionally increasing the fraction of the fast component of the response.

However, the doping level of the ordinary pn junction limits the extent of the depletion layer 
increase to only 5 to 10 μm at a reverse bias of 50 V (this assumes an abrupt junction with a concen-
tration of 1 × 1015 cm−3). pin detectors incorporate a very lightly doped region between the p- and 
n-regions that allows a modest reverse bias to form a depletion region the full thickness of the mate-
rial (500 μm for a typical silicon wafer). Extended red response in a pin device is a consequence of 
the extended depletion layer width, since longer wavelength photons will be absorbed in the active 
device region. Unfortunately, the higher dark current collected from generation within the wider 
depletion layer results in lower sensitivity. Generation of carriers can be minimized by minimiz-
ing the concentration of deep-level impurity centers in the detector with careful manufacturing. 
Operation at lower temperature will also reduce the dark current.

Sensitivity: D∗
pk 1 × 1012 Jones for 2-mm2 area (depends slightly on bias, see Figs. 86 and 94). For 

high-speed operation, detectivity is lower (see Fig. 83).

Noise: Depends upon diode area and circuit load resistance. Johnson noise will dominate at low 
values of load resistance when circuit is optimized for fast response. Preamp noise may also limit. 
See Fig. 83.

Responsivity: Similar to pn junction. See Fig. 82.

Quantum efficiency: 90 percent quantum efficiency achievable with antireflection coating.

Capacitance: Proportional to detector area. See Fig. 91.

Operating temperature: See Fig. 95.

Time constant: Varies with capacitance (device area); see Fig. 92.

Sensitive area: 0. 2 to 600 mm2 readily available.

Recommended circuit: Same as for pn junction photodiodes. See Figs. 93 and 96.
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FIGURE 94 Dependence of spectral 
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Stability: See Fig. 20 and section relating to stability. Check with manufacturer.

Manufacturers: Same as for pn junction photodiodes.

UV -and blue-enhanced photodiodes Blue- and UV-enhanced photodiodes may improve the quan-
tum efficiency by 50 to 100 percent over standard photodiodes in the blue and UV spectral region. The 
quantum efficiency of ordinary pn and pin junction photodiodes degrades rapidly in the blue and UV 
spectral regions. This is because the high absorption coefficient of silicon at these wavelengths causes 
the photocarriers to be generated within the heavily doped p- (or n-) type contact surface where the 
lifetime is short due to the high doping and/or surface recombination. Blue- and UV-enhanced photo-
diodes optimize the response at short wavelengths by minimizing near-surface carrier recombination. 
This can be achieved by using very thin and highly graded p (or n or metal Schottky) contacts, by using 
lateral collection to minimize the percentage of the surface area which is heavily doped, and/or passiv-
ating the surface with a fixed surface charge to repel minority carriers from the surface. These devices 
typically have quartz windows or UV-transmissive glass, compatible with good transmission into the 
UV spectrum. The user should be aware that UV and higher energy radiation in particular can alter 
the fixed charge conditions in the surface region of silicon and other detectors (typically in the surface 
oxide) which can cause the detector performance to drift and/or be unstable (see Fig. 20).

Sensitivity: See Figs. 82 and 97; D∗
pk 3–5 × 1012 Jones for diodes with areas of 1–100 mm2 at VR = 0, 

RL = 40 MΩ.

Quantum efficiency: Same as pn junction photodiodes, but enhanced in the UV and blue regions 
by 50 percent or more (see Fig. 82).
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FIGURE 96 Typical dark current versus 
bias for pin silicon phototdiode (A = 1 × 1 mm). 
(Electronuclear Laboratories, Bull. 1078, 1968.) 
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Responsivity: see Fig. 82.

Capacitance: Comparable to pn junction photodiodes (See Fig. 98).

Operating temperature: Ambient.

Time constant: Dependent upon device type. Increases with device area; 200 ns to 6 μs for areas 
1 to 100 mm2 (see Fig. 99).

Sensitive area: 1 to 200 mm2 readily available.

Recommended circuit: Same as pn junction photodiodes.

Stability: See Fig. 20 and section relating to stability. Check with manufacturer.

Manufacturers: See list for silicon pn junction photodiodes.

Silicon avalanche photodiodes The avalanche photodiode, is especially useful where both fast 
response and high sensitivity are required. Whereas normal photodiodes become Johnson- or thermal-
noise-limited when used with a low-impedance load resistor for fast response, avalanche photodi-
odes make use of internal multiplication, associated with reverse breakdown in the pn junction in 
order to keep the detector noise above the Johnson-noise level. [Because the response time is usually 
RC-limited, small load resistors (often 50 Ω) are used to achieve fast signal response.] However, as 
the load resistor is decreased, the detector noise voltage decreases in direct proportion, whereas the 
Johnson noise decreases only as the square root of the load resistor. Thus, the detector noise voltage can 
become lower than the Johnson noise for load resistance values smaller than a critical value. With an 
APD device, lower values of load resistors can be used without reaching the critical value because 
the internal gain boosts the detector noise voltage.

Stable avalanche or multiplication is made possible by a guard-ring construction using n+pp+, 
Schottky-nn+, or n+ppp+ structure; beveled pin structure (see Fig. 100); mesa structures; or other 
structures which prevent surface breakdown.25 However, very careful bias control is essential for 
stable performance. An optimum gain exists below which the system is limited by receiver noise 
and above which shot noise dominates receiver noise and the overall noise increases faster than the 
signal (Fig. 101).

In addition to fast-response applications, avalanche photodiodes are useful whenever amplifier 
noise is limiting, for example, small-area devices. Signal-to-noise-ratio improvements of one to two 
orders of magnitude over a nonavalanche detector can be achieved.
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APDs are sometimes used in combination with scintillator crystals such as CsI to detect high-
energy radiation in the range of 10 to 1000 keV.

Sensitivity: D∗ 3–5 × 1013 Jones (see Fig. 102).

Noise: Function of detector area. As gain increases, noise (dark current) increases (see Fig. 103). 
Optimum gain is where avalanche noise equals system noise. Thus, optimum gain is a function 
of system noise.

Responsivity: Photocurrent is the product of the incident optical power in watts, wavelength in 
micrometers, and quantum efficiency (h) divided by 1.24 and multiplied by the avalanche gain M.

 Iphoto = M(P h l/1.24)  (See Figs. 101 and 104) 
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FIGURE 100 Cross section of a beveled-edge silicon avalanche 
photodiode. The beveled edge prevents early breakdown. (Advanced 
Photonix. Avalanche Photodiode Catalog.)
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Quantum efficiency: Typically 85-percent peak (see Fig. 104).

Capacitance: Depends on bias and area (see Fig. 105).

Sensitive area: 20 to 200 mm2.

Series resistance: Depends on area; typical values are 40 Ω for 5-mm diameter to 5 Ω for 16-mm 
diameter

Time constant: See Fig. 106.

Recommended circuit: Requires a filtered high-voltage dc supply that itself must have very low 
noise and a load resistor. The output may be ac- or dc-coupled. (See Fig. 107.)

Operating temperature: 40 to 45°C.

Stability: Exposure to UV or high-energy radiation may affect dark current. See Fig. 20 and sec-
tion relating to stability. Check with manufacturer.
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FIGURE 102 D∗ for three silicon ava-
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area. (Advanced Photonix. Avalanche Photodiode 
Catalog.)
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(Advanced Photonix. Avalanche Photodiode Catalog.)
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Manufacturers: Advanced Photonix, Devar, EG&G Judson, EG&G Vactec, EG&G Canada, 
Edmund Optics, Electro-Optical Systems, Hamamatsu, Janos Technology, Newport/Klinger, 
Opto-Electronics (Ontario), Oriel, Photonic Detectors, Photonic Packaging Technologies, RMD, 
Texas Optoelectronics, Thorn EMI Electron Tubes.

InGaAs Indium gallium arsenide detectors have been developed for optimum perfor mance with 
fiber-optic communications at 1.3 and 1.55 μm. This detector material has a direct bandgap and 
represents one of several compound semiconductor alloy systems specially developed for photode-
tectors. In the case of this alloy of two group III-V chemical compound semiconductors, the ratio 
of InAs to GaAs controls the spectral cutoff, allowing the detector to be optimized for a particular 
wavelength. InGaAs detectors have generally been specialized for high-speed applications with 
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FIGURE 104 APD quantum efficiency at high gain. 
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two different curves. (Advanced Photonix. Avalanche Photodiode 
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optimum sensitivity since these performance factors can drive a fiber-optic system throughput and 
cost. For this reason, available devices include

• PIN photodiodes

• Avalanche photodiodes

The significance of these devices to fiber-optic applications is reflected in the number of vendors who 
sell integrated packages of InGaAs photodetectors combined with preampli fiers and fiber-optic pigtails.

The InGaAs alloy system allows the spectral response to be tailored to longer wavelengths than 
the quartz fiber-optic bands and devices with cutoffs of 2.2 and 2.6 μm are also available.

InGaAs pin photodiode

Sensitivity: D∗ mid-1012 Jones for 1.67-μm cutoff; D∗ ≈ 1 × 1012 Jones for 2.2-μm cutoff, and  
D∗ ≈ 5 × 1011 Jones for 2.6-μm cutoff.

Responsivity: 0. 85 to 0. 95 A/W in the range of 1.3 to 1.55 μm.

Quantum efficiency: For 1.67-μm cutoff, see Fig. 108.

Dark current: See Fig. 109.

Capacitance: 0.7 to 1.2 × 104 pF/cm for 1.7-μm cutoff; 2.5 × 104 pF/cm for 1.85-μm cutoff; 
3 × 104 pF/cm for 2.15-μm cutoff; 5 × 104 pF/cm for 2.65-μm cutoff. See also Fig. 110 for bias 
dependence.

Time constant: Varies with resistance-capacitance time (see Fig. 111). Since capacitance depends 
upon reverse bias, the time constant varies proportionally (see Fig. 110 for dependence of capaci-
tance on bias).

Size: 0. 05 to 3-mm diameter.

Recommended circuit: Standard photodiode options; zero bias for best sensitivity, reverse bias for 
maximum speed.

InGaAs avalanche photodiode

Sensitivity: D∗ ≈ 5 × 1011 Jones for 1.7-μm cutoff. In the fiber-optics industry, the sensitivity is also 
given in power units of dBm. Figure 112 compares InGaAs pin, APD, and Ge APD sensitivities.
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FIGURE 107 AC- and DC-coupled APD circuits with a fil-
ter following the power supply and a coaxial cable on the output. 
(Adanced Photonix, Avalanche Photodiode Catalog.)
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FIGURE 109 Dark current as a function of reverse-
bias voltage for a 60-μm-diameter InGaAs detector having 
a cutoff of 1.67 μm. (Fermionics, InGaAs Photodiodes.)
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FIGURE 110 Capacitance as a function of reverse-bias 
voltage for a 60-μm-diameter InGaAs detector having a cutoff 
of 1.67 μm. (Fermionics, InGaAs Photodiodes.)
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tum efficiency for an InGaAs detector having a cut-
off of 1.67 μm. (Sensors Unlimited, data sheet.)
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Spectral response: 1.0 to 1.65 μm; see Fig. 113.

Responsivity: 8 to 10 A/W typical.

Avalanche gain: Critically depends upon reverse bias, see Fig. 114.

Capacitance: At gain of 12, 7.5 × 104 pF/cm2.

Bandwidth: Up to 3 GHz; see Figs. 115 and 116.
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FIGURE 113 Responsivity for an InGaAs avalanche 
photodiode versus wavelength for avalanche gain of 12. 
(AT&T, 126A/B, C ASTROTEC InGaAs.)
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Size: 0.04 to 0.5-mm diameter.

Dark current: Dependent upon reverse bias, device structure, and temperature. See Figs. 117, 118, 
and 119.

Recommended circuit: See Figs. 107 and 120.

Manufacturers: Advanced Photonix, AT&T, EG&G Canada, Edinburgh Instruments, Edmund 
Optics, Electro-Optical Systems, Electro-Optics Technology, Emcore, Epitaxx, Fer mionics, GCA 
Electronics, Germanium Power Devices, Hamamatsu, New England Photoconductor, New Focus, 
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FIGURE 117 Dark current versus reverse bias of 
InGaAs APD (126A/B). (AT&T, 126A/B, C ASTROTEC 
InGaAs.)
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FIGURE 120 Bipolar transimpedance amplifier 
for InGaAs avalanche photodiode. (AT&T, 126A/B, C 
ASTROTEC InGaAs; Optical Fiber Communications, 
John M. Senior, © 1985, Prentice-Hall; ISBN-0-13-
638248-7.)
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Newport, North Coast Scientific, Opto-Electronics, Ortel, Photonic Detectors, Goodrich Sensors 
Unlimited, Spire, Swan Associates, Telcom Devices, Teledyne Judson Technologies, UDT Sensors.

Ge Germanium intrinsic photodetectors are similar to intrinsic silicon detectors but offer spectral 
response out to 1.5 to 1.8 μm. PN junction photodiodes offer submicrosecond response or high 
sensitivity from the visible region to 1.8 μm. Zero bias is generally used for high sensitivity and large 
reverse bias for high speed. As in the case of silicon, germanium has an indirect bandgap and soft 
spectral cutoff. The previous discussion on silicon detectors applies in general, with the exception 
that blue- and UV-enhanced devices are not relevant to germanium detectors. Germanium detec-
tors, because of their narrower bandgap, have higher leakage currents at room temperature, com-
pared to silicon detectors. Detector impedance increases about an order of magnitude by cooling 
20°C below room temperature. Thus, performance can improve significantly with thermoelectric 
cooling or cooling to liquid nitrogen temperature.

As with silicon, the device structure and bias configuration can affect spectral response and rise 
time. Three detector types are available:

• pn junction

• pin junction

• Avalanche photodiode

Germanium pn and pin

Sensitivity: D∗(peak, 300 Hz, room temperature) >2 × 1011 Jones, increases sig nificantly with 
cooling by thermoelectric cooler or liquid nitrogen. (See Figs. 121, 122, and 123.)

Quantum efficiency: >50 percent with antireflection coating.

Noise: See Figs. 124 and 125.

Responsivity: 0.9 A/W at peak wavelength. See Fig. 121.

Capacitance: Lower for pin structure compared with pn diode. See Fig. 126.
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FIGURE 121 Spectral response for a germa-
nium pn junction photodiode at three temperatures. 
(Teledyne Judson Technologies, J16 germanium photo-
diodes, 2008.)
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FIGURE 122 D∗ as a function of wavelength 
for a germanium pn junction photodiode at three 
temperatures. (EG&G Judson, Infrared Detectors, 
1994.)
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Time constant: PIN diodes provide faster response. See Fig. 127.

Sensitive area: 0.25 to 13-mm diameter standard.

Operating temperature: Ambient, TE-cooled, or liquid nitrogen.

Profile: ±2 percent across active area at 1.3 μm.

Linearity: Excellent over 10 orders of magnitude. See Fig. 128.

Recommended circuit: See previous section on silicon photodiodes.

Manufacturers: Edinburgh Instruments, Electro-Optical Systems, Judson, Electro-Optical 
Systems, Fastpulse Technology, Germanium Power Devices, Infrared Associates, Newport, North 
Coast Scientific, Opto-Electronics, Oxford Instruments, Scientific Instruments.
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FIGURE 123 D∗ for germanium pn and pin 
photodiodes shown as a function of diode area. 
(EG&G Judson, Infrared Detectors, 1994.)
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FIGURE 124 Ratio of resistance at tem-
perature T to the resistance at 25°C for a germa-
nium pn junction photodiode. (Teledyne Judson 
Technologies, J16 germanium photodiodes, 2008.)
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FIGURE 125 Dark current as a function of 
reverse bias for germanium pn junction photodi-
odes of different diameters at 25°C. (Teledyne Judson 
Technologies, J16 germanium photodiodes, 2008.)

10001001010.10.01
100

101

102

103

104

105

106

Ge photodiode area (mm2)

C
ap

ac
it

an
ce

 (
pF

)

pn

pin
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and pin photodiodes shown as a function of diode 
area. (EG&G Judson, Infrared Detectors, 1994.)
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FIGURE 127 Time constant for germanium 
pn and pin photodiodes shown as a function of diode 
area. (EG&G Judson, Infrared Detectors, 1994.)
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FIGURE 128 Linearity of a germanium 
pn junction photodiode. (EG&G Judson, Infrared 
Detectors, 1994.)

Germanium avalanche photodiode The germanium avalanche photodiode is similar to the silicon 
APD but has lower optimum gain, longer cut-off wavelength (1.7 μm), and higher leakage current. 
Germanium APDs combine the sensitivity of a Ge pn photodiode and the speed of a pin Ge photodiode.

Sensitivity: D∗ 2 × 1011 Jones at 30 MHz for a diode with area of 5 × 10−2 mm2 or about the same 
as for a pn Ge diode with the same area, and about a factor of 4 higher than a pin Ge photodiode 
(compare with Figs. 122 and 123). D∗ depends on gain.

Gain: See Fig. 129.

Dark current: See Fig. 130.

Capacitance: 2 pF at 20-V reverse bias for 100-μm diameter, 8 pF at 20-V reverse bias for 300-μm 
diameter.

Quantum efficiency: 60 to 70 percent at 1.3 μm.

Responsivity: Photocurrent is the product of the incident optical power in watts, wavelength in 
micrometers, and quantum efficiency (h) divided by 1.24 and multiplied by the avalanche gain M. 
Iphoto = M(Plh/1.24). (See Figs. 121 and 129).

FIGURE 129 Gain as a function of reverse bias 
for germanium avalanche photodiode. (EG&G Judson, 
Infrared Detectors, 1994.)
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FIGURE 130 Dark current as a function of 
reverse bias for germanium avalanche photodiode. 
(EG&G Judson, Infrared Detectors, 1994.)
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Operating temperature: Ambient or TE-cooled.

Time constant: 0.2 ns for 100-μm diameter; 0.3 ns for 300-μm diameter; both at 1.3 μm, M = 10 
and with RL = 50 Ω. See Fig. 131.

Sensitive area: 100- and 300-μm diameter standard.

Recommended circuit: See circuit recommended for Si APD.

Manufacturers: Edmund Optics, Metrotech, North Coast Scientific, Teledyne Judson Technologies.

PbS Photoconductive lead sulfide was one of the earliest and most successful infrared detectors. 
Even today it is one of the most sensitive uncooled detectors in the 1.3- to 3-μm spectral region. 
With cooling, PbS sensitivity is competitive with other detectors out to about 4.2 μm; however, its 
response time is slow.

Many PbS characteristics can be varied by adjusting the chemistry of the deposition process 
and/or the post-deposition heat treatment. These characteristics include spectral detectivity, time 
constant, resistance, and upper limit of operating temperature.26 PbS is generally made by chemical 
reaction of Pb acetate and thiourea, except for high-temperature (373 K) applications, where evapo-
ration is used. The material is deposited as a thin film (1 to 2 μm thick) on a variety of substrates, 
such as sapphire. With photolithographic processing, small sensitive areas can be made with com-
paratively high D∗ values.

PbS may be tailored for ambient or room-temperature operation (ATO), intermediate or thermo-
electrically cooled operation (ITO), and low-temperature or nitrogen-cooled operation (LTO). They 
are manufactured differently for particular temperature ranges, as shown in Table 4.

Sensitivity: D∗ 1.5 × 1011 Jones at 295 K. See Figs. 132 to 137.

Responsivity: Depends on detector area, bias, resistance, and operating temperature (see Figs. 138 
and 139).

Quantum efficiency: Generally limited by incomplete absorption in the thin film to 30 percent as 
estimated from blip D∗ values.

Noise: Dominated by 1/f noise at low frequencies. See Figs. 135 and 140.

Time constant: Can be varied in manufacturing. Typical values are 0.2 ms at 295 K, 2 to 5 ms at 
193 and 77 K. See Fig. 139.

Sensitive area: Typical sizes are square elements with dimensions of 0.5, 1, 2, and 5 mm on a side.
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FIGURE 131 Frequency response of a germa-
nium avalanche photodiode at two gain operating 
points. (EG&G Judson, Infrared Detectors, 1994.)
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TABLE 4 PbS Performance Characteristics

 Typical operating temperature, K

 350 273 (ATO) 193 (ITO) 77 (LTO)

Sensitivity † Figs. 132, 138 Figs. 133, 136, 138 Figs. 134, 138
D∗ (lmax)/D∗ (500 K)  105 55 17
Noise, V/Hz1/2  Fig. 140 Fig. 140 Fig. 140
Dark resistance, MΩ/sq <0.3 <2 <10 <20
Time constant, μs‡ 50 100–500 5000 3000

†At 350 K, cuttoff wavelength moves into ~2.4 μm, with D∗(lmax) ≈ 1010 Jones.
‡These are typical values; the time constant can be adjusted over two orders of magnitude in fabri-

cation, but D∗ is affected.
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FIGURE 132 Range of spectral detectivi-
ties for PbS (ATO) at 295 K; 2p FOV, 295-K back-
ground. (Santa Barbara Research Center.)
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FIGURE 133 Range of spectral detectivities 
for PbS (ITO) at 193 K; 2p FOV, 295-K back-
ground. (Santa Barbara Research Center.)

Capacitance: <1 pF (limited by mounting configuration).

Recommended circuit: Standard photoconductor.

Stability: Exposure to visible and/or UV radiation can induce instability and drift. Stability will 
recover with storage in the dark, or by baking.

Sensitivity profile: Uniform within 10 percent.

Linearity: Excellent over broad range 10−8 to 10−3 W.

Manufacturers: Alpha Omega Instruments, Cal-Sensors, Edmund Optics, Electro-Optical Systems, 
Hamamatsu, New England Photoconductor, Teledyne Judson Technologies, OptoElectronics, 
Orielt.
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FIGURE 134 Range of spectral detectivi-
ties for PbS (LTO) at 77 K; 2p FOV, 295-K back-
ground. (Santa Barbara Research Center.)
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FIGURE 135 Example of detectivity vs. 
temperature for PbS detectors at various oper-
ating temperatures; 2p FOV, 295-K background. 
(Santa Barbara Research Center.)
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versus temperature for PbS (ITO) detectors; 
2p FOV, 295-K background. (Santa Barbara 
Research Center.)
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FIGURE 138 PbS typical peak responsivity 
versus cell area (actual values range within a factor 
of two of these shown.)
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FIGURE 137 D∗ versus wavelength for PbS and 
PbSe detectors operating at temperatures ranging between 
77 K and 295 K. (CAL-SENSORS, Infrared Detectors.)
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Research Center.)
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InAs (Photovoltaic) InAs detectors are single-crystal, intrinsic, direct-bandgap photo voltaic 
devices for use in the 1- to 4-μm region (spectral cutoff varies with temperature). At room tem-
perautre, InAs provides good sensitivity and submicrosecond response times. At 195 K, InAs per-
formance equals or betters the sensitivity of any other detector in the 1  to 3.5-μm region. Devices 
with sapphire immersion lenses are available to increase signal responsivity for operation at higher 
temperatures where the detector is thermal-noise-limited. Compared to PbS and PbSe detectors, 
InAs has very little low frequency (1/f) noise if operated in the photovoltaic mode.

Sensitivity: D∗(peak) varies from 1.2 × 109 Jones at 295 K to 6 × 1011 Jones at 77 K. See Fig. 141.

Quantum efficiency: Maximum of about 75 percent without antireflection coating.
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FIGURE 140 Example of noise versus fre-
quency for PbS detectors. (Santa Barbara Research 
Center.)

FIGURE 141 D∗ versus wavelength for InAs 
detector operating at temperatures ranging between 
77 K and 295 K. (Teledyne Judson Technologies, 2008.)
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FIGURE 142 R0A of InAs photodiodes 
shown as a function of diode area. Lower imped-
ance per unit area for smaller devices indicates 
that these devices are surface-leakage-limited. 
(Santa Barbara Research Center.)

Noise: Low impedance tends to make preamplifier noise dominate at room tempera ture; back-
ground limited (for 300 K background) at operating temperatures below 200 K.

Time constant: Less than 0.5 μs at all temperatures when low values of load resistor are used to 
reduce the RC time constant.

Responsivity: 0.5 to 1.25 A/W at peak.

Dynamic resistance: See Fig. 142.

Diode capacitance: See Fig. 143.

Sensitive area: Standard sizes 0.25 to 2-mm diameters.

Operating temperatures: 77 to 300 K.

Linearity: Anticipated to be very good over many decades.

Sensitivity profile: ±15 percent.

Recommended circuits:
  Open circuit: PV InAs detectors with areas less than 2 × 10−2 cm require no bias when oper-

ated and can be connected directly into the input stage of amplifier (capacitor ensures elimi-
nation of dc bias from amplifier) (Fig. 144a).

  Transformer: Useful when using InAs at zero bias, particularly at room temperature where 
diode impedance is low (Fig. 144b).

  Reversed bias: At temperatures greater than 225 K considerable gain in impedance and 
responsivity is achieved by reverse-biasing (Fig. 144c).

  Fast response: To utilize the short intrinsic time constant, it is sometimes necessary to load 
the detector to lower the RC of the overall circuit (reverse bias will also lower detector capaci-
tance) (Fig. 144d).

Manufacturers: Electro-Optical Systems, Hamamatsu, Teledyne Judson Technologies.
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FIGURE 143 Capacitance of InAs photodi-
odes shown as a function of diode area. Capacitance 
will not change appreciably with temperature. 
(Teledyne Judson Technologies, 2008.)
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PbSe Lead selenide is an intrinsic, thin-film photoconductor, whose long-wavelength spectral 
response and speed of response exceeds that of PbS. At room temperature, PbSe has peak D∗ which 
can exceed 1 × 1010 Jones with a spectral cutoff out to 4.4 μm. At liquid-nitrogen temperature, InSb 
offers twice the D∗, largely because PbSe offers response out to 7 μm at 77 K, considerably longer 
than InSb. However, for intermediate temperatures, from 180 K to room temperature, PbSe offers 
competitive D∗ combined with moderately fast response.26 PbSe technology has made a significant 
advance in the past decade in some vendors being able to reproducibly make high-performance 
detectors.

Sensitivity: D∗ ≈ 1 × 1010 Jones at 300 K, increases with cooling (see Figs. 137 and 145). D∗ is lim-
ited by 1/f noise at low frequencies (see Fig. 146).

Response: Figure 147 shows responsivity in amperes per watt for a high-quality detector with a 
length of 0.016 cm and width of 0. 024 cm. Responsivity in volts per watt is obtained by multi-
plying A/W data by resistance (see Fig. 148). Responsivity will vary inversely with detector length 
(see Figs. 149 and 150).

Noise: Figure 151 shows the noise as a function of temperature for a detector with a length of 
0.016 cm and width of 0. 024 cm. Noise as a function of frequency is shown in Fig. 152.

Resistance: Figure 148 shows the resistance as a function of temperature for a detector with a 
length of 0.016 cm and width of 0. 024 cm.

Capacitance: 1 pF (limited by mounting configuration).

Time constant: See Figs. 153 and 154. Time constant will be longer when detector is operated in 
reduced background flux condition.

Stability: Exposure to visible and/or UV radiation can induce instability and drift. Stability will 
recover with storage in the dark at room temperature.

(d)

RL < Rd

(c)

RL > Rd

(b)

(a)

FIGURE 144 Recommended circuits for 
InAs detectors: (a) open circuit, (b) transformer, 
(c) reversed bias, (d) fast response.
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FIGURE 145 D∗ of PbSe as a function of a 
function of temperature for two background flux 
conditions: high background of 2p field of view 
and reduced background of 3 × 1013 phtons/cm2/s. 
D∗ at the higher background flux reaches a maxi-
mum around 160 K because the background noise 
increases at lower temperatures due to the increase 
in long-wavelength spectral reponse of the detector. 
(Santa Barbara Research Center.) 
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FIGURE 148 Resistance (Ω/square) of PbSe thin-
films as a function of temperature for two background 
flux levels. At any temperature, the absolute value can be 
varied by altering the manufacturing process in chemi-
cal deposition and/or heat treatment. (Santa Barbara 
Research Center.)
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FIGURE 149 Expected range of peak 
responsivities versus detector size, typical PbSe 
(ATO) infrared detectors. (Santa Barbara Research 
Center.)
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FIGURE 146 D∗ of PbSe as a function of frequency 
for two temperatures. PbSe has considerable 1/f noise 
which reduces D∗ at lower frequencies. (Santa Barbara 
Research Center.)
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FIGURE 147 Responsivity in A/W of PbSe 
thin-film photoconductive detectors as a function 
of temperature for a high background flux level. 
Multiply by detector resistance to get V/W. (Santa
Barbara Research Center.)
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FIGURE 150 Expected range of peak 
responsivities versus detector size, typical PbSe 
(ITO and LTO) infrared detectors. (Santa Barbara 
Research Center.)
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Recommended circuit: Standard photoconductor.

Operating temperature: 77 to 300 K.

Manufacturers: Cal-Sensors, Edmund Optics, Electro-Optical Systems, Hamamatsu

InSb Historically, indium antimonide material has been used for at least four different radiation 
detector types, two of which, the photoconductive and photoelectromagnetic types, are no longer 
widely used. We discuss here the intrinsic photovoltaic device. [The very far infrared bolometer 
(InSb bolometer) was previously discussed in Sec. 24.7.

At 77 K, InSb photodiodes offer background limited sensitivity at medium-to-high background 
flux conditions in the 1- to 5.5-μm spectral range. At lower temperatures, they provide sensitive 
detectors at low background flux levels such as in astronomy applications, but with a slightly shortened 
long-wavelength cutoff. Operation is possible up to as much as 145 K, but because the spectral 
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FIGURE 152 Example of noise versus fre-
quency for PbSe detectors (ATO, ITO and LTO 
types) (1 × 1 mm). (Santa Barbara Research Center.)
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FIGURE 153 Time constant of PbSe thin-
film photoconductive detectors as a function of 
temperature. (Santa Barbara Research Center.)

FIGURE 151 Noise voltage (per square root 
of bandwidth) of PbSe thin-film photoconductive 
detectors as a function of temperature for a high 
back ground flux level. Photon noise is dominant 
below 200 K. Thermal noise is dominant at higher 
temperatures. Total noise levels are well above typical 
preamplifier noise. (Santa Barbara Research Center.)
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FIGURE 154 Example of signal versus fre-
quency for PbSe detectors (ATO, ITO and LTO). 
(Santa Barbara Research Center.)
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per watt of an InSb photodiode without antire-
flection coating. the direct bandgap results in a 
sharp spectral cutoff. (Santa Barbara Research 
Center.)
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tion of photodiode area for InSb detectors operating 
at 77 K, shown at three values of the detector field of 
view. (Teledyne Judson Technologies, 2008.)

response increases with increasing temperature, the detector impedance drops rapidly leading to 
significant thermal noise.

Sensitivity: Spectral response out to 5.5 μm at 77 K (see Fig. 155). D∗ 1 × 1011 Jones, increases with 
reduced background flux (narrow field of view and/or cold filtering) as illustrated in Fig. 156.

Quantum efficiency: ~ 60–70 percent without antireflection coating. >90 percent with antireflection 
coating.

Noise: Background current limited over wide range of background flux at 77 K (see Fig. 157).

Time constant: <1 μs.

Responsivity: 3 A/W at 5 μm without antireflection coating.

Noise equivalent power (NEP): Frequency dependence is shown in Fig. 158 for three detector sizes.

Capacitance: Typically 0.05 F/cm2.

Impedance: Top-grade detectors have 1–5 × 106 Ωcm2 R0A product at 77 K, at zero bias, and with-
out background flux.
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Sensitive area: 0.04 × 0.04-mm square to 1 × 5-mm rectangle; 0.25 to 10-mm diameter.

Operating temperature: Normally 77 K; InSb can be used up to approximately 145 K (see Fig. 159).

Linearity: Linear to ~1-mW/cm2 flux.

Sensitivity profile: ±15 percent or better.

Stability: Devices from some vendors are subject to ‘‘flashing,’’ where exposure to visible or 
UV flux causes a change in the insulating surface charge thereby causing a change in the diode 
impedance. The detector typically recovers at room temperature.

Recommended circuit: Same as for Si and Ge photodiodes; zero or reverse bias in combination 
with a load resistor and low-noise preamplifier. Low-impedance load resistor can be used for 
obtaining fast response, with consequences of reduced sensitivity.

Manufacturers: L3 Cincinnati Electronics, Ed inburgh Instruments, New England Photoconductor, 
Teledyne Judson Technologies, Electro-Optical Systems, Hamamatsu, Infrared Associates.

Ge:Au Gold-doped germanium detectors are relatively fast single-crystal p-type impurity-doped 
photoconductors for the 2- to 9-μm region. Although not the most sensitive detector anywhere in its 
range of spectral sensitivity, Ge:Au offers respectable sensitivity over a broad spectral region using liq-
uid nitrogen cooling. Sensitivity can be improved by a factor of 2.5 by operating at T <65 K (pumped 
liquid nitrogen or other cryogen). At these temperatures, Ge:Au becomes background limited.

Sensitivity: See Figs. 160 to 163.

Quantum efficiency: Dependent on wavelength, detector geometry (absorption thickness), 
antireflection coating, and enclosure (integration chamber can increase absorption). Dlpk/D

∗ 
500 K = 

2.7 (see Fig. 164).

Noise: See Fig. 165.

Time constant: <50 ns with full D∗ [shorter response times (<2 ns) can be tailored by heavy 
concentration of compensating (n-type) dopant and suitable bias circuit (see circuit discussion 
to follow). Heavy compensation increases resistance, and hence the incoherent signal-to-noise 
ratio becomes limited by the thermal noise of the load (typically a factor of 2 degradation in the 
signal-to-noise ratio). Quantum efficiency, however, is not significantly altered, so that a high 
compensation concentration does not hurt the coherent-detection signal-to-noise ratio].
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a 2p (180°) FOV. (Teledyne Judson Technologies, 2008.)
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Responsivity: Dependent upon bias and geometry, typical values are 0.1 to 0.2 A/W at 77 K. 
Multiply by detector resistance to get V/W.

Dark resistance: Varies with background flux and effective quantum efficiency (see previous 
quantum efficiency discussion), range may be 20 kΩ to 5 MΩ, or much greater under very low 
background flux conditions if adequately cooled to limit thermally activated conductivity. (Also 
see previous time-constant discussion.)

Capacitance: Depends on device geometry and mounting, typically <1 pF.

Sensitive area: 1 to 5-mm diameter standard.

Operating temperature: < 85 K (normally 77 K, but see Fig. 162).

Recommended circuit: Standard photoconductive. See Fig. 166.

Manufacturers: No suppliers are presently known.
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   RL = Detector impedance
   R = 10 MΩ
High speed circuit:
   RL = 20 KΩ

R = 50 Ω to 20 KΩ
   (Lower R = higher speed, higher noise)
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FIGURE 166 Basic operating circuit for extrinsic germa-
nium detectors doped with Au, Hg, Cu, and Zn, for a 300-K 2p 
(180°) FOV high background flux. If the detector is operated in 
very low back ground flux conditions, the detector impedance 
can become very high. Cooled JFET (T > ≈ 50 K) or PMOS buf-
fer amplifiers can be helpful in impedance matching under these 
conditions. (EG&G Judson, Infrared Detectors, 1994.)
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HgCdTe, HgZnTe, HgMnTe, etc. Mercury cadmium telluride is a direct-bandgap compound alloy 
semiconductor, made of chemical group II and VI elements, whose peak sensitivity at a particular 
temperature can be adjusted from 1 to 30 μm by varying the ratio of HgTe to CdTe (see Figs. 167 
and 168). In addition to HgCdTe, other combinations of chemical groups II and VI elements can 
be used to produce similar variable spectral cutoff compound alloys, including HgZnTe, HgMnTe, 
HgCdZnTe, etc. For almost all purposes, HgCdTe will be as good as any other II-VI alloy detec-
tor, so we will speak here about it exclusively, but provide some data from the other alloys noted 
above. Both photoconductive (PC) and photovoltaic (PV) HgCdTe detectors are available for 
background-limited, high-speed, intrinsic photon detection in the SWIR, MWIR, and LWIR 
regions. Photoconductive devices with VLWIR response out to 25 μm are also available. HgCdTe 
detectors can be used at room temperature, with TE cooling, and at 77 K and lower temperatures. 
Sensitivity generally increases with cooling, depending upon the spectral cutoff and background 
flux. MWIR, LWIR, and VLWIR spectral range devices are generally operated at 77 K or lower 
temperature for maximum sensitivity, depending upon the background flux. The PC mode is 
advantageous when cooling is limited, since the thermal noise of a photoconductor increases less 
rapidly than a photodiode as the temperature is raised. Photoconductive devices with response 
out to 25 μm can be usefully operated at liquid nitrogen temperature and are popular for IR spec-
troscopy for this reason.

HgCdTe photoconductors are fabricated from thin (≈10-μm) single-crystal slices or epitaxial 
layers with metal contacts at each end of the element (see Fig. 8). They are low-impedance devices 
with 15 to 2000 Ω/square, depending upon the alloy composition, carrier concentration, operating 
temperature, background flux, and surface treatment. Photoconductor time constants at 77 K may 
be ≈ 2 μs for devices having a 12-μm cutoff, with longer time constants for shorter cutoffs, and 
shorter time constants for higher operating temperatures. In the case of small detector elements, 
the time constant may be reduced with increasing bias voltage because photoexcited carriers will 
be transported to the electrical contacts where they recombine. The spectral noise characteristics of 
PC HgCdTe typically exhibit 1/f noise out to a range of 50 Hz to 1 kHz or more, the value depend-
ing upon the detector quality, long-wavelength response, operating temperature, and background 
flux. White noise levels range from less than 1 nV/√Hz (where preamplifier noise may then domi-
nate), up to 20 nV/√Hz, depending upon detector quality, size, geometry, applied bias, tempera-
ture, and alloy composition. Photoconductive HgCdTe detectors are typically antireflection coated 
with a quarter-wave ZnS film, giving a peak quantum efficiency in the range of 85 to 90 percent, 
although this figure is only indirectly measured because the PC gain can be much greater than 
unity. Without antireflection coating, the quantum efficiency is typically 70 percent, limited by the 
optical index of ≈ 4.
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FIGURE 167 Relative spectral response per 
watt at 80 K for photoconductive HgCdTe detectors 
with antireflection coating. The curves are normal-
ized to unity at peak value. The spectral cutoff can 
be adjusted by varying the ratio of HgTe to CdTe in 
the alloy. (Santa Barbara Research Center.)
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FIGURE 168 Relative spectral response per 
watt at 80 K for photovoltaic HgCdTe detectors 
without antireflection coating. The curves are nor-
malized to unity at peak value. The spectral cutoff 
can be adjusted by varying the ratio of HgTe to 
CdTe in the alloy. (Santa Barbara Research Center.)
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A class of HgCdTe detectors is offered for detection at TE-cooled and room temperature which 
are optically ‘‘immersed’’ with a hemispherical or hyperhemispherical lens of Ge, CdTe, GaAs, or 
other high-index material (see Fig. 169 and Table 5). The lens increases the effective area of the 
detector without increasing the detector noise, provided the noise is dominated by thermal rather than 
photon noise as is the case for minimal cooling. The lens must be in intimate contact with the detec-
tor surface (<<1 μm spacing) to avoid total internal reflection of off-axis rays at the lens-detector 
interface. Immersed detectors offer up to a factor of n2 (where n is the optical index) increased 
detector signal, which can mean an increase in D∗ by the same factor for a thermal-noise-limited 
device. Operation of LWIR PC detectors at TE-cooled and room temperature is generally accompa-
nied by increased 1/f noise which dominates out to higher frequencies.

Photovoltaic HgCdTe detectors ideally offer √2 higher D∗ than detectors operating in the PC 
mode. Diodes are made in both n+p and p+n polarities, depending upon the manufacturer’s capa-
bilities. The R0A product of HgCdTe photodiodes varies significantly with temperature, spectral 
cutoff, and device quality. It also varies with the amount of background flux incident on the device. 
The R0A product defines the maximum D∗ in the limit of reduced background flux (see Fig. 170 
and Fig. 19). In addition to theoretically higher D∗, high-quality PV HgCdTe detectors have lower 
1/f noise than PC HgCdTe devices, with 1/f knee frequencies as low as 1 Hz or less. However, the 
noise of PV detectors increases more rapidly with increasing temperature than for PC detectors, 
making photodiodes less attractive for applications where cooling is limited. Photodiodes of high 
quality are more difficult to make than good photoconductors and can be expected to warrant a 
premium price. Antireflection coating is available from some diode producers, but is not routinely 
offered.

Objective
focal plane

Hyperhemispherical lensAcceptance
angle Φ

Objective

dd'
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Objective
focal plane

Hemispherical lens
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angle Φ

Objective

R = L

dd'

(a) (b)

FIGURE 169 Schematic of an optically immersed HgCdZnTe detector with (a) hemispherical lens and 
(b) hyperhemispherical lens. Dimensions are summarized in Table 5. (Vigo Systems.)

TABLE 5 Summary of the Dimensions Depicted in Fig. 169, 
and Their Impact on D∗ (Vigo Systems)

Parameter Hemisphere Hyperhemisphere

Distance, L L = R L = R(n + 1)
d/d′ n n2

D∗
imm/D∗

non-imm n n2

Acceptance angle, Φ Φ = 180° Φ = 2 arcsin(1/n)
F/# 0.5 1.55

n = index of refraction (approx. 3.3 for GaAs and 2.7 for CdTe)
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Both PC and PV HgCdTe detectors are useful for infrared heterodyne detection. When sufficient 
local oscillator power is available, detector cooling becomes less important, since photon noise can 
dominate thermal noise at comparatively higher temperatures. Other things being equal, the pho-
tovoltaic detector has √2 sensitivity (signal-to-noise voltage) advantage over the photoconductor. 
For 10.6-μm heterodyne detection, 0.1 × 0.1-mm HgCdTe pin photodiodes with sensitivity near the 
quantum limit of ≈ 2 × 10−20 W/ Hz are available with bandwidths up to several gigahertz. Ordinary 
photodiodes of the same area have bandwidths of several hundred megahertz. Photoconductors 
make better 10.6-μm heterodyne detectors when cooling is limited to TE-cooled temperatures of 
180 K up to room temperature. At 180 K, TE-cooled photoconductors offer bandwidths of 50 to 
100 MHz and heterodyne NEPs of 1 to 2 × 10−19 W/Hz. At room temperature, the NEP at 10.6 μm is 
limited to about 1 × 10−16 W/Hz. Immersion does not improve the performance of minimally cooled 
heterodyne detectors, since optical gain is already provided by the local oscillator.

Photoconductive HgCdTe

Sensitivity: Adjustable by varying alloy composition (see Figs. 167, 171 to 174).

Dark resistance: 15 to 2000 Ω/sq depending upon temperature, spectral cutoff, and surface passivation.

Responsivity: Varies with spectral cutoff, temperature, detector resistance, element length, and bias 
voltage or power. See Eq. (21) and Fig. 175 for detector elements with 50 × 50-μm dimensions.

Noise: 1/f noise is dominant at frequencies below 50 to 1000 Hz for LWIR detectors at 77 K (greater 
for LWIR at room temperature or TE-cooled). Generation-recombination (thermal or photon) 
white noise is present beyond the 1/f region at a level of less than 10−9 V/√Hz to 2 × 10−8 V/√Hz, 
depending upon spectral cutoff, background flux, responsivity, bias, and operating temperature. 
Noise and signal rolloff at high frequency is determined by the time constant. See Fig. 176 for an 
example of the noise spectrum of an LWIR detector at 77 K.

Operating temperature: 77 K and below to 300 K and above for short spectral cutoffs and/or with 
significant D∗ reduction for operation at higher temperatures. Detector immersion can increase 
D∗ at elevated temperatures where thermal noise is dominate.
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FIGURE 170 R0A product ‘‘trendline’’ for small (25 × 25 to 
100 × 100 μm) HgCdTe photodiodes at 77 K. Data is shown for 
devices with zero background flux (0° FOV) and with an F/2 field 
of view (29°) of a 300-K background. For 5-μm spectral cutoff 
material, the R0A product is higher at 0° FOV by about an order of 
magnitude, compared with an F/2 background. At 10 μm, there is 
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that the R0A product will generally be somewhat lower for larger 
area diodes.
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Linearity: At 77 K linearity begins to degrade at photon flux levels above ~ 10−3 W/cm2. At 200 K 
linearity begins to degrade at photon flux levels above ~1 W/cm2.

Sensitive area: 0. 025 to 4-mm linear dimensions.

Quantum efficiency: Typically >70 percent, 85 to 90 percent with antireflection coating.

Capacitance: Low, limited by mounting configuration.

Time constant: 1–2 μs for LWIR at 77 K (see Fig. 176), depends on spectral cutoff, temperature, 
doping, and bias.
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FIGURE 171 Typical D∗ as a function of 
wavelength for a variety of MWIR HgCdTe photo-
conductors with thermoelectric cooling. (Teledyne 
Judson Technologies.)
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for a variety of LWIR and VLWIR HgCdTe photoconduc-
tors at 77 K. (Teledyne Judson Technologies.)
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FIGURE 175 Range of peak responsivities for 12-
μm cutoff HgCdTe photoconductors at 80 K. These devices 
have nominal dimensions of 50 × 50 μm, and resistance of 
50 to 150 Ω/square. (Santa Barbara Research Center.)
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FIGURE 174 D∗ for photoconductive HgCdTe detectors as a function of wavelength: upper left—ambient tem-
perature operation; upper right—ambient temperature operation and immersed; lower left—thermoelectrically cooled; 
lower right—thermoelectrically cooled and immersed. (Vigo Systems.)

Circuit: Standard photoconductive.

Manufacturers: Belov Technology, Boston Electronics, Hamamatsu, Infrared Associates, Kolmar 
Technologies, Oriel, Teledyne Judson Technologies, Vigo Systems.

Photovoltaic HgCdTe

Sensitivity: Adjustable by varying alloy composition (see Figs. 168, 170, 177, and 178). Also com-
pare Fig. 170 with Fig. 19 for an estimate of the extent to which D∗ may increase (up to the R0A 
or shunt resistance limit) as the background flux is reduced.
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Time constant: Depends on diode capacitance (area); 10 to 20 ns without bias; 0.5 to 3 ns with 
reverse bias (some trade-off of sensitivity). Low-capacitance pin devices with response out to 
several gigahertz (0.05 to 0.2-ns time constant) are also available for 10.6-μm CO2 laser hetero-
dyne detection.

Resistance: Refer to Fig. 170 for the R0A product at zero bias corresponding to the detector cutoff 
wavelength (this figure shows very high quality diode impedances) and divide by the diode area. 
Large-area diodes will have somewhat lower R0A product than shown in this figure. R0A varies 
somewhat with background flux as can be noted from Fig. 170.

Operating temperature: Depends on spectral cutoff; 77 K and lower for LWIR and VLWIR detectors, 
up to room temperature for SWIR devices. Optical immersion and/or TE cooling will boost the per-
formance for all spectral ranges compared with operation at ambient temperature—see Fig. 178.

Noise: High-quality devices may have flat noise response from 1 Hz out to the high-frequency 
limit of the time constant. 1/f noise may be present in lower quality devices and will increase 
with reverse bias.

Quantum efficiency: >50 percent (60–75 percent typical) without antireflection coating. Higher 
with antireflection coating.
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FIGURE 176 Variation of noise with frequency for photoconductive 
HgCdTe at 77 K. (GEC Marconi Infrared Ltd.)
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Sensitive area: 0.0 to 0.25-mm square, 0.5- and 1-mm diameter.

Capacitance: Depends on junction doping, area, and applied bias (very slightly dependent on 
spectral cutoff). For standard pn junction devices at zero bias and 1015 cm−3 doping, capacitance 
is approximately 3 × 104 pF/cm. Significantly lower for pin junction devices.

Circuit: Standard photovoltaic circuits, reverse-bias operation to enhance speed and zero bias to 
maximize D∗.

Manufacturers: Boston Electronics, Kolmar Technologies, Oriel, Raytheon Vision Systems, Vigo 
Systems.

PbSnTe PbSnTe offers an alternative semiconductor alloy system based upon the IV-VI chemical 
groups to the II-VI (HgCdMnTeSe) groups previously described for fabricating variable spectral 
cut-off detectors. Only photovoltaic detectors are available in PbSnTe. This technology has an 
advantage in the ease of material growth and in the fabrication of good quality photodiode junc-
tions. It has a disadvantage in the very high dielectric constant of the material, combined with 
relatively high doping concentrations giving high-capacitance (comparatively slow) detectors. For 
low-frequency applications this is not a disadvantage.

Sensitivity : D∗
peak >1010 Jones (see Fig. 179).

Time constant : >50 ns.

Sensitive area: 1 × 1 mm.

Operating temperature: 77 K.

Circuit: Standard photovoltaic.

Manufacturers: No suppliers are presently known.

Ge:Hg Mercury-doped germanium detectors are fast single-crystal impurity-doped photoconduc-
tors, sensitive out to 14 m. Ge:Hg is especially well suited for detection through the 8- to 13-μm 
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atmospheric window and for detection of near-ambient sources. Unfortunately, its operating tem-
perature must be kept less than 40 K, where it becomes 300-K background limited.

Sensitivity: See Figs. 161, 162, 180, and 181.

Quantum efficiency: 25 to 30 percent.

Noise: See Figs. 182 and 183.

Time constant: 100 ns with 50-Ω load for T < 28 K and electric fields < 30 V/cm. (Compensated 
material is available with ~5-ns time constant with a 50-Ω load. Responsivity then is reduced by 
5–10× and detectivity is reduced by 2.)

Responsivity: Depends on concentration of compensating impurities, bias, area, and background 
flux See Figs. 183 to 185, ~105 V/W.

Dark resistance: Depends on area and FOV: ~100 kΩ for 180° FOV (see Fig. 186).

FIGURE 180 Typical D∗ versus frequency at 
30 K for Ge:Hg; 1 × 1-mm area; essentially constant 
with temperature. (Santa Barbara Research Center.)

D
∗  

(l
) 

(J
on

es
)

104103102101
109

1010

1011

Frequency (Hz)

D
∗  

(5
00

 K
, 1

00
0)

 (
Jo

n
es

)

4
4

6

8

2

1010

6 8 10 20 40 60 100

Electric field (V/cm)

FIGURE 181 D∗ versus electric field for Ge:Hg; 
T = 5 K, 90° FOV; 300-K background; 6 × 10−4 cm−4 
area; Irtran II window. (Reprinted by permission of Texas 
Instruments.)
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Capacitance: < 1 pF.

Sensitive area: 1 to 5-mm diameter.

Operating temperature: See Fig. 162.

Linearity: 10−3 to 10−8 W (size dependent).

Sensitivity profile: ±15 percent.

Recommended circuit: Standard photoconductive (see Ge:Au). See Fig. 187 for current-voltage 
characteristics.

Manufacturer: No suppliers are presently known.

Si:Ga Gallium in silicon forms an acceptor level with a binding energy of ~72 meV which is the 
basis of an infrared detector with spectral response out to approximately 17 μm, as shown in Fig. 188. 
The exact spectral cutoff and quantum efficiency will vary slightly with the gallium doping con-
centration. Gallium-doped silicon requires cooling to 20 K or lower for optimum performance. 
Background-limited performance associated with a quantum efficiency of about 15 percent is 
achievable over a wide range of background flux levels, provided the operating temperature is low 
enough to reduce thermal noise below the photon noise level.

Sensitivity: D∗ is given by D∗ = 1.1 × 1010 × √(Alh)/√Q (Jones); where A is detector area, l is the 
wavelength in micrometers, h is the quantum efficiency, and Q is the background flux in watts.

Responsivity: 0.9 A/W.
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FIGURE 186 Open-circuit resistivity versus 
FOV for Ge:Hg at 5 K for various detector areas; 300-
K background; 500-K blackbody source. (Reprinted 
by permission of Texas Instruments.)
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Time constant: <1 μs.

Resistance: Depends on background flux and detector bias (similar to Ge:Hg, see Fig. 186).

Capacitance: <1 pF (limited by mounting configuration).

Sensitive area: 0.2 to 2-mm square.

Operating temperature: <20 K.

Recommended circuit: Standard photoconductive.

Manufacturer: Infrared Laboratories.

Si:B Boron in silicon forms an acceptor level with a binding energy of ~45 meV which is the basis 
of this infrared detector with spectral response out to approximately 30 μm. The exact spectral cut-
off and quantum efficiency will vary slightly with the boron-doping concentration. Boron-doped 
silicon requires cooling to about 15 K or lower for optimum performance. Background-limited per-
formance associated with a quantum efficiency of about 10 percent is achievable over a wide range 
of background flux levels, provided the operating temperature is low enough to reduce thermal 
noise below the photon noise level.

Sensitivity: D∗ is given by D∗ = 1.1 × 1010 × √(Alh)/√Q (Jones); where A is detector area, l is the 
wavelength in micrometers, h is the quantum efficiency, and Q is the background flux in watts.

Responsivity: 2 A/W.

Time constant: <1 μs.

Resistance: Depends on background flux and detector bias (similar to Ge:Hg, see Fig. 186).

Capacitance: <1 pF (limited by mounting configuration).

Sensitive area: 0.2 to 2-mm square.

Operating temperature: <15 K.

Recommended circuit: Standard photoconductive (see Ge:Au).

Manufacturer: Infrared Laboratories.

Ge:Cu Copper-doped germanium detectors are fast, single-crystal, impurity-doped photoconduc-
tors, with high sensitivity in the broad region 2 to 30 μm. Operating temperature must be maintained 
below 20 K (ideally <14 K). Ge:Cu is then 300-K background-limited, and response time <50 ns.
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FIGURE 188 Relative spectral response per watt of Si:
Ga as a function of wavelength. Data is normalized to unity at 
the peak response.
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Sensitivity: See Figs 161, 162, 189, and 190.

Noise: See Figs. 191 and 192.

Time constant: ~100 ns (can be doped to be faster, ~5 ns). (See discussion of time constant under 
Ge:Au).

Responsivity: 105 V/W (see Figs. 192 to 194).

Dark resistance: Depends on FOV (~100 kΩ for 180° FOV).

Capacitance: <1 pF.

Sensitive area: 1 to 5-mm diameter.

Operating temperature: See Figs. 162 and 194.

Linearity: 10−3–10−8 W/cm2 (depends on size).

Sensitivity profile: ±15 percent.

Stability: Stable in all ambient storage environments tested.

Recommended circuit: See Figs. 166 and 195.

Manufacturer: No suppliers are presently known.
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FIGURE 189 Range of spectral detectivities 
for Ge:Cu; 60° FOV. (Santa Barbara Research Center.)
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Ge:Cu at 4.2 K. (Santa Barbara Research Center.)
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frequency for Ge:Cu at 4.2 K. (Santa Barbara 
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FIGURE 192 Typical noise and responsivity versus 
biasing field for Ge:Cu; 5 K, 60° FOV; 300-K background, A = 
10−2 cm2, 500-K blackbody. (Reprinted by permission of Texas 
Instruments.)

Ge:Zn Very similar to Ge:Cu except that cutoff wavelength moves out to 42 μm and operating 
temperature should be <10 K. A relatively low field breakdown limits the responsivity.

Sensitivity: See Figs 161, 162, and 196.

Noise: See Fig. 197 and 198.
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FIGURE 195 Typical current-voltage curve for 
Ge:Cu, 60° FOV; 300-K background: A = 10−2 cm−2. 
(Reprinted by permission of Texas Instruments.)
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Responsivity: 103 V/W (see Fig. 198).

Time constant: <50 ns. (See discussion of time constant under Ge:Au.)

Dark resistance: 0.5 to 5 MΩ/ sq (60°-FOV ambient background).

Capacitance: <1 pF (limited by mounting configuration).

Sensitive area: 1-, 2-, 3-, and 5-mm diameters.

Operating temperature: <10 K.

Recommended circuit: Standard photoconductive.

Manufacturer: No suppliers are presently known.

Ge:Ga The elements of B, Al, Ga, In, and Tl from chemical group III form shallow acceptor states 
(~10 meV) in germanium which are the basis of infrared detectors with spectral response out to 
approximately 120 μm. Currently, gallium-doped germanium is commercially available, but germa-
nium doped with other group III elements (Ge:B, Ge:Al, Ge:In, Ge:Tl) will give similar detector per-
formance. The small binding energies associated with this detector require cooling to liquid helium 
temperatures (4.2 K) or lower for optimum performance. Background-limited performance associ-
ated with a quantum efficiency of about 7 percent is achievable over a wide range of background 
flux levels, provided the operating temperature is low enough to reduce thermal noise below the 
photon noise level.

Sensitivity: D∗ is given by D∗ = 1.1 × 1010 × √(Alh)/√Q (Jones); where A is detector area, l is the 
wavelength in μm, h is the quantum efficiency, and Q is the background flux in watts.

Responsivity: 4 A/W.

Time constant: <1 μs.

Resistance: Depends on background flux and detector bias.

Capacitance: <1 pF (limited by mounting configuration).

Sensitive area: 0.5-, 1-, and 2-mm square.

Operating temperature: <4.2 K, best below 3 K.

Recommended circuit: Standard photoconductive.

Manufacturer: Infrared Laboratories.

Photographic In this paragraph we present only the spectral sensitivity of some typical photo-
graphic emulsions. See Chap. 29, “Photographic Films,” for a more extensive coverage.

The term spectral sensitivity generally has a different meaning when applied to photographic 
detectors than it does when applied to the other detectors described in this chapter. It comes closer 
to responsivity than to minimum detectable power or energy.∗ In Fig. 199 sensitivity is the reciprocal 
of exposure, expressed in ergs per centimeter, required to produce

Density
transmittance

= =log .
1

0 3

above gross fog in the emulsion when processed as recommended.

Manufacturers: AGFA, Eastman Kodak, Fuji, Polaroid.

∗Work is in progress to evaluate photographic materials in terms of minimum detectable energy, a concept involving the 
average number of photons necessary to produce a change in density (signal) equal to that of the fog-density fluctuations 
(noise); see Refs. 10, 26, 27, and 28.
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25.1

25

25.1 GLOSSARY

 A photodetector active area

 A0 incident photon fl ux

 B bandwidth of the photodetector

 C capacitance of the photodetector

 D∗ detectivity

 E applied electric fi eld

 Ea activation energy

 Eg bandgap of the semiconductor

 Ei impurity energy state

 f frequency

 Idiff diffusion current

 Ig-r generation-recombination current

 IR0 unity gain current

 IR1 reverse current generated by avalanche action

 Itun tunneling current

 k Boltzmann’s constant

 L distance traveled by a charge carrier

 M photocurrent gain

 m effective mass of a electron

 NA acceptor impurity concentration on p side

 ND donor impurity concentration on n side

 n refractive index of the AR coating

 q electron charge

 R sum of the detector series resistance and load resistance
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25.2  DETECTORS

 Ro detector shunt impedance

 T temperature in kelvin

 tn transit time of electrons

 tp transit time of holes

 tr transit time of charge carriers (holes or electrons)

 V applied reverse bias in volts

 VB breakdown voltage

 Vbi built-in potential of a p-n junction

 W depletion width of a p-n junction

 a absorption coeffi cient of the photodetector’s absorption layer

 es semiconductor permittivity

 h quantum effi ciency of photodetector

 q tunneling constant

 l wavelength of incident photons (nm)

 lco detector cutoff wavelength (10 percent of peak response, nm)

 m mobility of charge carriers (holes or electrons)

 mn mobility of electrons

 mp mobility of holes

25.2 INTRODUCTION

The approach of this chapter is descriptive and tutorial rather than encyclopedic. It is assumed that 
the reader is primarily interested in an overview of how things work. Among the many excellent ref-
erences to be consulted for further details are Sze’s book,1 and the article by Forrest.2 For the lat-
est in photodetector developments, consult recent proceedings of the Society of Photo-optical and 
Instrumentation Engineers (SPIE) conference or the IEEE Optical Fiber Conference.

A photodetector is a solid-state sensor that converts light energy into electrical energy. According 
to Isaac Newton, light energy consists of small packets or bundles of particles called photons. Albert 
Einstein, who won a Nobel prize for the discovery of the photoelectric effect, showed that when 
these photons strike a metal they can excite electrons in it. The minimum photoenergy required to 
generate (excite) an electron is defined as the work function and the number of electrons generated 
is proportional to the intensity of the light. The semiconductor photodetectors are made from dif-
ferent semiconductor materials such as silicon, germanium, indium gallium arsenide, indium anti-
monide, and mercury cadmium telluride, to name a few. Each material has a characteristic bandgap 
energy Eg which determines its light-absorbing capabilities. Light is a form of electromagnetic radia-
tion comprised of different wavelengths (l). The range of light spectrum is split approximately as 
ultraviolet (0–400 nm), visible (400–1000 nm), near infrared (1000–3000 nm), medium infrared 
(3000–6000 nm), far infrared (6000–40,000 nm), extreme infrared (40,000–100,000 nm). The equa-
tion between bandgap energy Eg

 and cutoff wavelength (lc) is

  λc
gE

= ×1 24 103.

( )

nm

eV
  (1)

The smaller the bandgap (eV), the farther the photodetector “sees” into the infrared. Table 1 lists 
some prominent photodetector materials, their bandgaps, and cutoff wavelengths lc at room tem-
perature (300 K).

Photodetectors find various applications in fiber-optic communications (800–1600 nm), spec-
troscopy (400–6000 nm), laser range finding (400–10,600 nm), photon counting (400–1800 nm), 

25_Bass_v2ch25_p001-020.indd 25.2 8/24/09 5:37:57 PM

DO
 N

OT
 D

UP
LI

CA
TE



PHOTODETECTION  25.3

and satellite imaging (200–1200 nm), to name only a few topics. We will discuss three kinds of 
photodetectors: (1) Photoconductors, (2) p-i-n photodetectors (including avalanche diodes), and 
(3) photogates. Frequently, such detectors need to have high sensitivity, low noise, and high reliability. 
For fiber-optic applications, the frequency response and the cost can be a critical issue, whereas for 
infrared applications, many times it is the area of the photodetector. Large area (1 in diameter), 
high-sensitivity silicon avalanche photodetectors compete with conventional photomultiplier tubes 
for low light sensing applications in the visible. They offer the advantage of compact size and more 
rugged construction. We also discuss reliability issues concerning photodetectors and take notice of 
a few novel photodetector structures.

25.3 PRINCIPLE OF OPERATION

When an electron in the valence band receives external energy in the form of light, the electron may 
overcome the nuclear attraction and become a “free electron.” When light energy creates this trans-
formation, it is termed photonic excitation (see Fig. 1a). The range of energies acquired by these free 
electrons is termed the conduction band. The energy difference between the bottom of this conduc-
tion band and the top of the valence band is termed the energy bandgap Eg and represents the mini-
mum energy of light that the material can absorb.

However, under the influence of even a small external electric field, the free electrons can “drift” 
in a specific direction. This is the fundamental principle of a photodetector. Figure 2 shows the three 
kinds of photodetectors discussed in this chapter. A brief explanation of each kind follows.

All photodetectors can be characterized by their quantum efficiency, detectivity (sensitivity), 
and response time.1 Quantum efficiency (QE) is perhaps the most fundamental property, as it 
determines just how efficiently the device converts incoming photons into conduction electrons. 

TABLE 1 Important Photodetector Materials

    Type Eg(eV) lc(nm) Band

Silicon 1.12 1100 Visible
Gallium arsenide 1.42 875 Visible
Germanium 0.66 1800 Near-infrared
Indium gallium arsenide∗ 0.73–0.47 1700–2600 Near-infrared
Indium arsenide 0.36 3400 Near-infrared
Indium antimonide 0.17 5700 Medium-infrared
Mercury cadmium 0.7–0.1 1700–12500 Near-to-far-infrared

∗The alloy composition of indium gallium arsenide and mercury cadmium telluride can be changed to 
alter the bandgap Eg.

Conduction
band

Valence
band

Conduction
band

Valence
band

Photonic
excitation

Recombination

hn
(Light)

(a) (b)

FIGURE 1 Photonic excitation and recombination in a semiconductor.
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25.4  DETECTORS

Usually expressed in percentage, quantum efficiency can range from under 1 percent for PtSi 
Schottky barrier infrared detectors to well over 90 percent for InGaAs p-i-n fiber-optic photodetec-
tors. Responsivity (R) is a related term expressed in amps/watt, which determines how much pho-
tocurrent is produced by optical power of a given wavelength. Detectivity measures how sensitive a 
detector is; that is, not only its light conversion efficiency, but also its ability to detect low-level light 
signals. It is limited by the various noise currents (shot, 1/f, etc.) introduced by the detector. Finally, 
response time describes how rapidly a detector can respond to a changing light signal. This ranges 
from milliseconds for certain types of PbS photoconductors to picoseconds for GaAs-like metal-
insulator-semiconductor detectors.

These three parameters are frequently traded off. A large-area detector captures more light signal 
and thus might have greater detectivity. However, its larger capacitance would slow down the device. 
Similarly, response time in p-i-n detectors can be improved by thinning the absorbing region of the 
detector. However, this in turn cuts down quantum efficiency by reducing the total number of pho-
tons absorbed.

Photoconductor

A photoconductor, as the name implies, is a device whose conductivity increases with illumination. 
It acts as an open switch under dark (or no illumination) and as a closed switch under illumination. 
The simple equivalent electric circuit is shown in Fig. 3. This basic principle of a photoconductor 
finds numerous applications in relays and control circuits. An ideal switch should have low resis-
tance in the closed position and, therefore, a pair of ohmic (not-rectifying) contacts are formed to 
the photoconductor. These ohmic contacts form the electrodes and usually have contact resistance 
of less than 10 ohms.

hn

p or n
semiconductor

p or n
semiconductorn– semiconductor

Photoconductor Photogate (MIS)p-i-n Photodiode

hn

p+

hn

Insulator

n+

FIGURE 2 Types of photodetectors.

No illumination With illumination

PhotoconductorhnPhotoconductor

RLRL

FIGURE 3 Equivalent circuit diagram of a photoconductor.
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PHOTODETECTION  25.5

Types of Photoconductors The two principle photoconductors are (1) intrinsic and (2) extrinsic. 
In an intrinsic device there is no external impurity atom. However, when an external impurity 
(dopant) is added to a material, it is termed extrinsic. This impurity atom occupies an energy state 
between the valence band and the conduction band. The functional difference between the intrinsic 
and extrinsic photoconductor is seen in Fig. 4. For an intrinsic device, the photo excitation (hv)
needs to have energy greater than the bandgap energy Eg and its cutoff wavelength lc is given by 
Eq. (1). But, for an extrinsic one, the photon excitation (hv) should exceed the impurity energy state 
Ei and its cutoff wavelength lco is

  λco = ×1 24 103.

( )

nm

eVEi

  (2)

For intrinsic photoconductors, it is extremely difficult to achieve bandgap energies Eg less than 
0.1 eV (refer to Table 1). This limits its capability to see in the far infrared and extreme infrared 
(13,000–100,000 nm) and beyond. This is overcome by extrinsic devices whose Ei  value is less than 
0.1 eV and is normally done by doping germanium or silicon. However, the extrinsic photoconduc-
tor suffers from very low absorption coefficients and, hence, poor quantum efficiencies. Also, since 
ambient thermal energy can excite carriers, they have to be cooled to liquid nitrogen temperature 
(77 K) and below, whereas most intrinsic photoconductors can operate at room temperature (300 K).

Photo Gain The sensitivity of a photoconductor is determined by its gain. Photo gain is defined 
as the ratio of the output signal to the input optical signal. When photons impinge on a photoconductor, 
they generate electron-hole pairs and, under the influence of external fields, they are attracted toward 
the anode and cathode. A typical photoconductor is illustrated in Fig. 5 with L being the thickness of the 
active layer. The transit time (tr) required for a charge carrier to travel a distance L is given by

  t
L

Vr =
2

μ
  (3)

where V = applied voltage bias and m = charge mobility.

Conduction
band

Valence
band

Conduction
band

Impurity energy
band

Valence
band

Intrinsic
photoconductor

Extrinsic
photoconductor

hn > Eg hn > Ei

Eg

Ei

FIGURE 4 Functional diagram of an intrinsic and extrinsic photoconductor.
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FIGURE 5 A typical photoconductor.
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25.6  DETECTORS

The mobility of electrons mn and that of holes mp is different, with mn being usually far higher 
than mp. This causes a difference in the transit time of electrons and holes. Hence, photon-gener-
ated electrons are swept away more quickly than holes which result in a positive charge in the active 
layer. To maintain the charge neutrality, new electrons are supplied by the external voltage source. 
Therefore, for one incident photon, more than one electron is circulated in the electric circuit. This 
results in an “effective gain.” Thus, photoconductor gain can be defined as the ratio of slower transit 
time tp to faster transit time tn.

  M
t

t
p

n

=   or  
μ
μ

n

p

  (4)

The slower the transit time, the higher the gain; however, the bandwidth of the device is reduced. 
Hence, high-gain photoconductors will result in slow devices and vice versa. Such “high-gain, slow 
devices” can be best utilized for imaging applications.3 For high-speed optical communication appli-
cations in the 1000- to 1700-nm spectrum, InGaAs is the material of choice due to its high mobility. 
Several reports have been published on high-speed InGaAs photoconductors that find practical 
applications in optical receivers.4–9 (Also see Chap. 26, “High-Speed Photodetectors,” by John Bowers 
and Yih G. Wey.)

p-i-n Photodiode

Unlike photoconductors, a photodiode has a p-n junction, usually formed by diffusion or epitaxy. In 
a photoconductor, metal contacts are made to either n- or p-type material. However, a photodiode 
consists of both n- and p-type materials across which a natural electric field is generated. This field 
is known as the built-in potential Vbi and its value depends on the bandgap of its material. A silicon 
p-n junction has Vbi of 0.7 V whereas in germanium it is 0.3 V. The higher the bandgap Eg, the larger 
the built-in potential Vbi. An important physical phenomenon called depletion occurs when a p-type 
semiconductor is merged with an n-type semiconductor. After an initial exchange of charge, a 
potential is built up to prevent further flow of charge. This built-in field creates the depletion width 
W, which is a region free of any charge carriers and is given by10

 W
N N

q N N
V Vs A D

A D

=
+

−
2ε ( )

( )
( )bi

  (5)

where NA and ND are impurity concentrations of p side and n side, respectively, q is the electron 
charge, Vbi is the built-in potential, and es is the semiconductor permittivity, V is the applied bias and 
is negative for reverse-bias operation. As seen from Eq. (5), under reverse bias the depletion width 
W increases causing a decrease in the capacitance of the photodiode. A p-i-n photodiode is similar 
to a parallel plate capacitor with the anode-cathode being the two plates and the depletion width W 
being the separating medium. A typical InGaAs p-i-n photodiode is shown in Fig. 6 and its capaci-
tance is given by1

 C
A

W
s=

ε
 (6)

where es is the semiconductor permittivity and A is the active area of the photodiode. From first 
principles, a decrease in capacitance improves the bandwidth B of the photodetector according to

  B
RC

= 0 35
2 2

.
.

  (7)
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PHOTODETECTION  25.7

where, R is the sum of the detector series resistance and load resistance. For a detailed analysis on 
high-speed photodetectors, see Chap. 26 by Bowers and Wey.

Dark Current For applications ranging from optical communications (III-V compound semi-
conductors) to infrared sensing (Si, Ge, III-IV, and II-IV compound semiconductors), a p-i-n pho-
todiode must have high sensitivity and low noise. These are largely determined by the dark currents 
originating in the device. Several authors have published papers on dark currents in InGaAs11–13 and 
HgCdTe.14,15 The three major components of dark current are (1) diffusion current, (2) generation-
recombination current, and (3) tunneling current.

Diffusion current In the nondepleted region of the photodiode, electron-hole pairs are formed 
by the ambient temperature. These thermally generated carriers diffuse toward the depletion region 
and produce the diffusion current.

  Idiff
/

�e E kTg−   (8)

where Eg is the bandgap of the photodiode material, k is Boltzmann’s constant, and T is the ambient 
temperature in kelvin. It is clear from Eq. (8) that the diffusion current is higher in a low-bandgap 
material. Therefore, InSb (Eg = 0.17 eV) has far higher diffusion current than silicon (Eg = 1.12 eV) 

and in fact this makes InSb almost useless at room temperature. To overcome this excessive diffusion 
current, InSb photodiodes are cooled to liquid nitrogen temperature (77 K).

Generation-recombination current The current generated in the depletion region of the photo-
diode is called the generation-recombination current. When impurity trap levels are present within 
the forbidden gap Eg, trapped carriers can be elevated to the conduction band with less energy than 
for diffusion current. This “trap-assisted” current is given by

  I V V eg r
E kTg

−
−−� ( ) /

bi
2   (9)

From Eq. (5), the depletion width W is proportional to Vbi – V.  Hence,

  I Weg r
E kTg

−
−

�
/2   (10)

Generation-recombination current is proportional to the volume of the depletion width and, 
hence, is reverse-bias-dependent, whereas the diffusion current in Eq. (8) is bias-independent. For 
high-bandgap semiconductors with bandgaps above 1.0 eV (e.g., silicon), the generation current 

2nd SiN (AR)

Au-AuZn-Au (p-contact)

1st SiN

AuSn (n-contact)

n– InP cap

n– InGaAs

n InP buffer

n+ InP
substrate

n+ InP

FIGURE 6 A typical InGaAs p-i-n photodiode.
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25.8  DETECTORS

usually dominates over the diffusion current at room temperature. However, for low-bandgap mate-
rial such as indium antimonide, the diffusion current is dominant over generation current at room 
temperature.

Tunneling current When the electric field in a reverse-biased p-n junction exceeds 105 V/cm, 
a valence band electron can jump to the conduction band due to the quantum mechanical effect10 
called tunneling which occurs at high field and with geometrically narrow energy barriers. The tun-
neling current is given by

  I EV
m

E
Egtun � exp /−⎛

⎝⎜
⎞
⎠⎟

θ 3 2   (11)

where E is the applied electric field, m is the effective mass of an electron, and q is a dimension-
less constant whose value depends on the tunneling barrier height. Higher doping levels at the 
p-n junction lead to a narrower depletion width which causes higher electric fields, thus increasing 
the amount of tunneling current. Low-bandgap photodiodes exhibit much more tunneling than 
do higher-bandgap diodes. Tunneling shows a weak dependence on temperature, the only minor 
change being caused by the temperature dependence of the bandgap Eg. This leads to a decreasing 
breakdown voltage with an increasing temperature as opposed to an increasing breakdown voltage 
exhibited by the avalanche effect.

Quantum Efficiency, Responsivity, and Absorption Coefficient Quantum efficiency h is defined as 
the ratio of electron-hole pairs generated for each incident photon. In a nonavalanche p-i-n photo-
diode, quantum efficiency is less than unity. Responsivity R is a measured quantity in amps/watt or 
volts/watt and is related to quantum efficiency by

  η
λ

=
( )1240 R

  (12)

where l is the wavelength in nm of incident photons and R is the responsivity in amps/watt. The 
value of h is determined by the absorption coefficient a of the semiconductor material and the 
penetration distance x in the absorbing layer. The light flux A at a distance x with the absorption 
layer is

  A A e x= −
0

α   (13)

where, A0 is the incident photon flux and a is a strong function of wavelength l. Figure 7 shows its 
typical values for a 1-μm-thick undoped InxGa1−xAs, 0 < x < 0.25.16 For optimized h, the reflectivity 
at the semiconductor surface has to be minimized. Hence, an antirefiection (AR) coating of proper 
thickness is deposited on the photodiode surface. For single-layer AR coatings, the proper “quarter-
wave” thickness (L) of the AR coating is

  L
n

= λ
4

  (14)

where n is its refractive index. With good AR coatings, InGaAs photodiodes can achieve quantum 
efficiencies above 95 percent at 1300 to 1500 nm. For the visible region, silicon photodiodes show 
high h (90 percent) in the 800-nm range, and the mid-infrared InSb has a typical h of 80 percent at 
5000 nm.

Avalanche Photodiodes Avalanche photodiodes (APDs) will be briefly discussed here. For a detailed 
treatment, see Chap. 26, “High-Speed Photodetectors,” by Bowers and Wey. An avalanche photodiode 
is a p-i-n diode with a net efficiency or gain greater than unity. This is obtained through the process 
of “impact ionization” by operating the photodiode at a sufficiently high reverse bias. The typical 
operating voltage for an InGaAs APD is 75 V, while that for silicon can be as high as 400 V. The 
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PHOTODETECTION  25.9

impact ionization process is described in Fig. 8. Under the influence of a high electric field (>5×
105 V/cm), electron A gains sufficient kinetic energy to strike atom B with a tremendous force and 
knock out an electron hole pair B′-B″. A is called the “parent” and B′-B″ the “child” charge carriers. 
The child electron B″ moves through a critical distance S and acquires enough kinetic energy to cre-
ate its own child particles D′-D″. The sum effect of the impact ionization of a number of electrons is 
termed avalanche multiplication. Because of this avalanche action, the gain in an APD exceeds unity, 
reaching useful values above 10 for InGaAs and several hundred for silicon before the multiplied 
noise begins to exceed the multiplied signal. A solid-state APD is a fast device with gain-bandwidth 
products than can exceed 20 GHz.17,18 In spite of high operating bias, an APD can be designed for 
low noise operation19 and used for numerous applications such as photon-counting, laser pulse 
detection,20 and fiber-optic communication. The gain or avalanche multiplication M of an APD is 
given by

  M
IR

IR
= 1

0

  (15)

FIGURE 7 Absorption coefficients for 1-μm-thick undoped InxGa1 − xAs, 0< x < 0.25.16
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FIGURE 8 Impact ionization process.
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25.10  DETECTORS

where IR1 is the reverse current generated by avalanche action and IR0 is the unity gain current. At 
voltage breakdown of the APD, the multiplication factor M tends to infinity. An empirical relation 
between the multiplication factor M and reverse bias V is given by21,22

  M
V VB

n
=

−
1

1 ( )/
  (16)

where V is the applied reverse bias and VB is the breakdown voltage. The factor n varies between 
3 and 6, depending on the semiconductor material and its substrate type. Typical gains are on the 
order of 10 to 20 for germanium and InGaAs APDs, and above 100 for silicon APDs. Due to their 
lower noise, InGaAs and silicon APDs have better sensitivity than their germanium counterparts.

Extended Wavelength (1000–3000 nm) Photodetectors

Detector materials used for the 1000 to 3000 nm spectrum include InSb, InAs, PbS, HgCdTe, and 
recently InGaAs. PbS is an inexpensive, reasonably sensitive detector that can operate at relatively 
high temperatures, even at room temperature. Its major drawback is its slow (typically milliseconds) 
response time. InAs has higher sensitivity over the 1000 to 3500 nm spectrum and fast response 
time, but must be cooled thermoelectrically (to 230 K) or cryogenically (to 77 K). InSb has similar 
properties out to 5500 nm but must definitely be cryogenically cooled. HgCdTe has high sensitiv-
ity and speed and it can be operated at room temperature. Indium gallium arsenide was originally 
developed for fiber-optic applications out to 1.7 μm (using In0.53Ga0.47As) but it can be used out to 
2500 nm by increasing its indium content to In0.8Ga0.2As. InGaAs appears to be the best detector 
material for high-temperature operation in the 1000 to 3000 nm spectrum. It has a 10 to 100 times 
advantage in shunt resistance at room temperature compared to HgCdTe—the previously used 
material for this wavelength.

Table 2 contains a summary of the data. It is difficult to find data at exactly the same cutoff wave-
lengths and temperature with the same area device. R0A was determined (in cases where it was given 
as such) by simply multiplying two numbers, where, R0 is the shunt impedance of the detector, and 
A is the active area of the photodetector.

Photogate (Metal-lnsulator-Semiconductor Detector)

The advent of silicon charge-coupled devices (CCDs) has revolutionized the television industry and 
introduced one of the most popular consumer items to millions of people around the world—the 
CCD camcorder. From the sandy shores of Hawaii to the ski slopes of Colorado, people have captured 

TABLE 2 Comparison of R0A Values in HgCdTe and 
InGaAs (Ω-cm2)

 R0A(T )

lco (nm) HgCdTe InGaAs

1400 4 × 104 (292 K) 2.5 × 105 (300 K)
 7 × 106 (230 K) 1.3 × 108 (220 K)
1700 2 × 102 (300 K) 2.5 × 105 (300 K)
 2 × 105 (220 K) 1.3 × 108 (220 K)
2100 7 × 101 (300 K) 2.5 × 103 (300 K)
 7 × 103 (220 K) 6.5 × 105 (220 K)
2500 1 × 101 (300 K) 1.3 × 102 (300 K)
 1 × 103 (210 K) 1.0 × 105 (210 K)
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PHOTODETECTION  25.11

life’s best moments with a CCD camcorder. With its superior imaging quality and noise perfor-
mance of a few electrons per pixel (<20), a CCD has diverse uses from space imaging to chemical 
analysis spectroscopy. A CCD is a matrix of metal oxide semiconductor (MOS) devices oper-
ated in the “depletion” mode. Each individual MOS device is called a photogate and its schematic 
diagram is shown in Fig. 9. Consider an n-type semiconductor with a negative potential applied 
to its gate. It repels the negatively charged electrons and create a depletion layer. As the negative 
potential on the gate is increased, the volume of the depletion region increases further into the 
bulk. However, the surface potential at the semiconductor-insulator interface also becomes more 
negative. Finally, with increased gate bias, the surface potential becomes sufficiently high to attract 
minority carriers (holes). This creates a positive charge at the semiconductor-insulator interface 
and is termed the inversion layer. In a MOS transistor, the inversion layer forms a conducting chan-
nel between the source and the drain, and the gate bias needed to achieve inversion is termed 
the threshold voltage. Usually a photogate is operated in depletion at a gate bias lower than the 
threshold voltage. When incident photons create hole-electron pairs, the minority carriers drift 
away to the depletion region and the volume of the depletion region shrinks. The total amount of 
charge that a photogate can collect is defined as its well capacity. The total well capacity is decided 
by the gate bias, the insulator thickness, the area of the electrodes, and the background doping of 
the semiconductor. Numerous such photogates with proper clocking sequence form a CCD imag-
ing array. For in-depth understanding of CCDs, we refer to Chap. 32 “Visible Array Detectors,” by 
Timothy J. Tredwell.

25.4 APPLICATIONS

The main commercial uses of photodetectors include optical communications and infrared sensing. 
Although these applications often overlap, optical communication typically involves transmitting 
data over an optical fiber at higher rates. The format is increasingly digital (telecommunications and 
data links) at rates from 1 Mbit/s to over 2 Gbit/s.

However, one growing application is cable TV where analog data rates from 1 to over 1000 MHz 
are most often found. Infrared sensing mostly involves nonfiber applications at sub-MHz analog 
rates. The property to be detected is usually the amplitude (in watts) and wavelength of the incom-
ing radiation. In digital applications, the wavelength and individual pulse amplitude are relatively 
fixed, and successful communication occurs simply by distinguishing when the pulse is “on” or 
“off.” Although very weak pulses must sometimes be detected, the actual amplitude of the pulse is 
irrelevant. The ultimate “resolving power” of the detector is when a weak pulse can no longer be dis-
tinguished from background noise, i.e., when the incoming signal strength S equals the background 
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FIGURE 9 Schematic diagram of a photogate.
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25.12  DETECTORS

noise strength N or when the signal-to-noise ratio S/N = 1. Thus, the strengths of individual pulses 
are unimportant as long as the presence of a pulse can be detected. Information is conveyed by 
the timing sequence of the pulses rather than by the amplitude of the individual pulse. Analog 
applications, on the other hand, depend critically on the frequency content and amplitude of the 
transmitted signal. In an AM cable TV transmission system, the detector must be able to linearly 
reproduce the incoming optical signal as an electrical current of the same frequency content and 
amplitude, and to minimize intermodulation and harmonic distortion that is invariably produced 
in the detection of an AM signal.

Infrared applications often involve spectroscopy whereby the detected electrical signal depends 
on both the optical wavelength and strength of the incoming infrared signal. Thus, the detector 
must be carefully calibrated in terms of “responsivity” (electrical amps/optical watt) versus wave-
length in order to accurately identify the nature of the incoming signal. Identification of gases (e.g., 
methane, which absorbs light near 1650 nm) depends on these properties. Other “infrared” applica-
tions include spectroscopy, remote sensing from satellite, and general laboratory detection. Not all
infrared applications are analog, however. One notable digital application is LIDAR (Light detection 
and ranging), which essentially is a form of laser radar. High-intensity light pulses are emitted into 
the atmosphere (or a gas) which absorbs, scatters, and reemits the laser pulse. The character of the 
light pulses detected near the source can be used to determine the nature of the gas particles that 
interact with the light: the absorbing wavelength, the gas density (velocity), and the amount present. 
Applications include remote pollution monitoring and “windshear detection,” whereby the presence 
of abrupt changes in wind velocity can be instantly detected at distances of several miles. This appli-
cation23 has been demonstrated with laser wavelengths of 2060 and 10,600 nm for use on an aircraft. 
The 2060-nm system works better in severe storms and does not require a cryogenically cooled 
detector (as does the 10,600-nm system).

One important noise source in infrared applications is the so-called 1/f noise which becomes 
noticeable at frequencies below 10 MHz. Although poorly understood, this noise is thought to 
originate at heterointerfaces such as semiconductor-metal contacts and heteroepitaxial interfaces. 
Photodiode arrays are often used to detect low-light-level signals of a few hundred photons, and 
they must integrate the signal for 1 second or more. However, with longer integration times, 1/f 
noise may become noticeable and can degrade the S/N ratio and thus, impose an upper limit on the 
effectiveness of longer integration times. Limiting 1/f noise becomes critical for numerous infrared 
sensing applications and research indicates that surface depletion width at the semiconductor-insu-
lator interface to be a major source of 1/f noise in the InGaAs photodiodes.24

One important area for detectors is the array configuration used both for spectroscopy (linear) 
and imaging (two-dimensional). Linear arrays are used in the so-called multichannel analyzers 
whereby the detector is placed behind a fixed grating and the instrument functions as “motion-
less” or “instant” spectrometer with each pixel corresponding to a narrow band of wavelengths. The 
resolution of the instrument is determined by the number and spacing of pixels, so narrow pixel 
geometries are needed along one direction whereas tall pixel geometries are needed along the per-
pendicular direction to enhance the light collection.

One “mixed” infrared/fiber-optic application is the use of large-area (typically 3 mm diameter) 
detectors for optical power meters: the optical equivalent of a voltmeter which accurately measures 
the amount of optical power in watts or dBm (number of decibels above or below 1 mW contained 
in an incoming beam). The large area ensures large collection efficiency. The most important 
parameter here is the responsivity and the uniformity of response across the detector.

A “figure-of-merit” for infrared detectors is D∗ (D-star), whereby detectors of differing area can 
be compared. It is related to the noise equivalent power (NEP) in watts, the lowest power a detector 
can detect at a signal-to-noise ratio of 1 as

  D f B AB∗ =( , , ) ( ) /λ 1 2 /NEP   (17)

where A is the detector area. The optical bandwidth B (often taken to be 1 Hz), frequency of signal 
modulation f , and operating wavelength l must be stated.
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25.5 RELIABILITY

In today’s global economy of severe competitiveness, new product development and innovation are 
incomplete without quality assurance and reliability. Reliability is the assurance that a device will 
perform its stated functions for a certain period of time under stated conditions, and considerable 
research has been done to improve the reliability of photodetectors.25–28 The two major industrial 
standards for testing semiconductor device reliability are (1) test methods and procedures for 
microelectronics (MIL. STD. 883C), and (2) Bellcore technical advisory (TA-TSY-00468). The for-
mer standard is generic to the semiconductor industry, while the latter is specifically developed for 
fiber-optic optoelectronic devices.

The tests performed under MIL. STD. 883C comprise the following major groups: (1) environ-
mental tests, e.g., moisture resistance, burn-in, seal, dew point, thermal shock, (2) mechanical tests, 
e.g., constant acceleration, mechanical shock, vibration, solderability, and bond strength, and (3) 
electrical tests, e.g., breakdown voltage, transition time measurements, input currents, terminal 
capacitance, and electrostatic discharge (ESD) sensitivity classification. Under the Bellcore Technical 
Advisory, each photodetector lot undergoes visual inspection, optical and electrical characteriza-
tion, and screening. Visual inspection removes any photodiodes with faulty wire bonds or cracks in 
the glass window or in the insulating films. Table 3 lists the electrical and optical testing performed 
on every photodiode. After testing, all the devices are sent for screening (burn-in), e.g., some 
In0.53Ga0.47As photodiodes are burned-in at 200°C for 20 hours at −20 V reverse bias to weed out any 
infant mortality.

Photodetector Life Test (Accelerated Aging)

To predict the lifetime or mean-time-to-failure (MTTF), accelerated aging tests are carried out on 
groups of diodes at several elevated temperatures. For example, the MTTF for 300 μm diameter 
InGaAs photodiodes was determined on groups of 20 screened devices at elevated temperatures of 
200, 230, and 250°C. The failure criterion was a 25 percent increase in the room temperature dark 
current value.28,29 The total lifetest extended over a time period of several years, and every week the 
samples were cooled to room temperature to check their dark current. Failed devices were removed 
from the sample population and the remaining good ones put back at the elevated temperature.

From the temperature-dependence of the data, it was observed that the failure mechanism is 
thermally activated. The Arrhenius relationship calculates the activation energy Ea for thermally 
activated failure29 as

  MTTF(T) ( / )= Ce E kTa   (18)

where, C is a constant, k is Boltzmann’s constant (8.63 × 105 eV/K), and T is the temperature in 
kelvin. Figure 10 shows the MTTF for three batches of 300 μm diameter In0.53Ga0.47As/InP photo-
diodes. Using least-squares fit to the data, the calculated activation energy Ea is 1.31 eV with a cor-
relation coefficient r 2 of 0.99. From Eq. (18) and an experimentally determined activation energy 

TABLE 3 Electrical and Optical Testing of Photodetectors

Tests or Measurement Parameter Symbol References

Optical response Responsivity R Bellcore Technology
 Gain G Advisory
Electrical performance Dark current Id TA-TSY-00468
 Breakdown voltage Vbr Issue 2, July 1988
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25.14  DETECTORS

of 1.31 eV, the MTTF at 25°C is calculated to be 1.34 × 1014 hours. Such a “geological” lifetime 
may seem to be an overkill, even for the electronics industry. However, when thousands of these 
devices are working together in a single system (e.g., telephones), the net MTTF of all these devices 
chained together may be on the order of only a few years. Thus, continuing improvements in reli-
ability must be an ongoing process. Reliability in most photodetectors is determined by a number 
of factors including: (1) material quality, (2) processing procedures, (3) planar technology versus 
mesa technology, and (4) amount of leakage current. Poor material quality can introduce crystal 
defects such as vacancies and dislocations which can increase the dark current. Higher dark current 
has been directly linked to lower MTTF.28 Device processing is probably the most crucial item in 
photodetector reliability. The dielectric (typically silicon nitride) used in planar detector processing 
serves as a diffusion mask in p-n-junction formation and a passivant (termination) for the junction 
so produced. Any surface states or impurities introduced here can directly increase leakage current 
and degrade reliability.

An important milestone in detector reliability was the changeover mesa to planar structures.2,30 
Just as the transistors in the 1950s were first made in mesa form, so were the optical photodetec-
tors of the 1980s, due to their simplicity and ease of fabrication. However, in both cases, reliability 
issues forced the introduction of the more complex planar structure. A sketch of a mesa and planar 
photodiode is illustrated in Fig. 11. A mesa photodiode typically is formed by wet chemical etching 
of an epitaxially grown p-n crystal structure, while in a planar process, a p-n junction is formed by 
diffusing a suitable p or n dopant in an n- or p-type crystal. It has been shown a planar structure to 
be more reliable than a mesa one30 because a p-n junction is never exposed to ambient conditions in 
a well-designed planar process. Exposure of the p-n junction can cause surface corrosion leading to 
increased leakage current and, in effect, poorer reliability.31
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230, and 250°C lifetest.
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25.6 FUTURE PHOTODETECTORS

A lateral p-i-n photodiode and a quantum well infrared photodetector (QWIP) have been developed 
with better characteristics compared to the photodetector structures. A long wavelength QWIP in 
the 8000- to 12000-nm band32–35 has posed a severe challenge to the present favorite mercury cad-
mium telluride photodetectors, while a medium wavelength QWIP in the 3000- to 5000-nm band36 
may compete with indium antimonide and platinum silicide photodetectors. A QWIP made from 
GaAs/AlGaAs heterosystems promises to have higher detectivity (D∗), higher yield due to well-
established 3-in wafer GaAs technology, and easier monolithic integration with circuit electronics. A 
lateral p-i-n diode, as the name implies, has charge carrier flow in a lateral direction compared to the 
vertical direction in a conventional (vertical) photodiode structure. Because of its process compat-
ibility and simple fabrication, a lateral p-i-n photodiode can be suitably integrated on an optoelec-
tronic integrated circuit (OEIC) chip37,38 having numerous field-effect transistors. An OEIC has a 
lower noise floor due to the reduced stray capacitances and inductances compared to that of hybrid 
detector-amplifier packages and finds applications in high-speed digital data communication.

Lateral p-i-n Photodetector

The vertical p-i-n structure in Fig. 6 has high sensitivity, low noise, low capacitance, better reliability, 
and an easy manufacturing process. However, such a vertical structure is nonplanar and therefore 
harder to integrate on an OEIC. The nonplanarity is also an issue with lasers and LEDs, and optical 
integration demands surface-emitting LEDs and lasers (SLEDs and SLASERs) over the conventional 
edge-emitting sources (ELED and ELASER). The cross section of an AlGaAs/GaAs lateral p-i-n pho-
todiode is shown in Fig. 12.

The higher-bandgap AlGaAs layer acts as a surface barrier, reducing the leakage currents. The 
low-bandgap GaAs layer absorbs the incoming light, and the generated carriers flow to the W-Zn 

FIGURE 11 Sketch of a mesa and planar photodetector.

Mesa Planar

Substrate

n

p+

Substrate

n

p+

GaAs substrate

GaAs

AlGaAs

Mo-Ge2W-Zn

SiN

p+ n+

FIGURE 12 Cross section of an AlGaAs/GaAs lateral p-i-n photodiode.38
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25.16  DETECTORS

and Mo-Ge2 ohmic contacts which act as the p and n regions, respectively. The diffusion of zinc 
and germanium in the ohmic contacts forms a compositionally graded barrier at the AlGaAs/
GaAs interface, rather than an abrupt interface. This smooth barrier helps the lateral p-i-n pho-
todiode to have better speed than a lateral metal-semiconductor-metal photodetector. A comfort-
able spacing of 3 to 5 μm between the p and n regions gives high quantum efficiency and low 
capacitance, thus providing all the desirable properties of a vertical p-i-n structure and yet being 
easier to integrate.

Quantum Well Infrared Photodetector

Quantum well infrared photodetectors (QWIPs) offer long wavelength (5000–10,000 nm) infrared 
detection by using materials whose bandgap normally allows them only to absorb light in the short 
wavelength (∼10,000 nm) region, e.g., GaAs/AlGaAs. The use of thin (<500 Å) layers allows the 
absorbing wavelength to be controlled by material geometry rather than its chemistry.39

Before discussing the QWIPs, we take the liberty of explaining a few basic terms and concepts 
of quantum physics. Superlattices or quantum well structures consist of a stack of ultrathin semi-
conductor layers normally 50 to 500 Å in thickness. Molecular beam epitaxy (MBE) techniques are 
frequently employed to grow these structures because their characteristically slow growth rate of a 
few Angstroms per seconds which helps achieve abrupt heterointerfaces. Two semiconductors of dif-
ferent compositions, when stacked together, form a heterointerface. Type III-V compound semicon-
ductors such as AlGaAs/GaAs and InAlAs/InGaAs are the best candidates for growing quantum well 
structures, as they can be easily doped and their alloy composition readily changed to form semi-
conductor layers of different bandgaps. Tailoring the bandgap can alter the heterobarriers, creating 
exciting device results. When quantum well layers have thicknesses less than the electron mean free 
path (typically 50 to 100 Å), electron and holes cannot have their normal three-dimensional motion. 
This restricts carriers to move in two dimensions in the plane of the layer.2,39 Because of this quan-
tized motion, a new band of discrete energy levels is generated. Carriers no longer obey Boltzmann’s 
statistics1 and optical absorption becomes more complicated than the conventional band-to-band 
absorption given by Eq. (1). The absorption of light energy by a quantum well structure can cause 
an electron to jump from “multiple valence subbands” to “multiple conduction subbands,” thereby 
enabling it to absorb light wavelengths not decided by the material properties (bandgap) of the 
semiconductor layers alone, but by its geometrical properties as well.

In QWIPs, the light energy transfers an electron in a bound state to an excited state in the con-
tinuum.40 Figure 13 shows an AlGaAs/GaAs quantum well structure with L being the width of the 

hn

Excited
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L
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FIGURE 13 Infrared detection with 
an AlGaAs/GaAs quantum well.40
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well and V1, V2 being the barrier heights. The electron excited by the IR radiation is swept out of the 
doped GaAs well by applying an external electrical field. By controlling the barrier heights V1 ,V2, and 
quantum well width L, the spectral response of a QWIP can be changed for the desired IR window 
of 3000 to 5000 or 8000 to 12,000 nm.40 A multiple period quantum well infrared photodetector is 
illustrated in Fig. 14.34 The n+-doped (2 × 1018 cm−3) GaAs quantum wells are 40 to 100 Å and the 
undoped AlGaAs barriers are of 500 Å thickness. The multiple period stack is sandwiched between 
two n+ GaAs-doped contacts. This photodetector has exhibited a blackbody D∗ of 1 × 1010 cm/
(Hz/W)1/2 at 68 K for a cutoff wavelength of 10,700 nm. InGaAs/AlInAs superlattices have exhibited 
blackbody D∗ of 2 × 1010 cm/(Hz/W)1/2 at 120 K with peak responsivity at 4000 nm.36

In summary, QWIPs have high detectivity, good uniformity, high yield, multiple spectral win-
dows, and intrinsic radiation hardness for numerous imaging and spectroscopy applications.41
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26.1

26

26.1 GLOSSARY

 A area

 A∗∗ modifi ed effective Richardson constant

 Ae(Ah) electron (hole) ionization parameters

 B bit rate

 CJ junction capacitance

 CP pad capacitance

 De(Dh) diffusion coeffi cient for electrons (holes)

 E electric fi eld

 en(ep) emission functions for electrons (holes)

 F frequency response

 f frequency

 f3dB 3-dB bandwidth

 G photoconductor gain

 H transfer function

 h Plank’s constant

 Id dark current

 Idm multiplied dark current

 Idu unmultiplied dark current

 Iph photocurrent

 i current

 〈 〉ina
2   amplifi er noise power

 J current density

 JDIFF diffusion component of current density

 JDRIFT drift component of current density
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26.2  DETECTORS

 Je(Jh) electron (hole) component of current density

 k ratio of electron to hole ionization coeffi cient

 kb Boltzmann constant

 L absorption layer thickness

 Le(Lh) diffusion length for electrons (holes)

 Ls series inductance

 M multiplication factor

 Mn(MP) electron (hole) initiated multiplication factor

 m electron mass

 n(p) electron (hole) density

 P input optical fl ux

 q electron charge

 R refl ectivity

 RL load resistance

 Rs series resistance

 R1(R2) refl ectivity of the surface (substrate) mirror in a resonant detector

 T temperature

 t time

 te(th) transit time for electrons (holes)

 VB breakdown voltage

 Vj junction voltage

ue, uh electron and hole velocities

 W thickness of the depleted region

 x position

a absorption coeffi cient

aFC free carrier absorption inside the absorption layer

aFCx free carrier absorption outside the absorption layer

aIB interband absorption

ai electron ionization rate

as scattering loss

b propagation constant in a waveguide photodetector

bi hole ionization rate

Γ confi nement factor

e permittivity

h quantum effi ciency

k coupling coeffi cient to the waveguide of a waveguide detector

l wavelength

me (mh) mobility for electrons (holes)

n optical frequency

s charge density

sd noise current spectral density

te, th trapping time at a heterojunction for electrons (holes)

ttr transit time

fbc (fbn) barrier height for the conduction band (valence band)

w angular frequency
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HIGH-SPEED PHOTODETECTORS  26.3

26.2 INTRODUCTION

High-speed photodetectors are required for telecommunications systems, for high-capacity local 
area networks, and for instrumentation. Many different detector structures and materials are 
required to cover this range of applications. Silicon is one of the most commonly used detector 
materials for wavelengths from 0.4 to 1.0 μm, while Ge photodetectors are used at longer wave-
lengths up to 1.8 μm. Silicon and germanium have indirect bandgaps at these wavelengths, which 
result in relatively small bandwidth-efficiency products. Consequently, for high-speed applications, 
direct bandgap semiconductors such as III-V materials are more important and are the focus of this 
chapter. Ga0.47In0.53As with a cutoff wavelength of 1.65 μm is especially useful for telecommunica-
tion photodetectors at 1.3 and 1.55 μm. GaAs has a cutoff wavelength around 0.9 μm and is ideal 
for visible and near-infrared applications.

This chapter will focus on the physics and technology of high-speed photodetectors. The next 
section discusses the different structures that are possible. Later sections discuss some specific results 
and motivations for particular structures. The primary limitations to detector speed are discussed, 
followed by a description of specific photodetector systems. To supplement this chapter, the reader 
should refer to excellent chapters and articles written specifically about photodetectors,1 photocon-
ductors,2 pin detectors,3 avalanche photodetectors,4 phototransistors,5 and receivers.6,7

26.3 PHOTODETECTOR STRUCTURES

Many photodetector structures have been demonstrated and many more structures are possible. 
In this section, we classify the different possible structures and identify a few of the trade-offs. The 
optimum structure for a given application depends on the required bandwidth, efficiency, saturation 
power, linearity, ease of integration, and leakage current.

There are four common types of photodetectors: (1) photovoltaic detectors, (2) photoconductive 
detectors, (3) avalanche photodetectors (APD), and (4) phototransistors. Photovoltaic detectors have 
blocking contacts and operate under reverse bias. The blocking contact can be a reverse-biased p-n 
junction or a Schottky contact. The photoconductive detector has identical, nonblocking contacts such 
as two n+ regions in an undoped sample. The avalanche photodetector has a similar configuration to a 
photovoltaic detector except that it has a high-field region that causes avalanching and results in gain in 
the detector. Improvements to the basic APD design include separate avalanche and gain regions (SAM 
APDs), and staircase APDs to increase the ratio of electron to hole (or hole to electron) multiplication 
rate. Phototransistors are three-terminal devices which have an integrated electronic gain region.

The second criterion is the contact type and configuration. The photogenerated carriers may be 
collected by means of (1) a vertical current collector, often a p-n or Schottky junction, (2) an inter-
digitated metal-semiconductor-metal (MSM) structure, or (3) a laterally grown or etched structure. 
These options are illustrated in Fig. 1a. PIN junctions are usually formed during the growth steps 
and tend to have low leakage current and high reliability.8,9 Schottky junctions are simple to fabri-
cate, but tend to have a large leakage current on narrow-gap semiconductors, such as InGaAs. MSM 
structures have the advantage of lower capacitance for a given cross-sectional area, but often have 
longer transit times, limited by the lithography capabilities possible in production. Experimental 
demonstrations with very fine lines (50 nm) have yielded high-speed devices with good quantum 
efficiencies. MSM detectors tend to be photoconductive detectors, but one could lower the capaci-
tance for a given area of a PIN detector by using an interdigitated MSM structure with p and n
regions under alternating metal fingers.

The third important aspect of photodetector design is the orientation of the light with respect 
to the wafer and the current collection region (Fig. 1b). Most commercial photodetectors are verti-
cally illuminated and the device area is 10 μm in diameter or larger, which allows simple, high-yield 
packaging with single-mode optical fibers, or easy alignment to external bulk optics. The problem 
with this configuration is that the absorbing layer must be thin for a high-speed detector to keep 
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26.4  DETECTORS

FIGURE 1 Schematic drawings of different types of photodetectors: (a) electrical configuration; (b) optical configuration—
vertical illumination; (c) optical configuration—horizontal illumination; and (d) absorbing material.
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HIGH-SPEED PHOTODETECTORS  26.5

the transit time of photogenerated carriers short. Consequently, the quantum efficiency is low, and 
single-pass vertically illuminated photodetectors tend to have bandwidth efficiency products around 
30 GHz.3 Bandwidth efficiency products are discussed in greater detail in Sec. 26.5. The bandwidth 
efficiency product can be increased by allowing two passes by reflecting the light off a metal layer 
or dielectric mirror.10 Making a resonant cavity with multiple reflections at particular wavelengths 
should allow bandwidth efficiency products in excess of 100 GHz.11−13 As will be seen below, essen-
tially 100 percent quantum efficiency is possible with bandwidths up to 20 GHz, so there is no need 
for resonant detectors unless the required bandwidth is above 20 GHz or wavelength selectivity is 
needed as in a wavelength division multiplexed (WDM) system.

The other class of optical inputs are horizontally illuminated photodetectors (Fig. 1c). The simplest 
configuration is an edge-illuminated detector. The primary problem with an edge-illuminated detec-
tor is that the light is not guided. Diffraction of the incident light causes absorption to occur outside 
of the high-field region, and slow diffusion tails in the impulse response occur. A solution to this prob-
lem is the waveguide detector, where an optical waveguide confines the light to the high-field absorp-
tion region.14−16 The waveguide efficiency product of this structure can be 100 to 200 GHz. However, it 
is limited by the capacitance of the structure, particularly if thin intrinsic layers are used for ultrahigh-
speed devices. A solution to the capacitance limitation is a traveling wave photodetector where the 
incoming optical beam is velocity matched with the generated microwave signal.17,18 The bandwidth 
efficiency product is then limited only by loss on the electrical transmission lines, and bandwidth 
efficiency products of hundreds of GHz are possible. Traveling wave detectors and, to a lesser extent, 
waveguide detectors have the important advantage that the volume of the light absorption can be 
quite large and, consequently, these detectors have much higher saturation powers.19 Velocity match-
ing in these structures requires quite narrow waveguides. Wu and Itoh20 have suggested separating the 
parts of the optical waveguide with microwave delay lines to achieve velocity matching.

The fourth issue is the type of absorbing material (Fig. 1d) (1) bulk; (2) quantum well; (3) quantum 
wire; (4) quantum dot; (5 to 7) strained quantum well, wire, or dot; (8) n-p-i-i structure. The vast 
majority of commercial and experimental detectors use bulk material. However, quantum well detectors21 
are becoming increasingly important in photonic integrated circuits (PICs) because the absorbing 
quantum well material is also used in other parts of the PIC such as the laser. Quantum wire photo-
detectors22 have potential advantages in terms of higher-bandwidth-efficiency products, but uniform 
quantum wires are rather difficult to fabricate. Quantum dot detectors have even higher peak absorp-
tion coefficients and more wavelength selectivity, but will probably have problems with slow impulse 
responses due to trapping of the carriers by the heterojunction. In other quantum-confined detectors, 
the carriers can be extracted along the quantum wire or well, and this problem can be avoided.22

The final classification is by means of the lifetime of the material. Conventional detectors have 
material lifetimes of typically 1 ns and achieve speed by using high field for rapid carrier collection. 
A second approach is to use low temperature (LT) grown material which has a very short lifetime, 
perhaps as low as 1 ps. A third approach is to damage the material by means of ion implantation. 
The final approach is to grow or diffuse in traps into the material such as iron23 or gold.

If we combine these classifications, we find that 2600 types of photodetectors are possible, and 
additional subgroups such as superlattice APDs or SAGM APDs increase the total even further. In 
reality, about 100 types of detectors have been demonstrated. One of the points of this section is 
that improvements in one type of detector, such as adding a resonant cavity to a PIN detector, can 
be applied to other types of detectors, such as adding a resonant cavity to an APD. In the following 
section, we discuss in more detail some of the real limitations to the speed of a detector, and then 
apply this knowledge to a few important types of detectors.

26.4 SPEED LIMITATIONS

Generally speaking, the bandwidths of most photodetectors are limited by the following factors: 
(1) carrier transit time, (2) RC time constant, (3) diffusion current, (4) carrier trapping at hetero-
junctions, and (5) packaging. These limiting factors will be discussed in turn with specific applica-
tion to p-i-n photodiodes.
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26.6  DETECTORS

Carrier Transit Time

In response to light absorbed in a material, the photogenerated carriers in the active region will 
travel across the high-field region and then be collected by the electrodes. As an example, Fig. 2a
shows the p-i-n structure with a photogenerated electron-hole charge sheet of density s. In response 
to the electric field, the electron will travel to the right and the hole to the left. This induces a 
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FIGURE 2 (a) Biased p-i-n structure. (b) Electrical 
field at the time when the electron-hole pairs are gener-
ated. (c) The perturbed electrical field due to the separated 
electron-hole pair. (d) The photocurrent due to single 
electron-hole pair. (e) The total photocurrent due to uni-
form illumination across the photodiode.
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HIGH-SPEED PHOTODETECTORS  26.7

displacement current and reduces the internal electric field (Fig. 2b and c), which is the cause of 
saturation in photodetectors. From Gauss’s law the difference in the electric field at the position of 
electron or hole is

  ΔE
q

=
σ
ε

  (1)

where q is the electron charge, and e is the permittivity. Due to the constant total voltage across the 
depletion region, the reduced electric field between the electron and hole will be compensated by 
the increased electric field outside. The rate of change of the electric field at the position X = X1 is

  
∂
∂
E
t

E

W
e h=−
+( )υ υ Δ

  (2)

where ue and uh are the saturation velocities for electrons and holes, respectively. The assumption of 
saturation velocities is valid at high fields. The displacement current is hence given by

  i t A
E

t

qA

W

q A

W
e h( )= − = +ε

υ σ υ σ∂
∂

  (3)

The current consists of two components due to the electron and hole currents. The electron current 
lasts for a time duration of (W − X0)/ue and hole current of X0/uh. This is shown in Fig. 2d. Here, we 
note that if the fast carrier (i.e., electron) travels a longer distance, then we have a shorter pulse. The 
total electron and hole currents are given by

  i t
q A

W
n x t dxe

e w
( ) ( , )= ∫

υ
0

  (4)

  i t
q A

W
p x t dxh

h w
( ) ( , )= ∫

υ
0

  (5)

where n(x, t) and p(x, t) represent the electron and hole densities in the depletion region. The total 
current is the sum of Eqs. (4) and (5).

RC Time Constant

The RC time constant is determined by the equivalent circuit parameters of photodiode. For example, 
the intrinsic response of the p-i-n diode can be modeled as a current source in parallel with a junc-
tion capacitor. The diode series resistance, parasitic capacitance, and load impedance form the exter-
nal circuit. Figure 3 shows the equivalent circuit of the p-i-n photodiode. The junction capacitance 
is defined by the edge of the depletion region (or space charge region). The series resistance is due to the 
ohmic contacts and bulk resistances. In addition, the parasitic capacitance depends on the metallization 

RS

ZLCPCJ
IS(t)

FIGURE 3 Equivalent circuit of a photodiode.
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26.8  DETECTORS

geometry. If the diode series resistance is Rs and a load resistance RL is used to terminate the device, 
then the electrical 3-dB bandwidth can be approximated as

  f
C C R RJ P L S

3dB =
+ +

1

2π( )( )
  (6)

If the photodiode is bonded by a section of gold wire, additional series inductance will be included 
in the load impedance. The 3-dB bandwidth due to parasitics in this case is then given in Ref. 3.

Diffusion Current

Diffusion current is important in detectors in which significant absorption occurs in regions outside 
the high-field region. This effect is reduced to some extent by recombination in these highly doped 
contact layers. Those carriers within about one diffusion length of the depletion region will have 
a chance to diffuse into the active region. This diffusion current will contribute a slow tail to the 
detector impulse response (Fig. 4). The electron diffusion current at the edge of the depletion region 
is given by

  J qD
n

x
qD

n

Le e e
e

= =
Δ∂

∂
  (7a)

and

  J qD
p

x
qD

p

Lh h h
h

= − =
Δ∂

∂   (7b)

where De(Dh) and Le(Lh) are the diffusion coefficient and diffusion length, respectively, for electrons 
(holes). The diffusion process is a relatively slow process compared with the drift process. Assuming 
the photocarrier density is n, with the Einstein relation and Eq. (7a), the electron diffusion current 
can be written as

  J qn
kT q

Le
e

DIFF

/
=

⎛
⎝⎜

⎞
⎠⎟

μ   (8)

and the drift current term for electron can be written as

  J qn eDRIF = μ E   (9)

where me is the electron mobility and E is the electric field. For most devices the electric field inside 
the depletion region is an order of magnitude larger than (kT/q)Le. For example, the hole diffusion 
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FIGURE 4 The origins 
of diffusion current.
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HIGH-SPEED PHOTODETECTORS  26.9

length for GaAs is typically around 10 μm and electric field is very often over 10 kV/cm. However, 
the diffusion-current terms could last as long as the carrier lifetime and the charge content in the tail 
can be as large as the drift component due to the slow diffusion times. For high-speed detectors, the 
diffusion-current problem can be eliminated with a double-heterostructure design that limits the 
absorbing regions to the high-field intrinsic regions.24

Carrier Trapping

Heterojunctions in photodetectors cause carrier trapping of electrons at conduction band disconti-
nuities and trapping of holes at valence band discontinuities (Fig. 5). Hole trapping is a significant 
problem in long-wavelength photodetectors because of the large valence band discontinuity at the 
InP/InGaAs heterojunction. Usually, the emission rate is approximated by thermionic emission. If 
the interface deep-level recombination rate is significant, the total emission rate will be the sum of 
the two emission rates. The emission functions for electrons and holes are given by

  e t t u tn e e( ) ( / )exp( ) ( )= −1 τ τ/   (10a)

  e t t u tp h h( ) ( / )exp( ) ( )= −1 τ τ/  (10b)

where te (th) represents the emission time constant for electron (hole) and u(t) is the step function. 
The rates of thermionic emission of trapped carrier are related to the Schottky barrier height due to 
the bandgap discontinuity:

  1/ /τ φe beB kT= −exp( )   (11)

where B is a constant and fbc is the barrier height for the conduction band. The response of the 
carrier-trap current in time domain is often obtained by convolving an intrinsic current source with 
the emission function. Since the applied bias will reduce the barrier height, sufficient device bias 
therefore will increase the emission rate. In order to reduce the barrier height, superlattice or com-
positional grading is often added at the heterointerface.24

Packaging

The external connections to the photodetector often limit the detector performance. Another 
problem is that the photodiode is a high impedance load and the device has a reflection coefficient 
close to unity. One solution to this problem is to integrate a matching resistor with the device.24 
This can usually be added using the lower contact layer without adding any additional mask or 
process steps. Figure 6 shows a Smith chart plot of the impedance of a typical photodetector along 
with the impedance of a device with an integrated matching resistor. A good match up to 40 GHz 
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FIGURE 5 Heterostructure 
carrier trapping effect.
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26.10  DETECTORS

is achieved. The disadvantage of a load resistor is the reduction in effective quantum efficiency by 
a factor of two since half of the photocurrent goes through the matching resistor. However, since 
the load resistance is now one-half, the RC time constant is also cut in half. Bandwidths in excess 
of 100 GHz have been achieved with quite large devices (7 × 7 μm2) in this way. A second problem 
with very high speed devices is the difficulty in building external bias circuits without resonances 
in the millimeter range. The necessary bias capacitor and load resistor can be integrated with p-i-n 
photodetector without adding any additional mask or process steps by using a large-area p-i-n 
region as the capacitor and using the lower contact layer as the series resistor.23 A photograph of the 
device is shown in Fig. 7 along with the device performance. In this case, bandwidths in excess of 
100 GHz were achieved.

Optical fiber alignment and packaging are now quite standard. Simplified alignment by means of 
holes etched in the substrate of back-illuminated photodiodes may allow passive alignment of opti-
cal fibers. The photodetectors must be antireflection coated to reduce the reflection to air or optical 
epoxy. Single dielectric layers are typically used to minimize the reflection at one wavelength. Braun 
et al.25 have achieved minimum reflectivity at multiple wavelengths with one dielectric layer by using 
one of the semiconductor layers in a multiple antireflectivity design.

26.5 P-I-N PHOTODETECTORS

Vertically Illuminated p-i-n Photodiode

In order to increase the frequency response of the vertically illuminated p-i-n photodiode, the effi-
ciency is always sacrificed. As the active layer thickness is reduced, the transit time decreases, and the 
optical absorption decreases, and there is a trade-off between the efficiency and speed. The external 
quantum efficiency for a surface-illuminated p-i-n diode is given by

  η α= − × − −( ) ( )1 1R e L   (12)

FIGURE 6 Smith chart of the 
impedance of typical photodiodes and 
photodiodes with integrated matching 
resistors.
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HIGH-SPEED PHOTODETECTORS  26.11

FIGURE 7 (a) Schematic diagram of a p-i-n photodiode with integrated matching resistor and bias circuit. 
(b) Impulse response of a 2 × 2 μm pin detector compared to 7 × 7 μm detectors with and without matching resistors. 
(After Ref. 24.) (c) Dependence of measured bandwidth on detector area and comparison to the theory presented in 
the text.
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26.12  DETECTORS

where R is the surface reflection, a is the absorption coefficient, and L is the active layer thickness. 
Since the absorption coefficient is a function of wavelength a = a(l), usually a decreases as l 
increases. Thus, the diode intrinsic response is wavelength dependent. We can easily see the effect of 
light absorption on the transit-time-limited bandwidth by comparing the transit-time response3,25 
for two limiting cases for aL → 0 and aL → ∞ when te = th = tr. The transit-time frequency response 
for a uniformly illuminated detector is

  F L( )
sin

ω
ωτ

ωτ

ωτα → = +

⎛
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  (13)

For electron-hole pairs generated near the p side of the intrinsic region, electrons travel across the i
region, and the frequency response is given by

  F L( )
sin

ω

ωτ

ωτα →∞ =

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

tr

tr

2

2

  (14)

For these two limits, the transit-time-limited bandwidths are f L3 0 0 45dB( ) tr/α τ= = .  and f L3dB( = )α ∞ = 
0.55/ttr , respectively. For long-wavelength high-speed p-i-n diodes, the absorption layer is often very 
thin so that 1 − exp(−aL) ≈ aL. The bandwidth efficiency product for transit-time-limited p-i-n 
diode is given by3

  η αυf s3 0 45dB = .   (15)

Figure 8 shows the calculated 3-dB bandwidth for GaInAs/InP p-i-n diodes on the device area versus 
thickness plane for wavelength l = 1.3 μm. The horizontal axis is the active layer thickness (which 

FIGURE 8 Calculated 3-dB bandwidth contours for a GaInAs pin vertically illu-
minated photodiode.
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HIGH-SPEED PHOTODETECTORS  26.13

corresponds to the quantum efficiency) and the vertical axis is the device area. As we can see, when 
the device active layer thickness decreases, the quantum efficiency of p-i-n diode also decreases due 
to the insufficient light absorption in the active layer. The capacitance decreases as the device area 
decreases. Optimization of the device bandwidth is reached when transit-time-limited bandwidth 
approximately equals the RC limited bandwidth.

To minimize the bonding-pad capacitance, a semi-insulating substrate and thick polyimide layer 
are often used. Sometimes the series inductance of the bond wire is used to resonate the parasitic 
capacitance, and this results in a slightly peaked response with an increased 3-dB corner frequency. 
The electrical transfer function with series inductance is given by

  H
R

R R C C L C C j R C
L

S L J P S J P L J

( )
[ ( ( ))] [ ( (

ω
ω ω

=
− + + −1 2 ++ + −C R C R C C LP S J S J P S) ) ]ω 3

  (16)

where LS is the series inductance.
To achieve high detector bandwidth, double heterostructure InP/GaInAs/InP p-i-n photodiodes have 

been fabricated to reduce the diffusion-current problem. However, carrier trapping can limit the impulse 
response. This effect can be characterized by the emission function e t te h e h e h, , ,( ) ( / )exp( )= −1 τ τ/  where 
te,h is emission time for electron (hole). The current-source response due to the electron and hole trap-
ping at the heterointerfaces for p-side illumination is given by
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and for n-side illumination is given by
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 (18)

where te,h is the electron (hole) transit time. Other than the original p-i-n diode response, the extra terms 
1/(1 + jw te,h) are due to the trapping effect. For InGaAs/InP heterostructure p-i-n diodes, the valence 
band offset is larger than the conduction offset and the hole effective mass is much larger than the elec-
tron effective mass. Thus, hole trapping is worse than the electron trapping in an InGaAs/InP p-i-n diode.

Waveguide p-i-n Photodiode

The main advantages of waveguide detectors are the very thin depletion region resulting in a very 
short transit time and the long absorption region resulting in a high bandwidth photodetector 
with a high saturation power (Fig. 1c). Due to the thin intrinsic layer, it can often operate at zero 
bias.27 The absorption length of a waveguide detector is usually designed to be long enough (>5 μm) 
to ensure full absorption. The waveguide structure design (Fig. 9) is often required to have low 
coupling loss due to modal mismatch and reasonable effective absorption coefficient. The external 
quantum efficiency of a waveguide p-i-n detector is28,29

  η κ α
α

α= − −( ) ( )1 1R e
LΓ IB   (19)
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26.14  DETECTORS

where k is the coupling efficiency due to the modal mismatch, Γ is the mode confinement factor, aIB
is the interband absorption. The loss coefficient a is given by

  α α α α α= + + − +Γ Γ ΓIB FC FC( )1 x s   (20)

where aFC, aFCx are the free carrier absorption loss inside and outside the absorption layer, as is the 
scattering loss. Kato et al.14 reported an InGaAs waveguide p-i-n diode with bandwidth of 40 GHz. 
The detector quantum efficiency is 44 percent at 1.55-μm wavelength. The coupling loss estimated by 
an overlap integral was 2.1 dB. To reduce the coupling loss, it is important to have a good design of 
the layer structure to reduce modal mismatch and to coat the facet with an antireflecting (AR) film.

FIGURE 9 Schematic diagram of (a) a waveguide photodetector (after Ref. 14) and (b) a trav-
eling wave photodetector (after Ref. 17).
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HIGH-SPEED PHOTODETECTORS  26.15

Resonant p-i-n Photodiode

A resonant detector utilizes the multiple passes in a Fabry-Perot resonator to achieve high quantum 
efficiency with thin absorbing layers (Fig. 1b). Since the speed of light is about three orders of mag-
nitude faster than the carrier velocities, the quantum efficiency can be increased without significant 
pulse broadening due to the effective optical transit time.

The schematic diagram of a resonant cavity-enhanced photodetector is shown in Fig. 10. The 
efficiency of the resonant detector is given by
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where R1, R2 are mirror reflectivities, f1, f2 are mirror phase shifts, β π λ= 2 /n  is the propagation 
constant, and d is the thickness of active region. The quantum efficiency has its maximum when 
2 2 1 2 31 2β φ φ πL m m+ + = =( , , , . . .) and the quantum efficiency is then
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Figure 11 shows the calculated resonant quantum efficiency versus normalized absorption coeffi-
cient a d.11 High quantum efficiency is possible even from thin absorption layers.

However, in terms of the fabrication, the material growth, and the structure design, building a 
high-speed resonant photodetector is not a simple task. The required low resistance and low capaci-
tance with incorporated mirror structure is difficult to achieve due to the significant resistance of 
the multiple heterojunction mirror stack.

FIGURE 11 Dependence of quantum efficiency on 
mirror design in a resonant photodetector. (After Ref. 13.)
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26.16  DETECTORS

26.6 SCHOTTKY PHOTODIODE

Schottky photodiodes30–32 are especially attractive for integration with FETs and III-V integrated cir-
cuits because of their simple material structure and easy fabrication. Figure 12 shows the Schottky 
barrier structure. For front-illuminated devices, the metal is very thin so that the light can penetrate 
the metal with very little loss. The J-V characteristic of a Schottky diode is given by33

  J J
qV

k TB

=
⎛
⎝⎜

⎞
⎠⎟

−
⎡

⎣
⎢

⎤

⎦
⎥0 1exp   (23)

where
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∗∗ exp
Φ

  (24)

and fb is the barrier height and A∗∗ is the modified effective Richardson constant.34

The dynamics of photogenerated carriers in a Schottky diode are similar to those of a p-i-n diode 
(Fig. 2). The dynamics of both electrons and hole must be included in the analysis of a Schottky 
photodiode, resulting in expressions for the Schottky diode response given in Eqs. (13) to (18) with 
the exception that there is no diffusion current from the metal layer. The equivalent circuit of a 
Schottky diode is the same as that of a p-i-n diode.

In high-speed applications, GaAs Schottky diodes in the short-wavelength region with band-
widths over 200 GHz have been reported.36 These devices can be combined with FETs or sampling 
diodes.35,36 Figure 13 shows an integrated Schottky photodiode with a diode sampling circuit. A pair 
of short voltage pulses are generated by the nonlinear transmission line and a differentiator. The 
short voltage pulses are used to control the sampling capacitors to measure the photodiode signal. 
The sampled signal is then passed through a low-pass filter to extract the equivalent time domain 
waveform. Impulse responses of under 2 ps have been demonstrated in this way.36

In the long-wavelength region, GaInAs Schottky diodes experience high dark current problems 
due to the relatively low Schottky barrier height at the metal/GaInAs interface.37 An InP or qua-
ternary layer is usually added at the interface in order to increase the Schottky barrier height.38 A 
graded bandgap layer (e.g., GaInAsP) is then needed at the GaInAs/InP interface to reduce hole 
trapping.
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FIGURE 12 Schematic diagram of a 
Schottky barrier photodiode.
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26.7 AVALANCHE PHOTODETECTORS

High-speed avalanche photodetectors (APDs) are widely used in fiber communication. APDs with 
gain-bandwidth (GB) products in excess of 100 GHz have been reported.39–43 In long-wavelength 
applications, InGaAs/InP APDs are better than Ge APDs due to their lower dark current and lower 
multiplication noise. The Ge APD also has a limited spectral response at 1.55-μm wavelength. The 
maximum achievable GB product of InGaAs/InP APDs is predicted to be around 140 GHz,44 while 
the gain-bandwidth product of Si APDs in the near-infrared region can have GB products of over 
200 GHz.45 InGaAs/InAlAs superlattice avalanche photodiodes have a lower ionization ratio (k = 0.2)46

than bulk avalanche photodiodes, and lower noise and higher gain-bandwidth product can be 
achieved.

High-speed GaInAs/InP APDs make use of separated absorption and multiplication layers 
(SAM APD). Figure 14 shows the simplified one-dimensional APD structure. The narrow band-
gap n-GaInAs layer absorbs the incident light. The layer is usually thick (>1 μm) to ensure high 
quantum efficiency. The electric field in the absorption layer is high enough for carriers to travel 
at saturated velocities, yet is below the field where significant avalanching occurs and the tunneling 
current is negligible. The wide bandgap InP multiplication layer is thin (a few tenths of a micron) 
to have shorter multiplication buildup time.47,48 The bias is applied to the fully depleted absorption 
layer in order to obtain effective carrier collection efficiency and, at the same time, electric field in 
the multiplication region must be high enough to achieve avalanche gain. A guard ring is usually 
added to prevent premature avalanche breakdown (or microplasma) at the corner of the diffusion 
edge. To reduce the hole pileup effect, a graded bandgap layer (e.g., superlattice or compositional 
grading) is often added at the heterointerface between the absorption layer and multiplication 
layer. This is the so-called separated absorption, grading, multiplication avalanche photodiode 
(SAGM APD).

FIGURE 13 Integrated Schottky photodiode and sampling circuit. (After Ref. 35.)
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26.18  DETECTORS

The multiplication process in APDs can be described by the electron and hole ionization coeffi-
cients ai and bi. The field dependencies of ionization coefficients for electrons and holes are given by

  α i e ex A B E x( ) exp( ( ))= − /   (25a)

  βi h hx A B E x( ) exp( ( ))= − /   (25b)

where Ae,h and Be,h are constant parameters.49 Since the electric field is generally position-dependent, 
the ionization coefficients are also position-dependent. With Eq. (25a, b) and the electric field distri-
bution, the position-dependence of ionization coefficients can be derived. The multiplied photocur-
rent in the avalanche region ( )0 ≤ ≤x W  including injected electron current density Jn(0), injected 
hole current density Jp(0), and photo-generation of electron-hole pairs g(x) was derived by Lee et al.50 
The total photocurrent density is given by
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  (26)

The electron-initiated and hole-initiated multiplication factors, Mn and Mp, can be obtained by 
putting Jp(w) = g(x) = 0 and Jn(0) = g(x) = 0, respectively in Eq. (26):
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FIGURE 14 Schematic diagram of a 
SAGM APD.
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The bandwidth of an APD is limited by the device RC time constant when the multiplication 
gain M is low (i.e., M < ai/bi). As the multiplication gain increases above the ratio of the electron 
and hole ionization coefficients (i.e., M > ai/bi), the avalanche buildup time becomes the dominant 
limitation on 3-dB bandwidth and the product of the multiplication gain and 3-dB bandwidth 
reaches a constant. The multiplication factor M as a function of frequency was derived by Emmons51 
and is given by

   M
M

M
Mo

o i i( ) ,
/

ω
ω τ

α β≈
+{ }

>
1 2

0
2

1
2

1 2
/   (28a)

  τ α β τ1 ≈ N i i( )/    (28b)

where t1 is the effective transit time, t is the multiplication-region transit time, and N(bi/ai) is a 
number changing between 1/3 and 2 as bi/ai varies from 1 to 10−3. The dc multiplication factor Mo is 
given by Miller:52

  M
V Vo

j B
n

=
−

1

1 ( )/
  (29)

where VB is the breakdown voltage, Vj is the junction voltage, and n is an empirical factor (n < 1).
The total APD dark current consists of two components. Idu is the unmultiplied current which is 

mainly due to the surface leakage current. Idm is the bulk dark current experiencing the multiplica-
tion process. The total dark current is expressed by

  I I MId = +du dm   (30)

where M is the avalanche gain. The noise current spectral density due to the dark current is given by

  σd qI qI M F M2 22 2= +du dm ( )   (31)

where F(M) is the avalanche excess noise factor derived by McIntyre.53 Excess noise factors for electron-
initiated or hole-initiated multiplication are given by

  F M F M kM k Me( ) ( ) [ ( )( )]= = + − −1 2 1/   (32a)
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where k is the ratio of the ionization coefficient of holes to electrons (k = bi/ai), and k is assumed 
to be a constant independent of the position. Figure 15 shows the sensitivity of an APD receiver as 
a function of keff which is obtained by weighting the ionization rates over the electric field profile. 
From Fig. 15 we can see that the smaller the k factor is, the smaller the noise factor is and the better 
the receiver sensitivity is. Ge APDs have k values close to unity (0.7 to 1.0). GaInAs/InP APDs using 
an InP multiplication region have 1/k values from 0.3 to 0.5. Silicon is an excellent APD material 
since its k value is 0.02. Therefore, a Si APD has an excellent low dark current noise density and is 
predominantly used at short wavelengths compared with Ge APDs and GaInAs/InP APDs which are 
used at longer wavelengths.

In optical receiver applications,54,55 the photodetector is used with a low-noise amplifier. The 
dark current noise power is given by

  i qI BI qI M F M BInd
2

du dm= +2 22
2

2( )   (33)
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26.20  DETECTORS

where B is the receiver bit rate and I2 is a parameter depending on the input optical pulse shape. The 
receiver sensitivity penalty56 is given in terms of parameter eN.

  η ε ηP PN o= +( )1   (34)

where ηPo is the sensitivity with zero dark current. For example, eN = 0.023 for a 0.1-dB penalty. The 
maximum allowable dark current for a given sensitivity for a p-i-n FET receiver is

  I
qBI

iN N
du na

2=
+ε ε( )2

2 2

  (35)

where 〈 〉ina
2  is the amplifier noise power and is proportional to B3 above 100 MBits/s. Therefore, the 

maximum allowable dark current is proportional to B2. For APD receivers, the maximum allowable 
dark current Idm as a function of bit rate can be approximated by assuming that the sensitivity 
penalty is within 1 or 2 dB and optimum gain is constant. In Fig. 16, as we can see, the dark current 
is proportional to B at lower bit rates and B1.25 at higher bit rates. So, as the bit rate increases, the 
maximum allowable dark current increases.

26.8 PHOTOCONDUCTORS

High-speed photoconductors57−62 have become more important not only because of their simplic-
ity in fabrication and ease of integration with MESFET amplifiers but also because of their useful 
applications for photodetector and photoconductor sampling gates. Usually the photoconducting 
film has a high density of defects with the trap energy levels deep within the bandgap to shorten 
the material lifetime and the detector impulse response. The characteristics of the photoconduc-
tive films include (1) high resistivity due to the fact that Fermi level is pinned at the midgap, 
(2) enhanced optical absorption for photon energy below the bandgap due to the introduction of 
new bandgap states, and (3) easy fabrication of ohmic contacts possibly due to the enhancement of 
tunneling through the narrow Schottky barrier with a pinned Fermi level.
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FIGURE 15 Dependence of APD receiver sensitivity on b/a in SAGM 
APDs. (After Ref. 7.)
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Figure 17 shows a typical photoconductor on a microstrip line structure. The photoconduc-
tive film is formed on top of a semi-insulating substrate. A microstrip transmission line consists of 
microstrip electrodes on top and ground plane on bottom. Under a steady-state illumination, the 
photogenerated carrier will experience high electrical field and travel to the electrodes. The photo-
current is 

  I
q GP

hvph =
η

  (36)

where h is the external quantum efficiency, G is the photoconductor gain, and P is optical input flux. 
The photoconductor gain G is given by

  G = τ
τ tr

  (37)

which is the ratio of carrier lifetime t to the carrier transit time ttr. The frequency response of a 
photoconductive detector is plotted in Fig. 18 for different material lifetimes. In a detector without 
damage sites, the gain can be quite large at low frequencies. We can see from this figure how the 
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increased bandwidth is achieved at the expense of quantum efficiency. Using smaller finger separa-
tions, higher quantum efficiency can be achieved for a particular bandwidth.

The standard microstrip line configuration has reflection problems in the thickness direction of the 
substrate and the dispersion characteristics of a microstrip line is worse than that of a coplanar stripline.57 
Coplanar striplines with ‘‘sliding-contact” excitation can have zero capacitance to first order.58 The 
photoconductor using coplanar stripline has been very successful in generating short electrical pulses. 
To measure the short electric pulse, several techniques can be used such as photoconductor sampling or 
electro-optic sampling. Both of the above techniques can provide subpicosecond resolution. The copla-
nar strip line configuration with sliding contact and sampling gate is shown in Fig. 19a. The equivalent 
circuit is shown in Fig. 19b.58 The infinite capacitances represent that the line extends without end in 
both directions. The generated electrical signal due to the time-varying resistance Rs(t) is

  V t V
Z

Z R t Rb
o

o s c
out( )

( )
=

+ +
  (38)

where Rc is the contact resistance. If the excitation intensity is sufficiently low to keep Rs(t) >> Zo, then

  V t V
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R t Rb
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+
  (39)

The photoconductor resistance Rs(t) can be related to the photoexcited electron-hole pair density 
n(t):59
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e e e
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FIGURE 18 Frequency response of a photoconductor.
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where L is the gap width, w is the width of photoconductive volume and de is the effective 
absorption length. When the pulse width is of the same order of magnitude as carrier lifetime 
and much shorter than the carrier transit time across the switch gap, the electron-hole pair density 
is given by

  n t e e
P t R

hvwd
dtt t

t o

e

( )
( )( )

/ /=
−− ∫τ τ η

0

1
  (41)

Here, we notice that the carrier density is an exponential decay function, so G(t) = 1/Rs(t) is also an 
exponential decaying function with a time constant t. This can be explained as a result of the convo-
lution of the laser pulse with an exponential function with carrier life time t.

The low temperature (LT) grown GaAs60 can have both high carrier mobility and subpicosec-
ond carrier lifetime when being compared with that of the ion-implanted photoconductor.61 The 
dislocation density in LT GaAs is about the same as that in GaAs epitaxial layer grown at normal 
substrate temperatures such that the LT GaAs has a mobility as high as that of the bulk material. The 
resistivity of the LT GaAs is greater than that of semi-insulating GaAs (>1017 Ω-cm) due to its high 
deep-level concentration. The LT GaAs photoconductive-gap switch in a coplanar strip transmission 
line configuration has obtained a 1.6-ps (FWHM) response with a 3-dB bandwidth of 220 GHz. Chen 
et al.62 reported a high-speed photodetector utilizing LT GaAs MSM photoconductor. To achieve 
reasonable quantum efficiency and high-speed response, the optimum design requires carrier tran-
sit time approximately equal to carrier lifetime. With this requirement, the carriers not collected 
fast enough by the electrodes will be consumed by recombination. The response of a 0.2-μm finger 
and space MSM photodetector was measured by electro-optic sampling system. A 1.2 ps (FWHM) 
response with a 3-dB bandwidth of 350 GHz is obtained.

FIGURE 19 (a) Coplanar circuit layout of a photoconductor 
with sliding contact and (b) Equivalent circuit.
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26.9 SUMMARY

Photodetector performance has steadily improved over the past decade. High-speed detectors are now 
available at a variety of wavelengths from 1.65 to 0.4 μm. MSM photoconductors have demonstrated 
the shortest impulse responses of under a picosecond. For applications that require high speed and 
high efficiency, the best results have been obtained using two passes through a p-i-n photodetector 
(30 percent quantum efficiency with 110-GHz bandwidth). Many applications require a high satura-
tion power, and waveguide photodetectors have achieved the best results (20-GHz bandwidth with 
0.5-A/W responsivity and 10-mW saturation power). Traveling wave photodetectors appear to offer the 
ultimate results in high-speed, high-responsivity, high-saturation power detectors. The combination of 
high-speed photodetectors with optical amplifiers is resulting in superb sensitivity of all bit rates, but 
requires the fabrication of high-speed photodetectors with at least 10-dBm saturation power.

An increasing amount of attention is being paid to integrating high-speed photodetectors with 
electronic and photonic circuits. Integration with electronic circuits increases the performance 
by eliminating the parasitics and limited bandwidth of bonding pads, wires, and connectors. 
Integration with optical waveguides decreases the optical loss associated with coupling from one 
device to another and reduces the packaging cost. Integration of photodetectors with optical ampli-
fiers and wavelength tuning elements is a particularly important research direction.
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27.1 GLOSSARY

 A dimensionless material constant for 1/f noise

 C capacitance (farads)

 I current (amps)

 Ishot noise shot noise current (amps)

 k Boltzmann’s constant

 q electron charge (Coulombs)

 R resistance (ohms)

 S/N signal-to-noise ratio

 T temperature (Kelvin)

 VJohnson, rms RMS Johnson noise voltage (V)

 Δf bandwidth (Hz)

27.2 INTRODUCTION

Many optical systems require a quantitative measurement of light. Applications range from the very 
simple, such as a light meter using a photocell and a d’Arsenval movement, to the complex, such as 
the measurement of a fluorescence lifetime using time-resolved photon counting.

Often, the signal of interest is obscured by noise. The noise may be fundamental to the pro-
cess: photons are discrete quanta governed by Poisson statistics which gives rise to shot noise. Or, 
the noise may be from more mundane sources, such as microphonics, thermal emf ’s, or inductive 
pickup.

This chapter describes methods for making useful measurements of weak optical signals, even 
in the presence of large interfering sources. The chapter will emphasize the electronic aspects of 
the problem. Important details of optical systems and detectors used in signal recovery are cov-
ered in Chap. 24, “Photodetectors,” by Paul R. Norton; Chap. 25, “Photodetection,” by Abhay M. 
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Joshi and Gregory H. Olsen; and Chap. 26, “High-Speed Photodetectors,” by John E. Bowers and 
Yih G. Wey in this volume.

27.3 PROTOTYPE EXPERIMENT

Figure 1 details the elements of a typical measurement situation. We wish to measure light from the 
source of interest. This light may be obscured by light from background sources. The intensity of the 
source of interest, and the relative intensity of the interfering background, will determine whether 
some or all of the techniques shown in Fig. 1 should be used.

Optics

An optical system is designed to pass photons from the source of interest and reject photons from 
background sources. The optical system may use spatial focusing, wavelength, or polarization selec-
tion to preferentially deliver photons from the source of interest to the detector.

There are many trade-offs to consider when designing an optical system. For example, if the 
source is nearly monochromatic and the background is broadband, then a monochrometer may 
be used to improve the signal-to-background ratio of the light reaching the detector. However, if 
the source of interest is an extended isotropic emitter, then a monochrometer with narrow slits and 
high f-number will dramatically reduce the number of signal photons from the source which can be 
passed to the detector. In this case, the noise of the detector and amplifiers which follow the optical 
system may dominate the overall signal-to-noise ratio (S/N).

Photodetectors

There are many types of nonimaging photodetectors. Key criteria to select a photodetector for 
a particular application include sensitivity for the wavelength of interest, gain, noise, and speed. 
Important details of many detector types are given in other chapters in the Handbook. Operational 
details (such as bias circuits) of photomultipliers which are specific to boxcar integration and pho-
ton counting are discussed in Sec. 27.5.

Amplifiers

In many applications, the output of the detector must be amplified or converted from a current to 
a voltage before the signal may be analyzed. Selection criteria for amplifiers include type (voltage or 
transconductance), gain, bandwidth, and noise.

Background

Modulation

Signal Optics

Bias

PMT Amp

Signal
detection

FIGURE 1 Prototypical optical measurement.
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Signal Analysis

There are two broad categories of signal analysis, depending on whether or not the source is modu-
lated. Modulating the source allows the signal to be distinguished from the background. Often, 
source modulation is inherent to the measurement. For example, when a pulsed laser is used to 
induce a fluorescence, the signal of interest is present only after the laser fires. Other times, the mod-
ulation is “arranged,” as when a cw source is chopped. Sometimes the source cannot be modulated 
or the source is so dominant over the background that modulation is unnecessary.

27.4 NOISE SOURCES

An understanding of noise sources in a measurement is critical to achieving signal-to-noise per-
formance near theoretical limits. The quality of a measurement may be substantially degraded by a 
trivial error. For example, a poor choice of termination resistance for a photodetector may increase 
current noise by several orders of magnitude.1

Shot Noise

Light and electrical charge are quantized, and so the number of photons or electrons which pass a 
point during a period of time are subject to statistical fluctuations. If the signal mean is M photons, 

its standard deviation (noise) will be M , hence the S N M M M/ /= = . The mean M may be 
increased if the rate is higher or the integration time is longer. Short integration times or small sig-
nal levels will yield poor S/N values. Figure 2 shows the S/N, which may be expected as a function of 
current level and integration time for a shot-noise limited signal.

“Integration time” is a convenient parameter when using time-domain signal recovery tech-
niques. “Bandwidth” is a better choice when using frequency-domain techniques. The rms noise 
current in the bandwidth Δ f  Hz due to a “constant” current, I amps, is given by

  I qI fshot noise = Δ( )2   (1)

where q = 1.6 × 10−19 C

Current Quanta (No./s)

1 A

1 mA
1 ns 1 μs

1 ms 1 s

103s

106s

1018

109

10

1 uA

1 nA

1 pA

1 fA

1 aA

S/N

0.1 1 10 102 103104105106107108109

FIGURE 2 Signal-to-noise versus flux and mea-
surement time.
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Johnson Noise

The electrons which allow current conduction in a resistor are subject to random motion which 
increases with temperature. This fluctuation of electron density will generate a noise voltage at the 
terminals of the resistor. The rms value of this noise voltage for a resistor of R ohms, at a tempera-
ture of T Kelvin, in a bandwidth of Δf  Hz is given by

  V kTR fJohnson,rms = ( )4 Δ   (2)

where k is Boltzmann’s constant. The noise voltage in a 1-Hz bandwidth is given by

  V RJohnson,rms per Hz nV ohms( ) . ( ( ))= ×0 13   (3)

Since the Johnson noise voltage increases with resistance, large-value series resistors should be avoided 
in voltage amplifiers. For example, a 1-kΩ resistor has a Johnson voltage of about 4 1. nV/ Hz . If 
detected with a 100-MHz bandwidth, the resistor will show a noise of 41-μV rms, which has a peak-
to-peak value of about 200 μV.

When a resistor is used to terminate a current source, or as a feedback element in a current-to-
voltage converter, it will contribute a noise current equal to the Johnson noise voltage divided by the 
resistance. Here, the noise current in a 1-Hz bandwidth is given by

  I RJohnson,rms per Hz pA/ ohms( ) ( )=130   (4)

As the Johnson noise current increases as R decreases, small-value resistors should be avoided when 
terminating current sources. Unfortunately, small terminating resistors are required to maintain a 
wide frequency response. If a 1-kΩ resistor is used to terminate a current source, the resistor will 
contribute a noise current of about 4.1 pA/ Hz , which is about 1000× worse than the noise current 
of an ordinary FET input operational amplifier.

1/f Noise

The voltage across a resistor carrying a constant current will fluctuate because the resistance of the 
material used in the resistor varies. The magnitude of the resistance fluctuation depends on the 
material used: carbon composition resistors are the worst, metal film resistors are better, and wire 
wound resistors provide the lowest 1/f noise. The rms value of this noise source for a resistance of 
R ohms, at a frequency of f  Hz, in a bandwidth of Δ f  Hz is given by

  V IR A f ff1/ ,rms /= × ( )Δ   (5)

where the dimensionless constant A has a value of about 10−11 for carbon. In a measurement in 
which the signal is the voltage across the resistor (IR), the S N f f/ / .= ×3 105 ( )Δ  Often, this noise is 
a troublesome source of low-frequency noise in voltage amplifiers.

Nonessential Noise Sources

There are many discrete noise sources which must be avoided in order to make reliable low-
level light measurements. Figure 3 shows a simplified noise spectrum on log-log scales. The key 
features in this noise spectra are frequencies worth avoiding: diurnal drifts (often seen via input 
offset drifts with temperature), low frequency (1/f ) noise, power line frequencies and their 
harmonics, switching power supply and crt display frequencies, commercial broadcast stations 
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(AM, FM, VHF, and UHF TV), special services (cellular telephones, pagers, etc.), microwave 
ovens and communications, to RADAR and beyond. 

Your best alternatives for avoiding these noise sources are

1. Shield to reduce pickup.

2. Use differential inputs to reject common mode noise.

3. Bandwidth limit the amplifier to match expected signal.

4. Choose a quiet frequency for signal modulation when using a frequency-domain detection 
technique.

5. Trigger synchronously with interfering source when using a time-domain detection technique.

Common ways for extraneous signals to interfere with a measurement are illustrated in 
Fig. 4a to f.

Noise may be injected via a stray capacitance as in Fig. 4a. The stray capacitance has an imped-
ance of 1/jwC. Substantial currents may be injected into low-impedance systems (such as transcon-
ductance inputs), or large voltages may appear at the input to high-impedance systems.

Inductive pickup is illustrated in Fig. 4b. The current circulating in the loop on the left will pro-
duce a magnetic field which in turn induces an emf in the loop on the right. Inductive noise pickup 
may be reduced by reducing the areas of the two loops (by using twisted pairs, for example), by 
increasing the distance between the two loops, or by shielding. Small skin depths at high frequencies 
allow nonmagnetic metals to be effective shields; however, high-mu materials must be used to shield 
from low frequency magnetic fields.

Resistive coupling, or a “ground loop,” is shown in Fig. 4c. Here, the detector senses the output of 
the experiment plus the IR voltage drop from another circuit which passes current through the same 
ground plane. Cures for ground-loop pickup include grounding everything to the same point, using 
a heavier ground plane, providing separate ground return paths for large interfering currents, and 
using a differential connection between the signal source and amplifier.

Mechanical vibrations can create electrical signals (microphonics) as shown in Fig. 4d. Here, a 
coaxial cable is charged by a battery through a large resistance. The voltage on the cable is V = Q/C. Any 
deformation of the cable will modulate the cable’s capacitance. If the period of vibration which causes 
the deformation is short compared to the RC time constant then the stored charge on the cable, Q, will 
remain constant. In this case, a 1-ppm modulation of the cable capacitance will generate an ac signal 
with an amplitude of 1 ppm of the dc bias on the cable, which may be larger than the signal of interest.

The case of magnetic microphonics is illustrated in Fig. 4e. Here, a dc magnetic field (the earth’s 
field or the field from a permanent magnet in a latching relay, for example) induces an emf in the 
signal path when the magnetic flux through the detection loop is modulated by mechanical motion.
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FIGURE 3 Simplified noise spectrum.
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27.6  DETECTORS

Unwanted thermocouple junctions are an important source of offset and drift. As shown in 
Fig. 4f, two thermocouple junctions are formed when a signal is connected to an amplifier. For 
typical interconnect materials (copper, tin) one sees about 10 μV/°C of offset. These extraneous 
junctions occur throughout instruments and systems: their impact may be eliminated by making 
ac measurements.

27.5 APPLICATIONS USING PHOTOMULTIPLIERS

Photomultiplier tubes (PMTs) are used for detection of light from about 200 to 900 nm. Windowless 
PMTs can be used from the near UV through the x-ray region, and may also be used as particle 
detectors. Their low noise, high gain, wide bandwidth, and large dynamic range have placed them in 
many applications. They are the only detectors which may be recommended for low-noise photon 
counting applications.2,3

In this chapter, we are primarily concerned with the electrical characteristics of PMTs. Under-
standing these characteristics is important if we are to realize the many desirable features of these 
devices.

A schematic representation of a PMT, together with a typical bias circuit, is shown in Fig. 5. 
While the concepts depicted here are common to all PMTs, the particulars of biasing and termina-
tion will change between PMT types and applications. PMTs have a photocathode, several dynodes 
(6 to 14), and an anode. They are usually operated from a negative high voltage, with the cathode 
at the most negative potential, each successive dynode at a less negative potential, and the anode 
near ground. An incident photon may eject a single photoelectron from the photocathode which 
will strike the first dynode with an energy of a few hundred volts. A few (2– to 5) electrons will be 
ejected from the first dynode by the impact of the photoelectron: these electrons will in turn strike 

(a)

CStray

AmpDetVN

(c)

(b)

(d)

AmpDet
R

Cable

B(t)

AmpDet

(f)(e)

Amp

I(t) Ground
plane

Det

R

Amp

Permanent
magnet Det

S N

Sn Cu

Sn Cu

AmpDet ΔT

FIGURE 4 Coupling of noise sources.
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SIGNAL DETECTION AND ANALYSIS  27.7

the second dynode, ejecting more electrons. The process continues at each dynode until all of the 
electrons are collected by the anode.

Quantum Efficiency

The quantum efficiency (QE) of a PMT is a measure of the probability that a photon will eject a 
photoelectron at the photocathode. The QE depends on the type of material used in the cathode 
and the wavelength of light. QEs may be as high as 10 to 30 percent at their peak wavelength. The 
cathode material will also affect the dark count rate from the PMT: a cathode with good red sensi-
tivity may have a high dark count rate.

Gain

A PMT’s gain depends on the number of dynodes, the dynode material, and voltage between the 
dynodes. PMT gains range from 103 to 107. The anode output from the PMT will typically go to an 
electronic amplifier. To avoid having the system noise be dominated by the amplifier’s noise, the 
PMT should be operated with enough gain so that the dark current times the gain is larger than the 
amplifier’s input current noise.

Bandwidth

The frequency response, speed, rise time, and pulse-pair resolution of PMTs depend on the structure 
of the dynode multiplier chain. The leading edges of the anode output have transition times from 
2 to 20 ns. Trailing edges are usually about three times slower. Much faster PMTs, with rise times 
on order 100 ps, use microchannel plate multipliers.

When using gated integrators to measure PMT outputs, the pulse width of the anode signal 
should be less than the gate width so that timing information is not lost. For photon counting, the 
pulse width should be smaller than the pulse-pair resolution of the counter/discriminator to avoid 
saturation effects. When using lock-in amplifiers, pulse width is usually not important, since the 
slowest PMTs will have bandwidths well above the modulation frequency.

Pulse Height

In pulsed experiments, the criterion for a detectable signal often depends on the electrical noise 
environment of the laboratory and the noise of the preamplifier. In laboratories with Q-switched 
lasers or pulsed discharges, it is difficult to reduce the noise on any coaxial cable below a few millivolts. 
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FIGURE 5 PMT base for photon counting or fast integration.
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27.8  DETECTORS

A good, wide bandwidth preamplifier will have about 1.5 nV/ Hz, or about 25-μV rms over a 300-MHz 
bandwidth. Peak noise will be about 2.5 times the rms noise, so it is important that the PMT provide 
pulses of greater than 1-mV amplitude.

Use manufacturer’s specifications for the current gain and rise time to estimate the pulse ampli-
tude from the PMT:

  Amplitude mV 4 gain millions /rise tim( ) ( )= × ee ns( )   (6)

This formula assumes that the electrons will enter a 50-Ω load in a square pulse whose duration is 
twice the rise time. (Since the rise time will be limited by the bandwidth of the preamplifier, use the 
larger of the amplifier or PMT rise times in this formula.)

If the PMT anode is connected via a 50-Ω cable to a large load resistance, then the pulse shape 
may be modeled by the lumped parameters of the cable capacitance (about 100 pF/meter for RG-58) 
and the termination resistance. All of the charge in the pulse is deposited on the cable capacitance in 
a few nanoseconds. The voltage on the load will be V = Q/C where C = cable capacitance. This volt-
age will decay exponentially with a time constant of RC where R is the load resistance in ohms. In 
this case, the pulse height will be

  Amplitude mV 16 gain millions /cable( ) ( )= ×0 CC pF( )   (7)

The current gain of a PMT is a strong function of the high voltage applied to the PMT. Very often, 
PMTs will be operated well above the high voltage recommended by the manufacturer, and thus 
substantially higher current gains (10× to 100× above specs). There are usually no detrimental 
effects to the PMT as long as the anode current is kept well below the rated value.

Dark Counts

PMTs are the quietest detectors available. The primary noise source is thermionic emission of elec-
trons from the photocathode and from the first few dynodes of the electron multiplier. PMT hous-
ings which cool the PMT to about −20°C can dramatically reduce the dark counts (from a few kHz 
to a few Hz). The residual counts arise from radioactive decays of materials inside the PMT and 
from cosmic rays.

PMTs which are specifically designed for photon counting will specify their noise in terms of the 
rate of output pulses whose amplitudes exceed some fraction of a pulse from a single photon. More 
often, the noise is specified as an anode dark current. Assuming the primary source of dark current 
is thermionic emission from the photocathode, the dark count rate is given by

  Dark count kHz 6 dark current nA /gain( ) ( )= × millions( )   (8)

PMT Base Design

PMT bases which are designed for general-purpose applications are not appropriate for photon 
counting or fast-gated integrator applications (gates < 10 to 20 ns). General-purpose bases will not 
allow high count rates, and often cause problems such as double counting and poor plateau char-
acteristics. A PMT base with the proper high-voltage taper, bypassing, snubbing, and shielding is 
required for good time resolution and best photon counting performance.

Dynode Biasing A PMT base provides bias voltages to the PMTs photocathode and dynodes from a 
single, negative, high-voltage power supply. The simplest design consists of a resistive voltage divider. 
In this configuration the voltage between each dynode, and thus the current gain at each dynode, is 
the same. Typical current gains are three to five, so there will typically be four electrons leaving the 
first dynode, with a variance of about two electrons. This large relative variance (due to the small 
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SIGNAL DETECTION AND ANALYSIS  27.9

number of ejected electrons) gives rise to large variations in the pulse height of the detected signal. 
Since statistical fluctuations in pulse height are dominated by the low gain of the first few stages of 
the multiplier chain, increasing the gain of these stages will reduce pulse-height variations and so 
improve the pulse-height distribution. This is important for both photon counting and analog detec-
tion. To increase the gain of the first few stages, the resistor values in the bias chain are increased to 
increase the voltage in the front end of the multiplier chain. The resistor values are tapered slowly so 
that the electrostatic focusing of electrons in the multiplier chain is not adversely affected.4

Current for the electron multiplier is provided by the bias network. Current drawn from the bias 
network will cause the dynode potentials to change, thus changing the tube gain. This problem is of 
special concern in lifetime measurements. The shape of exponential decay curves will be changed if 
the tube gain varies with count rate. To be certain that this is not a problem, lifetime measurements 
should be repeated at reduced intensity. The problem of gain variation with count rate is avoided if 
the current in the bias network is about 20 times the output current from the PMT’s anode.

There are a few other methods to avoid this problem which do not require high bias currents. 
These methods depend on the fact that the majority of the output current is drawn from the last few 
dynodes of the multiplier:

1. Replace the last few resistors in the bias chain with Zener diodes. As long as there is some reverse 
current through a Zener, the voltage across the diodes is nearly constant. This will prevent the 
voltage on these stages from dropping as the output current is increased.

2. Use external power supplies for the last few dynodes in the multiplier chain. This approach dis-
sipates the least amount of electrical power since the majority of the output current comes from 
lower-voltage power supplies. However, it is the most difficult to implement.

3. If the average count rate is low, but the peak count rate is high, then bypass capacitors on the last 
few stages may be used to prevent the dynode voltage from dropping (use 20× the average output 
current for the chain current). For a voltage drop of less than 1 percent, the stored charge on the 
last bypass capacitor should be 100 × the charge output during the peak count rate. For example, 
the charge output during a 1-ms burst of a 100-MHz count rate, each with an amplitude of 
10 mV into 50 Ω and a pulse width of 5 ns, is 0.1 μC. If the voltage on the last dynode is 200 Vdc, 
then the bypass capacitor for the last dynode should have a value given by

  C Q V C V= = × =100 100 0 15 200 0 05/ / F. . μ   (9)

The current from higher dynodes is smaller so the capacitors bypassing these stages may be 
smaller. Only the final four or five dynodes need to be bypassed, usually with a capacitor which has 
half the capacitance of the following stage. To reduce the voltage requirement for these capacitors, 
they are usually connected in series.

Bypassing the dynodes of a PMT may cause high-frequency ringing of the anode output signal. This 
can cause multiple counts for a single photon or poor time resolution in a gated integrator. The prob-
lem is significantly reduced by using small resistors between the dynodes and the bypass capacitors.

Snubbing Snubbing refers to the practice of adding a network to the anode of the PMT to improve 
the shape of the output pulse for photon counting or fast-gated integrator applications. This 
“network” is usually a short piece of 50-Ω coax cable which is terminated into a resistor of less 
than 50 Ω. The snubber will delay, invert, and sum a small portion of the anode signal to itself. 
Snubbing should not be used when using a lock-in amplifier since the current conversion gain of a 
50-Q resistor is very small.

There are four important reasons for using a snubber network:

1. Without some dc resistive path between the anode and ground, anode dark current will charge 
the signal cable to a few hundred volts (last dynode potential). When the signal cable is connected 
to an amplifier, the stored charge on the cable may damage the front end of the instrument. 
PMT bases without a snubber network should include a 100-MΩ resistor between the anode and 
ground to protect the instruments.

27_Bass_v2ch27_p001-016.indd 27.9 8/24/09 11:28:05 AM

DO
 N

OT
 D

UP
LI

CA
TE



27.10  DETECTORS

2. The leading edge of the output current pulse is often much faster than the trailing edge. A snub-
ber network may be used to sharply increase the speed of the trailing edge, greatly improving the 
pulse pair resolution of the PMT. This is especially important in photon counting applications.

3. Ringing (with a few nanoseconds period) is very common on PMT outputs. A snubber network 
may be used to cancel these rings which can cause multiple counts from a single photon.

4. The snubber network will help to reverse terminate reflections from the input to the preamplifier.

The round-trip time in the snubber cable may be adjusted so that the reflected signal cancels 
anode signal ringing. This is done by using a cable length with a round-trip time equal to the period 
of the anode ringing.

Cathode Shielding Head-on PMTs have a semitransparent photocathode which is operated at 
negative high voltage. Use care so that no objects near ground potential contact the PMT near the 
photocathode.

Magnetic Shielding Electron trajectories inside the PMT will be affected by magnetic fields. A field 
strength of a few gauss can dramatically reduce the gain of a PMT. A magnetic shield made of a high 
permeability material should be used to shield the PMT.

PMT Base Summary

1. Taper voltage divider for higher gain in the first stages.

2. Bypass last few dynodes in pulsed applications.

3. Use a snubber circuit to shape the output pulse for photon counting or fast-gated integration.

4. Shield the tube from electrostatic and magnetic fields.

27.6 AMPLIFIERS

Several considerations are involved in choosing the correct amplifier for a particular application. 
Often, these considerations are not independent, and compromises will be necessary. The best 
choice for an amplifier depends on the electrical characteristics of the detector, and on the desired 
gain, bandwidth, and noise performance of the system.

Voltage Amplifiers

High Bandwidth Photon counting and fast-gated integration require amplifiers with wide band-
width. A 350-MHz bandwidth is required to preserve a 1-ns rise time. The input impedance to these 
amplifiers is usually 50 Ω in order to terminate coaxial cables into their characteristic impedance. 
When PMTs (which are current sources) are connected to those amplifiers, the 50-Ω input imped-
ance serves as the current-to-voltage converter for the PMT anode signal. Unfortunately, the small 
termination resistance and wide bandwidth yield a lot of current noise.5

High Input Impedance It is important to choose an amplifier with a very high input imped-
ance and low-input bias current when amplifying a signal from a source with a large equivalent 
resistance. Commercial amplifiers designed for such applications typically have a 100-MΩ input 
impedance. This large input impedance will minimize attenuation of the input signal and reduce 
the Johnson noise current drawn through the source resistance, which can be an important noise 
source. Field effect transistors (FETs) are used in these amplifiers to reduce the input bias current to 
the amplifiers. Shot noise on the input bias current can be an important noise component, and tem-
perature drift of the input bias current is a source of drift in dc measurements.6
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SIGNAL DETECTION AND ANALYSIS  27.11

The bandwidth of a high-input impedance amplifier is often determined by the RC time con-
stant of the source, cable, and termination resistance. For example, a PMT with 1 meter of RG-58 
coax (about 100 pF) terminated into a 1-MΩ resistor will have a bandwidth of about 1600 Hz. A 
smaller resistance would improve the bandwidth, but increase the Johnson noise current.

Moderate Input Impedance Bipolar transistors offer an input noise voltage which may be several 

times smaller than the FET inputs of high-input impedance amplifiers, as low as 1 nV/ Hz . Bipolar 
transistors have larger input bias currents, hence larger shot noise current, and so should be used 
only with low-impedance (<1 kΩ) sources.

Transformer Inputs When ac signals from very low source impedances are to be measured, trans-
former coupling offers very quiet inputs. The transformer is used to step up the input voltage by its 
turns-ratio. The transformer’s secondary is connected to the input of a bipolar transistor amplifier.

Low Offset Drift Conventional bipolar and FET input amplifiers exhibit input offset drifts on 
the order of 5 μV/C. In the case where the detector signal is a small dc voltage, such as from a 
bolometer, this offset drift may be the dominant noise source. A different amplifier configuration, 
chopper-stabilized amplifiers, essentially measure their input offsets and subtract the measured 
offset from the signal. A similar approach is used to “autozero” the offset on the input to sensitive 
voltmeters. Chopper-stabilized amplifiers exhibit very low input offsets with virtually no input 
offset drift.

Differential The use of “true-differential” or “instrumentation” amplifiers is advised to provide 
common mode rejection to interfering noise, or to overcome the difference in grounds between the 
voltage source and the amplifier. This amplifier configuration amplifies the difference between two 
inputs, unlike a single-ended amplifier, which amplifies the difference between the signal input and 
the amplifier ground. In high-frequency applications, where good differential amplifiers are not 
available or are difficult to use, common mode choke may be used to isolate disparate grounds.

Transconductance Amplifiers

When the detector is a current source (or has a large equivalent resistance) then a transconductance 
amplifier should be considered. These amplifiers (current-to-voltage converters) offer the potential 
of lower noise and wider bandwidth than a termination resistor and a voltage amplifier; however, 
some care is required in their application.7

A typical transconductance amplifier configuration is shown in Fig. 6. An FET input op amp 
would be used for its low-input bias current. (Op amps with input bias currents as low as 50 fA are 
readily available.) The detector is a current source, Io. Assuming an ideal op amp, the transconduc-
tance gain is A = Vout /Iin = Rf , and the input impedance of the circuit is Rin to the op amp’s virtual 
null. (Rin allows negative feedback, which would have been phase shifted and attenuated by the 
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FIGURE 6 Typical transconductance amplifier.
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27.12  DETECTORS

source capacitance at high frequencies, to assure stability.) Commercial transconductance amplifiers 
use Rs’ as large as 10 MΩ, with Rin’s, which are typically Rf /1000. A low-input impedance will ensure 
that current from the source will not accumulate on the input capacitance.

This widely used configuration has several important limitations which will degrade its gain, 
bandwidth, and noise performance. The overall performance of the circuit depends critically on 
the source capacitance, including that of the cable connecting the source to the amplifier input. 
Limitations include:

1. The “virtual null” at the inverting input to the op amp is approximately Rf   /Av where Av is the op 
amp’s open loop gain at the frequency of interest. While op amps have very high gain at frequen-
cies below 10 Hz (typically a few million), these devices have gains of only a few hundred at 
1 kHz. With an Rf of 1 GΩ, the virtual null has an impedance of 5 MΩ at 1 kHz, hardly a virtual 
null. If the impedance of the source capacitance is less than the input impedance, then most of 
the ac input current will go to charging this capacitance, thereby reducing the gain.

2. The configuration provides high gain for the voltage noise at the noninverting input of the op 
amp. At high frequencies, where the impedance of the source capacitance is small compared to 
Rin, the voltage gain for noise at the noninverting input is Rf /Rin, typically about 1000. As FET 
input op amps with very low bias currents tend to have high-input-voltage noise, this term can 
dominate the noise performance of the design.

3. Large Rf’s are desired to reduce the Johnson noise current; however, large Rf’s degrade the band-
width. If low values of Rf are used, the Johnson noise current can dominate the noise perfor-
mance of the design.

4. To maintain a flat frequency response, the size of the feedback capacitance must be adjusted to 
compensate for different source capacitances.

As many undesirable characteristics of the transconductance amplifier can be traced to the 
source capacitance, a system may benefit from integrating the amplifier into the detector, thereby 
eliminating interconnect capacitance. This approach is followed in many applications, from micro-
phones to CCD imagers.

27.7 SIGNAL ANALYSIS

Unmodulated Sources

For unmodulated sources, a strip-chart recorder, voltmeter, A/D converter, or oscilloscope may be 
used to measure the output of the amplifier or detector. In the case of low-light-level measurement, 
continuous photon counting would be the method of choice.

A variety of problems are avoided by modulating the signal source. When making dc measure-
ments, the signal must compete with large low-frequency noise sources. However, when the source 
is modulated, the signal may be measured at the modulation frequency, away from these large noise 
sources.

Modulated Sources

When the source is modulated, one may choose from gated integration, boxcar averaging, transient 
digitizers, lock-in amplifiers, spectrum analyzers, gated photon counters, or multichannel scalers.

Gated Integration A measurement of the integral of a signal during a period of time can be made 
with a gated integrator. Commercial devices allow gates from about 100 ps to several milliseconds. 
A gated integrator is typically used in a pulsed laser measurement. The device can provide shot-
by-shot data which is often recorded by a computer via an A/D converter. The gated integrator is 
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SIGNAL DETECTION AND ANALYSIS  27.13

recommended in situations where the signal has a very low duty cycle, low pulse repetition rate, and 
high instantaneous count rates.8

The noise bandwidth of the gated integrator depends on the gate width: short gates will have 
wide bandwidths, and so will be noisy. This would suggest that longer gates would be preferred; 
however, the signal of interest may be very short-lived, and using a gate which is much wider than 
the signal will not improve the S/N.

The gated integrator also behaves as a filter: the output of the gated integrator is proportional to 
the average of the input signal during the gate, so frequency components of the input signal which 
have an integral number of cycles during the gate will average to zero. This characteristic may be 
used to “notch out” specific interfering signals.

It is often desirable to make gated integration measurements synchronously with an interfer-
ing source. (This is the case with time-domain signal detection techniques, and not the case with 
frequency-domain techniques such as lock-in detection.) For example, by locking the pulse repeti-
tion rate to the power-line frequency (or to any submultiple of this frequency) the integral of the 
line interference during the short gate will be the same from shot to shot, which will appear as a 
fixed offset at the output of the gated integrator.

Boxcar Averaging Shot-by-shot data from a gated integrator may be averaged to improve the S/N. 
Commercial boxcar averagers provide linear or exponential averaging. The averaged output from 
the boxcar may be recorded by a computer or used to drive a strip-chart recorder. Figure 7 shows a 
gated integrator with an exponential averaging circuit.

Lock-In Amplifiers Phase-sensitive synchronous detection is a powerful technique for the recovery 
of small signals which may be obscured by interference that is much larger than the signal of inter-
est. In a typical application, a cw laser which induces the signal of interest will be modulated by an 
optical chopper. The lock-in amplifier is used to measure the amplitude and phase of the signal of 
interest relative to a reference output from the chopper.9

Figure 8 shows a simplified block diagram for a lock-in amplifier. The input signal is ac-coupled 
to an amplifier whose output is mixed (multiplied by) the output of a phase-locked loop which is 
locked to the reference input. The operation of the mixer may be understood through the trigono-
metric identity

  cos( ) cos( ) {cos[( ) ] cos[ω ω ω ω1 2 1 2

1

2
t t t+ ∗ = + + +Φ Φ (( ) ]}ω ω1 2− +t Φ   (10)

When w1 = w2 there is a dc component of the mixer output, cos Φ. The output of the mixer is passed 
through a low-pass filter to remove the sum frequency component. The time constant of the filter is 
selected to reduce the equivalent noise bandwidth: selecting longer time constants will improve the 
S/N at the expense of longer response times.
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FIGURE 7 Gated integrator and exponential averager.
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27.14  DETECTORS

The simplified block diagram shown in Fig. 8 is for a “single-phase” lock-in amplifier, which 
measures the component of the signal at one set phase with respect to the reference. A dual-phase 
lock-in has another channel which measures the component of the signal at 90° relative to the first 
channel, which allows simultaneous measurement of the amplitude and phase of the signal.

Digital signal processing (DSP) techniques are rapidly replacing the older analog techniques 
for the synchronous detection of the signal. In these instruments, the input signal is digitized by a 
fast, high-resolution A/D converter, and the signal’s amplitude and phase are determined by high-
speed computations in a digital signal processor. To maintain the 100-kHz bandwidth of the analog 
designs, the DSP designs must complete a quarter million 16-bit A/D conversions and 20 million 
multiply-and-accumulate operations each second. Many artifacts of the analog designs are elimi-
nated by the DSP approach; for example, the output drift and dynamic range of the instruments are 
dramatically improved.10

Photon Counting Photon counting techniques offer several advantages in the measurement of 
light: very high sensitivity (count rates as low as 1 per minute can be a usable signal level), large 
dynamic range (signal levels as high as 100 MHz can be counted, allowing a 195-dB dynamic range), 
discrimination against low-level noise (analog noise below the discriminator thresholds will not be 
counted), and ability to operate over widely varying duty cycles.11

Key elements of a photon counting system include a high-gain PMT operated with sufficiently 
high voltage so that a single photoelectron will generate an anode pulse of several millivolts into 
a 50-Ω load, a fast discriminator to generate logic pulses from anode signals which exceed a set 
threshold, and fast-gated counters to integrate the counts.

Transient Photon Counting In situations where the time evolution of a light signal must be mea-
sured (LIDAR, lifetime measurements, chemical kinetics, etc.) transient photon counters allow the 
entire signal to be recorded for each event. In these instruments, the discriminated photon pulses are 
summed into different bins depending on their timing with respect to a trigger pulse. Commercial 
instruments offer 5-ns resolution with zero dead-time between bins. The time records from many 
events may be summed together in order to improve the S/N.12

Choosing the “Best” Technique Which instrument is best suited for detecting signals from a photo-
multiplier tube? The answer is based on many factors, including the signal intensity, the signal’s time 
and frequency distribution, the various noise sources and their time-dependence and frequency 
distribution.

In general, the choice between boxcar averaging (gated integration) and lock-in detection (phase-
sensitive detection) is based on the time behavior of the signal. If the signal is fixed in frequency and 
has a 50 percent duty cycle, lock-in detection is best suited. This type of experiment commonly uses 
an optical chopper to modulate the signal at some low frequency. Signal photons occur at random 
times during the “open” phase of the chopper. The lock-in detects the average difference between the 
signal during the “open” phase and the background during the “closed” phase.

FIGURE 8 Lock-in amplifier block diagram.
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SIGNAL DETECTION AND ANALYSIS  27.15

To use a boxcar averager in the same experiment would require the use of very long, 50 percent 
duty cycle gates since the photons can arrive anywhere during the “open” phase. Since the gated inte-
grator is collecting noise during this entire gate, the signal is easily swamped by the noise. To correct 
for this, baseline subtraction can be used where an equal gate is used to measure the background 
during the “closed” phase of the chopper and subtracted from the “open” signal. This is then identi-
cal to lock-in detection. However, lock-in amplifiers are much better suited to this, especially at low 
frequencies (long gates) and low signal intensities.

If the signal is confined to a very short amount of time, then gated integration is usually the best 
choice for signal recovery. A typical experiment might be a pulsed laser excitation where the signal 
lasts for only a short time (100 ps to 1 μs) at a repetition rate of up to 10 kHz. The duty cycle of the 
signal is much less than 50 percent. By using a narrow gate to detect signal only when it is present, 
noise which occurs at all other times is rejected. If a longer gate is used, no more signal is measured 
but the detected noise will increase. Thus, a 50 percent duty cycle gate would not recover the signal 
well and lock-in detection is not suitable.

Photon counting can be used in either the lock-in or the gated mode. Using a photon counter 
is usually required at very low signal intensities or when the use of a pulse height discriminator to 
reject noise results in an improved S/N. If the evolution of a weak light signal is to be measured, 
a transient photon counter or multichannel scaler can greatly reduce the time required to make a 
measurement.
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28.1 GLOSSARY

 DTGS deuterated triglycine sulfate

 p pyroelectric coeffi cient

 Re electrical resistance

 Rth thermal resistance

 ℜ responsivity

 S Seebeck coeffi cient

 TGS triglycine sulfate

 Z fi gure of merit

 te electrical time constant

 tth thermal time constant

28.2 THERMAL DETECTOR ELEMENTS1

Introduction

Thermal detectors (transducers) of optical radiation are generally considered to be those devices 
that absorb the radiation, increase their own temperature, and provide a resultant electrical signal. 
There are several types, divided according to the physical mechanism that converts the temperature 
change to a resultant electrical one. The oldest are bolometers and thermocouples. The bolometer 
changes its electrical resistance as a result of the temperature increase; the thermocouple changes 
its contact potential difference. There are several different types of bolometers, including thermis-
tor, semiconducting, superconducting, carbon, and metallic. They may also be subdivided accord-
ing to whether they operate at room or cryogenic temperature. Thermocouples vary according 
to the materials that are joined, and are sometimes connected in series to generate thermopiles. 
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28.2  DETECTORS

Pyroelectric detectors make use of the property of a change in the internal polarization as a function 
of the change in temperature, the pyroelectric effect. Golay cells and certain variations make use of 
the expansion of a gas with temperature. All of these detectors are governed by the fundamental 
equation of heat absorption in the material. Many reviews and two books of collected reprints2 provide 
additional information.

Thermal Circuit Theory

In the absence of joulean heating of the detector element, the spectrum of the temperature differ-
ence d TΔ �  is given in terms of the spectrum of the absorbed power �P  (the power is P)

 
d T

P

G i
Δ �

�
=

+
�

( )1 ωτ  
(1)

where G is the thermal conductance, given by the product of the thermal conductivity times the 
cross-sectional area of the path to the heat sink and divided by the length of the path to that heat 
sink. The time constant t is the product of the thermal resistance and the heat capacitance. The 
thermal resistance is the reciprocal of the thermal conductance, while the thermal capacitance is the 
thermal capacity times the mass of the detector. In the absence of joulean heating, this is a simple, 
single time constant thermal circuit, for which the change in temperature is given by

 dT
P

G i
�

�
=

+
�

( )1 ωτ  (2)

The absorbed power is equal to the incident power times the absorptance a of the material:

 � �P Pi=�  (3)

The absorptance a is usually written as �  (which is legitimate according to Kirchhoff ’s law) since a
is also used for the relative temperature coefficient of resistance (some writers use h).

 
α = 1

R
dR
dT  

(4)

As radiation is absorbed, part of the heat is conducted to the sink. Some of it gives rise to an 
increase in temperature. Some is reradiated, but this is usually quite small and is ignored here. The 
dc responsivity of a thermal detector is proportional to the emissivity and to the thermal resistance. 
The greater proportion of radiation that is absorbed, the greater will be the responsivity. The less 
heat that is conducted to the sink, the greater will be the temperature rise. The time constant is a 
true thermal time constant, the product of thermal resistance and capacitance. The greater the heat 
capacitance, the more heat necessary for a given temperature increase, and the less heat conducted 
to the sink, the more available for temperature increase. A high absorptance is accomplished by the 
use of a black coating, and a sufficient amount of it. Thus, there is a direct conflict between high 
speed and high responsivity.

The Ideal Thermal Detector3–6

The ideal thermal detector has a noise that is associated only with the thermal fluctuations of the 
heat loss to the heat sink, and this coupling is purely radiative. Then the noise equivalent power 
(NEP) is given by

 NEP /= 16 5A kTσ �  (5)
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THERMAL DETECTORS  28.3

where it is assumed that the detector is irradiated by a hemisphere of blackbody radiation at the 
same temperature T as the detector. The corresponding specific detectivity, assuming that the signal 
varies as the area and the noise as its square root, is

D
kT

∗ =
�1 2

54

/

σ
 (6)

where the detector and background are at the same temperature.
For circumstances in which the detector is in a cooled chamber, the total radiation from the 

sources at various temperatures must be calculated. Figure 1 shows the specific detectivity of a back-
ground limited ideal thermal detector as a function of the temperature of the surround.

No detector is ideal, and every one will be limited by the signal loss due to incomplete absorption 
at the surface and any transmission losses by the optical system that puts the radiation on the detec-
tor. The detector will also have noise that arises from its conductive coupling to the heat sink, and 
probably Johnson noise as well. The conductive mean square power fluctuation is given by

〈 〉 =P kT G2 24  (7)

The Johnson noise power density is 4kT. Therefore, the total mean square power fluctuation is 
given by

〈 〉 = + +P kT GT A T2 44 4 1[ ]� σ  (8)

Bolometers

Most single-element bolometers are connected in a voltage divider network, as shown in Fig. 2. A stable
voltage supply is used to develop a current and consequent voltage drop across the two resistors. 
One is the detector, while the other should be a matching element to eliminate signals arising from 
a change in the ambient temperature. It should match the detector in both resistance and in the 
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FIGURE 1 Theoretical specific detectivity for ideal thermal detectors.
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28.4  DETECTORS

temperature coefficient of resistance. Usually another, but blinded, detector is used. The expression 
for power conservation is

 

C
d T

dt
G T
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dt
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The solution to this is a transient that has an RC time constant, where R is the reciprocal of the 
bracketed term, and C is the thermal capacitance, and the same steady-state term given above. The 
transient decays as long as G is greater than the rest of the bracket, but the detector burns up if not. 
This is still another reason for matching the resistances. The dc responsivity is a function of the 
construction parameters, including the path to the sink, the bias voltage, and the relative change of 
resistance with temperature. The different bolometers are divided according to how their resistances 
change with temperature. (R1 and R represent slightly different values of RD.)

RD C

RD

VB

v

FIGURE 2 Balanced voltage divider circuit for 
a thermal detector.

Metal Bolometers These have a linear change in resistance with temperature that may be expressed as

 
R R T T= + −0 01[ ( )]γ  (10)

Therefore the thermal coefficient is

 
α γ

γ
=

+ −1 0( )T T
 (11)

This coefficient always decreases with temperature, and burnout does not occur. The coefficient is 
approximately equal to the inverse of the temperature, and is therefore never very high.

Semiconductor Bolometers These have an exponential change of resistance with temperature, 
given by

 R R e T= 0
β /  (12)

so that

 
α β= − /T 2  (13)
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THERMAL DETECTORS  28.5

The value of b depends upon the particular material. These detectors can burn out. Two basic 
types exist: (1) those that are used at low temperatures and (2) those that are used at about room 
temperature.

The most used low-temperature bolometer7 is germanium in a bath of liquid helium. Pure ger-
manium is transparent in the infrared, but with enough compensated doping it becomes a good 
conductor with a high-temperature coefficient of resistance.8 Typical concentrations are about 
1016cm−3 of gallium and 1015 of indium. Even these are not sufficient at wavelengths shorter than 
10 μm since the free-carrier absorption is proportional to wavelength. In such a case a black coating 
is sometimes used. Improvements have been made since Low’s first work.9–11

Superconducting Bolometers These make use of the extremely large thermal coefficient of resis-
tance at the transition temperature.12–14 Originally they needed to be controlled very carefully, or 
a small change in ambient conditions (on the order of 0.01 K) could cause an apparent signal of 
appreciable magnitude. A more recent version15 incorporates an evaporated thin film on an anod-
ized aluminum block that is coupled to a helium bath by a brass rod. The detector has a time con-
stant of about 3 μs due to this high thermal conductance and a good NEP of about 10−13 WHz−1/2. It 
still must be controlled to about 10−5 K, and this is accomplished with a heater current and control 
circuit.

Recently developed materials not only have high-temperature transition points but also have 
more gradual transitions, and provide a better compromise between good responsivity and the 
requirement for exquisite control.16

Carbon Bolometers These are a form of semiconductor bolometers that have been largely superseded 
by germanium bolometers. They are made of small slabs of carbon resistor material, connected to a metal 
heat sink by way of a thin mylar film. Although their responsivities are comparable to germanium 
bolometers, their noise is several orders of magnitude higher.17

Thermocouples and Thermopiles18,19

A thermocouple is made by simply joining two dissimilar conductors. A good pair has a large relative 
Seebeck coefficient and gives rise to a potential difference. The materials also have large electrical 
conductivities and small thermal ones, so there is little voltage drop across the length and a small 
thermal gradient. Although there are many different couples (many are not even used for radiation 
detection), those most often used for this application are bismuth telluride, copper, and constantan. 
The expression for the responsivity is given in terms of the relative Seebeck coefficient S12 (the 
difference in the voltage change with temperature between the two materials) and the expression 
derived above for the thermal circuit

 
ℜ =

+
S

G i

�

( )1 ωτ  (14)

Good materials are those that have a large Seebeck coefficient, a high electrical conductivity, and a 
small thermal conductivity, and the figure of merit is often defined as

 

Z
S

G G
12

12
2

1 1 2 2

2
=

+⎡
⎣

⎤
⎦/ /σ σ

 (15)

Thermopiles are arrays of thermocouples connected in series. They are manufactured in two ways. 
Some are carefully wound wires with junctions aligned in the desired pattern, while others are 
evaporated with the pattern determined by masking operations. Most of the “bulk” thermopiles are 
wrapped on appropriate mandrels to obtain rigidity. Both kinds are obtainable in a variety of sizes 
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28.6  DETECTORS

and patterns that correspond to such things as spectrometer slits, centering annuli, and staggered 
arrays for moderate-sensitivity thermal imaging.

The Golay Cell20

This detector is used mostly for laboratory operations, as it is slow and fragile, although it has high 
sensitivity. It is a gas-filled chamber that has a thin membrane at one end and a blackened detector 
area at the other. Light on the blackened surface causes the increase in temperature; this is trans-
ferred to the gas which therefore expands. The membrane bulges, and the amount of the bulge is 
sensed by some sort of optical lever21 or even change in capacity of an electrical element.22 Other 
versions do not use a blackened surface, but allow the radiation to interact with the gas directly, in 
which case they are spectral detectors that are “tuned” to the absorption spectrum of the gas.23

Pyroelectric Detectors24

Some crystals which do not have a center of symmetry experience an electric field along a crystal axis. 
This internal electric field results from an alignment of electric dipoles (known as polarization), and 
is related to the crystal temperature. In these ferroelectric crystals, this results in a charge being gener-
ated and stored on plates connected to the crystal. Polarization disappears above the so-called Curie 
temperature that is characteristic of each material. Thus, below the Curie temperature, a change in 
temperature results in a current. The equation for the response of a pyroelectric detector is

 

ℜ =
+ +

ω
ωτ ωτ

p A R R

i i
d e

e

� th

th( )( )1 1
 (16)

where w is the radian frequency, p is the pyroelectric coefficient, Ad is the detector area, Re is the elec-
trical resistance, Rth is the thermal resistance, tth is the thermal time constant, and te is the electrical 
time constant. The relation is shown in Fig. 3, where the responsivity is plotted as a function of fre-
quency. In the low-frequency region the responsivity rises directly as the frequency. This is a result 
of the ac operation of a pyroelectric. At the (radian) frequency that is the reciprocal of the slower 
(usually the thermal) time constant, the response levels off. This is the product of the ac rise and the 
thermal rolloff. Then, when the frequency corresponding to the shorter time constant is reached, the 
response rolls off.

Type II pyroelectric detectors work on a slightly different mechanism, which is still not fully 
understood. The electrodes are on the sensing surface of the detector and parallel to the polar axis. 
In these crystals, the temperature change is not uniform at the onset of radiation and the primary 

FIGURE 3 Responsivity asymptotes versus frequency.
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THERMAL DETECTORS  28.7

and secondary pyroelectric effects take place, thereby generating a body electric charge distribu-
tion.25 Materials most often used for these detectors are TGS (triglycine sulfate), DTGS (deuterated 
TGS), Li2SO4, LiNbO3, LiTaO3, and PLZT (lead lanthanum zirconate titanate). TGS is the most used 
for specialized sensor systems, but has a relatively low Curie point. For higher-temperature opera-
tion, usually LiTaO3 or PLZT is used in the general laboratory environment.

The two advantages of the pyreoelectric detector over the other thermal detectors, bolometers, 
and thermopiles, are its responsivity and its capability of rapid response. The response time and 
responsivity are traded by choice of the load resistor in the circuit. For instance, with a 100-MΩ 
load the time constant can be 1 ms and the responsivity 100 V/W, but with a 1-MΩ load the values 
would be 10 μs and 1 V/W.

Summary of Elemental Thermal Detector Properties

Although the user should contact suppliers for detailed information, this section provides overall 
property information about thermal detectors. There are several cautions about summary data. 
Most detectors can be tailored to have somewhat different properties. Improvements have often 
been made since the publication of these results. Not all parameters are available in all combi-
nations. Table 1 does, however, give the general flavor of the performance of different thermal 
detectors.

28.3 ARRAYS

Introduction

As pointed out earlier, thermal detector response is governed by the thermal response time, which 
is the ratio of the pixel heat capacity C to the thermal conductance G of the heat leakage mecha-
nism. High pixel responsivity is associated with high thermal isolation, i.e., low thermal conduc-
tance. Thermal detector design is driven by the thermal isolation structure. It is the structure which 
determines the extent to which the pixel performance can approach the temperature fluctuation 
noise limit and, ultimately, the background fluctuation noise limit. Given the value of G associated 

TABLE 1 General Properties of Thermal Detectors

  Operating  Time 
  Temperature D∗ × 108 NEP × 10−10 Constant Size
 Type (K) (cmHz1/2W−1) (WHz−1/2) (m) (mm2)

Silicon bolometer 1.6  3 × 10−5 8 0.25–0.70
Metal bolometer 2–4 1  10
Thermistor bolometer 300 1–6  1–8 0.01–10
Germanium bolometer 2–4  0.005 0.4 1.5
Carbon bolometer 2–4  0.03 10 20
Superconducting  15  0.2 0.5 5 × 0.25
 bolometer (NbN)
Thermocouples 300  2–10 10–40 0.1 × 1
     to 
     0.3 × 3
Thermopiles 300   3.3–10 1–100
Pyroelectrics 300 2–5  10–100† 2 × 2
Golay cell 300 10 0.6 10–30 10

†Shorter values can be obtained at the expense of NEP (for laser detection).
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28.8  DETECTORS

with the heat loss mechanism, the pixel heat capacity must be designed appropriately to attain the 
required thermal response time. Response times in the millisecond range are compatible with high 
thermal isolation; response times in the microsecond range are not. Thus, two-dimensional arrays of 
thermal detectors which operate at TV frame rates (30 Hz in the United States) are under develop-
ment for applications in thermal imagers.

Noise Equivalent Temperature Difference

Whereas elemental detectors are usually described by such figures of merit as NEP and D∗, arrays 
have been described by a noise equivalent temperature difference (NETD) associated with their use 
in a camera under certain specific conditions. It is defined as the change in temperature of a black-
body which fills the field of view of a pixel of an infrared imaging system that gives rise to a change 
of unity in the signal-to-noise ratio at the output of the system. The measurement of the NETD should, 
however, be with the flooding of several pixels to avoid fringing effects and with an SNR (signal-to-
noise ratio) well above 1 to obtain good accuracy. The pixel is defined as the subtense of a single ele-
ment of the array. The NETD can be written in several different forms. Perhaps the simplest is

 

NETD =
A B

D dP dT
d

d
∗( / )

 (17)

where D∗ is the specific detectivity, Ad is the area of a single pixel, B is the system bandwidth and 
(dPd/ dT) represents the change in power on the detector element per unit change in temperature in 
the spectral band under consideration. This form does not include the system noise, which is often 
included by the manufacturers in their calculations. In Eq. (17) the change in power with respect to 
temperature is

 

dP

dT

A

FN

dM

dT
dd d o= ∫

τ
λ

λ

λ

4 2
1

2
 (18)

where to is the optics transmission, FN is the focal ratio (defined as the effective focal length divided 
by the entrance pupil diameter), and M is the radiant emittance of the source. This is almost the 
definition of the specific detectivity. The NETD can also be written in terms of the responsivity ℜ, 
since the detectivity and responsivity are related in the following way:

 

D
A B

P

V

V
A B

V
d S

N
d

N

∗ = = ℜ
 (19)

where VS is the signal voltage at the sensor and VN is the rms noise voltage of a pixel in the band-
width B. Therefore

 
NETD =

ℜ −

V

P T
N

d( / )∂ ∂ λ λ1 2

 (20)

The power on the detector is related to the power on the aperture by the optical transmission to. The 
expression can also be formulated in terms of the source radiance, L

 

NETD =
−

4 2

2 1

FN B

D D L Ta o
∗τ τ π θ λ λΔ ( / )∂ ∂

 (21)

28_Bass_v2ch28_p001-014.indd 28.8 8/18/09 12:49:44 PM

DO
 N

OT
 D

UP
LI

CA
TE



THERMAL DETECTORS  28.9

where D is the diameter of the aperture, Δq is the angular subtense of a pixel, L is the source radiance, 
and ta is the atmospheric transmission. One last form can be generated by recognizing that, for an 
isotropic radiator, the radiance is the radiant emittance divided by p:

 

NETD =
ℜ
4 2FN V

A T M T
N

D a o Sτ τ ( )( / )∂ ∂
 (22)

In this form of the expression for NETD, it is not necessary that the noise be white, nor is it neces-
sary that the noise not include system noise. Whether or not system noise is included should be 
clearly stated.

Theoretical Limits

Figure 4 illustrates the theoretical limits of thermal arrays having the parameters shown and operat-
ing at 300 and 85 K as a function of thermal conductance. The performance of real thermal arrays 
with those parameters lies on or above the sloping line. As the conductance G is reduced (better 
thermal isolation), the noise equivalent temperature difference NETD is reduced (improves) until 
the background limit is reached, when radiant power exchange between the array and the back-
ground becomes the dominant heat transfer mechanism. Reducing the detector temperature to 85 K 
appropriate to a bolometer operating at the transition edge of the high-temperature superconductor 
YBa2Cu3O7−x (YBCO) reduces the NETD by 2  and allows the limit to be reached with less thermal 
isolation (higher G value).

FIGURE 4 Temperature fluctuation noise limit and background fluctuation noise limit of 
uncooled and cryogenic thermal detector arrays.
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28.10  DETECTORS

Arrays fall into two categories: monolithic and hybrid. Monolithic arrays are prepared on a sin-
gle substrate, e.g., silicon, upon which the detecting material is deposited in the form of a thin film 
which is subsequently processed into an array. Hybrid arrays are prepared in two parts: (1) the read-
out electronics arrays, usually in silicon, and (2) the detecting material array, usually in wafer form 
which is thinned by lapping, etching, and polishing. These two arrays are mated by a technique such 
as flip-chip bonding. Here the interconnection at each pixel must have a sufficiently high electrical 
conductivity, yet a sufficiently low thermal conductivity—a difficult requirement. If array cost con-
siderations are important, then the monolithic approach, especially in silicon, is the more desirable.

Resistive Bolometer Arrays

The development of resistive bolometric arrays has proceeded along two paths: uncooled arrays 
and cryogenic arrays. Large, uncooled bolometric arrays have been developed at Honeywell by a 
team lead by R. A. Wood.26,27 Silicon microstructure technology is employed to produce the arrays, 
a process resembling the fabrication of integrated circuits. Twelve arrays are prepared on a 4-in-
diameter silicon wafer. Each monolithic array consists of 240 × 336 pixels; each pixel is 50 × 50 μm. 
The detecting material is a thin film of vanadium oxide. A Si3N4 membrane having a thermal con-
ductance of 1 × 10−7 WC−1 supports the vanadium oxide at each pixel, as shown in Fig. 5. Bipolar 
transistors implanted in the silicon substrate act as pixel switches for the matrix-addressed array. 
The response is optimized for the 8- to 14-μm spectral interval. The thermal response time is 
adjusted for a 30-Hz frame rate. Each pixel is addressed once per frame by a 5-μs pulse. A thermo-
electric stabilizer maintains the array at ambient temperature. Other than a one-shot shutter, the 
camera has no moving parts.

The measured NETD of the camera with F/1 optics at 300 K is 0.04 K. Given the G value of 1 × 10−7 
WK−1 it can be seen from Fig. 4 that the array is within a factor of 4 of the temperature fluctuation noise 
limit. Furthermore, the pixel thermal isolation is so complete that there is no measurable thermal spread-
ing among the pixels.

Linear resistive bolometric arrays of the high-temperature superconductor YBCO on silicon 
microstructures have been prepared by Johnson et al.,28 also of Honeywell. A two-dimensional array 
is under development.29 The monolithic arrays operate at the transition edge from 70 to 90 K. As was 
true for the uncooled arrays, the superconducting ones employed a silicon nitride membrane to sup-
port the thin film and provide thermal isolation. Excess noise at the contacts limited the performance 

FIGURE 5 Monolithic silicon microbolometer.26,27 (© 1992 IEEE.)
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of the 12-element linear array. With no excess noise, the calculated NETD29 of a 240 × 336 array 
with 50 μm pixels and F/1 optics would be 0.002 K, which is near the 300 K background limit, as 
shown in Fig. 4.

Pyroelectric Hybrid Arrays

Linear and two-dimensional pyroelectric uncooled arrays have been under development for more 
than two decades.20–32 The arrays employ hybrid construction, in which a bulk pyroelectric ceramic 
material such as lithium tantalate or lead zirconate is mechanically thinned, etched, and polished, 
then bump-bonded to a silicon substrate containing readout electronics,33 as shown in Fig. 6. 
Reticulation is usually employed to prevent lateral heat conduction through the pyroelectric mate-
rial. The theoretical system NETD of a two-dimensional uncooled array with F/1 optics is estimated 
to be 0.1 K.33 Two-dimensional uncooled arrays operating in the 8- to 14-μm region having 100 × 
100 pixels, each 100 × 100 μm, are available commercially.34 Their NETD (with F/1 speed) is 0.35 K. 
A two-dimensional pyroelectric monolithic array employing a thin film of lead titanate on a silicon 
microstructure is under development.35

Ferroelectric bolometer arrays, also known as field-enhanced pyroelectric arrays, have been 
developed by Texas Instruments.36,37 Operation depends upon the temperature dependence of 
the spontaneous polarization and dielectric permittivity in a ferroelectric ceramic near the Curie 
temperature. Barium strontium titanate (BST), the selected material, has its composition (barium-
to-strontium ratio) adjusted during preparation so the Curie point is 22°C. A thermoelectric sta-
bilizer is employed to hold the BST near 22°C such that the absorbed infrared radiation changes 
the temperature and thus the dielectric properties. The effect is similar to the pyroelectric effect; 
however, a voltage is applied to enhance the signal. Construction of this array is naturally similar 
to that of the pyroelectric array, described above, as shown in Fig. 7. Reticulation of the ceramic is 
frequently applied to these arrays as well. A radiation chopper is required as both the pyroelectric 
and ferroelectric effects depend upon the change in temperature. The Texas Instruments BST array, 

FIGURE 6 Hybrid pyroelectric array structure.33
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28.12  DETECTORS

incorporating 80,000 pixels, each about 50 × 50 μm, which are matrix addressed, has an NETD of 
less than 0.1°C (with F/1 optics).

Thermoelectric Arrays

Thermoelectric arrays prepared by silicon micromachining have been described by Choi and Wise.38 
Series-connected, thin-film thermocouples, i.e., a thermopile, are prepared on a silicon microstruc-
ture, the “hot” junctions (receiving the thermal radiation) on a silicon nitride/silicon dioxide mem-
brane and the “cold” shield junctions on the surrounding silicon substrate. Both 64- and 96-pixel 
microthermopile linear arrays in silicon microstructures have been prepared by Honeywell,39 each 
microthermopile consisting of several nickel iron/chromium thermocouples connected in series, as 
shown in Fig. 8. The “hot” junctions are deposited on silicon nitride membranes, whereas the “cold” 
junctions are on the silicon substrates. A camera incorporating the linear array has been employed 
to image moving targets such as automobiles. With an F/0.73 lens, the measured NETD is 0.10°C.

Since the first publication of this Handbook, many advances have been made in these arrays. 
The suppliers have improved sensitivity somewhat but have increased the number of pixels and 
decreased their size. The reader should check with the manufacturers for the latest information.

FIGURE 8 Monolithic thermoelectric array.39 (© 1991 Instrument Society of America. 
Reprinted with permission from the Symposium for Innovation in Measurement Science.)
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29.3

29

29.1 GLOSSARY

 A area of microdensitometer sampling aperture

 a projective grain area

 D optical transmission density

 DR refl ection density

DQE detective quantum effi ciency

 d(m) diameter of microdensitometer sampling aperture stated in micrometers

 E irradiance/illuminance (depending on context)

� Selwyn granularity coeffi cient

 g absorbance

 H exposure

IC information capacity

 M modulation

 Me angular magnifi cation

 m lateral magnifi cation

NEQ noise equivalent quanta

 P(l) spectral power in densitometer beam

 Q′ effective Callier coeffi cient

 q exposure stated in quanta/unit area

 R refl ectance

 S photographic speed

 S(l) spectral sensitivity

S/N signal-to-noise ratio of the image

 T transmittance

 T(v) modulation transfer factor at spatial frequency v
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29.4  IMAGING DETECTORS

 t duration of exposure

WS(v) value of Wiener (or power) spectrum for spatial frequency v

g slope of D-log H curve

 v spatial frequency

r (l) spectral response of densitometer

s (D)  standard deviation of density values observed when density is measured with a suitable 
sampling aperture at many places on the surface

s (T) standard deviation of transmittance

 f (t) Autocorrelation function of granular structure

29.2 STRUCTURE OF SILVER HALIDE 
PHOTOGRAPHIC LAYERS

The purpose of this chapter is to review the operating characteristics of silver halide photographic 
layers. Descriptions of the properties of other light-sensitive materials, such as photoresists, can be 
found in Ref. 4.

Silver-halide-based photographic layers consist of a suspension of individual crystals of silver 
halide, called grains, dispersed in gelatin and coated on a suitable “support” or “base.” The sus-
pension is termed an emulsion in the field. The grains are composed of AgCl, AgClBr, AgBr, or 
AgBrI, the listing being in order of increasing sensitivity. Grain size ranges from less than 0.1 μm 
(“Lippmann” emulsions) to 2 to 3 μm, depending on the intended use of the coating. The number of 
grains per square centimeter of coating surface is usually very large, of the order of 106 to 108 grains/
cm2. The weights of silver and gelatin coated per unit area of support vary depending on intended 
use; usually both fall in the range 1 to 10 g/m2. The silver-to-gel ratio may also vary depending on 
intended use. Typically, the emulsion may be about 30 to 40 percent silver by weight, but some spe-
cial-purpose materials, such as films to record Schumann-wavelength-region radiation, contain very 
little gelatin.

For modern materials, both the emulsion and the coating structure can be very complex. The 
emulsion layer is much more than silver halide in gelatin, containing additional agents such as hard-
eners, antifoggants, fungicides, surfactants, static control agents, etc. Likewise, the coating structure 
may be very complex. Even some black-and-white materials consist of layers of two different emul-
sions coated one over the other and a thin, clear layer of gelatin is often coated over the emulsion(s) 
to provide some mechanical protection. In the case of color films, as many as 15 layers may be 
superimposed, some of them of the order of 1 μm thick. The thickness of the complete coating var-
ies from about 3 μm to about 25 μm in normal films.

Commercially available emulsions are coated on a variety of glass, plastic (film), and paper sup-
ports (or “bases”). Glass is used for mechanical rigidity, spatial stability, or surface flatness.

Two different types of plastic are available commercially as film supports: cellulose acetate and 
polyethylene terephthalate (trade names “Cronar,” “Estar,” and “Mylar”). Of the two types, Mylar 
is superior in strength, flexibility, and spatial stability. However, the material is birefringent and 
its physical properties may be different in orthogonal directions. Also, these directions may not be 
aligned with the length or width of the sample. The anisotropic properties arise from the method 
of manufacture. Although not as tough as Mylar, cellulose acetate is, of course, fully adequate for 
most purposes. Also, this material is isotropic and easier to slit and perforate. Typical supports for 
roll films are around 4 mils (102 μm) thick, and for sheet films, 7 mils (178 μm), and other thick-
nesses are available. Most films are also coated on the back side of the support. The “backing” may 
be a layer of clear gelatin applied for anticurl protection, or of gelatin dyed with a dye that bleaches 
during processing, and provides both anticurl and antihalation protection. Lubricants and antistatic 
agents may also be coated, either on the front or back of the film. Properties of supports are dis-
cussed in Ref. 1.
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29.3 GRAINS

The grain is the radiation-sensing element of the film or plate. It is a face-centered cubic crystal, 
with imperfections in the structure. For the most part, the grains act as independent receptors. In 
general, the larger grains are faster. The properties of the individual grains are controlled by the pre-
cipitation conditions and the after-precipitation treatment. Details of these matters are proprietary, 
but some discussion is given in Refs. 2 and 3. From the user’s standpoint, the important fact is that 
when the grain is exposed to sufficient radiation it forms a “latent-image speck” and becomes devel-
opable by a solid-state process called the “Gurney-Mott mechanism.” An excellent review of grains 
and their properties is given by Sturmer and Marchetti in chap. 3 of Ref. 4.

29.4 PROCESSING

The exposed halide layer is converted to a usable image by the chemical processes of development 
and fixation.

Development consists of reducing exposed crystals from silver halide to metallic silver, and a 
developing agent is an alkaline solution of mild reducer that reduces the grains having latent image 
specks, while not attacking the unexposed grains. Generally, once development starts the entire grain 
is reduced if the material is allowed to remain in the developer solution. Also, in most cases adjacent 
grains will not be affected, although developers can be formulated that will cause adjacent grains to 
be reduced (“infectious developers”). The number of quanta that must be absorbed by a grain to 
become developable is relatively small, of the order 4 to 40, while the developed grain contains on 
the order of 106 atoms. The quantum yield of the process is thus very high, accounting for the speed 
of silver-based materials.

The remainder of the process consists essentially of removing the undeveloped halide crystals 
which are still light-sensitive. The “fixer” is usually an acid solution of sodium thiosulfate Na2S2O3, 
called “hypo” by photographers. The fixing bath usually serves as a gelatin hardener also. The thio-
sulfate reacts with the halide of the undeveloped grains to form soluble silver complexes, which can 
then be washed out of the emulsion layer. It is worth noting that proper washing is essential for per-
manent images. Additional treatments to promote permanence are available. Processing is discussed 
in detail in Refs. 2, 3, and 5, and image permanence in Ref. 6.

The exposed and processed silver halide layer thus consists of an array of grains of metallic silver, 
dispersed in a gelatin matrix. In color films, the silver is removed, and the “grains” are tiny spheres 
of dyed gelatin (color materials will be discussed below). Either type of grain acts as an absorber; in 
addition, the metallic silver grains act as scatterers. The transmittance or reflectance of the layer is 
thus reduced and, from the user’s standpoint, this change constitutes the response of the layer.

29.5 EXPOSURE

From fundamental considerations it is apparent that the dimensions of exposure must be energy per 
unit area. Exposure H is defined by

  H Et=   (1)

where t is the time for which the radiation is allowed to act on the photosensitive layer, and therefore 
E must be the irradiance on the layer. The symbol H is used here for exposure in accordance with 
international standards, but it should be noted that in many publications, especially older ones, E is 
used for exposure and I for irradiance, so that the defining expression for exposure becomes E = It.

Strictly speaking, H and E in Eq. (1) should be in radiometric units. However, photographic 
exposures are customarily stated not in radiometric but in photometric units. This is done mostly 
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29.6  IMAGING DETECTORS

for historical reasons; the English scientists Hurter and Driffield, who pioneered photographic sensi-
tometry in 1891, measured the incident flux in their experiments in lumen per square meter, or lux.
Their unit of exposure was thus the lux-second (old term, meter-candle-second). Strictly speaking, 
of course, weighting the incident flux by the relative visibility function is wrong or at least unneces-
sary, but in practice it works well enough because in most cases the photographer wishes to record 
what he or she sees, i.e., the visible spectrum. Conversion between radiometric and photometric 
units is discussed by Altman, Grum, and Nelson.7

Also, it should be noted that equal values of the exposure product (Et) may produce different 
outputs on the developed film because of a number of exposure effects which are described in the 
literature.8 A complete review of radiometry and photometry is given in Chap. 34 in this volume of 
the Handbook.

29.6 OPTICAL DENSITY

As noted above, the result of exposure and processing is a change in the transmittance or reflectance 
of the layer. However, in photography, the response is usually measured in terms of the optical density,
hereafter called the “density” in this chapter. For films (transmitting samples), density is defined by

  D = −log T = log 1/T (2)

where T is the transmittance. (Note: throughout this chapter, “log” indicates the base-10 logarithm.) 
For either silver grains or color grains, the random dot model of density predicts that

  D nag= 0 434.   (3)

where  n = the number of grains per unit area of surface 
 a = the average projective grain area 
 g = the absorbance of the grain

Absorbance in turn is defined as g = 1 − (T + R) where T and R are the transmittance and reflectance 
of the grain. For silver grains, the absorbance is taken as unity. The above expression, sometimes 
known as “Nutting’s law,” is based on a geometric approach, and does not take into account any 
scattering by the grains. However, of course, opaque silver particles on a clear background will act 
as scatterers, and in fact multiple scattering usually occurs in developed silver layers. This produces 
an increase in the density of such layers by a factor of 2 to 3 times from that predicted by Nutting’s 
law. For color films, the refractive index of the gelatin in the dyed spheres is only negligibly differ-
ent from that of the surround so that such layers are not scatterers. Even in the case of silver films, 
however, Nutting’s law provides a useful model. Since for a given population of grains a and g will 
remain effectively constant, the law states that density should vary as the number of grains per unit 
area of surface. This fact is easily verified with a microscope.

Transmission Density

Transmission density is measured in a densitometer. It is worth noting that the device actually mea-
sures the transmittance of the sample and then displays the negative log of the result. In a normal 
or macro densitometer the sampling aperture area A is typically 1 mm2 or more in size. When A is 
small, say, 0.1 mm2 or less, the device becomes a micro densitometer. Microdensitometers present 
special problems and will be discussed below.

Because the scattered light may not reach the sensor of the densitometer when silver layers are 
measured, it is necessary to specify the angular subtenses of both the incident (influx) and emergent 
(efflux) beams at the sample. Clearly, if scattered light is lost to the sensor, the indicated density of 
the sample will increase. Four types of transmission density are described in an ISO standard,9 of 
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which two are principally important to the user. The first of these is diffuse density, which is dia-
grammed in Fig. 1. As can be seen, a collimated incident beam illuminates an opal glass diffuser. The 
emulsion side of the sample is placed in contact with this diffuser, and the flux contained within a 
cone angle of ±10° is collected and evaluated by the sensor. The reverse of this arrangement yields 
the same density values and is also permitted by the standard. This is the type of density normally 
measured in practice. Physically, it corresponds to the conditions of contact printing.

The other case that is important in practice is projection density, which is diagrammed in Fig. 2. 
This case simulates the use of the layer in an optical system. As the figure shows, light is lost to the 
efflux system in projection density, the exact amount depending on the numerical aperture of the 
optics involved and the scattering characteristics of the sample. Thus, the projection density of a silver 
film is usually greater than the diffuse density. The effective Callier coefficient Q′ may be defined by

  ′ =Q
project density

diffuse density
  (4)

This factor can be measured experimentally. For silver films and f/2 optics, ′ ≈Q 1 3. ; for color films 
′ ≈Q 1 0. . 

Nonneutral (Color) Density

In many cases, silver densities can be treated as neutrals. For dye densities, i.e., color films, measured 
density depends on the spectral characteristics of both the dye and the densitometer. The spectral 
response of the instrument is given by

  ρλ λ λ λ= P S F   (5)

where  ρλ = the response at wavelength l
Pλ = the power in the densitometer beam at l 
Sλ = the spectral sensitivity of the sensor at l
Fλ = the transmittance of the densitometer optics at l, specifically including any filters 

placed in the densitometer beam

Source

Diffuser

Sample

Collector
10°

10°

FIGURE 1 Optical system for measuring ISO/ANSI diffuse density with a 20° 
collection angle. (Reprinted courtesy Eastman Kodak Co. © Eastman Kodak Co.)

Influx
beam

Sample
Efflux
beam

FIGURE 2 Optical conditions for projection 
density measurement.
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The measured density of a nonneutral layer is then

  D
d

T d
=

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

∫
∫

log
ρ λ

ρ λ

λλ

λ

λ λλ

λ
1

2

1

2
  (6)

where Tl is the transmittance of the layer at wavelength l, and the wavelength limits are set by the 
distributions. The response rl of the system is adjusted to be equal to that of the readout device 
with which the film is to be used.

Thus, for example, if the sample is to be viewed by an observer, rl is made equal to the visibility 
function, and the resulting measurement is called visual density, etc. Instrument responses have 
been standardized for sensitometry of color films.10

Reflection Density

When the emulsion is coated on paper the density is measured by reflection. Reflection density is 
then defined by

  D RR = − log   (7)

where R is reflectance, measured under suitable geometric conditions. The measurement of reflec-
tion density is also described in the standards literature.11

29.7 THE D-LOG H CURVE

In routine sensitometry, samples receive a series of exposures varying by some constant factor, such 

as ×2 or × 2. After processing, the measured densities are plotted against the common logarithm of 
the exposures that produced them. The resulting curve is known as the “D-log H curve,” or the “H & D” 
curve (after Hurter and Driffleld, the previously mentioned pioneers in the field). A typical D-log H 
curve is shown in Fig. 3.

As shown, the curve is divided into three regions, known as the “toe,” “straight-line portion,” and 
“shoulder,” respectively. The fact that an appreciable straight-line portion is found in many cases is 

D
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Log H

A

Toe

B

C

D
Shoulder

Stra
igh

t l
in

e

Base-plus-fog density
Base density

FIGURE 3 Typical D-log H curve for a negative photographic 
material. (Reprinted courtesy Eastman Kodak Co. © Eastman Kodak Co.)

29_Bass_v2ch29_p001-026.indd 29.8 8/24/09 11:26:51 AM

DO
 N

OT
 D

UP
LI

CA
TE



PHOTOGRAPHIC FILMS  29.9

not an indication that the film is a linear responder in this region because, of course, both axes of 
the plot are logarithmic. It is worth noting here that the equation of the straight-line portion of this 
curve can be written

  D H C= −γ (log log )   (8)

where g is the slope of the straight-line portion and C is the exposure at the point where the extrap-
olated straight line cuts the exposure axis. Taking antilogarithms, Eq. (8) becomes

  T
H

C
=

⎛
⎝⎜

⎞
⎠⎟

−γ

  (8a)

If g = −1, T = (1/C)H, and for this special case, the system becomes linear over the exposure range 
corresponding to the straight-line portion. A negative value of g indicates a positive image.

A number of useful performance parameters for films are taken from their D-log H curves, as 
follows.

1. Fog: For most films, a certain number of grains will be reduced even though they have received 
no exposure at all, or insufficient exposure to form a latent image speck. The resulting density is 
called fog. Since it is not exposure-related, and since it tends to veil any information recorded in 
the toe, excessive fog is very undesirable. For many purposes, the fog density plus the density of 
the support are subtracted from the gross density to give the value of the net density resulting 
from the exposure. More complicated formulas for correcting the film’s response for fog grains 
have been proposed, but are rarely used.

2. Gamma: Traditionally, the slope of the straight-line portion of the D-log H curve is called the 
“gamma.” Gamma is a crude measure of the contrast with which the original object is repro-
duced; it would be a good measure of this contrast if the object were in fact recorded entirely on 
the straight-line portion of the response curve. However, for many purposes, notably pictorial 
photography, an appreciable part of the toe is used. This fact led Niederpruem, Nelson, and Yule 
to propose the use of an average gradient that included part of the toe as a measure of the con-
trast of the reproduction.12 This quantity is called the contrast index. Since it includes part of the 
toe, contrast index is less than gamma. Since information is often recorded in the toe, it is conve-
nient to generalize the meaning of g to refer to the gradient anywhere along the D-log H curve, 
and this is done in this chapter. Note that in this case, the traditional gamma is the maximum 
value the gradient attains.

3. Latitude: Latitude can be defined as the log exposure range between the point in the toe and the 
point in the shoulder between which the gradient is equal to or greater than the minimum value 
required for acceptable recording. Clearly, the latitude of the film must be at least equal to the log 
exposure range of the object for proper recording. In many practical cases the film’s latitude 
easily exceeds the required range. Note that the latitude is determined in part by the maximum 
density that the film can produce.

4. Speed: Speed is defined by the general expression

  S
K

H
=

ref

  (9)

where K is a proportionality factor and Href is the exposure required to produce some desired effect. 
Since the desired effect varies depending on the type of film and the application, Href also varies. 
Also, Href can be stated in either radiometric or photometric units. If Href is given in radiometric 
units, the proportionality factor K is set to unity, and the resulting values are termed “radiometric 
speeds.” Although radiometric speeds are the fundamental speed values, they are rarely used in prac-
tice because, as previously noted, exposures are usually given in photometric units. In this case, the 
factor K takes on different values that depend not only on Href , but also on the characteristics of the 
exposure meter, which is standardized.13 Varying the factor K allows a single meter to be used with 
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29.10  IMAGING DETECTORS

all kinds of films and applications, which is a practical necessity. Thus, for example, the photometric 
speed (usually simply the “speed”) of black-and-white pictorial films is evaluated from

  S
H

= 0 8

0 1

.

.

  (9a)

where H0.1 is the exposure in lux-seconds required to produce a density of 0.1 above the densities of 
the base plus fog in a specified process. This density level has been shown empirically to be predic-
tive of excellent tone reproduction quality in the print. Similarly, for color slide films

  S
Hm

= 10
  (10)

where Hm is the exposure to reach a specified position on the film’s D-log H curve. Again, Hm was 
established empirically. The above two examples show how the two factors involved in determin-
ing a photometric or practical speed can vary. A number of other speeds have been defined and are 
described in the literature.14

Variation of Sensitometry with Processing

The rate of reduction of the exposed photographic grain depends on the characteristics of the grain 
itself, the formulation of the developer, and its temperature. In general, the reaction is allowed to 
continue until substantially all exposed grains have been reduced, and ended before fog becomes 
excessive. Many modern films are hardened and able to withstand processing temperatures up to, 
say, 40°C. Development times are often chosen on the basis of convenience and usually run in the 
order of 5 to 10 minutes in nonmachine processing. As development time and/or temperature are 
increased, the amount of density generated naturally increases. Thus for a given film a whole family 
of response curves can be produced, as shown in Fig. 4. As development time is lengthened, gamma 
and contrast index also increase. Typical behavior of these parameters is shown in the inset of Fig. 4.
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FIGURE 4 A family of characteristic curves for devel-
opment times as shown, with corresponding plots of contrast 
index and gamma, mcs or the meter-candle second, as stated 
on p. 29.6, is the old term for lux-second or lxs. (Reprinted 
courtesy Eastman Kodak Co. © Eastman Kodak Co.)
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PHOTOGRAPHIC FILMS  29.11

29.8 SPECTRAL SENSITIVITY

The spectral absorption of the silver halide grain extends only to about 500 nm, and thus the inher-
ent sensitivity of the grain is limited to regions shorter than that limit. However, it was discovered by 
Vogel in 1873 that sensitivity could be extended to longer wavelengths by dyeing the grains, and over 
the years the effective sensitivity range was extended into the infrared. Presently, materials are avail-
able usefully sensitized out to about 1.2 μm, but it should be noted that IR materials tend to have 
poor shelf life, and may require special handling. For our purposes, we may say that the sensitizing 
dye absorbs the incident energy in the required spectral region and transfers the energy to the grain 
in a manner that produces the required latent-image speck. The mechanisms are discussed in Ref. 3, 
chap. 10.

The spectral sensitivity of a photographic layer is usually specified by a family of curves show-
ing log (1/HD) vs l, where HD is the exposure in ergs/cm2 of wavelength l required to produce some 
stated density. Spectral sensitivity values are thus radiometric speeds. Typical curves are shown in 
Fig. 5. In practical work, three broad classes of sensitization are recognized, which are called “color-
blind” (or blue-sensitive), orthochromatic (additionally sensitized to green), and panchromatic 
(additionally sensitized to green and red). Most modern general-purpose materials are panchromatic.

In general, the shape of the spectral sensitivity curve follows that of the spectral absorption of the 
layer. It should also be noted that the gradient of the D-log H curve will be affected by the absorp-
tion of the layer. Gamma may therefore vary as a function of wavelength, and is generally somewhat 
lower in the blue and UV regions of the spectrum. This means that if the material is being used as a 
radiometer, it must be calibrated at the wavelength(s) of interest.

29.9 RECIPROCITY FAILURE

It was noted above that the exact response of a photographic layer may change due to expo-
sure effects. Of these, the phenomenon of reciprocity failure is the most important in practical 
photography. 

FIGURE 5 Spectral sensitivity curves for a modern negative mate-
rial sensitized to about 690 nm. (Reprinted courtesy Eastman Kodak Co. 
© Eastman Kodak Co.)
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29.12  IMAGING DETECTORS

By definition [Eq. (1)] exposure is simply the product of the irradiance and time, and nothing 
in this definition specifies the magnitude of either factor. However, the developed density result-
ing from a given calculated exposure is often found to depend on the rate at which the radiation 
is supplied, all other factors being held constant. Broadly speaking, exposure times of about 0.01 to 
1.0 second are most efficient in producing density, the exact values depending on the film involved. 
Times much outside the above range tend to produce lower density for the same calculated expo-
sure. The emulsion-maker has some ways of minimizing the effect, and usually attempts to optimize 
the response for the exposure times expected to be used with the material. Reciprocity failure is dis-
cussed in detail in Ref. 3, chap. 4, sec. II.

The loss of efficiency for short-time and correspondingly high-irradiance exposures is termed 
“high-intensity reciprocity failure,” and that for long exposure times (low irradiances) is termed 
“low-intensity reciprocity failure.” The Gurney-Mott mechanism explains both types of failure well. 
Note also that the names are misnomers; the terms should, of course, be high and low irradiance.

Only limited data are available, but the gradient of the D-log H curve tends to decrease as expo-
sure times are shortened. An example is shown in data published by Hercher and Ruff.15 Limited 
data also indicate that the speed loss due to high-intensity failure stabilizes for times shorter than 
about 10−5 second.16 Essentially, the amount of reciprocity failure is independent of exposing wave-
length.17 This is to be expected.

Reciprocity failure may be a considerable problem for photographers working in specialized time 
domains, such as oscilloscope photography or astronomy. Astronomers have been able to devise user 
treatments for minimizing low-intensity failure.18 For the practical photographer, reciprocity failure 
sometimes appears as a problem in color photography. If the RF of the three sensor layers differs, the 
resulting picture may be “out of balance,” i.e., grays may reproduce as slightly tinted. This is very unde-
sirable, and correction filter recommendations are published for some films for various exposure times.

29.10 DEVELOPMENT EFFECTS

Besides exposure effects the final density distribution in the developed image may be affected by 
“development effects” arising from chemical phenomena during development. Various names such 
as “border effect,” “fringe effect,” “Eberhard effect,” etc., are applied to these phenomena; what we 
shall here term “edge effect” may be important in practice.

Consider a sheet of black-and-white film developing in a tray, and assume for purposes of discussion 
that there is no motion of the developer. Since developing agent must be oxidized as halide is reduced, 
and since the by-products of this reaction may themselves be development inhibitors, it can be seen that 
local variations of developer activity will be produced in the tray, with the activity decreasing as density 
increases. Agitation of the solution in the tray reduces the local variations, but usually does not elimi-
nate them entirely, because it is the developer that has diffused into the gelatin matrix that is actually 
reacting. Now an “edge” is a boundary between high- and low-density areas, as shown in Fig. 6. Because 
of the local exhaustion and the diffusion phenomena, the variation of developer activity within the layer 
will be as shown by the dotted line in the figure. The result is that the developed density near the edge 
on the low-density side tends to decrease, and on the high-density side tends to increase, as also shown 
in the figure. In other words, the density distribution at the edge is changed; this actually occurs to some 
degree in much practical work and has interesting consequences, as will be discussed below.

The local exhaustion of the developer may also be important in color films where development 
in one layer (see below) may affect the response of an adjacent layer. In color photography, the phe-
nomenon is called “interimage effect.”

29.11 COLOR PHOTOGRAPHY

Color photography has been extensively reviewed by Kapecki and Rodgers.19 With one exception at 
the time of writing, all commercially available color films employ subtractive color reproduction. 
The exception is an instant film for color slides marketed by Polaroid Corporation, which employs 
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PHOTOGRAPHIC FILMS  29.13

additive color. The mechanism involves a reseau of very fine red, green, and blue stripes, which 
provide the color separation during the taking of the photograph, and also the color when the 
(reversed) image is projected.20

The basic structure of most other color films is similar to that shown in Fig. 7. The incoming 
light first encounters a nonspectrally-sensitized emulsion layer, which records the blue-light ele-
ments of the scene. The next layer is a yellow, or minus-blue filter, the purpose of which is to prevent 
any blue light from reaching the other two emulsion layers. This yellow filter is usually composed of 
“Carey Lea,” or colloidal silver dispersed in gelatin. Such sols are yellow. The reason for using Carey Lea 
silver is that all metallic silver is removed from the film during processing anyway, and the necessary 
removal of the filter layer is thus accomplished automatically.

Moving downward in the stack, the next layer is an ortho-sensitized emulsion. Since any blue 
light has been blocked by the yellow filter, this layer records the green-light elements of the scene. 
The final layer in the stack is sensitized to red light but not to green light and this layer serves to 
record the red elements of the scene. Modern films usually contain many more than the four layers 
indicated here, but the operating principles of the film can be discussed in terms of such a “tripack.” 
In accordance with the principles of subtractive color reproduction, the images in the three separation 

Exposure

Developer
activity

Density

Distance

FIGURE 6 Distributions of developer activity and density 
resulting from a step-function input in the presence of edge effect.

Support

Blue-sensitive

Minus-blue filter

Green-sensitive

Red-sensitive

FIGURE 7 Schematic tripack structure of 
a color film.
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29.14  IMAGING DETECTORS

records are then converted to yellow, magenta, and cyan dyes, respectively, and the final image is 
composed of these dyes, without the developed silver, which is either removed chemically or left 
behind, depending on the exact material.

Within this broad framework, films can be separated into two classes: chromogenic and nonchro-
mogenic. In the former class, the dyes are not coated in the film, but are formed during the processing 
by a reaction called “coupling.” In coupling, the by-products of the halide reduction reaction serve as 
components for a second reaction in which dye is formed; the amount of dye thus increases as density 
increases. The components of the dye-forming reaction (i.e., other than the development by-products) 
may be present in the developing solution (Eastman Kodak Co., “Kodachrome”) or, more generally, 
coated within the various layers (Kodacolor, Polaroid “One Film,” Agfachrome, Fujicolor, etc.). After the 
required dyes are formed, the developed silver is removed by a chemical process termed “bleaching.”

The advantage of incorporating the couplers in the various layers of the tripack is simpler pro-
cessing, but because of the additional material in the layers, such films tend to be not as sharp as the 
nonincorporated-coupler types. Chromogenic color films are available both as slide materials, in 
which the film undergoes a reversal process,21 and as color negative—color print materials in which 
a dye negative is formed and then printed onto a color paper whose structure is fundamentally similar 
to that of the films.

The principal example of the nonchromogenic film is the Polaroid Instant Color Film. In this 
film the yellow, magenta, and cyan dyes are actually coated in the structure, along with the blue, 
green, and red-sensitive emulsions. When development takes place in a given layer, the corre-
sponding dye is immobilized. The dye that has not been immobilized in the three layers migrates 
to a “receiver” layer, where it is mordanted. Since the amount of dye that migrates decreases as the 
original density increases, the result is a positive color image formed in the receiver. The material has 
been described in more detail in a paper by Land,22 and also in chap. 6 of Ref. 4.

The image in a color film thus essentially consists of three superimposed dye images. Typical 
spectrophotometric curves for dyes formed by coupling reactions are shown in Fig. 8. The density 
of any one of these dye layers taken by itself is known as an analytical density. Note, however, that all 
the dyes show some “unwanted” absorption—that is, absorption in spectral regions other than the 
specific region that the dye is supposed to control. Thus the total density of the layer at any wave-
length is the sum of the contributions of all three dyes; this type of density is known as “integral 
density.” The integral density curve is also shown in Fig. 8.

FIGURE 8 Spectral dye density curves for 
a color film. (Reprinted courtesy Eastman Kodak 
Co. © Eastman Kodak Co.)

1.30
Normalized to form a visual neutral density of
1.0 for a viewing illuminant of 3200 K.

Yellow Magenta Cyan

1.20

1.10

1.00

0.90

0.80

D
if

fu
se

 s
pe

ct
ra

l d
en

si
ty

0.70

0.60

0.50

0.40

0.30

0.20

0.10

0.00
400 500 600

Wavelength (nm)

700

Visual
neutral

29_Bass_v2ch29_p001-026.indd 29.14 8/24/09 11:26:52 AM

DO
 N

OT
 D

UP
LI

CA
TE



PHOTOGRAPHIC FILMS  29.15

The reproduction of color by photographic systems has been discussed by Hunt23 and many 
others.24 In general, exact colorimetric reproduction is not achieved, but for most purposes the 
reproduction of the hues and luminances in the original scene is satisfactory. Evans,25 in fact, 
observes that under the right conditions the “magnitude of the reproduction errors that can be 
tolerated is astonishing.” One aspect that is critical for many workers, especially expert photogra-
phers, is the ability of the system to produce good “balance,” i.e., to reproduce a neutral as a neutral. 
This requirement is so important that one of the types of density that is measured for dye layers is 
the equivalent neutral density (END) which is defined as the visual neutral density that a dye layer 
would produce if combined with the correct amounts of the other two dyes (whatever those correct 
amounts may be). When the ENDs of the three layers are equal, the system is in balance, and color-
film sensitometry is therefore often done in terms of ENDs. Further discussion of color sensitometry 
and densitometry may be found in Ref. 3, chap. 18.

29.12 MICRODENSITOMETERS

As indicated above, a microdensitometer is a densitometer designed to measure the density of a 
small area. The sampling apertures are typically slits which may be as narrow as 1 to 2 μm in nomi-
nal width. The sample is scanned over the aperture, creating a record of density as a function of 
position on the sample surface, i.e., distance.

In practical instruments, the small sampling aperture dimensions are achieved by projecting an 
enlarged image of the film onto a physical aperture. The optical system produces some effects not 
encountered in macrodensitometers, as follows:

1. In general, microdensitometers measure projection, or semispecular, density. As already noted, 
projection density is higher than diffuse density for silver layers, and the exact value of the effec-
tive Callier coefficient Q′ depends in part on the numerical aperture of the optical system. Thus 
two microdensitometers fitted with optics of different NAs may give different density values for 
the same sample. Furthermore, macrodensity data are usually in terms of diffuse density, so that 
data from the microdensitometer should be corrected if intercomparisons are to be made. The 
effective Callier coefficient for the specific optics-sample combination is easily determined by 
measuring suitable areas of sample both in the microdensitometer and a macrodensitometer, 
and taking the ratios of the values.

2.  The presence of stray light in the system tends to lower the measured density. This problem 
is especially troublesome in microdensitometry because of the types of images that are often 
encountered. Thus, for example, when an interface between clear and dense areas—that is, an 
edge—is scanned, stray light will distort the record in the manner shown in Fig. 9. If the image is 
that of a star or spectroscopic line, this behavior results in an artifically low density reading. It is 
very important to control stray light as completely as possible in microdensitometry.

Actual
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FIGURE 9 Effect of stray light in the microdensi-
tometer on the apparent density distribution at an edge.
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29.16  IMAGING DETECTORS

3. One feature of the usual microdensitometer optical system, installed for control of stray light, 
is the “preaperture,” a field stop that limits the area of the sample that is illuminated. Because 
of this preaperture, and the optical system, a normal microdensitometer is a partially coherent 
system. This means that the instrument may respond to path-length differences in the sample as 
well as to density differences. This is undesirable since in practice it is the density differences that 
carry the information. Partial coherence in microdensitometers has been studied by Thompson 
and by Swing among others, and the results are summarized by Dainty and Shaw.26 It has been 
shown that the coherence effects can be minimized by satisfying two conditions. In the first con-
dition, the width W of the preslit

  W
NA

≥ 4λ

in

  (11a)

The second condition is

  
NA

NA

v

v
s

o

in

eff

= +1   (11b)

where  l = the wavelength of the light
 NAin = numerical aperture of the influx optics 
 NAeff = numerical aperture of the efflux optics 
 vs = maximum spatial frequency in the sample 
 vo = spatial frequency cutoff of the scanning objective

If, for example vo = 3vs, then NAin/NAeff ≥1.3. A microdensitometer arranged to minimize coher-
ence problems is called a linear microdensitometer. Note that the two conditions above conflict 
with conditions commonly adopted to control stray light.

29.13 PERFORMANCE OF PHOTOGRAPHIC SYSTEMS

The following discussion of performance is limited to those aspects which are properties of the 
system, and excludes such aspects as the skill of the photographer, etc. Of those aspects, which we 
may term “technical” quality parameters, the most important is tone reproduction. The subject is 
divided into two areas: subjective tone reproduction and objective tone reproduction. Subjective 
tone reproduction is concerned with the relation between the brightness sensations produced in 
the observer’s mind when the scene is viewed and when the picture is viewed. Since the sensation of 
brightness depends markedly on the viewing conditions and the observer’s state of adaptation, the 
subjective tone reproduction of a given picture is not constant, and this aspect of the general subject 
is not often measured in the photographic laboratory. It is discussed by Kowalski.27 Objective tone 
reproduction is concerned with the reproduction of the luminance and luminance differences of the 
scene as luminances in the final output. Tone reproduction studies apply equally well to projected 
images, prints, transparencies, and video images, but a negative-print system is usually assumed 
for discussion. It is easy to show that the log luminance of a print area, log Lp = C − Dp, where C is 
a constant determined by the illuminance on the print and Dp is the density of the print area. Thus 
tone reproduction curves are usually plotted in the form of the print density versus the log lumi-
nance of the corresponding scene element (Fig. 10). Although both the scene luminances and the 
print densities are fixed quantities, the viewer’s reaction still depends on the illumination level at 
which the picture is seen.

It has been shown empirically that for paper prints viewed under typical “room lighting con-
ditions,” the preferred tone reproduction curve is the solid line in Fig. 10. Perfect objective tone 
reproduction, defined as the case where Δ = −ΔD Lp sclog  for all scene luminance levels, would be 
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PHOTOGRAPHIC FILMS  29.17

the dotted line in the figure. Thus under typical room lighting conditions viewers prefer a reproduc-
tion that has somewhat more contrast and less density than the “perfect” result. This preference will, 
however, change with illumination and stray light levels.

The exact shape of the tone reproduction curve obtained with a given system depends on the 
shape of the negative and positive D-log H curves, and also on the stray-light characteristic of the 
camera system. (Excessive stray light in the camera can be very deleterious to tone reproduction 
quality.) Using a graphic method devised by Jones and described by Nelson and others,28 the effect 
of the D-log H curves and the stray light on the tone reproduction can be studied.

29.14 IMAGE STRUCTURE

The other two technical quality parameters of a photographic system are its sharpness and graininess, 
to use the most familiar terms for these properties. These properties are often lumped together under 
the general term “image structure.” Actually, in photoscience the term sharpness and graininess are 
reserved for the subjective aspects of the phemomena, and measurement of these properties requires 
psychometric testing. Since such testing is expensive and time-consuming, objective correlates of 
both properties have been defined, and methods for measurement have been established. The objec-
tive correlate of sharpness is termed acutance, and of graininess is termed granularity. Image structure 
data for various kinds of materials are given in Table 1, along with speed and contrast values.

29.15 ACUTANCE

The original proposal for measuring acutance was made by Higgins and Jones29 in 1952. It involved 
calculating a value from a microdensitometer trace of a test edge. However, the visual processes that 
occur when an observer views an edge are complex, and the straightforward calculation proposed by 
Higgins and Jones fails to predict the sensation of sharpness produced by some edge distributions. 
At about the same time, the optical transfer function (OTF) and related concepts began to be widely 
used in optics, and these were soon applied to photographic materials also.

The concepts of the point and line spread functions are essentially identical in optics and photo-
science; in the photographic layer the smearing of the point (or line) input is caused by diffraction 
around the grains, refraction through them, and reflection from them. These phenomena are usually 
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FIGURE 10 Preferred tone reproduc-
tion for viewing under typical room lighting 
conditions.

29_Bass_v2ch29_p001-026.indd 29.17 8/24/09 11:26:53 AM

DO
 N

OT
 D

UP
LI

CA
TE



29.18  IMAGING DETECTORS

lumped together and termed “scattering,” and have been treated by Gasper and dePalma.30 Likewise, 
the concept of the optical transfer function, or the Fourier transform of the LSF, is basically the same 
in optics and photography. However, three important differences should be noted for the photo-
graphic case. (1) The emulsion is isotropic, so that the PSF and LSF are always symmetrical, and the 
complex OTF reduces to the modulation transfer function (MTF) only. (2) Unlike lenses, photo-
graphic layers are stationary, but are generally nonlinear. Therefore, all data and calculations must be 
in terms of exposure or allied quantities. When the calculations are complete, the results are converted 
to density via the D-log H curve. (3) The presence of edge effects tends to raise the MTF curve, so 
that for low frequencies the measured response values are often found to be greater than 100 percent. 
The subject is treated in detail by Dainty and Shaw.31 Typical MTF curves for a film, showing the 
overshoot, are given in Fig. 11. Data for MTF curves of various types of films are also given in Table 1. 
The value given shows the spatial frequency for which the transfer factor drops to 50 percent.

The chain relating the MTF curve to image sharpness is the same as in optics: a high MTF curve 
transforms to a narrow spread function, and this in turn indicates an abrupt transition of exposure—
and therefore density—across the edge. Thus MTF response values greater than unity, although 
mathematically anomalous, indicate improved image sharpness, and this is found to be the case in 
practice. As a matter of fact, edge effects are often introduced deliberately to improve sharpness. 
This is done either by adding suitable compounds to the coating itself, or by adjusting the developer 
formulation. The process is similar to the electronic “crispening” often used in television.

An index of sharpness can be computed from the MTF data by a procedure first suggested by 
Crane and later modified by Gendron.32 These workers were interested mainly in films, but they rec-
ognized that the film is one component of a system; e.g., a color slide system involves a camera lens, 
the film (and process), a projector lens, the screen, and the observer’s eye. The MTF of the system is 
then the cascaded MTFs of these components. Gendron suggested that the area under the cascaded 
MTF be taken as the stimulus that produced the sensation of sharpness. A formula was proposed 

TABLE 1 Performance Data for Types of Materialsa

    Type SPDb g Gran.c v50
d

B&W microfilm 80 3.0 6 >200
B&W very slow camera neg. 25 0.5–3.5 5–7 80–145
B&W slow camera neg. 100 0.5–1.1 8–9 65–120
B&W fast camera neg. 400 0.5–1.0 10–14 50–100
B&W very fast camera neg. 1600–3200 0.5–1.0 18 70
Color neg. very slow 25–50 0.65 4–5 40–60
Color neg. slow 100–160 0.60–0.80 4–6 30–70
Color neg. fast 400 0.65–0.80 5–7 25–40
Color neg. very fast 1000–1600 0.80 8–11 25–35
Color rev. slide very slow 25–50 1.8–2.3 9–10 30–40
Color rev. slide slow 100 2.0–3.0 10–13 25–30
Color rev. slide fast 400 2.0–2.4 15–20 20
Color rev. slide very fast 800–1600 2.2–2.8 22–28 16–20
Instant print films e  –1.7f NA 3–4
—Black and white 3000 –1.6 NA 2.5
—Color 100

aData are as of early 1993 and were obtained from publications of the manufacturers listed 
in Sec. 29.21. They are presented as published. Note that products are frequently changed or 
improved.

bSpeeds are calculated in different ways for various classes of product. The values given are 
suitable for use with standard exposure meters.

c Values represent 1000× the standard deviation of the diffuse density, measured at an average 
density of 1.0 using a 48-μm circular aperture. The exact granularity of a print depends on the 
characteristics of the print material and the printer as well as the granularity of the negative.

d Values show the spatial frequency at which the modulation transfer function is 50 percent.
e MTF values apply to the final print.
f Negative sign arises from the definition of gamma for the case of a positive image.
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that produced a sharpness index scaled to 100. This index, now called CMT-Acutance (to distin-
guish it from the original Higgins-Jones acutance) has been found to correlate well with subjective 
data, and is used in the industry. Note that the treatment above has been simplified for the sake of 
brevity; details are available in Gendron’s paper.

29.16 GRAININESS

The granular nature of the photographic image is one of its most significant characteristics. It may 
appear to the observer as an unpleasant roughness in what should be uniform areas, but it may also 
interfere with extracting information from the image. In the former case it is an aesthetic problem; 
in the latter case the structure is equivalent to noise in a communications channel. In either case it is 
desirable to measure the phenomenon objectively and in engineering terms.

The procedure now used for making these objective measurements was proposed by Selwyn 
in 1935.33 He postulated that if the density of a uniformly exposed and processed layer were 
measured at many places using a suitable sampling aperture, the population of density values so 
obtained would be approximately gaussianly distributed around the mean. This being so, the vari-
ability for a given mean density is completely described by the standard deviation of the values. 
This quantity is termed the rms-granularity, s (D), and has indeed been shown to correlate with the 
subjective graininess.34 It might be noted that calculating the standard deviation of the density is 
mathematically improper, since the underlying transmittance values are being multiplied. To avoid 
this problem the rms-granularity is formally defined by

  σ σ
( )

. ( )
D

T

T
=

0 434
  (12)

where T is transmittance. However, it can be shown that when s (T) is small compared to T , the 
error involved in calculating directly in density is small, and this is often done in practice.

FIGURE 11 Modulation transfer functions of Kodak Technical Pan Film 
for three conditions of development. Note that the response at low frequencies 
exceeds 100 percent. (Reprinted courtesy Eastman Kodak Co. © Eastman Kodak Co.)
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29.20  IMAGING DETECTORS

Selwyn also showed that the measured value of s (D) depended upon A, the area of the sampling 
aperture. The product s (D)A1/2 may be termed the Selwyn coefficient �; for black-and-white films 
exposed to light, Selwyn showed that it should be constant, and this relation is called “Selwyn’s law.” 
Thus s (D)A1/2 is a measure of sample graininess no matter what the size of the sampling aperture. 
Unfortunately, the Selwyn coefficient does not remain constant with changes of aperture size for 
very important classes of samples. Selwyn’s law may fail for prints and enlargements, black-and-
white or color, for many color materials even if not enlarged, and also for radiographs, especially 
screened radiographs. For such materials s (D) still increases as A decreases, but not at a rate suf-
ficient to keep the Selwyn coefficient constant, and it (the coefficient) is therefore not useful as an 
objective measure of graininess.

Stultz and Zweig35 found that they obtained good correlation between s (D) and the sensation of 
graininess when the sampling aperture was selected in accordance with the rule

  d M( )μ ⋅ ≈θ 515   (13)

where d(m) is the diameter of the sampling aperture in μm, and Mq is the angular magnification36 at 
which the photograph is seen by the viewer. Mq is readily calculated from the relation

  M
m

Vθ =
4

  (13a)

where m is the ordinary lateral magnification between the film image and the image presented to the 
viewer, and V is the viewing distance in meters.

An American standard37 exists for the measurement of rms-granularity. This standard specifies 
that samples be scanned with a 48-μm-diameter aperture; for such an aperture, rms-granularity 
values for commercial films range from about 0.003 to 0.050 at an average density of 1.0. In practice, 
these values are often multiplied ×1000 to eliminate the decimals. It is worth noting that, experi-
mentally, the measurement of rms-granularity is subject to many sources of error, such as sample 
artifacts. The standard discusses sources of error and procedures for minimizing them, and is rec-
ommended reading for those who must measure granularity.

While in practice rms-granularity serves well as an objective correlate of graininess, the situation 
is complicated by the fact that there are two broadly different types of granular pattern. Silver grains 
are small, opaque, and in nearly all cases are situated randomly and independently in the coating. 
The granular structure in an enlargement, however, is composed of clusters of print-stock grains 
that reproduce the exposure pattern coming from the enlarged negative grains. This type of 
granular pattern tends to be large and soft-edged compared to the pattern arising from the primary 
grains. The patterns found in such samples as color films and screened radiographs are generally 
similar to those found in enlargements. Microdensitometer traces of these two structures are illus-
trated in Fig. 12. A little thought will show that the two patterns shown in the figure might have the 
same mean and standard deviation, and yet the two patterns look entirely different. When different 
types of patterns are involved, the rms-granularity above is not a sufficient descriptor. The work 
by Bartleson which showed the correlation between graininess and rms-granularity was done with 
color negative films having similar granular structures.

As discussed by Dainty and Shaw,38 further objective analysis of granular patterns may be carried 
out in terms of the autocorrelation function:

  φ τ δ δ τ( ) lim ( ) ( )= +
→∞ −

+

∫x x

x

x
x x dx

1

2
  (14)

where  d(x) = D Dx −  
 Dx = the density reading at point x on the sample 

D = mean density 
 d(x + t) = D Dx + −τ  
 t = a small increment of distance

Note carefully that for the sake of simplicity it has been assumed that the sample is scanned by a 
very long, narrow slit, so that the autocorrelation function reduces to a one-dimensional function. 
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PHOTOGRAPHIC FILMS  29.21

If the sample is scanned by a small circular aperture it will be two-dimensional. The use of a slit is 
common in practice. For the case where t = 0, we have

  φ δ σ( ) lim [ ( )]0
1

2
2 2= =

→∞ −

+

∫x x

x

x
x dx   (15)

Let f (t) be calculated for several different values of t, including values smaller than the slit width. 
Since when t < w the slit will contain some of the same grains at points x and x + t, correlation is 
observed. If there is no spatial correlation in the actual sample, φ τ( )→ 0 for t > w. Positive values of 
f (t) for t > w are an indication of spatial correlation in the sample; that is, large-scale grain.

In practice, it is convenient to carry out the analysis of large-scale patterns in the spatial fre-
quency domain. The Wiener-Khintchin theorem states that what is called the “Wiener spectrum” or
power spectrum of the granularity distribution is the Fourier transform of the autocorrelation func-
tion; that is,

  WS( ) ( )v e di v=
−∞

∞

∫ φ τ τπ τ2   (16)

and also

  φ τ π τ( ) ( )= −
−∞

∞

∫ WS v e dvi v2   (16a)

where v = spatial frequency.
In practice, an approximation of the Wiener spectrum is usually obtained by a direct Fourier 

transform of the granularity trace itself according to the expression

  WS( ) lim ( )v
x

x e dx
x

i vx

x

x
=

→∞ −∫
1

2
2

2

δ π   (17)

where d (x) has the same meaning as before, and the horizontal bar indicates that the average value of 
several different runs should be taken in order to provide a reasonable value for the approximation.

Returning to the definition of the autocorrelation function [Eq. (14)] it can be seen that the mea-
sured values of d (x) and d (x +t) are each actually the true values convolved with the slit response. 
By the convolution theorem of Fourier transforms, this means that in frequency space

  WS WSmeasured true( ) ( ) ( )v v xT v= 2   (18)

FIGURE 12 Microdensitometer traces of 
(a) primary silver grains and (b) granular structure 
of a print.
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29.22  IMAGING DETECTORS

where T (v) is the modulation transfer factor of the measuring system at spatial frequency v. If 
T (v)2 is divided out of WS(v)measured the underlying net value WS(v) is obtained. When this is done 
for black-and-white film samples exposed to light, the underlying spectrum is found to be flat. For 
the kinds of samples for which Selwyn’s law fails, on the other hand, the net Wiener spectrum is 
found to contain excess low-frequency power and lack high frequencies. Finally, by the properties 
of Fourier transforms, the area under the Wiener spectrum curve is the zero-value of the autocor-
relation function. But by Eq. (15) this zero-value equals s 2 for the sample, so that the area under 
the WS curve gives the rms-granularity of the sample. This can also be seen intuitively, since the 
value of the WS at special frequency v is simply the noise power of s 2 in a spatial frequency band 
v v± Δ /2.

Doerner39 has shown that the rms-granularity of a negative can be tracked through a printer 
system in terms of the Wiener spectrum of the negative and the modulation transfer function of the 
printer system (which includes the MTF of the print stock itself). Doerner’s expression is

  WS WS WSsyst
2

ps( ) ( ) ( ) ( )v v A v vp n p= +γ 2   (19)

where n and p indicate negative and print respectively, “ps” the print stock itself, and the other 
symbols have their previous meanings. The granularity/graininess of a print thus depends on the 
contrast of the print stock and the spatial frequency response of the printer system as well as on the 
graininess of the negative.

29.17 SHARPNESS AND GRAININESS 
CONSIDERED TOGETHER

In the foregoing discussion, we have considered the sharpness and graininess aspects of the picture 
separately. But real photographs frequently suffer from less-than-optimum sharpness and graininess 
both. Bartleson40 has studied the subjective quality of such photographs. He concluded that quality 
was not a linear combination of sharpness and graininess. Instead, “. . . quality tends to be deter-
mined primarily by the poorer of the two attributes. . . . If graininess is high, the print will likely be 
low in quality regardless of how sharp it may be or, conversely, if sharpness is low, so also will quality 
be low regardless of how grainy the print appears. . . .”

Bartleson’s results are of interest in assessing the quality of electronic images, since, at least at 
the time of writing, such images exhibit low graininess, but also low sharpness. On the basis of 
Bartleson’s work, such images would be judged to be of low subjective quality. In a comparison of 
electronic and film imagery published in 1990, Ikenoue and Tabei41 rated the quality of the former 
as poor because of the sharpness level.

29.18 SIGNAL-TO-NOISE RATIO AND DETECTIVE 
QUANTUM EFFICIENCY

Since the information in a photograph is normally carried by the density variation, we may usefully 
define the output signal-to-noise ratio of the photography by

  S/Nout = = ⋅Δ ΔD
H

σ
γ
σ

log   (20)

where ΔD is the mean density difference between an element to be detected and its surround, and 
s is the rms-granularity of the surround. By Selwyn’s law, s (D) varies as the area of the sampling 
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aperture changes; it is convenient here to take the sampling aperture area A as equal to the area of 
the image element. Furthermore, for ΔH sufficiently small we may write

  S/Nout = ⋅ Δ
0 434.

γ
σ

H

H
  (21)

Note that g /s is a property of the film; it is termed the detectivity. ΔH H/ , on the other hand, is a 
property of the object; in fact, it is the object contrast. Practical tests have shown that S/Nout should 
be 4 to 5 if the element is to be detected against its surround, and 8 to 10 if it is to be recognized.42

In 1946, Albert Rose of RCA published a paper43 in which he discussed the performances of the 
TV pickup tube, the photographic layer, and the human eye on a unified basis. His approach was to 
compare their performances with that of an “ideal device,” that is, a radiation detector whose perfor-
mance was limited only by the quantum nature of the incoming radiation. Such a perfect detector 
would report the arrival of every incoming quantum, and add no noise to the signal.

In 1958, R. Clark Jones of Polaroid expanded Rose’s work with specific application to photo-
graphic layers.44 Jones proposed the term detective quantum efficiency (DQE) for Rose’s performance 
indicator, and defined it by the expression

  DQE
S/N

S/N

S/N

S/N
out

ideal

out

max

=
⎡

⎣
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  (22)

where S/Nout is the signal-to-noise ratio produced by the actual device, and S/N ideal is the ratio that 
would be produced by the ideal device, given the same input. By the definition of the ideal device, 
S/Nideal = S/Nmax = S/Nin, where S/Nin is the signal-to-noise ratio in the input, and is due to the 
quantum nature of the input. The ratio is squared to make the DQE compatible with various other 
concepts.

It is easy to derive an expression for the S/N ratio of the input; when this is combined with Eq. (21) 
the result is

  DQE =
⎡
⎣
⎢

⎤
⎦
⎥ ⋅0 434 1

2
. γ
� q

  (23)

where � is the Selwyn coefficient and q is the average exposure received by the image in quanta per 
unit area. Since (1/q) is the radiometric speed of the film, it can be seen that the DQE is a perfor-
mance parameter that combines the gain (gamma), noise, and speed of the layer. As written, the 
DQE does not involve the sharpness aspect, but this can be included also.45

Since Eq. (23) involves standard photographic parameters, it is readily evaluated for a given 
material. When this is done, it is found that the DQE of typical materials is on the order of 1 to 
3 percent, peaking sharply at low densities in the case of black-and-white films. Note that DQE can 
be calculated for any sensor for which S/Nout can be derived. It is interesting to compare the 1 
to 3 percent values given above with those of other sensors. Thus, for example, Jones gives a 
value of 1 percent for the human eye, and 6 percent for an image orthicon tube. On the other hand, 
a suitable photographic layer recording electrons may approach 100 percent DQE, and a value of 
30 percent has been reported for a screened x-ray film.46 DQE has also served as a useful approach 
to considering silver halide mechanisms; see, for example, a paper by Bird, Jones, and Ames that 
appeared in Applied Optics in 1969.47

Another figure of merit allied to DQE is the noise equivalent quanta (NEQ) which is defined as 
the number of quanta that a perfect detector would need to produce a record having the same S/N 
ratio as the system under consideration. It can be shown that

  ′ = ×q qDQE   (24)

where q is again the number of quanta/unit area used by the real system, and q′ the NEQ of a unit 
area of image.
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29.24  IMAGING DETECTORS

29.19 RESOLVING POWER

The basic procedure used to measure photographic resolving power follows that used in optics. 
An American Standard exists.48 The standard provides for a suitable test object to be reduced opti-
cally onto the material to be tested. (Strictly speaking, the test thus determines the resolution of the 
lens-film combination, but the resolution capability of the lenses specified is high compared to that 
of the film.) The developed image is then studied in a microscope to determine the highest spatial 
frequency in which the observer is “reasonably confident” that the structure of the test pattern can 
still be detected. Thus, as in optics, the “last resolved” image is a threshold image. However, unlike 
the optical case, the limit is set not only by the progressive decrease in image modulation as spatial 
frequency increases, but also by the granular nature of the image.

If an exposure series of the test pattern is made, it is found that the spatial frequency of the limit-
ing pattern goes through a maximum. It is customary to report the spatial frequency limit for the 
optimum exposure as the resolving power of the film.

Photographic resolving power is now not much measured, but it retains some interest as an 
example of a signal-to-noise ratio phenomenon. Consider the modulation in the various triplet 
images in the pattern. By definition,

  M
H H

H H

H

H
=

−
+

=max min

max min

Δ
2

  (25)

and from Eq. (21),

  ΔD M= 0 868. γ   (26)

so that ΔD within the pattern varies as the modulation, which in turn decreases as the spatial fre-
quency increases. Furthermore, the area of each of the triplets in the pattern (assuming the ISO 
pattern configuration) = 2.52l2 = 2.52/v2. Assuming that Selwyn’s law holds, it follows that s = 
�/A1/2 = 0.4 �v = Cv, where we have lumped the constants. As the spatial frequency increases, the 
S/N of the triplet decreases because ΔD decreases and the effective rms-granularity increases. The 
resolving power limit comes at the spatial frequency where the S/N ratio drops to the limit required 
for resolution. Such a system has been analyzed by Schade.49

29.20 INFORMATION CAPACITY

The information capacity, or number of bits per unit area that can be stored on a photographic 
layer, depends on the size of the point spread function, which determines the smallest element that 
can be recorded, and on the granularity, which determines the number of gray levels that can be 
reliably distinguished. The exact capacity level for a given material depends on the acceptable error 
rate; for one set of fairly stringent conditions, Altman and Zweig50 reported levels up to 160 × 
106 bits/cm2. Jones51 has published an expression giving the information capacity of films as

  IC
S v v

N v v
dv dv

x y

x y
x= +

⎛

⎝
⎜

⎞

⎠
⎟

∞

∫
1

2
120

log
( , )

( , ) yy∫   (27)

where S and N are the spectral distributions of power in the system’s signal and noise. For a given 
spatial frequency, the signal power is given by

  S v vi= WS MTF( ) ( )2   (28)

where WSi (v) is the value of the Wiener spectrum of the input at v and MTF (v) is the value of the 
film’s MTF at that frequency. The information capacity thus depends on the frequency response and 
noise of the system, as would be expected. The matter is discussed by Dainty and Shaw.52
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29.21 LIST OF PHOTOGRAPHIC MANUFACTURERS

Agfa Photo Division
Agfa Corporation
100 Challenger Road
Ridgefield, NJ 07660

Ilford Photo Corporation
70 West Century Boulevard
Paramus, NJ 07653

E. I. duPont de Nemours and Co.
Imaging Systems Department
666 Driving Park Avenue
Rochester, NY 14613

3M Company
Photo Color Systems Division
3M Center
St. Paul, MN 55144–1000

Eastman Kodak Co.
343 State Street
Rochester, NY 14650
Tel. 1–800–242–2424 for product info.

Polaroid Corporation
784 Memorial Drive
Cambridge, MA 02139
Tel. 1–800–255–1618 for product info.

Fuji Photo Film USA
555 Taxter Road
Elmsford, NY 10523
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John D. Baloga
Imaging Materials and Media
Eastman Kodak Company
Rochester, New York

30.1

30

30.1 INTRODUCTION

Photographic materials are optical devices. Their fabrication and technical understanding encom-
pass the field of optics in the broadest sense. Light propagation, absorption, scattering, and reflec-
tion must be controlled and used efficiently within thin multilayer coatings containing tiny light-
detecting silver halide crystals and chemistry. Many subdisciplines within classical optics, solid-state 
theory, and photochemistry describe these processes.

In Chap. 20 of Ref. 1, Altman sweeps broadly through the basic concepts and properties of 
photographic materials. His brief, high-level descriptions are still generally valid for today’s photo-
graphic products, and the reader will profit by reviewing that summary. This chapter focuses more 
sharply on four fundamental photographic technologies intimately related to the broad field of 
optics, then gives an overview of photographic materials available today.

Section 30.2 discusses the optical properties of multilayer color photographic films and papers. 
This section outlines the basic structure of the device and describes the principal function of each 
layer. Light absorption, reflection, scattering, and diffraction properties are discussed in the context 
of providing minimum optical distortion to the final image.

Silver halide light detection crystals are solid-state devices described by quantum solid-state 
photophysics and chemistry in addition to crystallography. These devices absorb light to create an 
electron-hole pair. Delocalization of the electron in the conduction band of the crystal, trapping, 
reduction of interstitial silver ions, nucleation and growth of clusters of silver atoms, and reversible 
regression of these phenomena must be controlled and optimized to produce the most sensitive 
light detectors that also possess long-term stability.

Section 30.3 describes the basic photophysics of silver halides according to our best understand-
ing today. It outlines the solid-state properties most important to image detection and amplifica-
tion. Surface chemical treatment and internal doping are discussed in the context of providing silver 
halide emulsions having the highest sensitivity to light.

A color photographic image is formed by high-extinction and high-saturation dyes structurally 
designed by chemists to optimize their color, permanence, and other useful characteristics. Their 
properties in both the ground state and photoexcited states are important to color and stability.

Section 30.4 briefly outlines the photochemistry of photographic image dyes. Excited-state prop-
erties are described that are important to the photostability of these dyes for image permanence.
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30.2  IMAGING DETECTORS

Color science guides us to optimize all factors in photographic materials conspiring to render an 
accurate and pleasing image. These include spectral discrimination during the light detection phase 
and color correction to compensate for imperfect spectral detection and imperfect image dyes.

Section 30.5 sketches the photophysics and color science of photographic spectral sensitizers 
with an aim toward describing how modern photographic films sense the world in color nearly as 
the human eye sees it.

Today there exists a large diversity of photographic films. In addition to different manufacturers’ 
brands, films differ by speed, type, color attributes, format, and a multitude of other factors. This 
can be confusing. And what are the differences between a consumer film bought in a drugstore and 
a more expensive professional film?

Section 30.6 gives an overview of the different types of films available today. Differences between 
high- and low-speed films are described with an understanding of the origins of these differences. 
Consumer films are compared to professional films and some of the special needs of each type of 
customer are described. Some general guidelines are offered for film choices among color reversal 
films, black-and-white films, and color negative films.

In addition to Chap. 20 in Ref. 1, several other texts contain useful information about photo-
graphic materials. Kapecki and Rodgers2 offer a highly lucid and digestible sketch of basic color 
photographic film technology. Besides Chap. 20 in Ref. 1, this is a good place for the technically 
astute but nonpractitioner to gain a high level understanding of basic color photography. The tech-
nically detailed treatise by James3 is perhaps the best single comprehensive source containing the 
science and technology of the photographic system outside photographic manufacturers’ internal 
proprietary libraries. Hunt4 provides a good comprehensive treatise on all aspects of color science 
and additionally gives a good technical review of color photographic materials. Chapter 6 in Ref. 1 
contains a useful overview of the theory of light-scattering by particles, Chap. 9 contains a good 
overview of optical properties of solids, and Chap. 26 on colorimetry provides a good introduction 
to the basic concepts in that field.

30.2 THE OPTICS OF PHOTOGRAPHIC 
FILMS AND PAPERS

Introduction

Color photographic materials incorporate design factors that optimize their performance across 
all features deemed important to customers who use the product. These materials are complex in 
composition and structure. Color films typically contain over 12 distinct optically and chemically 
interacting layers. Some of the newest professional color reversal films contain up to 20 distinct 
layers.∗ Each layer contributes a unique and important function to the film’s final performance. 
Careful design and arrangement of the film’s various layers ultimately determine how well the film 
satisfies the user’s needs.

One very important customer performance feature is film acutance, a measure of the film’s abil-
ity to clearly record small detail and render sharp edges. Because images recorded on color film are 
frequently enlarged, image structure attributes such as acutance are very important. Magnifications 
such as those used to place the image on a printed page challenge the film’s ability to clearly record 
fine detail.

The ability of a photographic material to record fine detail and sharp edges is controlled by two 
factors. The first includes light scatter, diffraction, and reflections during the exposure step. These 
are collectively called optical effects. This factor dominates the film’s ability to record fine detail and 
sharp edges and is therefore critical to the film’s design.

∗Fujichrome Velvia 50 RVP professional film.

30_Bass_v2ch30_p001-030.indd 30.2 8/24/09 5:38:36 PM

DO
 N

OT
 D

UP
LI

CA
TE



PHOTOGRAPHIC MATERIALS  30.3

Chemical adjacency effects collectively known as Eberhard effects (see Chap. 21 in Ref. 3) are 
the second factor. In today’s color and black-and-white film products these are present during film 
development and are caused by accumulating development by-products such as iodide ions or 
inhibitors released by development inhibitor–releasing (DIR) chemicals that restrain further silver 
development in exposed regions of the image, leading to a chemical unsharp mask effect (pp. 274 
and 365 of Ref. 4). These chemical signals also give rise to the film’s interlayer interimage effects 
(HE; see p. 278 of Ref. 4) used for color correction. Film sharpness and HE are strongly related.

This section describes multilayer factors that contribute to light scatter, reflection, diffraction, 
and absorption in photographic materials. Factors that influence the nonoptical part of film acu-
tance, such as Eberhard effects, were briefly reviewed by Altman.1 More information about these 
processes can be found in references cited therein.

Structure of Color Films

Color film structures contain image-recording layers, interlayers, and protective overcoat layers. 
These layers suspend emulsions and chemistry in a hardened gelatin binder coated over a polyac-
etate or polyester support. Figure 1 shows the principal layers in a color multilayer film structure.

The overcoat and ultraviolet (UV) protective layers contain lubricants; plastic beads 1 to 5 μm 
in size called matte to impart surface roughness that prevents sticking when the film is stored in roll 
form; UV-light-absorbing materials; and other ingredients that improve the film’s handling charac-
teristics and protect the underlying light-sensitive layers from damage during use and from exposure 
to invisible UV light. Ultraviolet light is harmful for two reasons: it will expose silver halide emul-
sions, thereby rendering an image from light invisible to humans, and it promotes photodecomposi-
tion of image dyes, leading to dye fade over time (p. 977 of Ref. 2). Visible light exposure must first 
pass through these overcoats, but they typically do little harm to acutance as they contain nothing 
that seriously scatters visible light.

The blue-light-sensitive yellow dye imaging layers appear next. Silver halides, with the excep-
tion of AgCl—used primarily in color papers—have an intrinsic blue sensitivity even when spec-
trally sensitized to green or red light. Putting the blue-light-sensitive layers on top avoids incorrect 

Overcoat 
UV protective layer
Fast yellow layer 
Slow yellow layer
Yellow filter layer
Barrier layer
Fast magenta layer
Mid magenta layer
Slow magenta layer
Optional magenta filter layer
Barrier layer
Fast cyan layer
Mid cyan Layer
Slow cyan layer
AHU layer
Plastic support
Optional pelloid AHU layer

FIGURE 1 Simplified dia-
gram showing the key layers in 
a color photographic film (not 
drawn to scale).
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30.4  IMAGING DETECTORS

exposure leading to color contamination because a blue-light-absorbent yellow filter layer, located 
beneath the blue-sensitive imaging layers, absorbs all blue light that has passed completely through 
the blue-sensitive layers.

A collection of layers adjacent to one another that contain silver halide sensitized to a common 
spectral band is called a color record. Color records in films are always split into two or three separate 
layers. This arrangement puts the highest-sensitivity emulsion in the upper (fast) layer, where it 
gets maximum light exposure for photographic speed, and places low-sensitivity emulsions into the 
lower layer (or layers), where they provide exposure latitude and contrast control.

One or more interlayers separate the yellow record from the green-light-sensitive magenta 
record. These upper interlayers filter blue light to avoid blue light exposure color contaminating the 
red- and green-sensitive emulsion layers below. This behavior is called punch through in the trade. 
These interlayers also contain oxidized developer scavengers to eliminate image dye contamination 
between color records caused by oxidized color developer formed in one color record diffusing into 
a different color record to form dye.

The traditional yellow filter material is Carey Lea silver (CLS), a finely dispersed colloidal form 
of metallic silver, which removes most of the blue light at wavelengths less than 500 nm. The light 
absorption characteristics of this finely dispersed metallic silver are accounted for by Mie theory.5 
Unfortunately this material also filters out some green and red light, thus requiring additional sen-
sitivity from the emulsions below. Bleaching and fixing steps in the film’s normal processing remove 
the yellow CLS from the developed image.

Some films incorporate a yellow filter dye in place of CLS. Early examples contained yellow dyes 
attached to a polymer mordant in the interlayer. A mordant is a polymer that contains charged sites, 
usually cationic, that binds an ionized anionic dye by electrostatic forces. These dyes are removed 
during subsequent processing steps. Although these materials are free from red and green light 
absorption, it is a challenge to make them high in blue light extinction to avoid excessive chemical 
loads in the interlayer with consequent thickening.

Most recently, solid-particle yellow filter dyes6 are seeing more use in modern films. These solid 
dyes are sized to minimize light scatter in the visible region of the spectrum and their absorption 
of blue light is very strong. They can be made with very sharp spectral cuts and are exceptionally 
well suited as photographic filter dyes. In some films solid-particle magenta filter dyes7 are also used 
in the interlayers below the magenta imaging layers. Solid-particle filter dyes are solubilized and 
removed or chemically bleached colorless during the film’s normal development process.

Because the human visual system responds most sensitively to magenta dye density, the green-
light-sensitive image recording layers are positioned just below the upper interlayers, as close as 
practical to the source light exposure side of the film. This minimizes green light spread caused 
when green light passes through the turbid yellow record emulsions. It gives the maximum practical 
film acutance to the magenta dye record.

A lower set of interlayers separates the magenta record from the red-light-sensitive cyan dye 
record. These lower interlayers give the same type of protection against light and chemical contami-
nation as do the upper interlayers. The magenta filter dye is absent in some films because red-light-
sensitive emulsions are not as sensitive to green light exposure as to blue light exposure.

Located beneath the cyan record, just above the plastic film support, are antihalation undercoat 
(AHU) layers. The black absorber contained in this bottom layer absorbs all light that has passed 
completely through all imaging layers, thereby preventing its reflection off the gel-plastic and plastic-
air interfaces back into the imaging layers. These harmful reflections cause a serious type of light 
spread called halation, which is most noticeable as a halo around bright objects in the photographic 
image.

The opacity required in the AHU is usually obtained by using predeveloped black filamentary 
silver, called gray gel, which is bleached and removed during the normal photographic processing 
steps. Alternatively, in many motion picture films a layer of finely divided carbon suspended in 
gelatin (rem jet) is coated on the reverse side of the film. When placed in this position the layer is 
called an AHU pelloid. It is physically removed by scrubbing just before the film is developed. The 
newest motion picture films incorporate a black solid-particle AHU filter dye that is solubilized and 
removed during normal development of the film and does not require a separate scrubbing step.
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PHOTOGRAPHIC MATERIALS  30.5

The overall thickness of a film plays an important role in minimizing harmful effects from 
light scatter. Because color films are structured with the yellow record closest to the light exposure 
source, it is especially important to minimize thickness of all film layers in the yellow record and 
below it, because light scattered in the yellow record progressively spreads as it passes to lower layers. 
The cyan record shows the strongest dependence on film thickness because red light passes through 
both yellow and magenta record emulsions en route to the cyan record. Because both emulsions 
often contribute to red light scatter, the cyan record suffers a stronger loss in acutance with film 
thickness.

Structure of Color Papers

The optical properties of photographic paper merit special consideration because these materials are 
coated in very simple structures on a highly reflective white Baryta-coated paper support. Baryta is 
an efficient diffuse reflector consisting of barium sulfate powder suspended in gelatin that produces 
isotropically distributed reflected light with little absorption.

Photographic papers generally contain about seven layers. On top are the overcoat and UV pro-
tective layers, which serve the same functions as previously described for film.

The imaging layers in color papers contain silver chloride emulsions for fast-acting development, 
which is important to the industry for rapid throughput and productivity. Generally only one layer 
is coated per color record, in contrast to films, which typically contain two or three layers per color 
record. The order of the color records in photographic papers differs from that in films due mainly 
to properties of the white Baryta reflective layer.

Because color paper is photographically slow, exposure times on the order of seconds are com-
mon. Most light from these exposures reflects turbidly off the Baryta layer. The imaging layers get-
ting the sharpest and least turbid image are those closest to the reflective Baryta where light spread 
is least, not those closest to the top of the multilayer as is the case with film.

In addition, the Baryta layer as coated is not smooth. Its roughness translates into the adjacent 
layer, causing nonuniformities in that layer. Because the human visual system is most forgiving of 
physical imperfections in yellow dye, the yellow color record must be placed adjacent to the Baryta 
to take the brunt of these imperfections.

The magenta color record is placed in the middle of the color paper multilayer, as close to the 
Baryta layer as possible, since sharpness in the final image is most clearly rendered by magenta dye. 
This leaves the cyan record nearest to the top of the structure, just below the protective overcoats.

The magenta color record in the middle of the multilayer structure is spaced apart from the other 
two color records by interlayers containing oxidized developer scavengers to prevent cross-record 
color contamination, just as in films. However, no filter dyes are needed in color paper because silver 
chloride emulsions have no native sensitivity to light in the visible spectrum.

Light Scatter by Silver Halide Crystals

Because they consist of tiny particles, silver halide emulsions scatter light. Scattering by cubic and 
cubo-octahedral emulsions at visible wavelengths is most intense when the emulsion dimension 
ranges from 0.3 to 0.8 μm, roughly comparable to the wavelengths of visible light. This type of scat-
tering is well characterized by Mie8 theory and has been applied to silver halides.9 We are often com-
pelled to use emulsions having these dimensions in order to achieve photographic speed.

For photographic emulsions of normal grain size and concentration in gelatin layers of normal 
thickness, multiple scattering predominates. This problem falls within the realm of radiative transfer 
theory. Pitts10 has given a rigorous development of radiative transfer theory to the problem of light 
scattering and absorption in photographic emulsions. A second approach that has received serious 
attention is the Monte Carlo technique.11 DePalma and Gasper12 were able to obtain good agreement 
between their modulation transfer functions (MTFs) determined by a Monte Carlo calculation and 
experimentally measured MTFs for a silver halide emulsion layer coated at various thicknesses.
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30.6  IMAGING DETECTORS

Scattering by yellow record emulsions is especially harmful because red and green light must 
first pass through this record en route to the magenta and cyan records below. All other things 
being equal, the amount of light scattered by an emulsion layer increases in proportion to the total 
amount of silver halide coated in the layer.

Color films are constructed with low-scattering yellow record emulsions whenever possible. The 
amount of silver halide coated in the yellow record is held to a minimum consistent with the need to 
achieve the film’s target sensitometric scale in yellow dye.

High-dye-yield yellow couplers13 having high coupling efficiency are very useful in achieving silver 
halide mass reductions in the yellow record of color reversal films. These provide high yellow dye 
densities per unit silver halide mass, thereby reducing the amount of silver halide needed to achieve 
target sensitometry. Some upper-scale (high-density) increase in granularity often results from using 
these couplers in a film’s fast yellow layer, but the benefits of reduced red and green light scatter over-
come this penalty, especially because the human visual system is insensitive to yellow dye granularity.

Tabular emulsion grains offer a way to achieve typical photographic speeds using large-dimension 
emulsions, typically 1.0 to 3.0 μm in diameter, although smaller- and larger-diameter crystals are 
sometimes used. These do not scatter light as strongly at high angles from normal incidence with 
respect to the plane of the film as do cubic or octahedral emulsions having comparable photo-
graphic speeds. However, diffraction at the edges and reflections off the crystal faces can become a 
detrimental factor with these emulsions.

Silver halide tabular crystals orient themselves to lie flat in the plane of the gelatin layer. This 
happens because shear stress during coating of the liquid layer stretches the layer along a direction 
parallel to the support and also because the water-swollen thick layer compresses flat against the 
support after it dries by a ratio of roughly 20:1.

Reflections can become especially harmful with tabular emulsion morphologies since light reflect-
ing from the upper and lower faces of the crystal interferes, leading to resonances in reflected light. 
The most strongly reflected wavelengths depend on the thickness of the tabular crystal. The thickness 
at which there is a maximum reflectance occurs at fractional multiples of the wavelength14 given by:

  t
m

n
=

+
⎛
⎝⎜

⎞
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1

2
2

λ
  

where t is the thickness of the tabular crystal, l is the wavelength of light, n is the refractive index of 
the crystal, and m is an integer.

In an extreme case, tabular emulsions act like partial mirrors reflecting light from grain to grain 
over a substantial distance from its point of origin. This is called light piping by analogy with light 
traveling through an optical fiber (see Fig. 2). It is especially serious in the cyan record, where red light 
often enters at angles with respect to perpendicular incidence caused by scattering in upper layers.

FIGURE 2 Light undergoes reflection, diffraction, and multiple reflec-
tions that may lead to light piping in film layers containing tabular silver 
halide crystals.
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PHOTOGRAPHIC MATERIALS  30.7

Another cause of light piping is the presence of small-grain emulsion contaminants within a 
tabular grain population. A highly turbid contaminant emulsion, even if present in small amounts, 
can scatter light at sufficient angles to induce severe light piping through the tabular grain matrix. 
Modern emulsion science takes great pains to produce tabular emulsions free from highly scattering 
contaminants.

Gasper15 treated the problem of scattering from thin tabular silver halide crystals in a uniform 
gelatin layer. For very thin and large-diameter tabular silver bromide crystals (thickness <0.06 μm, 
diameter >1.0 μm) light at normal incidence is scattered almost equally in the forward and back-
ward hemispheres. As the grain thickness increases there appears increasing bias for forward scatter 
in a narrow cone. The efficiencies for scatter and absorption were found to be independent of grain 
diameter for crystal diameters larger than ~1.0 μm. For such crystals, the backscatter and absorption 
efficiencies are approximately equal to the specular reflectance and absorption of a semiinfinite slab 
of the same material and thickness.

But the forward scattering efficiency does not approximate the specular transmittance of 
the semiinfinite slab as a result of interference between the directly scattered forward field and the 
mutually coherent unscattered field, a process analogous to diffraction that does not occur for the 
semiinfinite slab with no edge. The specific turbidity depends on grain thickness, but not diameter 
for diameter >1.0 μm.

A light-absorbing dye is sometimes added to a film to reduce the mean free path of scattered and 
reflected light leading to an acutance improvement. This improvement happens at the expense of 
photographic speed, since light absorbed by the dye is not available to expose the silver halide emul-
sions. However, the trade-off is sometimes favorable if serious light piping is encountered.

Light-absorbing interlayers between color records are sometimes used in color films to help 
eliminate the harmful effects of reflected light. For example, some films have a magenta filter dye 
interlayer between the magenta and cyan records. In addition to its usefulness in reducing light 
punchthrough (green light passing through the magenta record to expose the red-sensitized layers), 
this filter layer helps eliminate harmful reflections of green light off cyan record tabular emulsions, 
which bounce back into the magenta record. These reflections, although potentially useful for 
improving photographic green speed, can be harmful to magenta record acutance.

30.3 THE PHOTOPHYSICS OF SILVER HALIDE 
LIGHT DETECTORS

Chapter 20 in Ref. 1 gave a very brief sketch of the general characteristics of silver halide crystals 
used for light detection and amplification in photographic materials. These crystals, commonly 
termed emulsions, are randomly dispersed in gelatin binder layers in photographic films and papers. 
For photographic applications the most commonly used halide types are AgCl, AgBr, and mixed 
halide solid solutions of AgClxIy and AgBrxIy. In addition, pure phases of AgCl and AgI are some-
times grown epitaxially on AgBr crystals to impart special sensitivity and development properties.

Upon exposure to light, silver halide crystals form a latent image (LI) composed of clusters of 
three to hundreds of photoreduced silver atoms either within the interior or most usefully on the 
surface of the crystal where access by aqueous developing agents is easiest.∗ Higher light exposures 
result in larger numbers of silver atoms per latent image cluster on average in addition to exposing a 
larger number of crystals on average.

The detection of light by a silver halide crystal, subsequent conversion to an electron hole pair, 
and ultimate reduction of silver ions to metallic silver atoms is in essence a solid-state photophysi-
cal process. The application of solid-state theory to the photographic process began with Mott and 

∗Some specialized developing agents can etch into the silver halide crystal to develop the internal latent image (LI), but the 
most commonly used color negative and color paper developers have little capability to do this. They are primarily surface-
developing agents. The color reversal black-and-white developer can develop slightly subsurface LI in color reversal emulsions.
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30.8  IMAGING DETECTORS

Gurney16 and was extended by Seitz.17 Additional reviews were published18–20 as our understanding 
of these processes grew.

According to the nucleation and growth mechanism,18 the photographic LI forms through a 
series of reversible electronic and ionic events (see Fig. 3). An electron is generated in the conduc-
tion band either by direct band gap photoexcitation of the crystal in its intrinsic spectral absorption 
region or by injection from a photoexcited spectral sensitizing dye on the crystal’s surface. As this 
mobile electron travels through the crystal it becomes shallowly and transiently trapped at lattice 
imperfections carrying a positive charge. The ionized donor may be an interstitial silver ion or a sur-
face defect. The kinked edge of a surface terrace, having a formal charge of +1/2 is one such site.

The electron may sample many such traps before becoming more permanently trapped at a pre-
ferred site. Trapping of the electron occurs in less than 0.1 ns at room temperature.21 The shallowly 
trapped electron orbits about the trapping site in a large radius. At this stage the formal charge of 
the trap site becomes −1/2 and adjacent surface lattice ions relax, thereby increasing the depth of 
the trap.22 In octahedral AgBr emulsions this shallow-deep transition occurs within 10 ns at room 
temperature.21

The negative charge formally associated with the trapped electron attracts a mobile interstitial 
Ag+ ion, which the trapped electron reduces to an Ag0 atom. The site’s charge reverts to +1/2. A second 
photoelectron is then trapped at the site and reacts with a second interstitial Ag+ ion to form Ag2  

0  and 
so on as additional photons strike the crystal. Frenkel defect concentrations—interior plus surface—
in the range of 1014/cm3 have been reported for AgBr crystals.19 Latent image formation depends 
critically upon the existence of partially charged defects on the surface of the crystal.

Because the single-atom Ag0 state is metastable and the Ag2 
0  state is not usefully detectable from 

gross fog by developing solutions (Chap. 4 of Ref. 3), a minimum of three photons must strike the 
crystal to form a detectable LI site, the second photon within the lifetime of the metastable trapped 
Ag0 atom.∗ The transient existence of one or two silver atom sites has not been directly observed but 
is strongly inferred by indirect evidence.20

The highest photoefficiencies are achieved after silver halide emulsions are heated with aqueous 
sulfur and gold salts to produce Ag2S and AgSAu species on the surface of the crystal.22 Most of the 
evidence for sulfur sensitization suggests these sites improve electron trapping, perhaps by mak-
ing trapping lifetimes longer at preexisting kink sites. Gold sensitization accomplishes at least two 
things: it reduces the size of the latent image center needed to catalyze development and it stabilizes 
silver atoms formed during the exposure process (Chap. 5 of Ref. 3).

Ideally only a single latent image site forms per exposed silver halide crystal. If more sites nucle-
ate on a crystal, these can compete for subsequent photoelectrons, leading to losses in efficiency 
related to LI dispersity. One remarkable aspect of this process is that despite the large number of 

FIGURE 3 Diagram showing the basic features of the nucleation and growth mechanism for 
formation of a developable latent image site by light exposure of a silver halide crystal.

∗A metastable silver atom may dissociate back into an electron-hole pair, and the electron can migrate to another trapping 
site to form a new silver atom. This may happen many times in principle. The second electron must encounter the silver atom 
before electron-hole recombination or other irreversible electron loss takes place.
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PHOTOGRAPHIC MATERIALS  30.9

kink sites and chemically sensitized sites on a given crystal, in the most efficient silver halide emul-
sions only a single LI center forms per grain. The shallow-deep transition that occurs after the initial 
electron trapping selects one preferred defect out of the plethora of other possibilities for subse-
quent electron trapping.

The two predominant crystal faces that occur on photographically useful silver halide grains are 
[100] and [111]. Both surfaces have a negative charge23 ranging from −0.1 to −0.3 V. A subsurface 
space charge layer rich in interstitial Ag+ ions compensates for the charged surface.24 The [100] sur-
faces are flat with steps containing jogs that are either positively or negatively charged kink sites. The 
positive kinks on the surface form shallow electron traps.

In contrast, the [111] surface is not well characterized and is believed to be sensitive to surface 
treatment. Calculations of surface energies suggest that several arrangements may coexist, including 
microfaceted [100] planes and half layers of all silver or all halide ions in arrangements with hexago-
nal symmetry.24,25

All silver halides absorb light in the near-UV region of the spectrum. The absorption edge 
extends to longer wavelengths from AgCl to AgBr to AgI. AgCl and AgBr have indirect band gap 
energies of 3.29 and 2.70 eV, respectively.19 Absorption of light produces electrons in a conduction 
band whose minimum lies at the zone center and holes in the valence band whose maximum is at 
an L point. Carriers produced at excess energy rapidly thermalize at room temperature since elec-
tron mobility is limited by phonon scattering.

Electron mobility in AgBr is about 60 cm2/Vs at room temperature.19 In AgCl the hole mobil-
ity is low, but in AgBr it is substantial—only about a factor of 30 lower than electron mobility.20 
Carriers generated by exposure will explore the crystal in a random walk as they scatter off phonons 
and transiently trap at charged defects. It is expected that electrons can fully sample a 1-μm crystal 
within less than 1 μs.

In most commercial photographic materials today, only about 25 percent to 50 percent of the 
electrons injected into the crystal’s conduction band contribute to a developable LI site. The rest 
are wasted through electron-hole recombination, formation of internal LI that is inaccessible to the 
developing agent, or formation of multiple nucleation sites termed dispersity. The deliberate addi-
tion of dopants that act as shallow electron traps reduces the time electrons spend in the free carrier 
state and thereby limits their propensity to recombine with trapped holes.

Polyvalent transition metal ions are frequently doped into silver halide crystals to limit reciproc-
ity effects, control contrast, and reduce electron hole recombination inefficiencies.26 They act as 
electron or hole traps and are introduced into the crystal from aqueous hexa-coordinated complexes 
during precipitation. They generally substitute for (AgX6)

5− lattice fragments. Complexes of Ru and 
Ir have been especially useful. Because the dopant’s carrier-trapping properties depend on the metal 
ion’s valence state and the steriochemistry of its ligand shell, there are many opportunities to design 
dopants with specific characteristics. Dopants incorporating Os form deep electron traps in AgCl 
emulsions with an excess site charge of +3. An effective electron residence lifetime of 550 seconds 
has been measured for these dopants at room temperature.20 They are used to control contrast at 
high-exposure regions in photographic papers.

Quantum sensitivity is a measure of the average number of photons absorbed per grain to 
produce developability in 50 percent of an emulsion population’s grains (Chap. 4 in Ref. 27). This 
microscopic parameter provides a measure of the photoefficiency of a given emulsion; the lower the 
quantum sensitivity value, the more efficient the emulsion. The quantum sensitivity measurement 
gives a cumulative measure of latent image formation, detection, and amplification stages of the 
imaging chain.

Quantum sensitivity has been measured for many emulsions. The most efficient emulsions spe-
cially treated by hydrogen hypersensitization yield a quantum sensitivity of about three photons per 
grain.28 Although hydrogen hypersensitization is not useful for general commercial films because 
it produces emulsions very unstable toward gross fog, this sensitivity represents an ambitious goal 
for practical emulsions used in commercial photographic products. The most efficient practical 
photographic emulsions reported to date have a quantum sensitivity of about five to six photons per 
grain.29 The better commercial photographic products in today’s market contain emulsions having 
quantum sensitivities in the range of 10 to 20 photons per grain.
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30.10  IMAGING DETECTORS

30.4 THE STABILITY OF PHOTOGRAPHIC IMAGE 
DYES TOWARD LIGHT FADE

Introduction

Azomethine dyes are formed in most photographic products by reaction between colorless couplers 
and oxidized p-phenylenediamine developing agents to form high-saturation yellow, magenta, and 
cyan dyes (Chap. 12 in Ref. 3). Typical examples are shown in Fig. 4. The diamine structural ele-
ment common to all three dyes comes from the developing agent, where R1 and R2 represent alkyl 
groups. The R group extending from the coupler side of the chromophore represents a lipophilic 
ballast, which keeps the dye localized in an oil phase droplet. In some dyes it also has hue-shifting 
properties.

Heat, humidity, and light influence the stability of these dyes in photographic films and papers.30 
Heat and humidity promote thermal chemical reactions that lead to dye density loss. Photochemical 
processes cause dyes to fade if the image is displayed for extended periods of time. Ultraviolet radia-
tion is especially harmful to a dye’s stability, which is partly why UV absorbers are coated in the pro-
tective overcoat layers of a color film or paper.

Stability toward light is especially important for color papers, where the image may be displayed 
for viewing over many years. It is less important in color negative film, which is generally stored in 
the dark and where small changes in dye density can often be compensated for when a print is made. 
Light stability is somewhat important for color reversal (slide and transparency) film, since a slide is 
projected through a bright illuminant, but projection and other display times are short compared to 
values for color papers. A similar situation exists for movie projection films, where each frame gets a 
short burst of high-intensity light but the cumulative exposure is low.

Evaluation of the stability of dyes toward light is difficult because the time scale of the photo-
chemical reactions, by design, is very slow or inefficient. The quantum yields of photochemical 
fading of photographic dyes, defined as the fraction of photoexcited dyes that fade, are on the 
order of 10−7 or smaller.2,31 Accelerated testing using high-intensity illumination can sometimes 
give misleading results if the underlying photochemical reactions change with light intensity (p. 266 
in Ref. 4).

Given that dyes fade slowly over time, it is best if all three photographic dyes fade at a common 
rate, thereby preserving the color balance of the image (p. 267 in Ref. 4). This rarely happens. The 
perceived light stability of color photographic materials is limited by the least stable dye. Historically, 
this has often been the magenta dye, whose gradual fade casts a highly objectionable green tint to a 
picture containing this dye. This is most noticeable in images containing memory colors, such as 
neutral grays and skin tones.

Cyan dye Magenta dye Yellow dye

O O

HNCR

N

N R1

R2

N N N

N

N

R

N R1

R2

CH3

N

Cl R
O O
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CH3

CH3

CH3

FIGURE 4 Typical examples of azomethine dyes used in photographic materials.
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PHOTOGRAPHIC MATERIALS  30.11

Photochemistry of Azomethine Dyes

Upon absorption of a photon, a dye becomes reversibly excited to the singlet state. For azomethine 
dyes, the lifetime of the excited state is estimated to be on the order of picoseconds.32–39 Similarly, 
the lifetime of the triplet state of azomethine dyes, which is expected to form rapidly by intersystem 
crossing from the singlet excited state, has been estimated to be in the nanosecond range.36 The 
short lifetime of these species seems to be at the basis of the observed low quantum yields of photo-
chemical fading of azomethine dyes.

The nature of the initial elementary reactions involving excited or triplet states of dyes is not well 
understood. For some magenta dyes, the fading mechanism was reported to be photooxidative.37 
Cyan dye light fade appears to involve both reductive and oxidative steps38 following photoexcita-
tion of the dye.

Singlet oxygen has been traditionally postulated to be involved in the oxidative pathway.39 This 
high-energy species can, in principle, be formed by energy transfer between a triplet dye and molec-
ular oxygen, and can subsequently induce dye destruction, although reaction with singlet oxygen 
does not always lead to decomposition.40

Dye hv Dye*
1+ ∗  Formation of an excited state by light absorption

1 3Dye Dye∗ →  Formation of triplet state by intersystem crossing
3 3

2Dye O Dye O*+ → + 1
2 Formation of singlet oxygen

1
2O Dye Chemical reaction+ →  Dye fade by singlet oxygen

Studies of the photophysical properties of photographic dyes, however, have shown that in gen-
eral, azomethine dyes are good quenchers of singlet oxygen.41 This implies that the formation of 
singlet oxygen by the triplet state of the dyes should be inefficient. An alternative feasible role for 
molecular oxygen in dye fade involves electron transfer mechanisms.

1
2

+Dye O Dye O*
∗ −+ + 2   (Radical formation) ⇒ subsequent reactions leading to dye 

destruction
3

2Dye O Dye O*+ ++ −
2    (Radical formation) ⇒ subsequent reactions leading to dye 

destruction

The chemistry of dye fade may also be started by electron transfer between excited or triplet dye 
and a dye molecule in its ground state.

1Dye Dye Dye Dye*
∗ + −+ +    (Radical formation) ⇒ subsequent reactions leading to dye 

destruction
3Dye Dye Dye Dye*+ ++ −    (Radical formation) ⇒ subsequent reactions leading to dye 

destruction

Excited State Properties

The few papers that have been published about excited singlet-state properties of azomethine dyes 
have mainly focused on pyrazolotriazole magenta dyes.32–35 These dyes have fluorescence quantum 
yields on the order of 10−4 at room temperature, but increase to ~1 in rigid organic glasses at 77 K.40 
The fluorescence quantum yield is the fraction of photoexcited molecules that emit a quantum of 
light by fluorescence from an excited state to the ground state having the same multiplicity (usu-
ally singlet to singlet). The results at room temperature imply singlet-state lifetimes of only a few 
picoseconds.40

Room-temperature flash photolysis has identified a very short-lived fluorescent state plus 
a longer-lived nonfluorescent transient believed to be an excited singlet state whose structure is 
twisted compared to the ground state. This is consistent with the temperature-dependent results 
that allow rapid conformational change to the nonfluorescent singlet species at room temperature, 
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FIGURE 5 (a) Ground state conformation and (b and c) two conformations of the lowest 
triplet state.

in addition to intersystem crossing to the triplet excited state. But this conformational change is pre-
sumably restrained in a cold organic glass matrix, thereby allowing the excited singlet state time to 
fluoresce back to the ground state.

Investigation of the triplet states of azomethine dyes has proven difficult, and there are no defini-
tive reports of direct observation of the triplet states. There are no reliable reports of phosphores-
cence from the triplet state of these dyes, although they have been studied by flash photolysis.32–35,41–45 
Using indirect energy transfer methods, triplet lifetimes have been estimated to be less than 10 ns.36 
Similar studies43 gave triplet energies of 166 to 208 kJ mol−1 for yellow dyes, 90 to 120 kJ mol−1 for 
magenta dyes, and about 90 kJ mol−1 for cyan dyes.

Computational studies have been carried out recently on the ground and lowest triplet states of 
yellow azomethine dyes.45 Consistent with crystallographic studies,46,47∗ the calculated lowest-energy 
ground state conformation S0 is calculated to have the azomethine C N��  bond coplanar with the 
anilide C O��  carbonyl, but perpendicular to the C O��  carbonyl of the ketone. The energy of the 
vertical transition triplet state having this conformation is quite high, calculated to be 230 kJ mol−1 
above the ground state. Energy minimization on the lowest triplet energy surface starting with the 
geometry of S0 results in a relaxation energy of 100 kJ mol−1 and leads to T1a, characterized by a sub-
stantial twist around the C N��  bond and by increased planarity of the keto carbonyl with the azo-
methine plane. These conformational changes offer an efficient mechanism for stabilizing the lowest 
triplet state in these dyes. A second triplet conformer T1b with an energy 25 kJ mol−1 below T1a was 
also calculated (see Fig. 5).

The low energy values calculated for T1a and T1b relative to S0a (130 and 105 kJ mol−1, respec-
tively) have led to a new interpretation of the reported results43 of energy transfer to S0a. Using the 
nonvertical energy transfer model of Balzani,48 it is shown that observed rates of energy transfer to 
S0a can be consistent with formation of two distinct triplet states: one corresponding to a higher-
energy excited triplet state (T2) 167 kJ mol−1 above S0a, and the second corresponding to one con-
formation of the lowest triplet state (T1) with an energy of 96 kJ mol−1 above S0a, in good agreement 
with the calculated T1b configuration. The large structural differences between S0a and the conform-
ers of T1 can explain the lack of phosphorescence in this system.

Light Stabilization Methods

Stabilization methods focus on elimination of key reactants (such as oxygen by various barrier 
methods), scavenging of reactive intermediates such as free radicals transiently formed during pho-
todecomposition, elimination of ultraviolet light by UV absorbers, or quenching of photoexcited 
species in the reaction sequence.

∗Other unpublished structures exhibiting the same conformation of S0a have been solved at Kodak.
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PHOTOGRAPHIC MATERIALS  30.13

Stabilizer molecules49 have been added to photographic couplers to improve the stability of their 
dyes toward light fade. Although the exact mode by which these stabilizers operate has not been 
disclosed, it is probable that some quench the photoexcited state of the dyes, thereby preventing fur-
ther reaction leading to fading; some scavenge the radicals formed during decomposition steps; and 
some may scavenge singlet oxygen.

Polymeric materials added to coupler dispersions also stabilize dyes. These materials are reported 
to improve thermal dye decomposition50 by physically separating reactive components in a semi-
rigid matrix or at least decreasing the mobility of reactive components within that matrix. They may 
provide benefits for light stability of some dyes by a similar mechanism.

Photographic dyes sometimes form associated complexes or microcrystalline aggregates (p. 322 
of Ref. 4). These have been postulated to either improve light stability by electronic-to-thermal 
(phonon) quenching of excited states, or to degrade light stability by concentrating the dye to pro-
vide more available dye molecules for reaction with light-induced radicals. Both postulates may be 
correct depending upon the particular dyes.

Modern photographic dyes have vastly improved light stabilities over dyes of the past. For 
example, the magenta dye light stability of color paper dyes has improved by about two orders of 
magnitude between 1942 and the present time.51 New classes of dyes52,53 have proved especially 
resistant to light fade and have made memories captured by photographic materials truly archival.

30.5 PHOTOGRAPHIC SPECTRAL SENSITIZERS

Introduction

Spectral sensitizing dyes are essential to the practice of color photography. In 1873, Vogel54 discov-
ered that certain organic dyes, when adsorbed to silver halide crystals, extend their light sensitivity 
to wavelengths beyond their intrinsic ultraviolet-blue sensitivity. Since then, many thousands of dyes 
have been identified as silver halide spectral sensitizers having various degrees of utility, and dyes exist 
for selective sensitization in all regions of the visible and near-infrared spectrum. These dyes provide 
the red, green, and blue color discrimination needed for color photography.

The most widely used spectral sensitizing dyes in photography are known as cyanine dyes. One 
example is shown in Fig. 6. These structures are generally planar molecules as shown.

A good photographic spectral sensitizing dye must adsorb strongly to the surface of the silver 
halide crystal. The best photographic dyes usually self-assemble into aggregates on the crystal’s 
surface. Aggregated dyes may be considered partially ordered two-dimensional dye crystals.55 Blue-
shifted aggregates are termed H-aggregates, while red-shifted ones, which generally show spectral 
narrowing and exitonic behavior, are termed J-aggregates. Dyes that form J-aggregates are generally 
most useful as silver halide spectral sensitizers.

A good sensitizing dye absorbs light of the desired spectral range with high efficiency and con-
verts that light into a latent image site on the silver halide surface. The relative quantum efficiency56 
of sensitization is defined as the number of quanta absorbed at 400 nm in the AgX intrinsic absorp-
tion region to produce a specified developed density, divided by the number of like quanta absorbed 
only by dye within its absorption band. For the best photographic sensitizing dyes this number is 
only slightly less than unity.

S S

C CCH (CH    CH)n

N N
–

+

IC2H5 C2H5

FIGURE 6 Typical cyanine spectral sensitiz-
ing dye used in photographic materials.
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30.14  IMAGING DETECTORS

Adsorption isotherms for J-aggregated cyanine dyes on AgX follow Langmuir behavior with a 
saturation coverage that indicates closely packed structures.57 The site area per molecule derived 
from the Langmuir isotherms implies dye adsorption along its long axis with heterocyclic rings per-
pendicular to the surface. Recent scanning tunneling microscope work58,59 has convincingly detailed 
the molecular arrangement within these aggregates, confirming general expectations.

The Photophysics of Spectral Sensitizers on 
Silver Halide Surfaces

Sensitizing dyes transfer an electron from the dye’s excited singlet state to the conduction band of 
AgX. Evidence for this charge injection comes from extensive correlations of sensitization with the 
electrochemical redox properties of the dyes.22,60,61 In the adsorbed state a good sensitizing dye has 
an ionization potential smaller than that of the silver halide being sensitized. This allows the energy 
of the dye excited state to lie at or above the silver halide conduction band even though the energy 
of the photon absorbed by the dye is less than the AgX band gap. Dye ionization potentials are gen-
erally well correlated with their electrochemical oxidation potentials.

The triplet energy level of a typical cyanine dye lies about 0.4 to 0.5 eV (about 35 to 50 kJ mol−1) 
below the radiationally excited singlet level.62 In most cases, this triplet state seems to have little 
effect on spectral sensitization at room temperature, although it may influence sensitization in special 
cases.63

Electron transfer takes place by tunneling from the excited-state dye to the silver halide conduc-
tion band. Simple calculations verify that penetration of the potential barrier will compete favor-
ably with de-excitation of the dye by fluorescence emission (p. 253 of Ref. 3). The interaction time 
between an excited spectral sensitizer and silver bromide appears to occur between 10−13 and 10−10 
(p. 237 of Ref. 3). Factors favoring irreversible flow of electrons from dye to silver halide are delo-
calization within the conduction band, the negative space charge layer on the surface of the crystal, 
trapping by remote sites on the silver halide surface, and irreversible trapping to form a latent image.

Free electrons from dye sensitization appear in the silver halide conduction band having the 
same mobility and lifetime as those formed by intrinsic absorption. These electrons participate in 
latent image formation by the usual mechanism.

After electron transfer, the oxidized dye radical cation becomes the hole left behind. Because 
there is evidence that a single dye molecule may function repeatedly,64 the dye cation “hole” must be 
reduced again. This can occur by electron tunneling from an occupied site on the crystal’s surface, 
whose energy level is favorable for that process. A bromide ion at a kink is one such site. This leaves 
a trapped hole on the crystal surface that may be thermally liberated to migrate through the crystal. 
This hole can lead to conduction band photoelectron loss by recombination. A supersensitizer mol-
ecule (discussed later) may also trap the hole.

The formation of the J-aggregate exciton band has significant effects on the excited-state dynam-
ics of the dye. There is the possibility of coherent delocalization of the exciton over several mol-
ecules in the aggregate.65 The exciton is mobile and can sample over 100 molecules within its life-
time.66 This mobility means that the exciton is sensitive to quenching by traps within the aggregate 
structure. The overall yield of sensitization generally increases to maximum, then decreases some-
what as the aggregate size increases. Optimum sensitizations usually occur below surface monolayer 
coverage.

Sometimes the spectral sensitivity of a dye is increased by addition of a second substance. If the 
added sensitivity exceeds the sum of both sensitizers individually, the increase is super-additive and 
the second substance is called a supersensitizer. Maximum efficiency of a supersensitizer often occurs 
in the ratio of about 1:20 where the supersensitizer is the dilute component.

The supersensitizer may increase the spectral absorption of the sensitizer by inducing or inten-
sifying formation of a J-aggregate. In some cases these changes are caused by a mutual increase 
in adsorption to the grain surface, as when the sensitizer and supersensitizer are ions of opposite 
charge.67 However, the most important supersensitizers appear to increase the fundamental effi-
ciency of spectral sensitization as measured by the relative quantum yield.
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PHOTOGRAPHIC MATERIALS  30.15

The low concentration of supersensitizer relative to sensitizer suggests trapping of an exciton 
moving through the quasicrystalline array of J-aggregated sensitizer molecules. One hypothesis is 
that the supersensitizer molecule traps the exiton, providing a site for facile electron transfer into 
the silver halide.68

Gilman and coworkers69–72 proposed that the supersensitization of J-aggregating dyes takes place 
via hole trapping by the supersensitizer molecules. The exciton moving through the aggregate may 
be self-trapped at a site adjacent to a supersensitizer molecule. By hypothesis, the highest occupied 
(HO) electron energy level of the supersensitizer is higher than that of the partially empty HO level 
of the excited sensitizer molecule. An electron transfers from the supersensitizer to the sensitizer 
molecule. The sensitizer is reduced to an electron-rich, anion-free radical while the supersensitizer is 
oxidized to an electron-deficient cation radical of lower energy than the original hole, thereby local-
izing the hole on the supersensitizer (see Fig. 7).

Following electron transfer from the supersensitizer, the electron-rich free radical anion left on 
the sensitizer will possess an occupied electron level of higher energy than the excited level of the 
parent sensitizer. The reduction process thereby raises the level of the excited electron with respect 
to the conduction band of AgX, with a consequent increase in probability of electron tunneling into 
the silver halide conduction band.

The various proposed mechanisms of supersensitization are not mutually exclusive. Exciton 
trapping and hole trapping may operate together. Underlying all mechanisms are the roles of exciton 
migration throughout the aggregate, its interruption at or near the supersensitizer site, and a more 
facile transfer of the electron into the AgX conduction band at that localized state.

Spectral sensitizing dyes, especially at high surface coverage, desensitize silver halides in competi-
tion with their sensitization ability. Red spectral sensitizers generally desensitize more than green 
or blue spectral sensitizers do. Desensitization can be thought of as reversible sensitization. For 
example, a mobile conduction band electron can be trapped by a dye molecule to form a dye radi-
cal anion73 or by reduction of a hole trapped on the dye.63,74–76 Under normal conditions of film use 
(not in a vacuum), a dye radical anion may transfer the excess electron irreversibly to an O2 mol-
ecule with formation of an O2

−anion. Either postulate leads to irreversible loss of the photoelectron 
and consequent inefficiency in latent image formation.

Color Science of Photographic Spectral Sensitizers

Human vision responds to light in the range of 400 to 700 nm. The human eye is known to contain 
two types of light-sensitive cells termed rods and cones, so named because of their approximate 
shapes. Cones are the sensors for color vision. There is strong evidence for three types of cones 
sometimes termed long (L), middle (M), and short (S) wavelength receptors (Chap. 1 in Ref. 1). 
The normalized spectral responses of the human eye receptors (Chap. 26, Table 5 in Ref. 1) are 

LVa
e−

e−

Conduction band

Valence band 
AgBr

Dye
Spectral 

sensitivity

Supersensitizer

hnt

hnb

LV

+
–

LV

HO

HO Intrinsic 
sensitivity

FIGURE 7 Simplified energy level diagram for a spectral 
sensitizer dye plus a supersensitizer dye adsorbed to a silver 
bromide surface.
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30.16  IMAGING DETECTORS

shown in Fig. 8. The ability of humans to distinguish differences in spectral wavelength is believed 
to rely on difference signals created in the retina and optic nerve and interpreted by the brain from 
responses to light by the three cone detectors (Chap. 9 in Ref. 4).

The human eye’s red sensitivity function peaks at around 570 nm and possesses little sensitivity 
at wavelengths longer than 650 nm. Also, there exists considerable overlap between red and green 
sensitivity functions, and to a lesser extent overlap between blue and green and blue and red sensi-
tivity functions. This overlap in sensitivity functions, combined with signal processing in the retina, 
optic nerve, and brain, allows us to distinguish subtle color differences while simultaneously appre-
ciating rich color saturation.

Photographic films cannot do this. The complex signal processing needed to interpret closely 
overlapping spectral sensitivity functions is not possible in a photographic material (Chap. 9 in 
Ref. 4). Some relief from this constraint might be anticipated by considering Maxwell’s principle.77

Maxwell’s principle states that any visual color can be reproduced by an appropriate combination 
of three independent color stimuli called primaries. The amount of each primary per wavelength 
needed to reproduce all spectral colors defines three color-matching functions (Chap. 6 in Ref. 1) 
for those primaries. If there exists a set of color-matching functions that minimize overlap between 
spectral regions, a photographic film with spectral sensitivity like that set of color-matching func-
tions and imaging with the corresponding primary dyes would faithfully reproduce colors.

The cyan, magenta, and yellow dye primaries used in photographic materials lead to theoreti-
cal color-matching functions (Chap. 19-II in Ref. 3; Ref. 78)∗ having more separation than human 
visual sensitivity, but possessing negative lobes as shown in Fig. 9. This is impossible to achieve in 
practical photographic films (Chap. 9 in Ref. 4), although the negative feedback from HE effects 
provides an imperfect approximation. Approximate color-matching functions have been proposed80 
that contain no negative lobes. But these possess a very short red sensitivity having a high degree of 
overlap with the green sensitivity, similar to that of the human eye.

It is therefore not possible to build a perfect photographic material possessing the simultane-
ous ability to distinguish subtle color differences, especially in the blue-green and orange spectral 
regions, and to render high-saturation colors. Compromises are necessary.

FIGURE 8 Normalized spectral sensitivity of the human eye.
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∗The theoretical color-matching functions were calculated using the analysis described in Ref. 78, Eq. (9a–c) for block dyes 
having trichromatic coefficients in Table II, and using the Judd-Vos modified XYZ color matching functions in Chap. 26, Table 2 
of Ref. 1.
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Most photographic materials intended to image colors at high saturation possess spectral sensi-
tivities having small overlap, and in particular possess a red spectral sensitivity centered at consider-
ably longer wavelengths than called for by theoretical color-matching functions. This allows clean 
spectral detection and rendering among saturated colors but sacrifices color accuracy.

For example, certain anomalous reflection colors such as the blue of the lobelia flower possess a 
sharp increase in spectral reflectance in the long red region not seen by the human eye but detected 
strongly by a photographic film’s spectral sensitivity (see Fig. 10). This produces a serious color 

FIGURE 10 Spectral sensitivity for a real photographic film plus 
reflectance of the lobelia flower.
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FIGURE 9 Spectral sensitivity for idealized photographic dyes. Note the large 
negative lobe around 525 nm.
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30.18  IMAGING DETECTORS

accuracy error (the flower photographs pink, not blue).80 Among other such colors are certain green 
fabric dyes that image brown or gray. To correct for these hue errors, a special color reversal film was 
made whose general characteristic involves a short red spectral sensitivity.∗ This film does a consid-
erably better job of eliminating the most serious hue errors, but unfortunately does not possess high 
color saturation. It is important in catalogue and other industries where accurate color reproduction 
is of paramount importance, but most consumers prefer saturated colors.

More recently, color negative films possessing short red spectral sensitivities combined with 
powerful development inhibitor anchimeric releasing (DIAR) color correction chemistry and mask-
ing coupler technology have produced films† simultaneously having high color saturation plus accu-
rate color reproduction, at least toward anomalous reflection colors. In addition, these films render 
improved color accuracy under mixed daylight plus (red-rich) incandescent lighting conditions. 
These films maintain the high color saturation capability important to consumers but also provide 
more accurate color hues—although they are not perfect.

A new type of color negative film has been described81 that possesses a fourth color record whose 
function approximates the large negative lobe in the theoretical red color-matching function of 
photographic dyes. Several embodiments have been described and are employed in modern films. 
The most practical utilizes a fourth color record containing silver halide emulsions sensitive to short 
green light plus a magenta DIR color correction coupler.‡

In simple terms, this special color record responds to short green light in the negative lobe region 
by releasing a development inhibitor that travels into the red-sensitive cyan color record, thereby 
reducing cyan dye in response to short green light, an effect opposite to that of normal red light 
exposure. This film’s advantages reside in its ability to more accurately record colors in the blue-
green spectral region, plus improved color accuracy under certain fluorescent lights that have a pro-
nounced blue-green emission component.

Modern films are moving toward shorter-wavelength red spectral sensitivity. This allows 
improved color accuracy by shifting the red spectral sensitivity closer to that of the human eye. 
In addition, films have been designed to crudely approximate the principal negative lobe in the 
theoretical red color-matching function for photographic dye primaries, thereby producing a more 
accurate rendition of certain blue-green colors. Although not perfect, these techniques allow mod-
ern photographic films to record the world of color in all its richness and subtleties nearly as we 
ourselves see it.

30.6 GENERAL CHARACTERISTICS 
OF PHOTOGRAPHIC FILMS

Today there is available a large variety of films including different film speeds, types, and sizes. Many 
films are offered in both professional and consumer categories. This section describes some general 
characteristics of films as they relate to film speed and type. Some unique characteristics of profes-
sional films are contrasted to consumer films. Finally, color reversal, black-and-white, and color 
negative films are compared in more detail.

Low-Speed Films Compared to High-Speed Films

Higher granularity, higher sensitivity to ambient background radiation, and higher sensitivity to x 
rays are fundamental penalties that come with higher photographic speed. High-speed films often 
suffer additional penalties compared to their lower-speed counterparts, but these additional penalties 

∗Kodak Ektachrome 100 Film, EPN—a color reversal professional film.
†Kodak Gold 100, Kodak Gold 200, and Kodak Max 400 color negative films.
‡Fuji Reala 100 Film; Fuji Superia 200 and 400 film; Fuji Nexia 200 and 400 film; and Fuji 160 NPL, NPS, and NC profes-

sional films. These are all color negative films.
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are not intrinsic. They represent conscious choices made by the manufacturer nearly always trace-
able to the desire to minimize granularity.

As one example, 400-speed color slide film generally has lower color saturation than its 100-
speed counterpart. The reduced color saturation comes as a result of lower interlayer interimage 
effects (IIE) caused by higher iodide content in the mixed silver bromo-iodide crystals, which, in 
turn, is needed to achieve higher speeds from a smaller sized crystal and is ultimately done to reduce 
the photographic granularity penalty.

Photographic Speed and Photographic Granularity To understand the intrinsic connection 
between photographic speed and photographic granularity, recall that light quanta striking a flat 
surface follow Poisson statistics (Chap. 1 of Ref. 27). Therefore, a uniform light exposure given to a 
photographic film delivers photon hits Poisson-distributed across the plane of the film. Silver halide 
crystals are on the order of 1 μm2 in projected area. On average in a film exposure (the product of 
the intensity of the radiation and the duration) appropriate for an EI100-speed film, the most sensi-
tive silver halide crystals receive:∗

Eq(red light; 650 nm) ~48 photons per square micrometer

Eq(green light; 550 nm) ~40 photons per square micrometer 

Eq(blue light; 450 nm) ~33 photons per square micrometer

Because the most efficient practical photographic emulsions to date have a quantum sensitivity 
of about five photons per grain,29 these approximate numbers suggest there is enough light (on 
average) striking a film during an EI100-speed film exposure to form latent image on efficient 1-μm2 
silver halide grains. But an EI800-speed exposure at three stops down begins to push the limits of 
modern emulsion efficiency at five green photons per square micron.

Silver halide crystals within the film are light collectors. Just as large-area mirrors in telescopes 
collect more photons and are more sensitive detectors of starlight than smaller mirrors, all other 
things being equal, larger silver halide crystals likewise collect more photons to become more sensi-
tive light detectors.

Strong correlates exist between silver halide surface area and photographic speed. Photographic 
speed often linearly follows the average surface area of the silver halide crystal population (p. 969 of 
Ref. 2): speed ∼a .

According to the well-known Siedentopf formula (p. 60 in Ref. 27), the root-mean-square 
photographic granularity at density D is given by G ~Dâ. In this formula, the symbol â represents 
the average cross-sectional area of the image particle projected onto the film plane. To a good 
approximation, this is proportional (not necessarily linear) to the mass of developed silver regard-
less of whether the image particle is a dye cloud or silver deposit.

These considerations demonstrate the intrinsic and well-known correlation between photographic 
speed and photographic granularity. For a given crystal morphology, as the size of the silver halide 
crystal increases, both surface area and mass increase, leading to a speed plus granularity increase.

At a fundamental level, to lower the granularity of a higher-speed photographic film the sensitiv-
ity to light of the silver halide crystals must improve. Then smaller silver halide crystals can be used 
to attain speed. Factors that contribute to this problem were discussed in Sec. 30.2.

In general, larger silver halide crystals suffer more inefficiencies in the latent-image-forming 
process because latent-image dispersity, electron-hole recombination, and other irreversible photon 
waste processes become more problematic as the grain size increases (p. 993 in Ref. 2). Overcoming 
these inefficiencies at all speeds, but especially at high photographic speeds, is a major challenge of 
modern photographic science.

Photographic Speed and Sensitivity to High-Energy Radiation High-energy subatomic particles 
induce developable latent image formation in photographic films. The process by which high-energy 

∗Analysis based on a typical EI100-speed color reversal film where the exposure falls near the photographically fastest, most 
sensitive part of the sensitometric curve. This analysis is described on p. 47 of Ref. 27.
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charged particles produce latent image usually involves energy transfer to valence band electrons by 
inelastic scattering. Some of these scattered electrons are promoted into the silver halide conduction 
band and go on to produce latent image by the usual processes. Higher-speed films are more sensi-
tive to this radiation because their larger silver halide crystals are hit (on average) more frequently 
and more collisions occur by passage through a larger crystal than through a smaller crystal.

Photographic films are slowly exposed by ambient background radiation (Chap. 23 in Ref. 3) 
caused by cosmic rays; ubiquitous stone and masonry building materials, which contain trace 
amounts of radioactive elements; and other low-level radiation sources. These radiation sources 
emit various types of charged and uncharged high-energy particles and photons including alpha 
particles, neutrons, g rays, b particles, muons, and others. This results in a shorter ambient shelf life 
for very-high-speed films unless special storage precautions are taken.

Photographic emulsions are also sensitive to x rays. The formation of latent image silver by x rays 
(and g rays) is due to the action of high-energy electrons emitted during the absorption or inelastic 
scattering of the electromagnetic radiation by matter (Chap. 23 in Ref. 3). These electrons may enter 
the conduction band of silver halide and proceed to latent image formation in the usual way. If the pri-
mary emitted electron is of sufficiently high energy, it may create secondary electrons of lower energy 
by inelastic scattering with other electrons. These secondary electrons enter the conduction band.

High-speed films have more sensitivity to x rays than do low-speed films. Some airline travelers 
ask airport security agents to hand-check their film rather than allowing it to pass through the bag-
gage x-ray scanner. This precaution is prudent for higher-speed film because airport x-ray machines 
have become stronger emitters recently, especially at airports with special security concerns.

Despite the higher price, inherent penalties, and willful compromises that characterize high-
speed films, they offer access to more picture space under low-light conditions. Among the advan-
tages a high-speed film offers are the following:

 1. Pictures under low light where flash is not permitted, such as theaters and museums.

 2. Pictures under low light using slower lenses such as zoom and telephoto lenses.

 3. Pictures under low light when the subject lies beyond the reach of flash.

 4. Pictures under low light taken in rapid sequence without waiting for a flash to recharge.

 5. Pictures under low light when flash disturbs the subject, as in some nature photography.

 6. Pictures of people without flash. Flash is responsible for a major defect known as redeye, caused 
when light from a flash reflects off the retina of the eye.

 7. Pictures using a stopped-down camera aperture for improved depth of field, so objects over a 
wider range of distance from the camera are imaged in focus.

 8. Reduced dependence on flash for longer battery life.

 9. Low-cost one-time-use cameras (OTUCs) when flash units are not needed.

10. Ability to freeze action using a rapid shutter speed.

For these and other reasons, a high-speed film may be the best choice for many film applications 
despite its shortcomings compared to lower-speed alternatives.

Professional Film Compared to Amateur Film

Most film manufacturers offer film in a professional category and an amateur (sometimes called 
consumer) category. These differ in many respects.

Consumer film is targeted for the needs of the amateur snap shooter. Drugstores, supermarkets, 
department stores, and other outlets frequented by nonprofessional photographers sell this film. 
Because most amateurs are price conscious, discount brands of film are available having some per-
formance compromises that may not be important to some consumers.

To keep the price low, manufacturing tolerances for consumer film performance attributes are 
wider than those for professional film. In a well-manufactured film these departures from performance 
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aims are small enough to go unnoticed by most average consumers but large enough to be objec-
tionable to highly discerning professionals.

People want pleasing color in their pictures that renders the main subject attractive to the eye. 
For most amateurs this means saturated colors enhanced to some extent beyond their true appear-
ance in the original scene. However, this preference is highly selective since over-saturated skin tones 
are objectionable. Other memory colors—those that we recognize and know what they should be, 
such as green grass and blue sky—must also be rendered carefully to produce the most pleasing 
color appearance (Chap. 5 in Ref. 4). The best consumer films accommodate these color preferences.

Exposures on a roll of consumer film are sometimes stored for long times. It is not unusual for 
amateurs to take pictures spanning two successive Christmas seasons on the same roll of film. Thus, 
latent image stability under a wide range of temperature and humidity conditions is very impor-
tant to a good consumer film. On the other hand professional photographers develop their film 
promptly, making this requirement far less demanding in a professional film.

Most amateurs are not skilled photographers. It is advantageous for consumer film to be easy to 
use and provide good-looking pictures under a wide variety of conditions. Consumer film incorpo-
rates more tolerance toward over- and underexposures.

Film for amateurs is offered in three standard formats. The most common format is the 35-mm 
cassette. Consumer cameras that accept this film have become compact, lightweight, and fully auto-
matic. The camera senses the film speed through the DX coding on the film cassette and adjusts 
its shutter, aperture, and flash accordingly. Autofocus, autorewind, and automatic film advance are 
standard on these cameras, making the picture-taking experience essentially point and shoot.

The new Advanced Photo System (APS) takes ease of use several steps further by incorporating 
simple drop-in film loading and a choice of three popular print aspect ratios from panoramic to 
standard size prints. A magnetic coating on the film records digital data whose use and advantages 
are just beginning to emerge.

The third format is 110 film. Although not as popular as 35-mm and APS, it is often found in 
inexpensive cameras for gift packages. Film for this format comes in a cartridge for easy drop-in 
loading into the camera.

Professional photographers demand more performance from their film than do typical amateurs. 
These people shoot pictures for a living. Their competitive advantage lies in their ability to combine 
technical skill and detailed knowledge of their film medium with an artistic eye for light, composi-
tion, and the color of their subject.

Film consistency is very important to professionals, and they pay a premium for very tight manu-
facturing tolerances on color balance, tone scale, exposure reciprocity, and other properties. They buy 
their film from professional dealers, catalogues, and in some cases directly from the manufacturer. 
Professionals may buy the same emulsion number in large quantity, then pretest the film and store it in 
a freezer to lock in its performance qualities. Their detailed knowledge about how the film responds to 
subtleties of light, color, filtration, and other characteristics contributes to their competitive advantage.

Professional film use ranges from controlled studio lighting conditions to harsh and variable 
field conditions. This leads to a variety of professional films designed for particular needs. Some 
photographers image scenes under incandescent lighting conditions in certain studio applications, 
movie sets, and news events where the lights are balanced for television cameras. These photogra-
phers need a tungsten-balanced film designed for proper color rendition when the light is rich in 
red component, but deficient in blue compared to standard daylight.

Catalogue photographers demand films that image colors as they appear to the eye in the original 
scene. Their images are destined for catalogues and advertisement media that must display the true col-
ors of the fabric. This differs from the wants of most amateurs, who prefer enhanced color saturation.

Some professional photographers use high color saturation for artistic effect and visual impact. 
These photographers choose film with oversaturated color qualities. They may supplement this film 
by using controlled light, makeup on models, lens gels, or other filtration techniques to control the 
color in the image.

Professional portrait photographers need film that gives highly pleasing skin tones. Their films 
typically image at moderate to low color saturation to soften facial skin blotches and marks that 
most people possess but don’t want to see in their portraits. In addition, portrait film features highly 
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controlled upper and lower tone scale to capture the subtle texture and detail in dark suits and white 
wedding dresses and the sparkle in jewelry.

Professional photographers image scenes on a variety of film sizes ranging from standard 35-mm 
size to 120-size, and larger 4 × 5 to 8 × 10 sheet-film formats that require special cam eras. Unlike 
cameras made for amateurs, most professional cameras are fully controllable and adjustable by 
the user. They include motor drives to advance the film rapidly to capture rapid sequence events. 
Professional photographers often take many pictures to ensure that the best shot has been captured.

Many specialty films are made for professional use. For example, some films are sensitized to 
record electromagnetic radiation in the infrared, which is invisible to the human eye. Note that these 
films are not thermal detectors. Infrared films are generally false colored, with the infrared-sensitized 
record producing red color in the final image, the red-light-sensitized record producing green color, 
and the green/blue-sensitized record producing blue color. Other professional films are designed 
primarily for lab use, such as duplicating film used to copy images from an original capture film.

Some film applications are important to a professional but are of no consequence to most amateurs. 
For example, professionals may knowingly underexpose their film and request push processing, whereby 
the film is held in the developing solution longer than normal. This brings up an underexposed image 
by rendering its midtone densities in the normal range, although some loss in shadow detail is inevi-
table. This is often done with color transparency film exposed under low-ambient-light conditions in 
the field. Professional films for this application are designed to provide invariant color balance not only 
under normal process times but also under a variety of longer (and shorter) processing times.

Multipop is another professional technique whereby film is exposed to successive flashes or pops. 
Sometimes the photographer moves the camera between pops for artistic effect. The best professional 
films are designed to record a latent image that remains nearly invariant toward this type of exposure.

Consumer film is made for amateur photographers and suits their needs well. Professional film 
comes in a wide variety of types to fit the varied needs of highly discerning professional photogra-
phers who demand the highest quality, specialized features, and tightest manufacturing tolerances—
and are willing to pay a premium price for it.

Color Reversal Film

Color reversal films, sometimes called color transparency or color slide films, are sold in professional 
and amateur categories. This film is popular among amateurs in Europe and a few other parts of 
the world but has largely been replaced by color negative film among amateurs in North America. 
However, it is still very popular among advanced amateurs, who favor it for the artistic control this 
one-stage photographic system offers them, the ease of proofing and editing a large number of 
images, and the ability for large-audience presentations of their photographic work. Because the 
image is viewed by transmitted light, high amounts of image dye in these films can project intense 
colors on the screen in a dark auditorium for a very striking color impact.

Color reversal film is the medium of choice for most professional commercial photographers. 
It offers them the ability to quickly proof and select their most favored images from a large array of 
pictures viewed simultaneously on a light table. The colors are more intense compared to a reflec-
tion print, providing maximum color impact to the client. And professional digital scanners have 
been optimized for color reversal images, making it convenient to digitally manipulate color reversal 
images and transcribe them to the printed page. Today’s professional imaging chain infrastructure 
has been built around color reversal film, although digital camera image capture is making inroads, 
especially for low-quality and low-cost applications.

Large-format color reversal film, from 120 size to large sheet formats, is often shot by professionals 
seeking the highest-quality images destined for the printed page. A larger image needs little or no 
magnification in final use and avoids the deterioration in sharpness and grain that comes from 
enlarging smaller images. Additionally, art directors and other clients find it easier to proof larger 
images for content and artistic appeal.

EI400-speed color reversal films generally possess low color saturation, low acutance, high grain, 
and high contrast compared to lower-speed color reversal films. The high contrast can lead to some 
loss in highlight and shadow detail in the final image. Except for very low-light situations, EI100 is 
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the most popular speed for a color reversal film. It offers the ultrahigh image quality professionals 
and advanced amateurs demand.

Modern professional color reversal films maintain good color balance under push processing 
conditions. They also perform very well under a variety of exposure conditions including multipop 
exposures and very long exposure times.

When professional photographers believe nonstandard push or pull process times are needed, 
they may request a “clip test” (sometimes also called a “snip test”) whereby some images are cut 
from the roll of film and processed. Adjustments to the remainder of the roll are based on these 
preprocessed images. Some photographers anticipate a clip test by deliberately shooting sacrificial 
images at the beginning of a roll.

Professional color reversal films can be segregated into newer modern films and older legacy 
films. Modern films contain the most advanced technology and are popular choices among all pho-
tographers. Legacy films are popular among many professional photographers who have come to 
know these films’ performance characteristics in detail after many years of experience using them.

Legacy films continue to enjoy significant sales because the huge body of personal technical and 
artistic knowledge about a film accumulated by a professional photographer over the years con-
tributes to his or her competitive advantage. This inertia is a formidable barrier to change to a new, 
improved, but different film whose detailed characteristics must be learned.

In some cases, the improved features found in modern films are not important to a particular 
professional need. For example, a large 4 × 5 sheet film probably needs little or no enlargement, so 
the poorer grain and sharpness of a legacy film may be quite satisfactory for the intended applica-
tion. The detailed knowledge the professional has about how the legacy film behaves in regard to 
light and color may outweigh the image structure benefits in a modern film. Also, all films possess a 
unique tone scale and color palette. A professional may favor some subtle and unique feature in the 
legacy film’s attributes.

Kodachrome is a special class of color reversal legacy films. Unlike all other types of color reversal 
films, this film contains no dye-forming incorporated couplers. The dyes are imbibed into the film 
during processing so the film’s layers are coated very thin. This results in outstanding image sharp-
ness. Moreover, many photographers prefer Kodachrome’s color palette for some applications.

Kodachrome dyes are noted for their image permanence. Images on Kodachrome film have 
retained their colors over many decades of storage, making this film attractive to amateurs and profes-
sionals alike who want to preserve their pictures. However, modern incorporated coupler color rever-
sal films also have considerably improved dark storage image stability compared to their predecessors.

Table 1 lists some color reversal films available today. This is not a comprehensive list. Most film 
manufacturers improve films over time, and portfolios change frequently.

TABLE 1 Color Reversal Capture Films

  Modern Films   Legacy Films  Kodachrome Films  Tungsten Films

Kodak Ektachrome 100VS  Fuji Velvia 50 RVP Kodachrome 25 PKM Kodak Ektachrome
 (very saturated color)  (very saturated color)   64T EPY
Kodak Ektachrome E100S  Kodak Ektachrome 64 EPR Kodachrome 64 PKR Fujichrome 64T RTP
 (standard color, good   (standard color)
 skin tones)
Fuji Astia 100 RAP (standard  Kodak Ektachrome 100 Plus Kodachrome 200 PKL Agfachrome 64T
 color, good skin tones)  EPP (standard color)
Fuji Provia 100 RDPII  Kodak Ektachrome 100 EPN  Kodak Ektachrome
 (standard color)  (accurate color)    160T EPT
Agfachrome 100 Kodak Ektachrome 200 EPD  Kodak Eltachrome
 (standard color)  (lower color saturation)   320T EPJ
Kodak Ektachrome E200 Agfachrome 200
 (can push 3 stops) 
 Kodak Ektachrome 400 EPL
 Fuji Provia 400
 Agfachrome 400
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Unless a photographer has some particular reason for choosing a legacy color reversal film, the 
modern films are generally a better overall choice. More detailed information about these films’ uses 
and characteristics can be found in the film manufacturers’ Web pages on the Internet.

Black-and-White Film

Black-and-white (B&W) films and papers are sold through professional product supply chains. 
Color films and papers have largely displaced B&W for amateur use, with the exception of advanced 
amateurs who occasionally shoot it for artistic expression.

The image on a B&W film or print is composed of black metallic silver. This image has archival 
stability under proper storage conditions and is quite stable even under uncontrolled storage. Many 
remarkable and historically important B&W images exist that date from 50 to over 100 years ago. This 
is remarkable considering the primitive state of the technology and haphazard storage conditions.

Pioneer nature photographer Ansel Adams reprinted many of his stored negatives long after he 
stopped capturing images in the field. This artistic genius recreated new expressions in prints from 
scenes captured many years earlier in his career because his negatives were well preserved.

Ansel Adams worked with B&W film and paper. Many photographic artists work in B&W when 
color would distract from the artistic expression they wish to convey. For example, many portraits 
are imaged in B&W.

B&W films pleasingly image an extended range of tones from bright light to deep shadow. They 
are panchromatically sensitized to render colors into grayscale tones. A B&W film’s tone scale is 
among its most important characteristics.

Photographers manipulate the contrast of a B&W image by push- or pull-processing the negative 
(varying the length of time in the developer solution) or by printing the negative onto a select con-
trast paper. Paper contrast grades are indexed from 1 through 5, with the higher index giving higher 
contrast to the print. Multigrade paper is also available whereby the contrast in the paper is changed 
by light filtration at the enlarger.

It is generally best to capture the most desired contrast on the negative because highlight or 
shadow information lost on the negative cannot be recovered at any later printing stage. Paper 
grades are designed for pleasing artistic effect, not for highlight or shadow recovery.

Legacy films are very important products in B&W photography. Although typically a bit grainier 
and less sharp than modern B&W films, their tone scale characteristics, process robustness, and 
overall image rendition have stood the test of time and are especially favored by many photogra-
phers. Besides, the B&W photographic market is small so improvements to this line of films occur 
far less frequently than do improvements to color films.

Unlike the case with color films, which are designed for a single process, a photographer may 
choose among several developers for B&W films. Kodak Professional T-Max developer is a good 
choice for the relatively modern Kodak T-Max B&W film line. Kodak developer D-76 is also very 
popular and will render an image with slightly less grain and slightly less speed. It is a popular 
choice for legacy films. Kodak Microdol-X developer is formulated to give very low grain at the 
expense of noticeable speed loss. Kodak developer HC110 is popular for home darkrooms because 
of its low cost and ease of use, but it renders a grainier image compared to other developers. Other 
manufacturers, notably Ilford Ltd., carry similar types of B&W developers.

A new type of B&W film has emerged that is developed in a standard color negative process. This 
incorporated-coupler 400-speed film forms a black-and-white image from chemical dyes instead of 
metallic silver. Among its advantages are very fine grain at normal exposures in the commonly avail-
able color negative process. Its shortcomings are the inability to control contrast on the negative by 
push or pull processing and its objectionable high grain when underexposed compared to a compa-
rably underexposed 400-speed legacy film. And many photographers prefer the tone scale character-
istics found in standard B&W films.

Table 2 lists some B&W films available today. This is not a comprehensive list. Modern films 
generally feature improved grain and sharpness compared to legacy films. However, the legacy films 
are favorite choices among many photographers because of their forgiving process insensitivity, the 
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experience factor of knowing their detailed behavior under many conditions, and the characteristic 
look of their images. More detailed information about these films’ uses and characteristics can be 
found in the film manufacturers’ Web pages on the Internet.

Color Negative Film

Today’s color negative film market is highly segmented. It can be most broadly divided into con-
sumer films and professional films. The consumer line is further segmented into 35-mm film, 110 
format film (a minor segment whose image size is 17 × 13 mm), single-use cameras, and the new 
Advanced Photo System (APS). Each segment serves the needs of amateur photographers in differ-
ent ways. The basic films are common across segments, with the main dif ference being camera type.

Consumer color negative film is a highly competitive market with many film and camera manu-
facturers offering products. In general, films for this marketplace offer bright color saturation that is 
most pleasing to amateurs. The higher-speed films show progressively more grain than do the lower-
speed films. The highest-speed films are less often used when enlargement becomes significant, such 
as in APS and 110 format, but are prevalent in single-use cameras.

Consumer 35-mm Films Films in 35-mm format form the core of all consumer color negative 
products. These same basic films are also found in single-use cameras, 110 format cameras, and APS 
cameras. Film speeds include 100, 200, 400, and 800. All manufacturers offer films at 100, 200, and 
400 speed, but only a few offer films at speeds of 800 and above.

The 400-speed film is most popular for indoor shots under low light and flash conditions. 
Lower-speed films are most often used outdoors when light is plentiful.

The best consumer films feature technology for optimized color rendition including the high 
color saturation pleasing to most consumers, plus accurate spectral sensitization for realistic color 
rendition under mixed lighting conditions of daylight plus fluorescent and incandescent light, 
which is often present inside homes. Technology used for accurate spectral sensitization was briefly 
described for Fujicolor Superia and Kodak Gold films in Sec. 30.5.

Kodak consumer films segment into Kodak Gold and Kodak Royal Gold films. Kodak Gold con-
sumer films emphasize colorfulness, while Kodak Royal Gold films emphasize fine grain and high 
sharpness.

Films made in 110 format generally fall into the 100- to 200-speed range because the enlargement 
factors needed to make standard-size prints place a premium on fine grain and high sharpness.

TABLE 2 Black and White Films

      Modern Films  Legacy Films    Specialty Films

Kodak T-Max 100 Professional (fine grain,  Ilford Pan F Plus 50 Kodak Technical Pan 25 (fine
 high sharpness)   grain and very high sharpness)
Ilford Delta 100 Pro (fine grain, high sharpness) Kodak Plus-X 125 Kodak IR (infrared sensitive)
Kodak T-Max 400 Professional (finer grain  Ilford FP4 Plus 125 Ilford SFX 200 (extended long red
 compared to legacy films)   sensitivity but not IR)
Ilford Delta 400 Pro (finer grain compared  Kodak Tri-X 400 Ilford Chromogenic 400
 to legacy films)   (incorporated couplers, color 
   negative process)
Fuji Neopan 400 (finer grain compared to  Ilford HP5 Plus 400 Kodak Professional T400 CN
 legacy films)   (incorporated couplers, color 
   negative process)
Kodak T-Max P3200 Professional (push 
 process to high speed, high grain)
Ilford Delta P3200 Pro (push process to high 
 speed, high grain)
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Single-Use Cameras The single-use camera marketplace is extremely competitive because of 
the high popularity of this film and camera system among amateurs. These low-cost units can be 
bought at all consumer outlets and are especially popular at amusement parks, theme parks, zoos, 
and similar family attractions. After the film is exposed, the photographer returns the entire film 
plus camera unit for processing. Prints and negatives are returned to the customer while the camera 
body is returned to the manufacturer, repaired as needed, reloaded with film, and repackaged for 
sale again. These camera units are recycled numerous times from all over the world.

Single-use cameras come in a variety of styles including a waterproof underwater system, low-
cost models with no flash, regular flash models, an APS style offering different picture sizes, and a 
panoramic style. Single-use cameras typically contain 800-speed film, except for APS and panoramic 
models, which usually contain 400-speed film due to enlargement demands for finer grain.

Advanced Photo System (APS) APS is the newest entry into consumer picture taking. The size of 
the image on the negative is 29 × 17 mm, about 60 percent of the image size of standard 35-mm film 
(image size 36 × 24 mm). This puts a premium on fine grain and high sharpness for any film used in 
this system. Not all film manufacturers offer it. Speeds offered are 100, 200, and 400, with the higher 
speeds being the most popular.

Some manufacturers offer a B&W film in APS format. The film used is the incorporated-coupler 
400-speed film that forms a black-and-white image from chemical dyes and is developed in a stan-
dard color negative process.

The APS camera system features simple drop-in cassette loading. Unlike the 35-mm cassette, the 
APS cassette contains no film leader to thread into the camera. When loaded, the camera advances 
the film out of the cassette and automatically spools it into the camera, making this operation mistake-
proof. Three popular print sizes are available; panoramic, classic, and high-definition television 
(HDTV) formats. These print sizes differ in their width dimension.

A thin, nearly transparent magnetic layer is coated on the APS film’s plastic support. Digital 
information recorded on this layer, including exposure format for proper print size plus exposure 
date and time, can be printed on the back of each print. Higher-end cameras offer prerecorded 
titles—for example, “Happy Birthday”—that can be selected from a menu and placed on the back 
of each print. Additional capabilities are beginning to emerge that take more advantage of this mag-
netic layer and the digital information it may contain.

The APS system offers easy mid-roll change on higher-end cameras. With this feature, the last 
exposed frame is magnetically indexed so the camera “remembers” its position on the film roll. A 
user may rewind an unfinished cassette to replace it with a different cassette (different film speed, 
for example). The original cassette may be reloaded into the camera at a later time. The camera will 
automatically advance the film to the next available unexposed frame.

Markings on the cassette indicate whether the roll is unexposed, partially exposed, fully exposed, 
or developed. There is no uncertainty about whether a cassette has been exposed or not. Unlike the 
35-mm system, where the negatives are returned as cut film, the negatives in the APS system are 
rewound into the cassette and returned to the customer for compact storage. An index print is given 
to the customer with each processed roll so that each numbered frame in the cassette can be seen at 
a glance when reprints are needed.

Compact film scanners are available to digitize pictures directly from an APS cassette or 35-mm 
cut negatives. These digitized images can be uploaded into a computer for the full range of digital 
manipulations offered by modern photo software. Pictures can be sent over the Internet, or prints 
can be made on inkjet printers. For the best photo-quality prints, special photographic ink cartridge 
assemblies are available with most inkjet printers to print onto special high-gloss photographic-
quality paper.

Table 3 summarizes in alphabetical order many brands of 35-mm consumer film available today 
worldwide. Some of these same basic films appear in single-use cameras, APS format, and 
110 format, although not all manufacturers listed offer these formats. This is not a comprehensive 
list. Because this market is highly competitive, new films emerge quickly to replace existing films. It 
is not unusual for a manufacturer’s entire line of consumer films to change within three years. More 
detailed information about these films’ uses and characteristics can be found in the film manufac-
turers’ Web pages on the Internet.
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Professional Color Negative Film Professional color negative film divides roughly into portrait and 
wedding film and commercial and photojournalism film. Portrait and wedding films feature excellent 
skin tones plus good neutral whites, blacks, and grays. These films also incorporate accurate spectral 
sensitization technology for color accuracy and excellent results under mixed lighting conditions. 
The contrast in these films is about 10 percent lower than in most consumer color negative films for 
softer, more pleasing skin tones, and its tone scale captures highlight and shadow detail very well.

The most popular professional format is 120 size, although 35-mm and sheet sizes are also available. 
Kodak offers natural color (NC) and vivid color (VC) versions of Professional Portra film, with the 
vivid color having a 10 percent contrast increase for colorfulness and a sharper look. The natural color 
version is most pleasing for pictures having large areas of skin tones, as in head and shoulder portraits.

Commercial films emphasize low grain and high sharpness. These films offer color and contrast 
similar to those of consumer films. Film speeds of 400 and above are especially popular for photo-
journalist applications, and the most popular format is 35 mm. These films are often push processed.

Table 4 summarizes in alphabetical order many brands of professional color negative film avail-
able today worldwide. This is not a comprehensive list. Because this market is highly competitive, 
new films emerge quickly to replace existing films. More detailed information about these films’ uses 
and characteristics can be found in the film manufacturers’ Web pages on the Internet.

Silver halide photographic products have enjoyed steady progress during the past century. This 
chapter has described most of the technology that led to modern films. Most noteworthy among 
these advances are

1. Efficient light management in multilayer photographic materials has reduced harmful optical 
effects that caused sharpness loss and has optimized beneficial optical effects that lead to efficient 
light absorption.

2. Proprietary design of silver halide crystal morphology, internally structured halide types, transi-
tion metal dopants to manage the electron-hole pair, and improved chemical surface treatments 
has optimized the efficiency of latent image formation.

TABLE 4 Professional Color Negative Films

Manufacturer and Brand Name (Commercial Film)

Agfacolor Optima II Prestige 100 200 400
Fujicolor Press   400 800
Kodak Professional Ektapress PJ100  PJ400 PJ800
Konica Impresa 100 200   3200 SRG

Manufacturer and Brand Name (Portrait Film)

Agfacolor Portrait  160 XPS
Fujicolor  160 NPS  400 NPH  800 NHGII
Kodak Professional Portra  160 NC 400 NC  Pro 1000
  160 VC 400 VC
Konica Color Professional  160

TABLE 3 Consumer 35-mm Color Negative Films

Manufacturer and Brand Name

Agfacolor HDC Plus 100 200 400
Fujicolor Superia 100 200 400 800
Ilford Colors 100 200 400
Imation HP 100 200 400
Kodak Gold 100 200 Max400 Max800
Kodak Royal Gold 100 200 400  1000
Konica Color Centuria 100 200 400 800
Polaroid One Film 100 200 400
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3. Transition metal dopants and development-modifying chemistry have improved process robust-
ness, push processing, and exposure time latitude.

4. New spectral sensitizers combined with powerful chemical color correction methods have led to 
accurate and pleasing color reproduction.

5. New image dyes have provided rich color saturation and vastly improved image permanence.

6. New film and camera systems for consumers have made the picture-taking experience easier and 
more reliable than ever before.

Photographic manufacturers continue to invest research and product development resources in 
their silver halide photographic products. Although digital electronic imaging options continue to 
emerge, consumers and professionals can expect a constant stream of improved silver halide photo-
graphic products for many years to come.
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31.1 GLOSSARY

 Bs phosphor screen brightness, photometric units

CCDs charge-coupled devices

CIDs charge-injection devices

 Ei image plane illuminance, lux

 Es scene illuminance, lux

 e electronic charge, coulombs

FO fi beroptic

FOV fi eld-of-view, degrees

fc illuminance, photometric, foot candles = lm/ft2

 fN spatial Nyquist frequency, cycle/mm

 flto limiting resolution at fi beroptic taper output

 Fsi input window signal fl ux

 ftL luminance, photometric (brightness), foot Lamberts = lm/ft2

 Gm VMCP electron gain, e/e

HVPS high-voltage power supply

II image intensifi er

LLL low-light-level

 lx illuminance, photometric, lux = lm/m2

 Mfot magnifi cation of fi beroptic taper

MCP microchannel plate

MTF modulation transfer function, 0 to 1.0

 Nessa number of stored SSA electrons per input photoelectron, e/photon

 Nf total number of frames, #

 Np number of photoelectrons, #
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 Nps(l) number of photons per second, photon/s

PDAs photodiode arrays

 P phosphor screen effi ciency, photon/eV

 Pp(l) radiometric power spectral distribution, W

QLI quantum limited imaging

Qssa stored SSA charge per input photoelectron from the photocathode, C

 Rs scene refl ectance, ratio

 Rsn signal-to-noise ratio, ratio

 S(l) absolute spectral sensitivity, mA/W

 S(f) squarewave response versus frequency, cycles/mm

SIT silicon-intensifi er-target vidicon

SNR signal-to-noise ratio

 sb luminance, photometric (brightness), stilbs = cd/cm2

SSA silicon self-scanned array

 Tf fi lter transmission, 0 to 1.0

 Tfot transmission of fi beroptic taper, 0 to 1.0

 Tn lens T-number = FN / τ0

 Tssa transmission of fi beroptic window on the SSA, 0 to 1.0

 Va phosphor screen, actual applied voltage, V

 Vd phosphor screen, “dead-voltage,” V

 Vm VMCP applied potential, V

 Vs MCP-to-screen applied potential, V

 Y(l) quantum yield (electrons/photon), percent

 Yk quantum yield, photoelectrons/photon

 Yssa SSA quantum yield, e/photon

te the exposure period, s

ti CCD charge integration period, s

to lens transmission, 0 to 1.0

Φp photon fl ux density, photon/m2/s

31.2 INTRODUCTION

It is appropriate to begin our discussion of image tube intensified (II) electronic imaging with a 
brief review of natural illumination levels. Figure 1 illustrates several features of natural illumination 
in the range from full sunlight to overcast night sky conditions. Various radiometric and photomet-
ric illuminance scales are shown in this figure. Present silicon self-scanned array (SSA) TV cameras, 
having frame rates of 1/30 to 1/25 s, operate down to about 0.5 lx minimum illumination.

The generic term self-scanned array is used here to denote any one of several types of silicon 
solid-state sensors available today which are designed for optical input. Among these are charge-
coupled devices (CCDs), charge-injection devices (CIDs), and photodiode arrays (PDAs). Vol. II, 
Chaps. 32, “Visible Array Detectors,” and 33, “Infrared Detector Arrays,” contain detailed infor-
mation on these types of optical imaging detectors. Specially designed low-light-level (LLL) TV 
cameras making use of some type of image intensifier must be used for lower exposures, i.e., lower 
illumination and/or shorter exposures.

The fundamental reason for using an II SSA camera instead of a conventional SSA camera is 
that low-exposure applications require the low-noise optical image amplification provided by an II 
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to produce a good signal-to-noise ratio from the SSA camera. Other important applications arise 
because of the ability to electronically shutter IIs as fast as 1 ns or less and the higher sensitivity of 
IIs in certain spectral regions. The following sections deal with the optical interface between the 
object and the II SSA, microchannel plate proximity-focused IIs, and II SSA detector assemblies. 
By using auto-iris lenses and controlling both the electronic gain and gating conditions of the II, II 
SSA cameras can provide an interscene dynamic range covering the full range of twelve orders of 
magnitude shown in Fig. 1. Several applications for II SSAs are discussed later in the chapter under 
“Applications.”

31.3 THE OPTICAL INTERFACE

It is necessary to begin our analysis of II SSA cameras with a brief discussion of the various ways 
to quantify optical input and exposure. Two fundamental systems are used to specify input illumi-
nation: radiometric and photometric. These systems are briefly described, and the fundamentals 
of optical image transfer are discussed. Detailed aspects of radiometry, photometry, and optical 
image transfer are discussed in Vol. II, Chap. 34, “Radiometry and Photometry” and Vol. I, Chap. 4, 
“Transfer Function Techniques.” However, enough information is presented in this chapter to allow 
the reader to properly design, analyze, and apply II SSA imaging technology for a wide variety of 
practical applications.

Quantum Limited Imaging Conditions

Quantum limited imaging (QLI) conditions exist in a wide variety of applications. An obvious one 
is that of LLL TV imaging at standard frame rates, i.e., 33-ms exposure periods, under nighttime 
illumination conditions. For example, under full moonlight input faceplate illumination conditions, 

Radiometric power density, W/mm2 10–310–15

Radiometric power density, photons/mm2/sr (at 200 nm) 10910–3

Illuminance, lm/ft2 = fc at 483 nm & 642 nm 10510–7

Illuminance, lm/m2 = lux at 480 nm & 645 nm

Overcast night

Clear night Full moon

Scotopic vision Photopic vision

Sunset/sunrise Unobscured sun

Quarter moon Twilight Heavily overcast

10610–6

Stellar magnitude, at 455 nm for Dl = 100 nm –29

–22–15–7

30–3

2–14

630

–6–9–12

1

FIGURE 1 Various optical illumination ranges.
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only ~1000 photons enter a 10 × 10 μm2 image pixel in a 33-ms frame period. Assuming a quantum 
yield of 10 percent, an average of only 100 electrons is generated, and the maximum SNR achievable 
in each pixel and each frame is only 100 10= . Alternatively, under full unobscured sunlight input 
faceplate illumination conditions, an electronically gated camera with gatewidth limited exposure 
period of 10 ns produces a total of (1E9 photons/ μm2/s) (10 l × 10 μm2)(10 ns) = 1000 photons, or 
the same SNR as for the LLL operating conditions noted above. These are both clearly QLI operating 
conditions. II SSA camera technology is used to obtain useful performance in both of these types of 
applications. Without the use of an II, a bare SSA does not meet the requirements for useful SNR 
under these conditions.

Radiometry

The unit of light flux in the radiometric system is the watt. The watt can be used anywhere in the 
optical spectrum to give the number of photons per second (Nps) as a function of wavelength (l). 
Since the photon energy EP(l) is

E
hc

p =
λ

(1)

where h is Planck’s constant and c is the velocity of light in vacuum, the radiometric power Pp(l), in 
watts, is given by

P
hc

Np( ) ( )λ
λ

λ=
⎛
⎝⎜

⎞
⎠⎟

⋅ ps (2)

or

P
N

p( ) ( )
( )

λ
λ

λ
= ⋅ ⋅−2 10 25 ps (3)

where Nps is the number of photons per second. Alternatively, the photon rate is given by 

N Ppps( ) ( ) ( )λ λ λ= ×5 1024  photons/s (4)

For example, one milliwatt of 633-nm radiation from an He-Ne laser is equivalent to (5E24)(633E − 9)
(1E − 3) = 3.2E15 photons/s.

Radiometric flux density, in W/m2, represents a photon rate per unit area, and radiometric expo-
sure per unit area is the product of the flux density times the exposure period. The active surface of a 
photoelectronic detector produces a current density in response to an optical flux density input, while 
a total signal charge is produced per unit area in the same detector during a given exposure period.

Rose1 has shown that all types of optical detectors, e.g., photographic, electronic, or the eye, are 
subject to the same fundamental limits in terms of signal-to-noise ratio (Rsn), optical input, and 
exposure period. In summary, the noise in a measured signal of Np photoelectrons during a fixed 
exposure period is N p , so that

R N psn = (5)

The brightness (Bs) of a scene that produces this signal in a square pixel of dimensions (y ⋅ y), as 
a result of the optical transfer and conversion from the source to the detector, possibly through a 
medium that absorbs, scatters, and focuses photons, is

B
C N

ys

p=
⋅

2
(6)
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where C is a constant. In terms of signal-to-noise ratio,

B
C R

ys =
⋅ sn

2

2
(7)

Thus, for twice the signal-to-noise ratio, the scene brightness must be increased four times, or 
the throughput of the optical system must be quadrupled, etc. Also, if the pixel size is reduced by 
a factor of two, the same changes in scene brightness or optical throughput must be made in order 
to maintain the same signal-to-noise ratio. Under QLI conditions, higher resolution necessarily 
requires more input flux density for equal signal-to-noise ratio, and higher resolution inherently 
implies less sensitivity. The Rose limit should be used often as a proof check on design and perfor-
mance estimates of LLL and other QLI imaging systems.

As an example, assume a simple imaging situation such as a single pixel, e.g., a star in the night-
time sky, and an II SSA camera having an objective lens of diameter Do. Also assume that the star-
light is filtered, to observe only a narrow wavelength band, and that the photon flux density from 
the star is Φp (photon/m2/s). The number of photoelectrons produced at the photocathode of the II 
SSA detector (Np) is given by

N T
D

Yp p f
o

o k c= ⋅ ⋅
⎛

⎝⎜
⎞

⎠⎟
⋅ ⋅ ⋅Φ

π
τ τ

2

4
(8)

where Tf is the filter transmission, to is the lens transmission, Yk is the quantum yield of the window/
photocathode assembly in the II SSA camera, and te is the exposure period. Note that the II SSA 
camera parameters which determine the rate of production of signal photoelectrons are filter trans-
mission, lens diameter, quantum yield, and exposure period. The key one is of course the lens diam-
eter, and not lens f-number, for this kind of imaging; it is important, however, for extended sources 
such as terrestrial scenes.

Photometry and the Camera Lens

A lens on the II SSA camera is used to image a scene onto the input window/photocathode assembly of 
the II SSA. The relationship between the scene (Es) and II SSA image plane (Ei) illuminances in lux (lx) is

E
E R

mi
s s o=

⋅ ⋅ ⋅
⋅ ⋅ +
π τ

( ( ) )4 12 2FN (9)

where Rs is the scene reflectance, to is the optical transmission of the lens, FN is the lens f-number, 
and m is the scene-to-image magnification. If Es is in foot-lamberts, then the p is dropped and Ei is 
in footcandles. 

Alternatively, Eq. (9) becomes

E
E R

T mi
s s

n

=
⋅

⋅ ⋅ +( ( ) )4 12 2 (10)

using the T-number of the lens, where

T
FN

n

o

=
τ

(11)

The sensitivity of an II is usually given in two forms, i.e., “white-light” luminous sensitivity, in 
units of μA/lm, and absolute spectral sensitivity, in units of A/W as a function of wavelength, as dis-
cussed later in the section “Input Window/Photocathode Assemblies” in Sec. 31.4.

Example: A scene having an average reflectance of 50 percent receives LLL “full-moon” illumina-
tion of 1.0E − 2 fc. If a lens having a T-number of 3.0 is used, and the scene is at a distance of 100 m 
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from a lens with a focal length of 30 mm, what is the input illumination at the II SSA? Since the 
distance to the scene is much longer than the focal length of the lens, the magnification is much 
smaller than unity and m can be neglected. Thus,

E
E R

Ti
s s

n

=
⋅( )4 2

(12)

For the given values, the input illumination at the II SSA is bound to be Ei = (1.0E − 2 fc)
(0.50)/(4(3.0)2) = 1.4E − 4 fc.

General Considerations

It is of prime importance in any optoelectronic system to couple the maximum amount of signal 
input light into the primary detector surface, e.g., the window/photocathode assembly of an II SSA. 
In order to achieve the maximum signal-to-noise ratio, the modulation transfer function of the 
input optic and the spectral sensitivity of the II SSA must be carefully chosen. As shown in Fig. 2, 
the spectral sensitivity of a silicon SSA is much different than that of a Gen-3 image intensifier tube. 

1000
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1

0.1

Sg3pi

Sg3i

Seevi

0.01
400 500 600 700 800

li

900 1000 1100

Sg3p: In-Ga-As negative electron affinity photocathode
Sg3: Gen-3 image intensifier
Seev : Si CCD, EEV “CCD cameras brochure”

FIGURE 2 Absolute spectral sensitivity S (mA/W) versus wavelength l (nm) of a frame-transfer type 
of CCD, a gen-III image intensifier, and an II having an In-Ga-As negative electron affinity photocathode.
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IMAGE TUBE INTENSIFIED ELECTRONIC IMAGING  31.7

Thus, an optimized objective lens design for a CCD will be much different than that for an II SSA. 
The dynamic range characteristics are also very different, since IIs will handle seven orders-of-
magnitude interscene dynamic range, using a combination of II gain control and electronic duty-
cycle gating, while SSAs will only provide about two orders of magnitude.2

Several factors must be considered if the overall system resolution and sensitivity are to be opti-
mized. For example, the spectral responses of many optical input SSAs and/or lenses used in com-
mercial cameras have been modified by using filters to reduce the red and near-ir responses to give 
more natural flesh tones. In an II SSA the filter may have little effect if the filter is on the SSA. The 
filter should not be used in the objective lens for the II SSA since a major portion of the signal will 
be filtered out. If a color SSA is to be used in an intensified system using relay lens coupling, sacrifice 
of both sensitivity and resolution will result. This is due to the matrix color filter used in these SSA 
chip designs. Most of the signal will go into green bandpass filter elements, and very little will go 
into the blue and red elements. The color matrix filter is usually bonded to the surface of the SSA 
chip; thus these SSA types are not used for fiberoptically coupled II SSAs.

The ideal objective lens design for an II SSA needs to be optically corrected over the spectral 
range of sensitivity of the II and the spectral range of interest. For special-purpose photosensitivity 
covering portions of the uv, blue, or near-ir spectral regions, appropriate adjustments must be made 
in the lens design. Although they may be adequate for many applications, it is very seldom that a 
commercial CCTV lens is optimized for nighttime illumination, or other LLL or QLI conditions.

Another very important part of an optimized II SSA camera design is to make the proper choice 
of II and SSA formats. This subject is discussed in detail later under “Fiberoptic-Coupled II/SSAs,” 
under Sec. 31.5. The input of the II SSA system is the II, and the most likely choice will be one with 
an 18-mm active diameter, since the widest choice of II features is available in this size. Image inten-
sifiers are also available having 25- and 12-mm active diameters, but these are generally more expen-
sive. Regarding the SSA standard format sizes, the standard commercial TV formats are named by a 
longtime carryover from the days when vidicons were used extensively. Thus 2/3-, 1/2-, and 1/3-in 
format sizes originally referred to the diameters of the vidicon envelope and not the actual image 
format.

31.4 IMAGE INTENSIFIERS

An image intensifier (II) module, when properly coupled to an SSA camera, produces a low-light-
level electronic imaging capability that is extremely useful across a broad range of application areas, 
including spectral analysis, medical imaging, military cameras, nighttime surveillance, high-speed 
optical framing cameras, and astronomy. An immediate advantage of using an II is that its absolute 
spectral sensitivity can be chosen from a wide variety of window/photocathode combinations to 
yield higher sensitivity than that of a silicon SSA. Since recently developed IIs are very small, owing 
to the use of microchannel plate (MCP) electron multipliers, the small size of a solid-state SSA camera 
is not severely compromised. In summary, advantages of using MCP IIs are

• Long life

• Low power consumption

• Small size and mass

• Rugged

• Very low image distortion

• Linear operation

• Wide dynamic range

• High-speed electronic gating, e.g., a few nanoseconds or less

An image intensifier can be thought of as an active optical element which transforms an optical 
image from one intensity level to another, amplifying the entire image at one time, i.e., all pixels are 
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31.8  IMAGING DETECTORS

amplified in parallel and relatively independent of each other. In most cases, the resultant output 
image is more intense than that of the input image. The level of image amplification depends on the 
composite efficiency of all the conversion steps of the process involved in the image intensification 
operation and the basic definition of amplification. The term image intensifier is generally used to 
refer to a device that transforms visible and near-visible light into brighter visible images. Devices 
which convert nonvisible radiation, e.g., uv or ir, into visible images are generally referred to as image
converters. For simplicity we refer to both types of image amplifiers/converters as “IIs” in this chapter.

Three general families of IIs exist, shown schematically in Fig. 3, that are based upon the three 
kinds of electron lenses used to extract the signal electrons from the photocathode, namely,

• Proximity focus IIs

• Electrostatic focus IIs

• Magnetic focus IIs

The first image tubes used a “proximity-focus” electron lens.3 Having inherently low gain and 
resolution, the proximity-focus lens was dropped in favor of electrostatic focus and magnetic focus 
IIs. The so-called Generation-0 and Generation-1 image tubes made for the U.S. Army used elec-
trostatically focused IIs. The input end of the silicon-intensifier-target (SIT) vidicon also made use 
of electrostatic focusing. Magnetic focusing was used extensively in the old TV camera tubes, e.g., 
image orthicons, image isocons, and vidicons, and also for large-active-area and high-resolution IIs 
for specialized military and scientific markets.

With the development of the MCP, which was achieved for the U.S. Army’s Generation-2 types of 
night-vision devices, it became practical to use a proximity-focused electron lens again to meet the 
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Photocathode

Electrostatic focus

Magnetic focus
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permanent magnet

1:1 Output electron image
e

e
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e
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+

FIGURE 3 Electron lenses.
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IMAGE TUBE INTENSIFIED ELECTRONIC IMAGING  31.9

needs for extremely small and low-mass IIs. These “Gen-2” tubes are being used extensively for mili-
tary night-vision applications, e.g., night-vision goggles for helicopter pilots, individual soldier helmet 
mounted night-vision goggles, etc. The most recently developed “Gen-3” IIs have higher sensitivity and 
limiting resolution characteristics than Gen-2 IIs, and they are used in similar night-vision systems.

Both the Gen-2 and Gen-3 types of IIs are available for use as low-noise, low-light-level ampli-
fiers in II SSA cameras. In addition, by choosing special input window/photocathode combinations 
outside the military needs for Gen-2 and Gen-3 devices, a very wide range of II SSA spectral sensi-
tivities can be achieved, well beyond silicon’s range. For II SSA camera applications, we will focus 
our attention exclusively on the use of proximity-focused MCP IIs because of their relative advan-
tages over other types of IIs.

The basic components of a proximity-focused MCP II are shown schematically in Fig. 4. This 
type of II contains an input window, a photocathode, a microchannel plate, a phosphor screen, 
and an output window. The photocathode on the vacuum side of the input window converts the 
input optical image into an electronic image at the vacuum surface of the photocathode in the II. 
The microchannel plate (MCP) is used to amplify the electron image pixel-by-pixel. The amplified 
electron image at the output surface of the MCP is reconverted to a visible image using the phosphor
screen on the vacuum side of the output window. This complete process results in an output image 
which can be as much as 20,000 to 50,000 times brighter than what the unaided eye can perceive. 
The input window can be either plain transparent glass, e.g., Corning type 7056, fiberoptic, sap-
phire, fused-silica, or virtually any optical window material that is compatible with the high-vacuum 
requirements of the II. The output window can be glass, but it is usually fiberoptic, with the fibers 
going straight through or twisted 180° for image inversion in a short distance.

A block diagram of a generalized high-voltage power supply (HVPS) used to operate the II is 
given in Fig. 5. For dc operation, the basic HVPS provides the following typical voltages:

 Vk = 200 V

 Vm = 800 V for an MCP

  (Vm = 1600 V for a VMCP)

  (Vm = 2400 V for a ZMCP)

 Va = 6000 V

For high-speed electronic gating of the II, the photocathode is normally gated off by holding the 
G1 electrode a few volts positive with respect to the G2 electrode. Then, to gate the tube on and off 

Vacuum

MCP
Phosphor
screen Output fiberoptic

windowInput window

Photocathode

Optical output

(image)

Optical input

(image)

II module

Vk

G1

e eGm

− − − +++
G2 G3 G4

Vm Va

FIGURE 4 Schematic design of a proximity-focused MCP image 
intensifier tube module.
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Vk

G1 G2 G3 G4
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Gated power
supply

High-voltage
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generator

For gated applications

− − −+ + +

FIGURE 5 MCP image intensifier high-voltage supply.

for a short period, a pulse generator is used to control the output of the gated power supply to the 
normal gated on condition, i.e., Vk = 200 V with the polarity as shown in Fig. 5.

The dc HVPSs for IIs draw very little power, and they can be operated continuously using two 
AA cells, e.g., 3-V input voltage, for about 2 days. These dc HVPSs are available in small flat-packs or 
wraparound versions. Gated HVPSs, excluding the pulse generator, are generally at least two times 
larger than their dc counterparts.

In operation, an input image is focused onto the input window/photocathode assembly, produc-
ing a free-electron image pattern which is accelerated across the cathode-to-MCP gap by an applied 
bias voltage Vk. Electrons arriving at the MCP are swept into the channels, causing secondary elec-
tron emission gain due to the potential Vm applied across the MCP input and output electrodes. 
Finally, the amplified electron image emerging from the output end of the MCP is accelerated by the 
voltage Va applied across the MCP-to-phosphor screen gap so that they strike an aluminized phos-
phor screen on a glass or FO output window with an energy of about 6 keV. This energy is sufficient 
to produce an output image which is many times brighter than the input image. The brightness gain 
of the MCP II is proportional to the product of the window/photocathode sensitivity to the input 
light, the gain of the MCP, and the conversion efficiency of the phosphor-screen/output-window 
assembly. Each of these key components and/or assemblies is discussed in more detail in the follow-
ing sections of this section.

Input Window/Photocathode Assemblies

The optical spectral range of sensitivity of an II, or the II SSA that it is used in, is determined by the 
combination of the optical transmission properties of the window and the spectral sensitivity of the 
photocathode. In practice, a photocathode is formed on the input window in a high-vacuum system 
to produce the window/photocathode assembly as shown in Fig. 6. This assembly is then vacuum-
sealed onto the II body assembly, and the finished II is then removed from the vacuum system. This 
type of photocathode processing is called remote processing (RP), because the alkali metal generators, 
antimony sources, and/or other materials used to form the photocathode are located outside of the 
vacuum II tube. Since there is no room for these photocathode material generators, remote process-
ing must be used for MCP IIs. Also, IIs made using remote processing are found to have significantly 
less spurious dark current emission than the older Gen-0 and Gen-1 types of IIs having internally 
processed photocathodes.

The short wavelength cutoff of a window/photocathode assembly is determined by the optical 
transmission characteristic of the window, i.e., its thickness and material composition. The absolute 
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IMAGE TUBE INTENSIFIED ELECTRONIC IMAGING  31.11

spectral sensitivity of the photocathode determines the midrange and long wavelength cutoff char-
acteristics of the assembly. Photocathode materials having longer wavelength cutoffs also have lower 
bandgap energies and generally higher thermionic emission than photocathodes with shorter wave-
length cutoffs.

The spectral quantum efficiencies of various window/photocathode combinations are shown 
in Fig. 7 for comparison. Useful spectral bands range from the uv to the near-ir, depending upon 
the particular combination chosen. This figure shows the spectral sensitivity advantages that can be 
achieved with II SSAs. Other advantages are discussed throughout this chapter.

Note that the window/photocathode spectral quantum efficiency [Y(l)] curves given in Fig. 7 
represent the ratio of the average number of photoelectrons produced per input photon as a func-
tion of wavelength l. Alternatively, window/photocathode response can be specified in terms of 

Input window Photocathode

PhotoelectronsInput optical signal e

FIGURE 6 Input window/photocathode assembly.

FIGURE 7 Window/cathode spectral quantum efficiencies.
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31.12  IMAGING DETECTORS

FIGURE 8 MCP parameters.
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absolute spectral sensitivity [S(l)], or defined as the ratio of photocathode current per watt incident 
as a function of wavelength. These two parameters are related by the convenient equation

Y
S

( )
( )λ λ

λ
= ⋅124

(13)

where Y is the quantum yield in percent, S is the absolute sensitivity in mA/W, and l is the wave-
length in nm.

Microchannel Plates

The development of the microchannel plate (MCP) was a revolutionary step in the art of making 
IIs. Although developed for and used in modern military passive night-vision systems, MCP IIs are 
being used today in nearly all II SSA cameras.

An MCP is shown schematically in Fig. 8. Microchannel plates are close-packed-hexagonal arrays 
of channel electron multipliers. With a voltage Vm applied across its input and output electrodes, the 
MCP produces a low-noise gain Gm, e.g., a small electron current (Iin) from a photocathode pro-
duces an output current GmIin. In addition to its function as a low-noise current amplifier, the MCP 
retains the current density pattern or “electron image” from its input to output electrodes. It is also 
possible to operate two MCPs (VCMP) or three MCPs (ZMCP) in face-to-face contact to achieve 
electron gains as high as about 1E7 e/e in an II tube, as shown in Fig. 9. Other general characteristics 
of these types of MCP assemblies are also given in Fig. 9.
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IMAGE TUBE INTENSIFIED ELECTRONIC IMAGING  31.13

The approximate limiting spatial resolutions of MCPs depend upon the channel center-to-center 
spacings, as follows:

MCP:

VMCP:

ZMCP:

Vm
max
(kV)

Gm
max
(e/e)

Pulse height
distribution
(% FWHM)

Relative limiting
resolution (units)

1.0 1E3 Negative
exponential

1.00

2.0 1E5 120 0.71

3.0 1E7 80 0.50

FIGURE 9 General characteristics of MCPs, VMCPs, and ZMCPs.

TABLE 1 MCP Gain Equation and Gain Parameters

 G V
V

Vm m
m

c

g

( )=
⎛
⎝⎜

⎞
⎠⎟

 

 Type Vc(V) g (units) (Lm/Dc) (units)

MCP 350 8.5 40
MCP  530 13 60
VMCP  700 17 80
ZMCP 1050 25 120

 Channel Channel Approximate
 Diameter Center-to-Center Limiting Resolution
 (μm) Spacing (μm) (lp/mm)

 4 6 83
 6 8 63
 8 10 50
 10 12 42
 12 15 33

As shown in Fig. 8, MCPs are made to have channel axes that make a “bias angle” (qb) with respect 
to the normal to its input and output faces. This bias angle improves electron gain and reduces noise 
factor by reducing “boresighting” of electrons into the channels. The MCP bias current or “strip 
current” (Is) that results from the voltage applied to the MCP sets an upper limit to the maximum 
linear dynamic range of the MCP. Generally, when the output current density of the MCP is in 
excess of about 10 percent of the strip current density, the MCP ceases to remain a linear amplifier. 
Conventional MCPs have strip current densities of about 1 μA/cm2, and recent high-output-
technology MCPs (HOT MCPs)4 have become available that have strip current densities as high as 
about 40 μA/cm2. Electron-gain characteristics of MCP assemblies are given approximately by the 
equation and associated parameters shown in Table 1.
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31.14  IMAGING DETECTORS

Power noise factors for conventional MCPs, used in Gen-2 IIs, and “filmed-MCPs,” used in Gen-
3 IIs, are approximately 2.0 and 3.5, respectively. Detailed information on MCP gain, noise factors, 
and other parameters are given by Eberhardt.5 Note that MCP gain is a strong function of the chan-
nel length-to-diameter ratio. The parameter Vc in the gain equation is the “crossover” voltage for the 
channel, i.e., it is the MCP applied voltage at which the gain is exactly unity.

Phosphor Screens

Output spectral and temporal characteristics of a wide variety of screens are given in an Electronic 
Industries Association publication.6 The phosphor materials covered in this publication are listed in 
Table 2. Both the old “P-type” and the new two-letter phosphor designations are given in this table. 
Any of these phosphor screen materials can be used in proximity-focused MCP IIs. However, one 
very commonly used phosphor is the type KA (P20) because it has a high conversion efficiency, its 
output spectral distribution matches the sensitivity of a silicon SSA reasonably well, it is fast enough 
for conventional 1/30-s frame times, it has high resolution, and it is typically used in direct-view 
night-vision IIs.

The three main components of an aluminized phosphor-screen/output-window as sembly, of the 
type used in a proximity focused MCP II, are shown schematically in Fig. 10. An aluminum film elec-
trode is deposited on the electron input side of the phosphor to accelerate the MCP output to high 
energy, e.g., about 6 keV, and to increase the conversion efficiency of the assembly by reflecting light 
toward the output window. The phosphor itself is deposited on the glass or fiberoptic output window.

Decay times, or persistence, and relative output spectral distributions for a variety of phosphor 
types are given in Fig. 11. Key phosphor assembly parameters that should be accounted for in the 
design of MCP II SSAs are MCP-to-phosphor applied potential (Va), effective “dead-voltage” result-
ing from electron transmission losses in the aluminum film, phosphor screen energy input-to-
output conversion efficiency, optical transmission of the glass or fiberoptic window, sine-wave MTF 
of the assembly, phosphor persistence, and output spectral distribution.

Before specifying the use of a particular phosphor, the operational requirements of the II SSA 
camera should be reviewed. The phosphor persistence should be short compared to the SSA frame 

TABLE 2 Worldwide Phosphor-Type Designation 
System∗

P1 GJ P20 KA P38 LK
P2 GL P21 RD P39 GR
P3 YB P22 X(XX) P40 GA
P4 WW P23 WG P41 YD
P5 BJ P24 GE P42 GW
P6 WW P25 LJ P43 GY
P7 GM P26 LC P44 GX
P10 ZA P27 RE P45 WB
P11 BE P28 KE P46 KG
P12 LB P29 SA P47 BH
P13 RC P31 GH P48 KH
P14 YC P32 GB P49 VA
P15 GG P33 LD P51 VC
P16 AA P34 ZB P52 BL
P17 WF P35 BG P53 KJ
P18 WW P36 KF P55 BM
P19 LF P37 BK P56 RF
    P57 LL

∗Cross reference: old-to-new designations.
Source: Adapted from Electronic Industries Association 

Publication, no. 116-A, 1985.
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FIGURE 10 Aluminized phosphor screen and window 
assembly.

FIGURE 11 Phosphor screen decay times and spectral outputs. 
(Reprinted with permission from United Mineral and Chemical Co.)
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31.16  IMAGING DETECTORS

time to minimize image smear due to rapidly moving objects. Also, the absolute conversion effi-
ciency of the phosphor assembly and its relative output spectral distribution should be spectrally 
matched7 to the sensitivity of the SSA for maximum coupling efficiency.

Typical absolute spectral response characteristics, i.e., the phosphor spectral efficiency (radi-
ated watts per nanometer per watt excitation) as a function of wavelength, of aluminized phosphor 
screens are given in Ref. 7. The associated phosphor screen efficiencies are also given in this refer-
ence in three different ways:

• Typical quantum yield factor: photons out per eV input

• Typical absolute efficiency: radiated watts per watt excitation

• Typical luminous equivalent: radiated lumens per radiated watt

For example, a type KA(P20) aluminized phosphor-screen/glass window assembly is found to 
have its peak output at 560 nm and a typical quantum yield factor of 0.063 photons/eV. Thus, an 
electron which leaves the MCP and strikes the assembly with 6 keV of energy, and for a “dead-
voltage” of 3 kV, approximately (6 − 3) keV × 0.063 photons/eV = 190 photons will be produced at 
the output.

Proximity-Focused MCP IIs

By combining the image transfer and conversion properties of the three major proximity-focused 
MCP II assemblies discussed earlier, i.e.,

• Input window/photocathode

• Microchannel plate

• Phosphor screen/output window

the operational characteristics of the II itself, as shown in Fig. 4, can be determined.
For example, consider an II CCD application for a space-based astronomical telescope that requires 

more than 10 percent quantum yield at 200 nm, but minimum sensitivity beyond 300 nm. It is desired 
that the top end of the dynamic range be at an input window signal flux (Fsi) of 1000 photon/pixel/s at 
250 nm. Let the CCD have a 1-in vidicon format, i.e., an active area of 11.9 × 8.9 mm2, with 325 verti-
cal columns and 244 horizontal rows of pixels. The limiting resolution of even a dual-MCP (VMCP) 
image tube has a limiting resolution that is significantly higher than the horizontal pixel spatial Nyquist 
frequency ( fN) in the CCD, so that the pixel size at the input to the II will be essentially the same as that 
of the CCD. Let us rough-in an II design by making the following additional assumptions:

MCP-to-phosphor applied potential (Va) 6000 V

Phosphor screen type KA (P20)

Phosphor screen/window-quantum yield (Pq) 0.06 photon/eV

Phosphor screen dead voltage (Vd) 3000 V

CCD charge integration period (ti) 33 ms

CCD pixel full-well charge 1 pC = 6.3E6 e

An II with an 18-mm active diameter can be used, since the diagonal of the CCD active area is 14.9 mm. 
From Fig. 7, the MgF2/Cs-Te window/photocathode assembly will be chosen, having a quantum 
yield (Yk) of 0.12 at 200 nm, to meet the spectral sensitivity requirements.

Let’s now proceed to estimate the required gain of the MCP structure, decide what kind of an 
MCP structure to use, and determine its operating point. A first-order estimate of the stored pixel 
charge (Qccd) for the given input signal flux density is

Q F Y G V V P Yk m a d q iccd si ccd= ⋅ ⋅ ⋅ − ⋅ ⋅ ⋅( ) τ (14)
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Since

 Fsi = 1000 photon/pixel/s

 Yk = 0.10 e/photon

 Yccd = 0.3 e/photon

it is found that Qccd = Gm (178 e/pixel). Setting this charge equal to the full-well pixel charge gives 
Gm = 6.3E6 e/pixel/(178 e/pixel) = 3.5E4 e/e. This MCP assembly gain is easily satisfied by using a 
VMCP. From Table 1, it is found that the gain of a VMCP is given approximately by Gm = (Vm/700)17 = 
3.5E4 e/e. Solving for Vm gives Vm = 1300 V.

Thus, a first-order estimate for the general requirements to be placed in the II to do the job is as 
follows:

Active diameter 18 mm

Quality area (11.9 × 8.9 mm)

Input window/photocathode Fused-Silica/Cs-Te

MCP assembly VMCP

Aluminized phosphor screen assembly KA/FO window

Coupling this II to the specified FO input window CCD, e.g., by using a suitable optical cement, 
will meet the specified objective. Other parameters like the dark count rate per pixel as a function 
of temperature, the DQE of the II CCD, cosmetic, uniformity of sensitivity, and other specifications 
will have to be considered as well before completing the design.

Recent “Generations” of MCP IIs The most impressive improvement in direct-view night-vision 
devices has come with the advent of Gen-3 technology. The improvement, which is most apparent at 
very low light levels, is mainly due to the use of GaAs as the photocathode material. At higher light 
levels, e.g., half-moon to full-moon conditions, the Gen-2+ gives somewhat better performance. Key 
to the detection of objects under LLL conditions is the efficiency of the photocathode; the Gen-3 
sensitivity is typically a factor of 3 higher. Also, the spectral response of Gen-3 matches better to the 
night sky spectral illumination. This equates to being able to see at almost one decade lower scene 
illumination with Gen-3. A summary of proximity-focused MCP image intensifier general charac-
teristics is given in Table 3.

TABLE 3 Summary of Proximity-Focused MCP Image Intensifier General Characteristics

 Temperature Rating
 Minimum  Spectral     Minimum
 Active Input Sensitivity    Output Limiting
 Diameter Window Range MCP Assembly Storage Operating Window Resolution Technology
 (mm) Material∗ (nm) Type (°C) (°C) Material (lp/mm) Type

 11.3 FS 160–850 MCP −55, +65 −20, +40 FO 25 Gen-2
 12.0 FS, G, FO 160–900 MCP, VMCP, ZMCP −57, +65 −51, +45 FO, G 45, 29, 20 Gen-2
 17.5 FS, G, FO 600–900 MCP, VMCP, ZMCP −57, +65 −51, +45 FO, G 45, 25, 20 Gen-2
 17.5 G, FO 500–1100 MCP, VMCP, ZMCP −57, +95 −51, +52 FO, G 45, 25, 20 Gen-3
 25.0 FS, G, FO 160–900 MCP −57, +65 −51, +45 FO, G 40 Gen-2
 25.0 G, FO 500–1100 MCP −57, +95 −51, +52 FO, G 40 Gen-3

∗FS = fused silica; G = Corning #7056 glass; FO = fiberoptic.

 Options

 Technology Type Photocathode Phosphor

 Gen-2 All but GaAs, InGaAs Wide selection
 Gen-3 GaAs, InGaAs Wide selection
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31.18  IMAGING DETECTORS

For systems design work, it is useful to know the approximate characteristics of the three most 
recent generations in terms of II resolution versus photocathode illumination. The resolution 
transfer curves shown in Fig. 12 give the II resolution, observable by the eye, as a function of input 
illumination for Gen-2, Gen-2+, and Gen-3 IIs. These curves do not include system optics degrada-
tions, except in the sense that a human observer made the resolution measurements using a 10-power 
eyepiece in viewing the output image of the II.

Improved Performance Gen-2 IIs Recent enhancements in the dynamic range performance of 
Gen-2 IIs for direct-view applications have been made which also benefit II SSA camera perfor-
mance. Improvement goals were to increase both the usable output brightness and the LLL gain 
of Gen-2 IIs. Night-vision devices are normally used at light levels ranging from full moon to just 
below quarter-moon, or in dark city environments with ample scattered light. It is important to 
have good contrast over as wide a light-level range as possible. To get this extended dynamic range, 
the gain should be held nearly constant to as high a level as possible, for improved contrast at the 
high-light levels. Any gain improvement should be attained with little or no increase in noise, to 
ensure good performance at the minimum light levels. Reducing the objective lens f-number as low 
as possible also improves system performance and gain. However, f-number reduction by itself may 
create problems in the system dynamic range if the II and its power supply assembly is not appro-
priately adjusted to match the optical throughput.

Figure 13 shows the extended dynamic range of a Gen-2+ II and power supply assembly, as 
compared to the typical MIL-SPEC Gen-2 assembly. Increasing the gain in a standard Gen-2 
assembly by increasing the gain control voltage, i.e., the MCP voltage, will not give the same ben-
efits as the Gen-2+. Ideally, a change of one unit in input brightness should result in a proportional 
output brightness change. The increased near-linear gain range up to higher-output light levels in 
the Gen-2+ improves the contrast at the higher levels. Brightness limiting begins reducing the gain 
to hold the output brightness constant after the automatic brightness control (ABC) limit of the 
power supply is reached. The increased gain of the Gen-2+ improves the performance at the lowest-
light levels as well.

1.00E–07
1

10
R

es
ol

u
ti

on
 (

lp
/m

m
)

100

1.00E–06 1.00E–05 1.00E–04

Photocathode illumination (fc)

1.00E–03 1.00E–02

Gen-3 Gen-2+ Gen-2

FIGURE 12 Image intensifier tube resolution curves.
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31.5 IMAGE INTENSIFIED SELF-SCANNED ARRAYS

There are several reasons to consider using an II SSA instead of an SSA alone. One obvious reason 
is to achieve LLL sensitivity. Figure 14 shows the limiting resolution versus faceplate illumination 
characteristic of CID camera operating in the unintensified and intensified modes.8 It is seen that 

FIGURE 13 Output versus input transfer characteristics of Gen-2, Gen-2+, and Gen-3 
II/power supply assemblies.
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FIGURE 14 Resolution versus input illumination characteristics of a conventional optical input CCD camera 
and the same camera fiberoptically coupled to an MCP image intensifier tube. (From Ref. 8.)
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31.20  IMAGING DETECTORS

LLL sensitivity is achieved by coupling the CID to an image intensifier tube, albeit at the expense of 
reduced high-light resolution. Other reasons for using an II SSA are

• High-speed electronic gating, down to a few nanoseconds, for framing cameras, LADAR, smoke 
and fog penetration

• Improved spectral sensitivity

• Use in a TV camera system that operates automatically under lighting conditions ranging from 
nighttime to full daylight conditions.

• High-sensitivity and high-speed-gated optical multichannel analyzers (OMAs)

Fiberoptic-Coupled II/SSAs

Figure 15 shows a schematic design of a fiberoptically (FO) coupled II SSA assembly. These designs 
are modular, since an II module is optically coupled to an SSA module. Virtually any type of image 
tube can be optically coupled to an SSA. The fiberoptically coupled design shown in Fig. 15 requires 
the use of an II having a fiberoptic output window and an SSA having an SSA input window. 
A fiberoptic taper, instead of a simple unity magnification FO window, is also generally required to 
efficiently couple the output of the II into the SSA, and this is shown in Fig. 15 as a separate module. 
The various fiberoptic modules are joined at interfaces 1, 2, and 3, using optical cement, optical 
grease, immersion oil, or “air.” For the highest-resolution image transfer across these interfaces, it is 
necessary that the gap length at each interface be kept short, and the numerical aperture of the fiber-
optic windows should be kept as low as possible, consistent with the SNR and gain requirements. It 
has been shown9 that the first interface can be eliminated by making the fiberoptic taper part of the 
II and depositing the phosphor screen directly onto it, and interface 3 can also be eliminated by cou-
pling the fiberoptic taper directly to the SSA. The properties of the image transfer and conversion 
components shown in Fig. 15 can be used to estimate the overall performance characteristics of the 
fiberoptically coupled II SSA camera.

The terminology used to define SSA image format sizes derives from the earlier vidicon camera 
tube technology. The mass, volume, and power requirements of vidicon cameras are much larger 
than SSA cameras. Vidicons also have image distortion and gamma characteristics which must be 
accounted for, whereas SSAs and II SSSAs using proximity-focused IIs are nearly distortion-free with 
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#3 SSA chip
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FO taper

FO window
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camera
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module

FO taper
module

Input window

Photocathode

Optical input

II module
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G1

e eGm

− − − +++
G2 G3 G4

Vm Va

#1
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FIGURE 15 Schematic design of fiberoptically coupled II SSA assembly.
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linear, i.e., unity gamma, input/output transfer characteristics over wide intrascene dynamic ranges. 
Table 4 gives the basic II active diameters, SSA format sizes, SSA active-area diagonal lengths, fiber-
optic taper magnifications (Mfot) required to couple II outputs to the SSAs, and limiting resolutions 
( flto) at the fiberoptic taper output. Figure 16 shows schematically the relative sizes of the standard 
active diameters of IIs and the standard SSA formats.

TABLE 4 Comparison of Basic Image Intensifier Diameters, SSA Format Sizes, 
Matching Fiberoptic Taper Magnifications, and Limiting Resolutions at the Fiberoptic Taper 
Output Surface (for 45 lp/mm Intensifier)

      (fito) Limiting
 Image 

SSA 
   Resolution at

 Intensifier Active Format  Diagonal (Mfot) FOT FOT Output
 Dia. (mm) Vidicon (in) (mm) (mm) Magnification (lp/mm)

 25 1 11.9 × 8.9 14.9 0.596 76
 25 2/3 8.8 × 6.6 11.0 0.440 102
 18 1 11.9 × 8.9 14.9 0.828 54
 18 2/3 8.8 × 6.6 11.0 0.611 74
 18 1/2 6.5 × 4.85 8.1 0.451 100
 12 2/3 8.8 × 6.6 11.0 0.917 49
 12 1/2 6.5 × 4.85 8.1 0.676 67
 12 1/3 4.8 × 3.6 6.0 0.500 90

18-mm dia.

2/3" CCD

12-mm dia.

1/3" CCD

35-mm film

1/2" CCD

24 mm

36 mm

6.6

8.8

6.4

4.8

(a)

FIGURE 16a Typical 35-mm film, image intensifier and SSA formats.

(b)

Diagonal

18-mm Φ
image tube 

12-mm Φ
image tube 

1" CCD 2/3" CCD 1/2" CCD 1/3" CCD 35-mm
film

Units

Vertical
Horizontal

Area

18.0

10.8

14.4
155.5

12.0

7.2

9.6
69.1

14.9

8.9

11.9
105.9

11.0

6.6
8.8

58.1

8.1

4.9

6.5
31.5

6.0

3.6

4.8
17.3

43.3

24.0

36.0
864.0

mm

mm
mm

mm2

FIGURE 16b Typical dimensions for image intensifies and SSAs using 3:4 format.
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31.22  IMAGING DETECTORS

The present limiting resolution range of MCP IIs is 36 to 51 lp/mm. In an II SSA, the resolution 
of the II should be matched, in some sense, to that of the SSA. For example, it is unwise to use a low-
resolution II and fiberoptic lens combination with a much higher resolution CCD.

Lens-Coupled II SSAs

Figure 17 is a schematic design for a lens-coupled II SSA assembly. The differences between this 
design and the fiberoptic-coupled II SSA design described earlier are that the output window of 
the II can be either fiberoptic or glass, and a lens is used instead of an FO taper to couple the out-
put optical image from the II directly into a conventional optical input SSA, i.e., no FO window is 
required at the SSA. Although the lens-coupling efficiency is lower, its image distortion and reso-
lution performance is superior to the FO-coupled design. Also, the chance for possible adverse rf 
interference at the sensitive input to the SSA camera from the II high-voltage power supply is less 
than for the lens-coupled design.

Parameters to Specify Typical parameters to specify for an MCP II SSA detector assembly, using 
either fiberoptic or lens-coupling, are as follows:

• Sensitivity
White-light (2856 K) (μA/lm)
Spectral sensitivity (mA/W versus nm)
Sensitivity (mA/W at specified wavelength)

• EBI (lm/cm2 at 23°C)

• MCP applied potential for 10 K fL/fc luminous gain (V)

• Horizontal resolution at specified input illumination (TVL)

• Shades-of-gray (units)

• Cosmetic properties
Uniformity (percent)
Bright spots (number allowable in format zone) Dark spots (number allowable in format zone)

• Burn-in (procedure)

Vacuum

MCP
Phosphor

screen

SSA chip

Fiberoptic or glass
output window

Lens

SSA
camera

SSA
module

Lens
module

Input window

Photocathode

Optical input

II module

Vk

G1

e eGm

− − − +++
G2 G3 G4

Vm Va

FIGURE 17 Schematic design of lens-coupled II SSA assembly.
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• Mechanical specifications

• Dimensions (interface drawing)

• Mass (g)

• Environmental (specified)

Electron-Bombarded SSA

Since the early work by Abraham et al.10 which showed the feasibility of achieving useful electron 
gain by electron bombardment (EB) of a silicon diode in a photomultiplier tube, several attempts 
have been made to achieve similar operation using an SSA specially designed for EB input, instead 
of optical input. The charge gain (Geb) resulting from the electron bombardment is given by

G
V Va d

eb =
−( )

.3 6
(15)

where Va is the acceleration voltage and Vd is the “dead-voltage” of the EBSSA. It was quickly found 
that successful CCD operation could not be obtained by simply bombarding the normal optical 
input side of the chip with electrons, because interface states soon form which prevent readout of the 
chip and other problems. By thinning a CCD chip to 10 to 15 μm from the “backside” and operating 
in a backside EB-mode, useful performance is achieved. In this way, 100 percent of the silicon chip is 
sensitive to incident photoelectrons, and it becomes technically feasible to make EBSSA cameras.

Proximity Focused EBSSAs A proximity-focused EBSSA is shown schematically in Fig. 18. In this 
design, the input light enters the window/photocathode assembly to generate the signal photo-
electrons which are accelerated to about 10-keV energy and bombard the thinned backside of the 
EBSSA. Note that no MCP, no MCP-to-screen gap, no phosphor screen/output window assembly, 
and no fiberoptic or lens coupling is used to transfer the electronic image to the SSA for readout. 
Thus, higher limiting resolution is attainable. Also, the power noise factor associated with the EBSSA 
gain process is lower than that of MCP devices, and image lag is eliminated because no phosphor is 
used. Early work on proximity-focused EBDDs was done by Barton et al.,11 Williams,12 and Cuny et al.13 
By 1979, a 100 × 160 pixel TI CCD was used in this type of detector and put into a miniature TV 
camera. With an acceleration voltage of Va = 15 kV, an electron gain of 2000 was achieved, along 
with a Nyquist limited resolution of 20 lp/mm. Recent advances have brought this technology closer 

Input optical signal
SSA camera

e–Beam input SSA

Vacuum

e

- +Va

Input window

Photocathode

FIGURE 18 Electron bombarded SSA (EBSSA).
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31.24  IMAGING DETECTORS

to extensive usage possibilities. Richard et al.14 have compared the SNR characteristics of an EB CCD 
tube, various other types of II CCDs, and bare CCDs. Their results are shown in Fig. 19.

In order to achieve its full performance capabilities, the energy of the bombarding electrons 
must be absorbed by the active silicon SSA material, photoelectrons must not be lost, the exposure 
of the EBSSA to high-energy electrons should not cause a life problem, and it must be possible to 
read out the stored charge pattern in the SSA. It is found that recombination phenomena at the EB-
input face can be reduced with a p+ passivation layer, e.g., by using 3E17 cm−3 boron doping, which 
reduces back-diffusion of signal electrons, front-diffusion of “dark” charges from the rear face, 
reduced diffusion length, separation of holes and electrons by the built-in electric field, and higher 
surface conductivity, thus better voltage stability, at the rear face.

Internally processed (IP) and remotely processed (RP) or “transfer” photocathodes have been used 
in EBSSAs. It is generally found that the internal processing produces consistently higher-background 
and spurious noise problems due to field emission from tube body parts and the photocathode. Both 
types of photocathode processes have yielded long-life EBCCD detectors.

Proven applications to date for EBSSA detectors:

• Photon-counting wavefront sensor (adaptive optics), European Space Organization 3.6-m tele-
scope at La Silla, Chile

• NASA, Goddard Space Flight Center, Oblique Imaging EB CCD uv sensitive camera 

Advantages of EBSSA cameras over MCP II-based II-SSAs:

• No image lag

• Higher resolution

• Single photoelectron detection per frame per pixel

• Higher DQE

Digital II SSA Cameras Consider a photon-counting imaging detector consisting of an MCP 
image intensifier tube (II) that is fiberoptically coupled to a silicon solid-state self-scanned array 

FIGURE 19 Comparison of the signal-to-noise ratio of various 
op toelectronic imagers versus the photon input. (From Ref. 14.)
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(SSA) chip in a TV camera. Incoming photons at wavelength l pass through the input window of the 
II and produce an average quantum yield of Yk photoelectrons per photon at the photocathode. The 
resulting photoelectrons (e) are accelerated into the MCP electron multiplier assembly. Amplified 
output electrons from this low-noise electron multiplier are accelerated into an aluminized phos-
phor screen on the output window of the II. The number of output photons from the II per pho-
toelectron is proportional to the electron gain in the MCP (Gm), the effective electron bombardment 
energy at the phosphor screen (εVs), and finally the electron-input to photon-output conversion 
efficiency (P) at the phosphor screen. As discussed earlier the optical transmission of the input win-
dow and the actual quantum yield of the photocathode are usually factored together in the average 
quantum yield parameter Yk, and the optical transmission of the output window is also normally 
factored together with the actual conversion efficiency of the phosphor screen in the screen effi-
ciency parameter P.

The output photon pulse from the II, resulting from the single detected input photon, is coupled 
into the SSA via the fiberoptic taper, which matches the output size of the II to the size of the SSA, 
and a fiberoptic window on the SSA. This photon pulse is then converted to an electron signal 
charge packet (Qssa) at the SSA. The number of electrons stored per pixel in the SSA depends upon 
the area of the photon pulse at the SSA, the spatial distribution of photons in this pulse, and the area 
per pixel in the SSA. Thus, in addition to the above II factors, the stored charge in the SSA per pho-
toelectron is also proportional to the optical transmissions of the FO taper (Tfot) and SSA window 
(Tssa), and the quantum yield of the SSA (Yssa).

By using two or three conventional MCPs in cascade, i.e., VMCPs or ZMCPs, the gain can be 
made so large that it completely overrides any normal room-temperature thermal dark current in 
an SSA at a conventional RS-170 rate. In this photon-counting mode of operation, a charge sig-
nal above a preset threshold value is looked for. When it is found in a given pixel, a “1” is stored in 
memory for that pixel’s address, “Os” are stored in pixel addresses where this condition is not met, 
and the entire frame is read out. By reading out a total of Nf frames, the dynamic range can be made 
as high as Nf if the dark count rate is negligible. Thus, photon-counting imaging can achieve a very 
large dynamic range.

Another advantage of photon-counting imaging is that the image resolution can also be made 
very high by centroiding the detected charge packets in the SSA. Since the performance of a cen-
troiding camera depends upon the signal-processing algorithm, this will not be analyzed here. 
Instead, the reader is referred to several references in which centroiding is discussed.15

Let us next calculate the stored charge and number of stored electrons in a photon-counting 
II SSA per photoelectron. Assume that a proximity-focused VMCP II is coupled to the SSA with a 
fiberoptic taper. For our analysis, some typical values will be used for the operating voltage and gain 
of a VMCP: the acceleration voltage between the VMCP and the phosphor screen, the efficiency of 
an aluminized type KA (P20) phosphor screen, the optical transmissions of a fiberoptic taper and an 
SSA fiberoptic window, and the quantum yield of an SSA.

Definitions for the parameters that will be used are summarized as follows:

 Qssa stored SSA charge per input photoelectron from the photocathode

 Yk photocathode quantum yield, e/photon

 Gm VMCP electron gain, e/e

 Vm VMCP applied potential, V

 Vs MCP-to-screen applied potential, V

 Vd phosphor screen “dead-voltage”

 P phosphor screen effi ciency, photon/eV

 Tfot transmission of fi beroptic taper

 Tssa transmission of fi beroptic window on the SSA

 Yssa quantum yield of SSA, e/photon

 e electron charge, 1.6E–19 C

 Nessa number of stored SSA electrons per input photoelectron
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Using these definitions, the general equation for the charge stored in the SSA per input photo-
electron is given by Eq. (16).

Q e G V V P T T Ym s dssa fot ssa ssa= ⋅ ⋅ − ⋅ ⋅ ⋅ ⋅( ) (16)

Thus, Qssa is given by the product of the VMCP gain, the effective electron bombardment energy 
at the aluminized phosphor screen, the conversion efficiency of the phosphor screen assembly, the 
transmissions of the FO taper and the SSA’s FO window, and finally the quantum yield of the SSA.

For

 Vm =1380 V  

the VMCP electron gain is
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By using the following values for the additional parameters

 Vs = 5500 V

 Vd = 2500 V

 P = 0.06 photon/eV

 Tfot = 0.6

 Tssa = 0.8

 Yssa = 0.5 e/photon

it is found that the stored charge per photoelectron is

 Qssa C= × −7 10 13  

and that the number of electrons stored in the SSA per input photoelectron is

 
N Q

N

essa ssa

essa

/e

electrons

=

= ×4 106
 

Since the full-well or saturation charge for an SSA pixel in on the order of 1 pC, this VMCP II/
SSA assembly is seen to qualify as a photon-counting imaging detector.

Modulation Transfer Function and Limiting Resolution The modulation transfer function (MTF) 
of an II SSA camera is determined by a convolution of the individual MTFs of the camera lens, II, 
II-to-SSA-coupling fiberoptic or lens, fiberoptic-to-fiberoptic interfaces, fiberoptic-to-SSA interface, 
SSA, etc. There are several ways to determine the MTF of an existing II SSA camera.

For example, the II SSA camera can be focused on a spatial frequency burst pattern, i.e., a peri-
odic pattern of black and white bars in which the spatial frequency of the bars increases in one 
direction. Alignment of the pattern’s bars with pixel columns and readout of the modulation of 
the spatial pattern in the pixel row direction gives the squarewave MTF of the camera S( f ), where 
f is the spatial frequency in cycles/mm. Conversion of this square-wave MTF to a sine-wave MTF is 
accomplished by using the Fourier transform at a given frequency:

T f S f
S f S f S f

( ) ( )
( ) ( ) ( )=
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By calculating several values of T(f) from the known square-wave function, the sine-wave MTF can 
be determined and used for camera system optical image transfer analysis. The limiting resolution is 
often taken to be the spatial frequency value for this sine-wave MTF at which the modulation drops 
to a few percent.

Also, to use the above example as an illustration, the MTF of an II SSA is a function of the direction 
in which the spatial frequency burst pattern is aligned. Self-scanned array pixels are not generally square, 
and the distances between centers of pixels in the horizontal and vertical directions are not generally the 
same. Thus, the corresponding MTFs in the horizontal and vertical directions are different, and the 
MTF is a function of the angle that the burst pattern makes with the rows and columns of pixels.

A convenient specification of the spatial frequency response of an SSA or an II SSA camera is 
the Nyquist frequency (fN), defined to be the reciprocal of twice the distance between the pixels. For 
example, if an SSA has rows of pixels spaced on 20-μm center-to-center, then the horizontal Nyquist 
spatial frequency is

 fN h, ( .( . ))
= =1

2 0 02
25

mm
cycles/mm  

Assuming an II limiting resolution (fII) of 32 cycle/mm, and assuming that the MTFs are gauss-
ian, then an estimated value for the limiting resolution of the II SSA camera is
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For the values used in this example, fcam = 20 cycle/mm. Although this gaussian estimate is con-
venient to use, a more exact estimate can be made by multiplying the various component sine-wave 
MTFs to find the II SSA camera’s MTF, and from this its limiting resolution can also be found.

For example, actual MTF measurements9 on an II SSA camera, having a proximity-focused 
18-mm active diameter MCP II fiberoptically coupled to a CCD with an m = 8 mm/18 mm = 0.44 
magnification taper, showed that the MTF of the CCD, referred to the II input, is given by TCCD( f ) = 
exp − ( f/9.0)1.4, where f is the spatial frequency in cycles/mm. The Nyquist frequency of the CCD was 
fN = 20 cycle/mm, and the MTF of the complete camera was found to be TII SSA( f ) = exp − ( f/6.3)1.1, 
both referred to the II input.

31.6 APPLICATIONS

In time, it is expected that most of the quantum-limited and LLL TV applications will use some 
form of II SSA camera, instead of an intensified vidicon-based camera. A few of the major applica-
tion areas for II SSA cameras are highlighted in this section.

Optical Multichannel Analyzers

Optical multichannel analyzers (OMAs) are instruments used to measure optical radiation in linear 
patterns, e.g., spectra or two-dimensional images. Photographic film, single-channel photomulti-
plier tubes, and TV camera tubes, e.g., vidicons, have been replaced by SSAs, e.g., CCDs, and II SSAs, 
e.g., image tube intensified CCDs or photodiode arrays (PDAs). Four distinct application areas exist 
for OMAs using II SSA detectors:16
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31.28  IMAGING DETECTORS

In each of these types of systems, the incoming radiation is converted to charge packets that 
are stored in each pixel of the SSA. Each line and/or field of pixels is read out by a suitable camera 
electronics, and the pixel charge values are stored in a computer for subsequent processing and 
analysis. The sensitivity of the II is chosen for best performance over the range of wavelengths being 
investigated. The dynamic range of OMAs can be as high as 18 bits. In comparison with the older 
single-element scanning system, modern II SSA-based OMAs acquire spectra up to 1000 times faster 
and/or with higher SNR during a given measuring period. Three common OMA applications are 
Raman spectroscopy, multiple input spectroscopy, and small-angle light scattering.

Range Gating and LADAR

Range gating is becoming increasingly important because the required technology now exists at an 
affordable cost and the signal-to-noise ratio improvement is much higher than nongated conven-
tional TV imaging. A gated laser sends out a laser pulse of only a few nanoseconds duration while 
the II SSA camera is gated off. No reflection from scattering or reflection in the medium between 
the camera and the object is allowed to be registered in the II SSA camera.17 The II SSA camera is 
gated on only at the moment when the light packet from the object returns to the camera and, after 
exposing for the duration of the outgoing pulse, it is returned to a gated-off condition. By repeat-
ing this process and controlling the image-storing conditions, high-contrast images having high 
signal-to-noise ratios can be achieved. Another obvious advantage of the range-gated system is that 
the time-of-flight between pulse output and receipt gives the range to the object being viewed, thus 
leading to the realization of a laser detection and ranging (LADAR) system.

Microchannel plate image tubes offer high-speed gating and spectral response advantages to 
LADAR systems. They can be electronically gated to a few nanoseconds, i.e., providing distance 
resolutions of a few feet for LADAR systems. Present MCP IIs offer the user a broad range of spec-
tral sensitivity, including near-ir imaging at 1060 nm, so that powerful and efficient lasers may be 
used for optimum LADAR system performance. Also, the ruggedness, extremely small size, and low 
power drain characteristics of II SSA cameras make them very attractive for LADAR applications for 
spacecraft and unmanned autonomous vehicles.

Day/Night Cameras

Full day-night interscene dynamic range capability, while maintaining a high signal-to-noise ratio, 
is achievable using an II SSA camera in conjunction with an auto-iris camera lens.18 The principle 
of operation of this type of camera can be described as follows. Assume that operation begins at the 
lowest light level to be encountered. The MCP voltage in the II is set to operate with high SNR for 
the camera lens, an auto-iris lens, set to its lowest f-number. As the light level is increased, the system 
operates over two orders-of-magnitude dynamic range. For four orders-of-magnitude higher light 
level inputs, the f-setting of the auto-iris lens is increased by a feedback circuit, driven by the peak-
to-peak video output signal from the SSA camera. The effective exposure of the SSA is next auto-
matically reduced as the light level increases by four-and-one-half orders-of-magnitude, again to 

 Application Detector∗ Time

  Type Resolution
Spectroscopy IILPDA 50 ms
Time-resolved pulsed laser spectroscopy GIILPDA <5 ns
Time-resolved pulsed laser imaging spectroscopy GIISSCCD <5 ns/spectrum
Time-resolved imaging GIISSCCD <5 ns/spectrum

∗IILPDA = image intensified photodiode array; GIILPDA = gated image intensified photodiode 
array; GIISSCCD = gated image inten sified charge-coupled device.
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IMAGE TUBE INTENSIFIED ELECTRONIC IMAGING  31.29

maintain a high SNR, by duty-cycle gating the MCP II. Finally, another two-and-one-half orders-of-
magnitude in input light level are accommodated by reducing the gain of the MCP, i.e., by reducing 
its applied operating potential. The total interscene dynamic range achievable with this type of auto-
matically controlled day/night camera is 13 orders-of-magnitude. In addition to its wide dynamic 
range capability, this type of camera is also able to make rapid narrow-band spectral samples across 
a wide spectral range, e.g., from the uv to the near-ir.

Mosaic II SSA Cameras

For very high amounts of image information throughput, multiple SSAs are used to read out large 
area IIs. For example, a 75-mm active diameter MCP II can be coupled fiberoptically to four indi-
vidual SSA cameras. The fiberoptic couplers are made to butt against each other at the output of 
the II, and their output ends are optically coupled to the SSAs. Parallel readout of the SSAs is then 
accomplished, giving the advantage of high-resolution readout without the disadvantage of having 
to use a wide bandwidth video electronic system or lower frame rates.

One such II SSA camera is designed for x-ray radiology image input.19 The x-ray input image 
is converted to a visible light image at a scintillator screen that is in optical contact with the 6-in-
diameter fiberoptic window. This scintillator/window assembly is, in turn, coupled to the input of 
a 6-in-diameter proximity-focused diode II, i.e., without an MCP, for modest light gain and good 
image quality. Six fiberoptic tapers in a 2 × 3 matrix couple the images from the six adjacent output 
sections of the II to six CCD cameras which operate in parallel to continuously read out the con-
verted x-ray image.

Other Applications

Other applications for II SSA cameras are the following:

• Semiconductor circuit inspection

• Astronomical observations

• X-ray imaging

• Coronary angiography

• Mammography

• Nondestructive testing

• Multispectral video systems

Active Imaging Active imaging is becoming increasingly important because the required technol-
ogy now exists at an affordable cost and the signal-to-noise ratio improvement is much higher than 
nonactive conventional TV imaging. Two types of active imaging presently exist, i.e., “line-scanned” 
and “range-gated.”

In a line-scanned imaging system, a narrow beam from a cw laser is raster-scanned across the 
object to be viewed, and the resulting reflected light is collected by a lens and detector assembly 
which receives and measures light from the illuminated field-of-view (FOV). Large FOV scenes can 
be scanned in a short period of time, which is a major advantage of this system. The signal from the 
detector is finally processed by a video electronics system and displayed, for direct viewing, or image 
processed as required. Limiting-resolution is set by the beam diameter achievable at the object. Thus 
systems operating in space; atmospheric and underwater environments have significantly different 
limiting-resolution characteristics.

In a range-gated type of system, a gated laser sends out a laser pulse of only a few nanoseconds 
duration while the TV camera is gated off. No reflection from scattering or reflection in the medium 
between the camera and the object is allowed to be registered in the TV camera. The TV camera is 
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31.30  IMAGING DETECTORS

gated on only at the moment when the light packet from the object returns to the camera and, after 
exposing for the duration of the outgoing pulse, the TV camera is returned to a gated-off condition. 
By repeating this process and controlling the image-storing conditions, high-contrast images having 
high signal-to-noise ratios can be achieved.

Another obvious advantage of the range-gated system is that the time of flight between pulse 
output and receipt gives the range to the object viewed, thus leading to the realization of a laser 
detection and ranging (LADAR) system. MicroChannel plate image tubes offer high-speed gat-
ing and spectral response advantages to LADAR systems. They can be electronically gated to a few 
nanoseconds, i.e., distance resolutions of a few feet, and in some parts of the optical spectrum they 
offer high sensitivity.
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32.1 GLOSSARY

 A area of the pixel

 CFD total capacitance of the fl oating diffusion in a CCD output

 Cg gate capacitance per unit area

 Cr readout line capacitance

JD total dark current per unit area

Js surface generation current

 Le diffusion length of electrons in silicon

 Lp diffusion length of holes in silicon

 NA p-type dopant concentration in silicon

 ND n-type dopant concentration in silicon

 Ne total number of electrons collected in a pixel

 N(0) number of photons entering the silicon

 N(x) number of photons remaining a distance x below the surface

 ni intrinsic carrier concentration in silicon

 P(x)  probability that an electron-hole pair generated a distance x from the surface will be col-
lected before recombination

q electron charge

 So surface recombination velocity

 Tint integration time of light in an image sensor

 T(l) transmission of light

 Vbi built-in voltage for a silicon pn junction

 W(V)  width of the depletion layer at a given bias voltage in the MOS capacitor or junction-
photodiode

a(l) absorption coeffi cient of light
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32.2  IMAGING DETECTORS

es silicon dielectric constant

me electron mobility in silicon

mp hole mobility in silicon

to depletion-layer lifetime

tp minority carrier hole lifetime in silicon

Φs electrostatic potential at the silicon-silicon dioxide, also called surface potential

32.2 INTRODUCTION

Since the invention of the image sensor in 1964, solid state image sensors have advanced in resolu-
tion, sensitivity, and image quality to the point where they have replaced other methods of convert-
ing visible light to electronic signals in nearly all imaging applications. There are two types of image 
sensors: area image sensors, which are used in cameras, and linear sensors, which are used in scan-
ning applications. Cameras using area image sensors dominate the camcorder, video and broadcast, 
machine vision, scientific, and medical fields. Area image sensors for camcorder applications are 
typically 400,000 picture elements in resolution, 60 dB in dynamic range, and have noise levels of a 
few tens of electrons. Area image sensors for scientific applications may have resolutions of over six 
million elements, dynamic ranges exceeding 80 dB, and noise levels approaching a single electron. 
Scanners employing linear solid-state image sensors dominate facsimile, document scanner, digital 
copier, and film scanner applications. Linear sensors range from 2000-element monochrome arrays 
with 40 dB of dynamic range used in facsimile applications to 8000 or more element trilinear arrays 
with 80 dB of dynamic range for high-performance color scanning applications.

The steps involved in image sensing consist of (1) converting the incoming photons to charge 
at picture element (pixel), and (2) transferring that charge to an output amplifier and converting 
the charge to a voltage or current signal which can be sensed by circuits external to the sensor. The 
image-sensing elements are described first, followed by readout elements. Sensor architectures for 
area and linear sensors are described next.

32.3 IMAGE SENSING ELEMENTS

There are four basic types of structures which are used for image sensing: the junction photodiode, 
the photocapacitor, the pinned (p+np) photodiode, and the photoconductor.∗ The first three are gen-
erally fabricated in single-crystal silicon as part of the image sensor; the photoconductor is usually 
fabricated from amorphous silicon deposited over the image sensor. The photoconversion process 
begins with the absorption of a photon in silicon resulting in the generation of a single electron-
hole pair. The absorption of light at a particular wavelength is given by

  N x N e x( , ) ( ) ( )λ α λ= −0   (1)

where N(x) is the number of photons remaining at a distance x below the surface, N(0) is the number 
of photons entering, and a(l) is the absorption coefficient.1,2 The absorption coefficient is shown in 
Fig. 1 as a function of wavelength l for single-crystal silicon, doped polycrystalline silicon, and hydro-
genated amorphous silicon. The absorption depth is defined as the inverse of the absorption coefficient 
[ ]d( ) ( )λ α λ=1/ . In single-crystal silicon, the absorption depth is 0.4 μm in the blue (450 nm), 1.5 μm 

∗For some scientific applications in which high quantum efficiency and fill factor are essential, the silicon wafer is thinned 
to 10 μm or less in thickness and illuminated from the backside. The frontside contains an area charge coupled device, which is 
used to collect the photogenerated carriers.
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VISIBLE ARRAY DETECTORS  32.3

in the green (550 nm), and 3.0 μm in the red (640 nm). In the infrared, the absorption depth increases 
to 10.5 μm at 800 nm. Beyond 1100 nm, the absorption is virtually zero because the photon energy is 
less than the 1.1-eV silicon bandgap.

Junction Photodiode

The junction photodiode is one of the most common image-sensing elements. The physical structure 
and band diagram of the junction photodiode are shown in Fig. 2a for a p-type substrate. The n-type 
region is formed by ion implantation or diffusion of phosphorous or arsenic to a depth of 2000 to 
10,000 Å into the p-type silicon. The n-type dopant region is usually graded, with the highest con-
centration at the surface. The gradient in n-type dopant concentration results in a gradient in elec-
trostatic potential which accelerates photogenerated carriers (holes in the n-type region) away from 
the surface. This reduces loss of photogenerated carriers to surface recombination. The photodiode 
is typically operated with a reverse bias V of 1 to 5 V. A depletion layer is formed between the n-and 
p-type regions.∗ The width of the depletion layer W(V) for an abrupt n + p junction is given by

  W V
V V

N
s

A

( )
( )

=
+2ε bi

q
  (2)

where q is the electronic charge, es is the silicon dielectric constant, NA is the p-type dopant concen-
tration, and Vbi is the built-in voltage given by

  V
kT N

n
A

i
bi =

q
ln   (3)

FIGURE 1 Absorption coefficient for light in 
single-crystal silicon, heavily doped polycrystalline sili-
con, and hydrogenated amorphous silicon as a function 
of wavelength.

∗For a detailed review of the device physics of junction diodes and MOS capacitors, see Sze, Physics of Semiconductor Devices, 
Wiley, New York, 1969.
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or hole-accumulated diode; and (e) amorphous silicon 
photoconductor.

32_Bass_v2ch32_p001-036.indd 32.4 8/24/09 5:39:20 PM

DO
 N

OT
 D

UP
LI

CA
TE



VISIBLE ARRAY DETECTORS  32.5

where ni is the intrinsic carrier concentration. For silicon doped at 1 × 1016 cm−3, the depletion width 
at 5-V reverse bias is 0.8 μm.

If the diode is illuminated, some of the photons will be absorbed in the n-region, some in the 
depletion layer, and the remainder in the p-type substrate. The quantum efficiency h(l) is the ratio 
of the charge collected to the number of photons incident on the diode (i.e., 100-percent quantum 
efficiency refers to one electron-hole pair collected for every incident photon). The quantum effi-
ciency depends on three factors: transmission T(l) of light through the overlying layers into silicon, 
absorption of light in silicon, and the probability P(x) that an electron-hole pair generated a dis-
tance x from the surface will be collected before recombination:

  η λ λ α λ( ) ( )= − −
=

= ∞

∫T P x dxx

x

x
( ) ( )( )1

0
e   (4)

The transmission of light through the overlying layers into the silicon can be calculated using stan-
dard multilayer interference models.

The collection of the photogenerated charge takes place by two processes: drift and diffusion. 
Drift is the movement of electrons and holes due to an electric field. Even for small electric fields, 
the transport of carriers by drift will dominate diffusion. This is the case in the depletion region. 
Outside the depletion region, such as in the p-type substrate, there is no electric field, and carrier 
transport occurs by diffusion. For example, a photon absorbed in the p-type region will excite an 
electron from the valence band to the conduction band. The electron will move in a three-dimensional 
random walk until it recombines or encounters the edge of the depletion region, where it is swept 
across the junction by the electric field. The probability that an electron at a distance x ′ from the 
junction can diffuse to the junction before recombining is given by

 P x L
KTx L( ) /′ = =− ′e
q

e
e e ewhere μ τ  (5)

in which Le is the diffusion length, me is the electron mobility, and te is the electron lifetime (typically 
~1 μs). For a 1-μs lifetime, the electron diffusion length in p-type silicon is 50 μm. Electrons gen-
erated from photons absorbed at less than the diffusion length from the junction have a high 
probability of collection.∗† Similarly, photons absorbed in the n-type layer create electron-hole 
pairs. The holes must travel by diffusion to the junction in order to be collected. The probability that 
a hole a distance x ′ from the junction can diffuse to the junction is given by

 P x L
KTx L

p p p
p( )′ = =− ′e

q
/ where μ τ  (6)

in which Lp is the diffusion length, mp is the hole mobility, and tp is the hole lifetime. For a 1-μs life-
time, the hole diffusion length in n-type silicon is 30 μm. Since the n-type region in an n + p junc-
tion is less than 1 μm thick, the holes have no difficulty diffusing through the n-type region to the 
junction unless the n-type region is so heavily damaged or so heavily doped that the hole lifetime is 

∗In image sensors, the collection of photogenerated carriers can be complicated by a variety of factors. The doping concen-
tration may not be uniform on either the n- or p-sides. On the n-side, the dopant concentration is designed to decrease from 
the surface to the junction, building in a potential gradient for holes away from the surface and toward the junction, preventing 
surface recombination. On the p-side, the dopant concentration may not be uniform owing to the use of epitaxial layers or wells 
diffused into silicon. Additionally, the carrier lifetime may not be uniform. Impurity gettering, a process used in many image 
sensors to remove metallic contaminants will leave a region of crystalline defects in the silicon starting 20 to 50 μm beneath the 
silicon surface. The defects result in a very short electron lifetime in this region. Finally, diffusion takes place in three dimensions; 
a carrier absorbed beneath a given pixel in an array will diffuse laterally by the same amount it diffuses vertically. This can cause 
it to be collected in adjacent pixels.

†See, for example, Lavine et al., “Steady State Photocarrier Collection in Silicon Imaging Devices,” IEEE Transactions on 
Electron Devices ED-30:1123–1133 (Sept. 1983).
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very short. More typically, loss of quantum efficiency on the n-side results from recombination at 
the surface.

The quantum efficiency of a junction photodiode is illustrated as a function of wavelength 
in Fig. 3. In the ultraviolet, the light is absorbed very near the surface and some of the photo-
generated charge can be lost to surface recombination. In the 420- to 700-nm region, most of 
the light is absorbed close to the junction and is easily collected. The structure in the quantum 
efficiency illustrated in Fig. 3 results from the multilayer reflections of light in the oxide layer 
which overlies the photodiodes used in image sensors. The positions of the minima and maxima 
depend on the thicknesses and indices of refraction of the layers overlying the silicon. Beyond 
800 nm, some of the photons are absorbed sufficiently deep in silicon that the carriers recombine 
before they can diffuse to the junction; this results in a decrease in quantum efficiency at longer 
wavelengths.

In most image sensing applications, the junction diode at each picture element is used not only 
to collect the photogenerated carriers but also to store the carriers until they can be read out. In an 
imaging array, each photodiode would be reset to a reverse bias V, by a MOS gate. The capacitance 
of the diode of area A for an abrupt n + p junction is given by C V A W Vs( ) [ ( )]= ε /  where W(V) is the 
depletion width.

When a photogenerated carrier is collected by the junction, it is stored on the junction until it is 
read out. Storage of a carrier will cause the voltage on the junction to decrease by q/C(V). When the 
photogenerated charge is removed from the junction during readout, the junction voltage is restored 
to its original value.

If so much photogenerated charge is stored on the photodiode that the voltage drops to zero 
before the charge can be read out, additional charge cannot be collected and will diffuse into the 
p-type substrate. This condition is referred to as saturation. The diffusion of excess charge into 
neighboring photosites is called blooming.

One of the difficulties encountered in using the junction photodiode in image sensor applica-
tions is image lag. The combination of the capacitance of the photodiode and the channel resistance 
of the MOS transfer gate used to read out the diode give rise to a time constant for transferring 
the photogenerated charge from the diode to the readout structure. As a result, not all the charge 
can be completely drained from the diode during the short reset times typically used in imaging 
applications. The remaining charge is drained in successive readouts, causing an afterimage. This 
effect is called image lag.3
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MOS Capacitor

The MOS capacitor consists of the silicon substrate (taken to be p-type in this section), a thin layer 
of silicon dioxide (typically 200 to 1000 Å thick), and an electrode (typically polycrystalline silicon 
doped heavily n-type with phosphorous). The physical structure and the band diagrams of the 
surface channel MOS capacitor are shown in Fig. 2b for a p-type substrate. If the gate of the MOS 
capacitor is biased positive, a depletion layer is created in the p-type silicon substrate. The depth 
of the depletion layer depends on the substrate doping, gate voltage, and oxide thickness. The cal-
culation of the depth of the depletion layer is somewhat more complex than the photodiode∗ and 
depends on the electrostatic potential at the surface, called the surface potential Φs. For values typi-
cal of image sensors (NA = 1 × 1015, 5-V gate bias, 500-Å oxide thickness) the depletion layer is 2.4 μm 
deep. On the edges of the photocapacitor (see Fig. 2b) is a heavily doped p-type region overlaid by 
a thick (2000- to 5000-Å) oxide layer. This is called the field or channel stop region. Because of the 
heavier p-type doping, the field is not depleted by the voltage on the gate. The channel stops confine 
the electrons to the channel region.

If the MOS capacitor is illuminated, a fraction of the light will be reflected, a fraction will be 
absorbed in the polysilicon, and the rest will be transmitted into the silicon substrate. The absorp-
tion coefficient of heavily doped polysilicon is shown as a function of wavelength in Fig. 1. The 
absorption coefficient is 4 × 104 cm−1 at 450 nm and 1.2 × 104 cm−1 at 550 nm. For a 3000-Å-thick 
polysilicon electrode, less than 30 percent of the blue light and less than 70 percent of the green light 
is transmitted through the polysilicon. The photons entering the silicon are absorbed, either in the 
depletion layer of the MOS capacitor or in the undepleted p-type silicon beneath the depletion layer. 
Those photogenerated electrons created in the undepleted p-type region move by diffusion until 
they are captured by the depletion layer or they recombine. The electrons are held at the silicon-SiO2 
interface, where they remain until they are read out. The quantum efficiency as a function of wave-
length is illustrated in Fig. 3. The efficiency is low in the blue owing to absorption in the polysilicon. 
The structure in the quantum efficiency as a function of wavelength is due to multilayer interference 
in the polysilicon-oxide-silicon stack.

Charge is stored in the MOS capacitor at the silicon-silicon dioxide interface as a layer of sheet-
charge only a few hundred angstroms thick. As more photogenerated charge is added, the surface 
potential decreases. If sufficient photogenerated charge is added, the surface potential becomes zero 
and no additional charge can be stored. This condition is saturation.

The capacitance per unit area on which photogenerated charge is stored is the parallel capaci-
tance of the oxide and the depletion layer:

  C
t W s− = +

⎛
⎝⎜

⎞
⎠⎟

1 ox

ox siε ε
( )Φ

  (7)

where the depletion width W s( )Φ  is give by 

  W
Ns

s

A

( )Φ
Φ

=
2εsi

q
  (8)

in nearly all cases, the oxide capacitance is the dominant term. As a result, the storage capacity of the 
MOS capacitor is significantly larger than the junction diode in which the charge is stored only on 
the depletion capacitance.

A variant of the surface-channel photocapacitor is the buried-channel photocapacitor. The 
structure and band diagram are shown in Fig. 2c. In this device, a lightly-doped n-type region is 
diffused or implanted into the silicon surface early in the fabrication process. This n-type region is 
sufficiently lightly doped that it is fully depleted. The n-type dopant in the buried channel results in 

∗To determine the depletion depth, the surface potential Φs must be calculated which depends on the voltage on the gate of 
the MOS capacitor, the oxide thickness, substrate doping, and weakly on temperature. See reference on p. 32.3. 

32_Bass_v2ch32_p001-036.indd 32.7 8/24/09 5:39:21 PM

DO
 N

OT
 D

UP
LI

CA
TE



32.8  IMAGING DETECTORS

a band diagram with a potential minimum, or well, for electrons just below the surface.∗ This well 
is separated from the surface by a few thousand angstroms in distance and about 1 V in potential. 
When the buried-channel photocapacitor is illuminated, the electrons collect in the buried channel 
and do not contact the surface. The primary purpose of the buried channel is to prevent electrons 
from being trapped by interface states at the silicon-silicon dioxide interface.

The photocapacitor has several advantages over the junction photodiode. These include higher 
storage capacity per unit area, zero lag readout, and generally lower dark current. The principal dis-
advantage is the low quantum efficiency in the blue. In some applications, a transparent electrode, 
such as indium-tin-oxide (ITO) may be substituted to improve the blue response.4 ITO has very low 
absorption over the visible (420 to 750 nm) and can be deposited sufficiently conductive for use as a 
gate electrode in an image sensor. 

Another approach to achieving high quantum efficiency is the thinned backside-illuminated 
charge-coupled device (CCD). In this approach, the CCD (which is an array of MOS capacitors) is 
fabricated on the frontside of a silicon wafer. The wafer is then thinned from the backside to 10 μm 
or less in thickness. The backside is passivated to prevent surface recombination. Photons entering 
the backside are absorbed in silicon beneath the MOS capacitors (usually buried channel). The pho-
togenerated carriers diffuse to the capacitors, where they are held until they are read out. This device 
has quantum efficiency similar to the photodiode in the visible. However, because the silicon is thin, 
some of the photons at wavelengths beyond 700 nm will not be absorbed and so the quantum effi-
ciency falls off beyond 700 nm. Owing to their extreme complexity in process and their extremely 
fragile design, backside-illuminated image sensors are limited to special scientific applications, espe-
cially astronomy.

Pinned Photodiode

The third type of photosensitive element is the pinned (p+ np) photodiode.5 This is sometimes called 
the hole accumulation diode, or HAD. This element combines the best features of the photodiode 
and photocapacitor, offering the high blue response of the photodiode with the high charge capac-
ity, zero lag, and low dark current of the buried-channel photocapacitor. The pinned photodiode 
consists of a very shallow (<2000 Å) P + layer overlying an n-type buried-channel region. The struc-
ture and band diagrams are shown in Fig. 2d. The p+ surface layer, which contacts the p+ channel 
stop region on the sides, holds the electrostatic potential at the surface at 0 V. When the photodiode 
is illuminated, the photogenerated electrons are held in the n-type buried-channel region just below 
the surface.

The quantum efficiency of the pinned photodiode is nearly identical to that of the photodiode 
shown in Fig. 2. Because there is no overlying polysilicon electrode, the blue response is very high, 
similar to that of the photodiode. Because the buried-channel region can be completely emptied, the 
pinned photodiode does not have the lag of a normal junction (n+p or p+n) photodiode. The pinned 
photodiode has been the most widely used image-sensing element in interline area CCDs used for 
camcorders and for industrial and medical cameras. The pinned photodiode is also used in some 
linear image sensors, particularly where low image lag is critical.

Photoconductor

The last type of photosensitive device is the photoconductor. The most common material for the 
photoconductor is hydrogenated amorphous silicon, although other material systems have been 
explored. Amorphous silicon photoconductors have been used for two types of image sensors: area image 

∗For a review of the calculation of electrostatic potential and charge capacity of buried-channel MOS capacitors and charge-
coupled devices, see B. C. Burkey, G. Lubberts, E. A. Trabka, and T. J. Tredwell, IEEE Transactions on Electron Devices ED-31(4):423 
(April 1984).
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VISIBLE ARRAY DETECTORS  32.9

sensors, where it is deposited on top of an area array to improve fill factor (i.e., the proportion of the 
picture element which is photosensitive), and contact linear sensors, where it is deposited on large 
ceramic or glass substrates to fabricate very long line or linear arrays.

The structure of an amorphous silicon photoconductor on a CCD image sensor and the cor-
responding band diagrams are shown in Fig. 2e. The hydrogenated amorphous silicon photo-
conductor consists of a back electrode, an undoped amorphous silicon layer approximately 1 μm 
thick, and a transparent top electrode.6 Additional doped amorphous silicon or silicon nitride 
layers may be added to the amorphous silicon front or back surfaces to improve performance. 
Photons absorbed in the amorphous silicon generate electron-hole pairs. Photogenerated elec-
trons and holes are quickly swept to the back and front electrodes, respectively, because of the 
high electric field in the photoconductor. When the amorphous silicon is used as part of an area 
image sensor, the electrons on the back electrode can be transferred into the readout element; 
when used as part of a contact linear array, the voltage change can be amplified and read out 
through a multiplexer.

The quantum efficiency of an amorphous silicon photoconductor is shown in Fig. 3. Owing to 
the wider bandgap of the amorphous silicon, photons of wavelength greater than about 650 nm are 
not absorbed. The advantage of the amorphous silicon is the high quantum efficiency across the 
visible wavelengths and the ability to fabricate devices either on top of area CCDs for higher fill fac-
tor or to process on glass or ceramic for very large linear sensors. The disadvantages include charge 
trapping at defects in the amorphous silicon and low carrier mobility, both of which lead to field-
dependent nonlinear response and image lag when used in an image sensor. Improvements in mate-
rial and device technology have mitigated many of these disadvantages at the expense of process and 
device complexity.7

Antiblooming in Charge-Sensing Elements

Blooming in image sensors occurs when the charge generated in an image-sensing element exceeds 
its capacity. If no method is provided to remove this excess charge, it will be injected either onto the 
readout element (CCD or MOS readout line) or into the substrate. If the excess charge is injected 
onto the readout element, it will usually appear as a bright line in the image. If it is injected into the 
substrate, the charge can diffuse in a circular pattern and be collected by neighboring elements.

There are two basic types of antiblooming circuits: lateral and vertical.8,∗ In lateral antiblooming, 
illustrated in Fig. 4a and b, a MOS antiblooming gate and an antiblooming drain are provided adjacent 
to each image-sensing element. Excess charge on the sensing element overflows the antiblooming gate 
onto the antiblooming drain. The antiblooming drains of all elements on the array are connected and 
the current sunk in a bias supply.

In a vertical antiblooming structure, illustrated in Fig. 4c and d for a pinned photodiode sensing 
element, the image-sensing element is fabricated in a shallow, lightly doped p-well. A large (10- to 
30-V) bias is applied to the n-type silicon substrate, causing the p-well underneath the photodiode 
to become completely depleted. Once the charge on the diode exceeds its capacity, the excess charge 
flows over the saddle-point in the p-well, under the diode, and into the substrate. The substrate is 
connected to a bias supply which sinks the blooming current. The vertical antiblooming structure 
has the advantage of requiring no additional silicon area, so that antiblooming is achieved with no 
reduction in fill factor. Lateral antiblooming, on the other hand, requires additional silicon area 
in each pixel, thereby reducing fill factor. The vertical antiblooming has the disadvantage of lower 
quantum efficiency at wavelengths longer than about 500 nm. Because any light absorbed below the 
photodiode or photocapacitor is drained into the substrate, the quantum efficiency of photodiodes 
or photocapacitors with vertical antiblooming is reduced.

∗Other types of antiblooming are occasionally used in image-sensing arrays. One of these is charge pumping, in which a 
MOS gate is repeatedly clocked in order to cause excess charge held underneath it to recombine at interface states at the silicon-
silicon dioxide interface. In charge pumping, the MOS gate is pulsed sufficiently negative to cause accumulation, resulting in the 
interface stated filling with holes. When the gate is pulsed out of accumulation, excess electrons can recombine with the holes.
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32.10  IMAGING DETECTORS

FIGURE 4 Antiblooming methods for image sensors: (a) cross section of lateral anti-
blooming structure; (b) illustration of electrostatic potential and charge overflow in lateral 
antiblooming; (c) cross section of vertical antiblooming structure; and (d) band diagram 
and illustration of charge overflow in vertical antiblooming.

F

p+

n

n

Depth

nnp p

(c)

(d)

pp+
n

n

(a)

p

F

(b)

Dark Current in Photosensing Elements

Signal in photosensing elements is the result of collection of electron-hole pairs generated by the 
absorption of light. However, charge is generated at each photosensing element even in the absence 
of light. This generation is called dark current and is a result of thermal generation of electron-hole 
pairs. The thermal generation occurs at defects, such as impurities or crystalline defects, in the bulk 
of silicon and at surface states at the silicon-silicon dioxide interface.

There are four sources of dark current: (1) diffusion current, which is the thermal generation 
of carriers in the undepleted n- and p-type regions; (2) depletion layer generation current, which 
occurs in the depletion layer of a diode or MOS capacitor; (3) surface generation current, which 
is the generation of electron-hole pairs at interface states at the Si-SiO2 interface; and (4) leakage, 
which refers to generation at extended defects such as impurity clusters or stacking faults, particu-
larly in the presence of a large electric field. These sources of dark current are illustrated for a pho-
todiode and a photocapacitor in Fig. 5. The generation of the electron-hole pairs in both diffusion 
current and depletion-layer generation-recombination current occurs almost exclusively at impurity 
sites. Impurities with energy levels near midgap, such as gold, copper, and iron, are particularly 
effective in the thermal generation of charge. The depletion-layer generation current is given by∗

  J V
n W V

g
i

o

( )
( )

=
q

τ
  (9)

where W(V) is the width of the depletion layer at a given bias voltage in the MOS capacitor or junction-
photodiode, ni is the intrinsic carrier concentration, and to is the depletion-layer lifetime, for carriers. 

∗The expressions here are for the generation current. The total current is the sum of the generation and recombination 
current given by

  J V n W V
i o

V kT
gr

/( ) ( ( ) )( )/= −q eqτ 2 1   

However, for diodes under 0.2 V or more of reverse bias (qV/kT > 8), such as would be the case in an image sensor, the recombi-
nation current is negligible.
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VISIBLE ARRAY DETECTORS  32.11

Typical values of to in clean MOS processes would be 1 to 10 ms and values of Jgr would be 30 to 
300 pA/cm2.

The diffusion generation current for a p-type region is given by∗ 

  J
n L

N
i

a e
diff =

q 2
e

τ
  (10)

Since the intrinsic carrier concentration ni depends on temperature as e−Eg kT/2 , depletion-layer gen-
eration current and diffusion current will have different temperature dependences. Depletion-layer 
generation current will increase as e−Eg kT/2 , which corresponds to a doubling in dark current for 
every 9 to 11°C increase in temperature near room temperature. Diffusion current will increase as 

e−Eg kT/2 , which corresponds to a doubling every 4.5 to 5.5°C increase in temperature.
The surface generation current JS occurs almost exclusively at regions where the depletion layer 

intersects the Si-SiO2 interface, such as the surface region between the n+- and p-regions around a 
photodiode or in the depleted surface under a MOS capacitor. It is given by

  J
q

s
i on s

=
2

  (11)

where so is the surface recombination velocity. A typical value of JS for a MOS surface would be 
100 pA/cm2.9,† The surface generation depends on temperature in the same manner as the depletion-
layer current. In very clean MOS processes (i.e., low concentration of metallic impurities in silicon), 
the surface current is often the largest component of the overall dark current.

Leakage current occurs at extended defects in silicon, such as impurity clusters and stacking 
faults, particularly when these defects are in a depletion layer and so are subject to a high electric 
field. While there is no single analytical expression for the current generated by an extended defect, 

∗The full expression for the diffusion current from the undepleted p-region in a diode is

  J
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However, for reverse biases more than 0.2 V (qV/kT > 8), as would be the case in a photodiode in an image sensor, only the gen-
eration term is important.

†In calculating the total surface current, the current density Js is multiplied by the area of the depleted surface. For a pn junc-
tion diode, this would be the area of depleted surface region around the diode between the n- and p-regions (i.e., approximately 
the junction perimeter times the depletion-layer width); for a MOS capacitor it would be the entire area under the MOS capaci-
tor unless sufficient sheet charge of electrons had formed at the surface to invert the surface. The surface recombination velocity 
is given by S No n p= st thυ σ σ  where Nst is the density of surface states near midgap, uth is the thermal velocity (2.0 × 107 cm/s) 

and sn and sn are the electron and hole cross sections for midgap surface states. See reference on p. 32.3 for a complete 
explanation.

FIGURE 5 (a) Cross section of buried-channel MOS capacitor and (b) band diagram 
of buried-channel MOS capacitor illustrating mechanisms for dark current generation.
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32.12  IMAGING DETECTORS

they are characterized by very high values of dark current (�1 nA/cm2), a very strong dependence 
on the electric field, and, in regions of high electric field, only a very slight dependence on tempera-
ture. In an image sensor, they are visible as “bright spots” in a few isolated pixels against the other-
wise low level of background thermal generation.10

Values for the dark current vary widely because of variation in the amount of impurities in the 
silicon; the dark current can range from 0.01 nA/cm2 in very high quality image sensors to >10 nA/cm2 
in sensors with significant metallic contamination. The total number of electrons Ne collected in a 
pixel is

  N ATe J q= int /   (12)

where J is the total dark current per unit area, A is the area of the pixel, and Tint is the integration 
time. For a 1/2-in format CCD such as would be used in a camcorder, typical values would be a dark 
current of 0.5 nA/cm2, a pixel area of 100 μm2, and an integration time of 1/30 second; the number 
of thermally generated electrons would be 105 electrons per pixel. Image sensors developed for 
scientific purposes might have a dark current 5 to 10 times lower at room temperature. These same 
devices might also be operated below room temperature to reduce the thermal generation to levels 
below one electron per pixel.

There are two types of noise associated with the charge generated by the dark current: shot noise 
and pattern noise. The shot noise due to the dark current is the square root of the number of dark 
electrons in a pixel. Pattern noise is due to pixel-to-pixel variations in the dark current and is often 
highly correlated between neighboring pixels. A numerical value for the dark pattern noise is typi-
cally obtained by using the standard deviation of the pixel values in the dark from a large region of 
an imager, where the values are obtained by averaging over many frames to eliminate shot noise and 
other temporal noise sources.∗

32.4 READOUT ELEMENTS

The readout element transfers the charge from the image-sensing element (photodiode, photoca-
pacitor, or photoconductor) to the output of the image sensor. In a linear sensor, the readout is only 
in one direction. In an area sensor, both x and y readout is required. There are two basic types of 
readout elements: charge-coupled devices, or CCDs, and x-y addressed photodiode arrays (typically 
called MOS arrays owing to the MOS transistors used in the addressing of the pixels). CCDs are by 
far the most widely used readout elements owing to their very low noise. Nearly all consumer cam-
corders, facsimile machines, scanners, copiers, and professional and scientific cameras utilize CCDs. 
Applications of MOS arrays are largely restricted to those where addressing of an individual pixel or 
subarray is required.

Charge-Coupled Device (CCD)

CCD Operation The CCD works by moving packets of charge physically at or near surface of 
silicon from the image-sensing element to an output, where the charge packet is converted into a 
voltage. The CCDs is formed by an array of overlapping MOS capacitors.11–13 There are a number 
of different types of CCDs, including four-phase, three-phase, two-phase, virtual (single-) phase, and 
ripple-clocked CCDs. The number of phases refers to the number of separately clocked elements 

∗A histogram of the dark current values of the pixels is rarely gaussian. In most cases, it exhibits an extended tail at high 
dark current values due to pixels with crystalline defects. The histogram may also exhibit quantization due to pixels with integral 
number of impurities (i.e., 1, 2, or 3 gold atoms); the quantization may even be used as a signature of the impurity present. See, 
for example, McColgin et al., “Effects of Deliberate Metal Contamination on CCD Image Sensors,” Materials Research Society 
Symposium Proceedings, 262: 769 (1992) and “Dark Current Quantization in CCD Image Sensors,” Proc. 1992 International 
Electron Device Meeting, Washington, D.C., 113–116 (1992).
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VISIBLE ARRAY DETECTORS  32.13

within a single stage of the CCD. These are described later. For understanding the principle of 
charge transfer in a CCD, consider the four-phase CCD illustrated in Fig. 6a.

The four-phase CCD physically comprises a silicon substrate (assumed to be p-type for purposes 
of illustration), a gate oxide 300 to 1000 Å thick, and overlapping polysilicon electrodes 1000 to 5000 Å 
thick which have been heavily doped with phosphorus to lower their resistance. For a four-phase 
CCD, two levels of electrode are required. The first level is deposited, then defined photolithographi-
cally to form two phases (f1 and f3). A thin (500-Å) oxide is grown over the first level of polysilicon 
to insulate it from the second level. The second level of polysilicon is then deposited, doped with 
phosphorus, and defined to form the other two phases (f2 and f 4). An electron micrograph of a 
four-phase CCD with six-micron long gates is shown in Fig. 6b.

The process of charge transfer in a four-phase CCD is illustrated in Fig. 6c. In order to hold a 
packet of electrons, two adjacent gates (f2 and f3, for example) would be held at a high positive 
potential (~+5 V) while the other two phases would be held at a low potential (~0 V). A depletion 
layer, or well, is formed under f2 and f3, allowing electrons to be held at or below the surface. The 
other two phases, f1 and f 4, serve as potential barriers, keeping the charge packet under f2 and f3.
To transfer the electrons through silicon, the electrode ahead of the charge packet (f 4) is clocked 

(a)

(b)

(c)
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FIGURE 6 (a) Cross-sectional diagram of unit cell 
of a four-phase CCD; (b) scanning electron micrograph 
of a unit cell of a four-phase CCD; and (c) illustration of 
charge transfer along a four-phase CCD, showing both 
transfer along the register and at the sensor output.
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32.14  IMAGING DETECTORS

positive and the electrode behind (f2) is clocked negative. The electrons move along the silicon 
surface following the positive potential. This is repeated through all four phases, during which the 
charge packet is moved forward one pixel.

The CCD may be either surface-channel or buried-channel. In a surface-channel CCD (Figs. 2b
and 6a) the electrons are held at the silicon surface. Surface-channel CCDs are rarely used owing to 
the trapping of electrons at interface states at the silicon surface. At the silicon-SiO2 interface there is 
a density of states of about 1 × 1010cm−2 eV−1. These states can trap electrons from one charge packet 
and reemit the electrons into a later charge packet. This results in transfer efficiency. In the buried-
channel CCD (Figs. 2c and 6d), a lightly doped n-type layer is formed in silicon. This n-type layer 
results in a potential well for electrons just below the surface rather than at the surface (Fig. 2b). As a 
result, the electrons remain separated from the interface and are not trapped by interface states. This 
results in the ability to transfer charge from one stage to another with very high efficiency. Virtually 
all CCDs for image-sensing applications utilize buried-channel CCDs. The clock voltages used to 
drive CCD gates typically swing by 5 to 8 V between high and low levels.

For buried-channel CCDs, transfer rates of up to 20 MPix/s can usually be achieved without spe-
cial design considerations. Above this rate, special attention must be paid to optimizing the electric 
field along the direction of transfer to speed up charge transfer. Transfer rates exceeding 50 MPix/s 
have been achieved in optimized CCD designs.14

CCD Output At the output of the CCD is a circuit to convert the charge packets into a voltage 
signal. By far the most common type of output circuit is the floating diffusion with source fol-
lower amplifier. The floating diffusion output is shown schematically in Fig. 7a and a photograph 
of the end of a CCD shift register with the first stage of the amplifier is shown in Fig. 7b. The float-
ing diffusion output consists of an output gate (OG), a floating diffusion, a reset gate (RG), and a 
reset drain. The floating diffusion is an n+-type region between the output gate and the reset gate. 
The floating diffusion is connected to the gate of a source-follower amplifier. The output gate is 
held at a fixed dc voltage, creating a barrier potential over which the packet of electrons can be 
transferred onto the floating diffusion when the last phase of the CCD register is clocked to its low 
(~0 V) voltage.

The sequence of events in the CCD output is shown in Fig. 6c. As the charge packet is transferred 
along the CCD, it arrives at the last phase (f4) before the output gate (time t2 in Fig. 6c). When f4 
is clocked low (time t3), the packet of electrons is transferred over the output gate onto the floating 
diffusion (time t0). The voltage of the floating diffusion changes by an amount

  V N C= q/   (13)

where N is the number of electrons and C is the total capacitance of the floating diffusion itself, 
the interconnect to the source-follower amplifier and the input capacitance of the amplifier. In 
typical CCDs, this capacitance would be in the 10- to 50-fF range. Because this capacitance is so 
small, there is a large change in voltage for a small change in charge. The charge-to-voltage con-
version is an important parameter in CCD design; for a 10-fF capacitance the charge-to-voltage 
conversion is 16 μV/electron. After the change in voltage has been sensed by the amplifier, the 
charge packet must be removed from the floating diffusion before the next packet arrives. This is 
achieved by clocking the reset gate positive (time t1 in Fig. 6c), allowing the charge packet to flow 
from the floating diffusion to the reset drain. The reset drain is held at a constant positive voltage, 
typically ∼10 V. The reset drain is then turned off and the floating diffusion is prepared to accept 
the next packet of electrons.

The change in voltage from the floating diffusion is typically buffered on-chip by a source-
follower (Fig. 7c). A two-stage source follower is most often used. The first stage utilizes very small-
dimensioned FET transistors in order to minimize the input capacitance. The second uses much 
larger FET transistors in order to achieve sufficient drive current to overcome off-chip capacitances 
such as package and lead capacitances on the circuit board. The source-follower amplifier is typi-
cally designed to have a bandwidth on the order of ten times the CCD pixel rate. For high-pixel-rate 
applications (>10 MPix/s), three-stage source-follower amplifiers are employed.
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VISIBLE ARRAY DETECTORS  32.15

For special purpose applications, such as CCD signal processing, nondestructive readout is 
required. Floating gate output amplifiers are used in these applications. These amplifiers are similar 
to the floating diffusion except that the floating diffusion is replaced by a MOS gate which is con-
nected to the MOS amplifier. Other outputs, such as buried-channel JFET structures, have seen lim-
ited use in very low noise applications.15

Types of CCDs In addition to the four-phase CCD described here, there are a number of other 
types of CCD shift registers, including three-phase, two-phase, and virtual phase. The different 
types are illustrated in Fig. 8. The four-phase CCD (Fig. 8a) was described previously. The three-
phase (Fig. 8b) consists of three different layers of polysilicon electrodes. The charge is normally 
held under one of the three; during transfer, the gate ahead of the charge packet is clocked positive 
and the gate holding the charge is clocked negative in order to transfer the charge one gate ahead. 
The three-phase CCD has the advantage of a shorter unit cell than the four-phase but at the expense 
of additional processing complexity (i.e., a third polysilicon layer).

In the two-phase CCD, each phase has a barrier and a well region. The barrier is formed by dop-
ing the barrier region slightly less n-type than the well region, making the electrostatic potential in 
the barrier region a few volts lower than the well region for the same gate voltage. Electrons will flow 
over the barrier region and be held in the well region. There are two methods of fabricating a two-
phase CCD. In the first method (Fig. 8c), two separate gates are used for each phase; one gate receives 
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FIGURE 7 (a) Cross section of the floating 
diffusion output for a CCD; (b) photomicrograph of 
a floating diffusion output including the first stage 
of the source-follower amplifier; and (c) two-stage 
source-follower amplifier with on-chip loads.
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a threshold-adjust ion implantation in order to create the barrier region. The two gates, however, are 
connected and thus driven at the same voltage. In the other method (Fig. 8d), the barrier and well 
regions are created under a single polysilicon gate. The two-phase CCD is very commonly used for 
three reasons. First, it requires only two clocks (f1 and f2), simplifying drive circuitry. Second, the 
clocks are complementary. This reduces clock feedthrough. Third, the two-phase has a higher hori-
zontal density, especially the two-phase with barrier and well regions under the same gate.

The virtual phase CCD16,17 (Fig. 8e) consists of one gate with both barrier and well regions within 
it and a second region, the virtual phase, in which a shallow high-dose ion implantation is used to 
create a heavily doped surface region which pins the surface potential at 0 V. The virtual phase has 
both barrier and well regions within it and acts the same as a polysilicon gate held at a constant 
voltage. Charge is first transferred from the clocked phase into the virtual phase, then the charge is 
transferred from the virtual phase into the next clocked phase. The virtual phase CCD has a number 
of advantages, including higher quantum efficiency than two-polysilicon-level area CCD sensors 
and simpler clocking. The disadvantages of the virtual phase include the need for larger voltage 

(a)

(b)

f1 f2 f3 f4

(c)

f1 f2 f3

(d)

f1 f2

f1 f2

(e)

FIGURE 8 Types of CCD registers: (a) four-phase; (b) three-phase; (c) pseudo-two-phase; (d) true two-
phase; and (e) virtual phase. In the pseudo-two-phase CCD, each phase consists of two polysilicon gates, one of 
which is offset in potential from the other by an implanted threshold adjustment. In the true two-phase CCD, 
each phase consists of a single polysilicon gate in which the implanted threshold-adjust region is formed under-
neath a portion of the gate.
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swings on the single-clock and high-clock feedthrough into the output due to the lack of comple-
mentary clocks.

CCD Characteristics The four major performance parameters of a CCD shift register and output 
amplifier are charge-handling capacity, charge-transfer efficiency, charge-to-voltage conversion 
ratio, and noise. The charge capacity is the number of electrons which can be held and transferred 
in the CCD shift register. As charge is added to a shift register, a point is reached at which excess 
charge cannot be held; the excess charge either overflows into adjacent pixels or overflows into the 
bulk beneath the CCD or, in the case of a buried-channel CCD, overflows the barrier to the Si-SiO2 
surface. The charge capacity is a function of the device design, device layout, and CCD process. Figure 
9a shows the electrostatic potential and charge distribution in a buried-channel CCD at three levels 
of charge: approximately one-quarter of saturation, at saturation, and beyond saturation. Below 
saturation, the electrons fill the center of the buried channel in the region of largest potential, sepa-
rated from the surface by approximately 0.2 μm in distance and about 500 mV in potential. As more  
charge is added, the electron distribution spreads toward the surface and the potential barrier to 
the surface drops. Beyond saturation, the electrons contact the surface directly, resulting in charge-
transfer inefficiency and blooming to neighboring pixels. The charge capacity of most CCD shift 
registers is of the order 1 × 1012 electrons/cm2 of area in which the charge is held. In most CCD cells, 
the charge is held in only a fraction of the total cell area both along and across the CCD register. 
Typically, area CCD image sensors are designed with CCD charge capacities in the range of 50,000 
to 200,000 electrons. Linear CCD image sensors, because of the larger amount of silicon area avail-
able for the CCD shift register, often are designed for 100,000 to 1,000,000 electrons.

The second major performance parameter for CCD shift registers is charge transfer efficiency. 
The transfer of charge from one stage to the next is neither instantaneous nor complete, limiting 
both transfer rate and the total number of stages in the CCD. There are two intrinsic mechanisms 
governing charge transfer: drift and diffusion. Drift is the movement of charge in the presence of an 
electric field. There are two origins of the electric field seen by an electron during charge transfer: 

0

1

2

3

E
le

ct
ro

n
 d

en
si

ty
 (

10
16

 cm
–3

)

4

1
8×1010

4×1011

6×1012

2

3
Po

te
n

ti
al

 (
V

)

4

0.2 0.4

Distance (μm)

Charge
(electrons/cm2)

(a)

0.6 0.8 1.0

FIGURE 9 (a) Charge distribution and electrostatic potential as 
a function of distance from the surface for a buried-channel CCD for 
three levels of charge density.
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32.18  IMAGING DETECTORS

the self-induced field resulting from the other electrons under the gate and the externally induced 
or fringing field. During the early stages of charge transfer, the self-induced field is large and is the 
dominant factor. After the charge concentration under the gate has decreased to a low value, the 
remainder of the charge transfer will be governed either by diffusion or by drift due to externally 
induced or fringing fields.

FIGURE 9 (b) Charge density as a function of distance along a CCD for various 
times following the beginning of charge transfer from one 8-μm stage to another 
and (c) charge transfer inefficiency as a function of time from the start of charge 
transfer for the same example. (Continued)
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For a surface-channel CCD, the self-induced fields can be estimated from the formula:

  E
q= −
C

dN
dx

  (14)

where C is the gate capacitance per unit area and N(x) is the density of electrons as a function of dis-
tance x from the edge of the electrode. In the early stages of charge transfer, both N and dN/dx are
large. As the transfer proceeds, both N and dN/dx become small and the charge transfer is governed 
by fringing fields and diffusion.

Fringing fields are due to the two-dimensional nature of the electrostatic potential. If the 
charge is being transferred from gate 1 to 2, the potential will change smoothly between the two 
gates. The effect of the potential from one gate will typically extend 1 to 3 μm into a neighboring 
gate. The charge within the range of the fringing field will move by drift to the neighboring gate. 
Charge out of the range of the fringing fields will move by diffusion.

Figure 9b shows an example of charge transfer calculated for charge transfer from one 8-μm-
long CCD gate into an adjacent gate. The charge density is shown as a function of distance along 
the CCD at several times after the start of charge transfer. At the start of the transfer, all the charge is 
under the first gate. At 0.01 ns into the transfer, the charge has moved from the edge of the first gate 
into the second gate, as a result of self-induced drift. By 0.2 ns, approximately half the charge has 
been transferred. By 0.7 ns, over 90 percent of the charge has moved into the second gate, leaving a 
residual in the first. At this point, the self-induced drift is sufficiently small that drift due to fringing 
fields and diffusion are the dominant mechanisms. Figure 9c shows the charge transfer inefficiency 
as a function of time for this example. Two slopes are evident in the transfer inefficiency. In the first 
0.5 ns, the charge is transferred rapidly owing to the self-induced drift. For times longer than 0.7 ns, 
the transfer is due to fringing fields in this example.

For CCDs with longer gates or lower fringing fields than the example above, the final ∼10 percent 
of the charge must transfer by diffusion. Charge transfer by diffusion follows an exponential time 
dependence.

  N t N e t( ) ( ) /= −0 τdiff   (15)

where, the time constant τdiff  for diffusion is

  τ
πdiff =
4 2

2

L

D
g

  (16)

Here, Lg is one gate length and D KT qe= μ / .
For electrons at room temperature, D = 25.8 cm2/s. For an 8-μm long gate, the diffusion time 

constant is ∼10 ns. To achieve a transfer inefficiency below 2 × 10−5 per transfer, 11 time-constants, 
or 110 ns in this example, are required. For this reason CCDs are typically designed with gate lengths 
shorter than ∼8 μm and to build-in fringing fields.

In the simplest case for very low levels of transfer inefficiency, the total transfer inefficiency 
in a CCD register is the product of the number of stages N in the register and the transfer inef-
ficiency per stage. Each stage will require two or more transfers. Virtual phase and two-phase 
require two transfers per stage, three-phase requires three transfers, and four-phase requires four 
transfers. The inefficiency per stage, however, will likely depend in a complicated manner on the 
amount of charge in the charge packet, the amount of charge in preceding charge packets, the 
voltages, and frequency of operation. The charge in the preceding packets will affect the filling of 
both bulk and interface traps.

In addition to the intrinsic sources of transfer inefficiency, there are a variety of extrinsic sources. 
These include surface and bulk traps and potential wells and barriers. The traps and the potential 
obstacles hold back an amount of charge from a charge packet. The charge is reemitted to later 
charge packets. The inefficiency due to traps depends on whether the traps have been filled by 
preceding charge packets and the emission time constants of the traps, and so is not modeled in a 
simple manner.
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32.20  IMAGING DETECTORS

The intrinsic sources of noise in CCD shift registers include dark current and output ampli-
fier noise. In addition, other sources of noise not intrinsic to the CCD itself include noise due to 
clock feedthrough from the CCD clocks to the output signal and noise in external electronics. The 
generation of dark current in CCD shift registers is the same as described at the end of Sec. 32.3 for 
photosensing elements. Associated with the dark current are both shot noise and pattern noise. The 
magnitude of the pattern noise in a CCD shift register is reduced over that of a single element since 
the charge packet averages the dark current over many pixels as it is transferred to the output.

The noise associated with the CCD output consists of the Johnson or thermal noise, the 1/f noise 
of the output amplifier, and the kTC noise associated with resetting the floating diffusion. The kTC 
noise is due to uncertainty in the amount of charge remaining on the floating diffusion following 
reset owing to thermal fluctuations in the reset gate. The rms noise sn in the number of electrons 
caused by kTC noise is given by

  σn q
C= kT

FD   (17)

where CFD is one total floating diffusion capacitance. For a 10-fF floating diffusion capacitance, the 
rms noise is ~40 electrons.

The kTC noise may be eliminated entirely by use of a signal-processing technique called corre-
lated double sampling (CDS). In correlated double sampling, the output level is sampled before the 
charge packet is transferred onto the floating diffusion and again after transfer of the charge packet 
(times t2 and t0 respectively in Fig. 6c). The two values are subtracted either by an analog circuit or 
by digital subtraction. Any uncertainty in the voltage level of the floating diffusion following reset 
is subtracted and thus the kTC noise eliminated. The output amplifier low-frequency noise, called 
1/f noise because of the inverse frequency (1/f) shape of the noise power spectrum, is also reduced 
but not eliminated by correlated double sampling. The total noise of a CCD output amplifier is in 
the range of 7 to 40 rms electrons per pixel depending on the amplifier design and the operating 
speed. Values of a single rms electron or less have been obtained for very slow pixel rates under 
cooled conditions.18

MOS Readout

The other major category of readout structures is the MOS readout. The individual light-sensing ele-
ments (photodiodes, photocapacitors, or photoconductors) at each pixel are connected to a readout 
line by means of a transfer gate. Each pixel along the readout line is addressed separately by address-
ing circuitry. When a particular pixel is addressed, the transfer gate is turned on and the charge 
transferred from the pixel to the readout line. An amplifier at the end of the readout line senses the 
change in voltage or current resulting from the charge transfer.

Typically, the pixels would be addressed serially along the line. The first pixel would be addressed, 
causing the charge from the image-sensing element to be transferred onto the readout line. The 
voltage change or current would be sensed, the readout line reset to its original voltage if necessary, 
and the next pixel addressed. This is different from a CCD. In the CCD, charge from all pixels is 
transferred into the CCD register simultaneously. Individual pixels or groups of pixels cannot easily 
be addressed in a random fashion by the CCD, but this random addressing can be accomplished 
readily by the MOS readout.

There are several types of MOS readout devices. These include the CID,19 the AMI,20 and the 
CMD21 in addition to the normal MOS array. The CID has no readout line. Each pixel consists of 
two overlapping gates, one controlled by a row address and the other by a column address.11 When 
neither a row nor a column of a particular pixel is being addressed, the photogenerated charge is 
held under both gates and can be transferred between them. When a row of a pixel is addressed, 
the charge transfers onto the column gate. Then both row and column are addressed, the charge is 
injected into the substrate, and the current sensed. The CID is not widely used in visible imaging 
applications because the charge conversion sensitivity is very poor and noise very high compared to 
the CCD or the other MOS architectures.
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In the amplified MOS imager (AMI), the image-sensing element at each pixel consists of a pho-
totransistor rather than a simple photodiode. The photogenerated charge is stored on the gate of the 
MOS transistor.19 When a particular pixel is addressed, the photogenerated charge modulates the 
transistor current. This current amplification at each pixel helps to overcome many of the noise and 
speed limitations of conventional MOS arrays.

MOS readout differs in an important way from CCD readout. In MOS readout, the charge 
is transferred from a single pixel onto a readout line and the change in voltage or current in the 
readout line is sensed. In a CCD, the charge packets are kept intact while being transferred physi-
cally to a low-capacitance output. The lower sensitivity of a simple MOS array can be illustrated 
as follows. The change in voltage on the readout line is given by V N C= q/  where N is the number 
of electrons, and C is the readout line capacitance. Because the readout line covers the full length 
of the array, its capacitance is in the picofarad range (typically 2 to 10 pF depending on design 
and process). This compares to the 10-fF capacitance for the CCD output. As a result, the voltage 
swings on the readout line are very small (16 nV/electron for a 10-pF readout line capacitance). 
This leads to a high sensitivity to clock noise due to capacitive feedthrough of the row and column 
address clocks onto the readout line. The feedthrough may be many times larger than the signal in 
most MOS sensors. Once the charge has been transferred onto the readout line, it is sensed either 
by a current-sensitive amplifier or by a voltage-sensitive amplifier, followed by a reset of the read-
out line to its original voltage.

CCD readout has the advantages of very high sensitivity and low noise. However, CCD read-
outs are limited in charge-handling capacity, while MOS readouts are capable of carrying very 
large amounts of charge and so are not as limited on the high end of the dynamic range. However, 
because the MOS readout line has much higher capacitance than the CCD, the sensitivity is lower 
and the noise is higher. Another difference is in the readout architecture. The CCD readout is essen-
tially serial and not suited to random readout or partial-array readout. The MOS array, however, 
can be addressed in a manner similar to a memory, making it well-suited to pixel or partial-array 
addressing.

32.5 SENSOR ARCHITECTURES

Solid-state image sensors are classified into two basic groupings: linear and area. Linear sensors 
include single-line arrays, multilinear arrays for color scanning, and time delay and integrate (TDI) 
arrays for low-light-level scanning. Area sensor architectures include the frame transfer CCD, the 
interline transfer CCD, and various forms of MOS x-y addressed arrays.

Linear Image Sensor Arrays

Linear sensors are used almost exclusively in scanning systems for scanning documents, film, and 
three-dimensional still objects. There are two basic classes of scanning systems: contact scanners 
and reduction scanners. These are illustrated in Figs. 10a and b. In reduction scanners (Fig. 10a), the 
sensor is smaller than the document to be scanned; lenses are used to image the document onto the 
sensor. In contact scanners (Fig. 10b), the sensor is the same width as the item to be scanned, usually 
a document. Relay optics is used between the sensor and the document. Selfoc lenses (Fig. 10c and d)
and roof-mirror-lens arrays are the two types of relay optics used most frequently.

There are three basic architectures for linear sensing arrays: MOS line arrays, CCD linear and 
multilinear sensors, and time-delay and integrate (TDI) sensors. These architectures are illustrated 
in Fig. 11. The MOS array is used most often in contact scanning applications where material or 
processing problems make CCD arrays impractical. These applications include arrays fabricated 
from polysilicon or amorphous silicon on nonsilicon substrates, arrays covering large distances, 
or arrays requiring special processing (such as logarithmic amplification) at each pixel. The CCD 
linear and multilinear arrays are used most often in reduction scanning where wide dynamic range 
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FIGURE 10 (a) Reduction document scanner using linear image 
sensor, in which the image on the page is reduced by a lens onto the line 
array; (b) contact document scanner in which the length of the image 
sensor is the same as the document width and one-to-one relay optics is 
used to transfer the image from the document to the array; (c) diagram of 
a selfoc lens array used as transfer optics between document and array 
in a contact scanner; and (d) operation of a selfoc lens array.

FIGURE 11 Architectures for linear image sensors: (a) MOS 
line array consisting of photodiodes, preamplifier, MOS switches 
addressed by an address register, and a readout line with amplifier; 
(b) linear CCD image sensor consisting of photo-diodes, transfer 
gate, and CCD readout; and (c) linear CCD image sensor with two 
CCD output registers, one for the odd diodes and the other for the 
even diodes, for higher horizontal pitch.
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FIGURE 11 (d) Staggered linear CCD image sensor with two 
rows of photodiodes offset by one-half pixel to increase horizontal 
sampling; (e) trilinear CCD in which three CCDs are fabricated on 
the same silicon die, each with its own color filter; and (f ) time-delay 
and integrate (TDI) array, in which the charge in the vertical registers 
is clocked in phase with the motion of the scene or document being 
imaged in order to increase signal-to-noise. (Continued)

(e)

(f)

Red
output

fT

Photodiode
Transfer gate

Green
output

Blue
output

Transfer gate

Horizontal CLD

Vertical CCD

Output

(d)

fT

Photodiode

Photodiode

Transfer gate

Transfer gate

Output A

Output B

and small pixel size are required. However, contact arrays are also often realized by butting multiple 
CCD arrays end-to-end. TDI arrays are used in very low-light-level scanning applications where 
integration over many lines is required to achieve adequate signal-to-noise ratio.

The MOS linear array (Fig. 11a) consists of individual photosensing elements, an amplifier, an 
address switch, and a readout line and amplifier. The photosensing element is usually a photodiode, 
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although photoconductors are used in contact scanning arrays fabricated from amorphous silicon. 
Since the charge generated in the diode is generally very small (in the hundreds to thousands of 
electrons), a simple amplifier is usually placed at each pixel to drive the high-capacitance readout 
line. The use of amplification at each pixel can allow some signal-processing functions, such as loga-
rithmic amplification, clipping, triggering and latching, etc., to be performed at the pixel. A MOS 
switch placed after the amplifier allows each pixel to be addressed in sequence; the switch is driven 
by an address register. At the end of the readout line is an amplifier which may buffer and/or amplify 
the signal. The MOS array has the advantage of process simplicity and the ability to perform signal 
processing at each pixel; it has the disadvantage of low signal level (because of the large readout line 
capacitance) and pattern noise introduced by feedthrough from the switching transistor.

The linear CCD image sensor is the most often used architecture for scanning applications 
owing to its low noise, high sensitivity, wide dynamic range, and small pixel pitch. Figure 11b shows 
the simplest type of linear CCD, in which a single row of photodiodes is connected to a single CCD 
register via a transfer gate. In operation, the signal is integrated on the image-sensing element (gen-
erally a photodiode) for a line time. The horizontal CCD is then stopped, the transfer gate opened, 
and the charge transferred from all the photodiodes simultaneously to the CCD. The transfer time is 
typically a few microseconds. The transfer gate is then closed, integration resumed for the next line, 
and the CCD clocked to read out the charge packets. Many arrays also feature antiblooming for situ-
ations where the light level may not be controlled, as well as electronic shuttering, which allows an 
integration time on the photodiodes to be less than the readout time of the CCD.

For linear-sensing applications requiring a higher pixel density, a double-sided readout is often 
used (Fig. 11c). In this architecture, a CCD array is placed on either side of the line of photodiodes 
and charge transfer from the diodes alternates between the top and bottom CCDs. This architecture 
uses lower horizontal clock rates and a higher pixel pitch, since the diode pitch can usually be made 
smaller than the CCD pitch. The charge packets from the two arrays may be multiplexed into one 
output if desired. The disadvantage of this architecture is the slight differences between even and 
odd pixels, due to slight differences in the two outputs (or slight differences due to multiplexing the 
two registers).

Another architecture which is used to further decrease the sampling pitch is the staggered linear 
array (Fig. 11d). In the staggered array, two rows of photodiodes are offset by a half pixel. The two 
rows are read out by CCD arrays. The first array is delayed (usually in a digital line store) and then 
combined with the second to form a double-density scan.

Multilinear arrays (Fig. 11d) have been developed for color scanning applications. In this archi-
tecture, several (usually three) linear arrays are combined on the same silicon die separated by a 
distance equivalent to an integral number of scan lines. Color filters (either integral or in close prox-
imity) are aligned over the arrays. External digital line delays are used to realign the three arrays. 
Separate electronic shuttering may be provided for each array in order to adjust for differences in 
intensity in each of the bands.

The third major class of line arrays is time-delay and integrate, or TDI, arrays.22,23 The TDI 
architecture is shown in Fig. 11f . TDI arrays are used when inadequate signal-to-noise ratio from 
a single-line array requires averaging over multiple lines. Applications for TDI arrays include high-
speed document scanners and space-based imaging systems. Instead of a single row of photodiodes, 
the TDI array utilizes CCD stages in the vertical dimension which are clocked synchronously 
with the movement of the document to be scanned. The signal level in a TDI array increases linearly 
with the number of stages. The noise level, however, increases most as the square root of the number 
of stages.

Area Image Sensor Arrays

There are three major classes of area image sensor architectures: MOS diode arrays, frame-transfer 
CCDs, and interline-transfer CCDs. Within each there are a number of variations. CCDs have come 
to dominate the majority of applications owing to their higher sensitivity. However, MOS arrays are 
still used for specialized applications where addressability or high readout rate is important.
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Historically, the physical dimensions of the active imaging areas of CCD arrays for consumer and 
commercial applications are specified by the size of the vidicon tube which it replaces. The common 
format sizes include 1/4, 1/3, 1/2, and 1 in. In most cases, the aspect ratio is 4:3, reflecting the televi-
sion standard. Table 1 lists the formats and the corresponding dimensions of the imaging area of the 
array.

The standards for the number of vertical lines in arrays for consumer and professional video 
are usually based on the corresponding television standards, including NTSC, PAL, and the various 
HDTV standards. NTSC has 484 active lines, PAL has 575, the Japanese HDTV standard has 1035, 
and the European HDTV standard has 1150. In all cases the lines are interlaced; i.e., odd lines are 
read out in one field and even lines in the next. Historically, for sensors for NTSC television, the 
number of pixels horizontally in a line has been associated with multiples of the color subcarrier 
frequency; common horizontal pixel counts include 384, 576, and 768. Sensors for the Japanese 
HDTV standard typically have 1920 horizontal pixels. The pixels are rectangular rather than square. 
Table 1 lists approximate pixel dimensions in micrometers for a few common formats for a 484(V) × 
768(H) pixel image sensor.

For industrial, scientific, graphics electronic photography, digital television, and multimedia 
applications, however, the nonsquare pixels and interlaced readout of sensors based on television 
standards are significant disadvantages. Image sensors designed for these industrial and commercial 
applications typically have square pixels and progressive scan readout. In interlaced NTSC readout, 
for example, the first field consists of lines 1, 3, 5 … 483 and is read out in the first 1/60 second of 
a frame. The second field consists of lines 2, 4, 6 … 484 and is read out in the second 1/60 second 
of a frame. The resulting temporal and spatial displacement between the two fields is undesirable 
for these applications. In addition, digital compression of interlaced scan moving images, especially 
with motion estimation, is difficult and also introduces artifacts.

In progressive scan readout each line is read out sequentially. There is no even or odd field, only 
a single frame. As a result there are no temporal and spatial sampling displacement differences. 
However, for a given resolution and frame rate, the readout rate of a progressive scan image sensor 
is double that of an interlaced scan. In addition, for these applications, the number of pixels is often 
based on powers of 2: such as 512 × 512 or 1024 × 1024—facilitating memory mapping and image 
processing.

MOS Area Array Image Sensors The architecture of MOS area arrays is illustrated in Fig. 12.24 It 
consists of the imaging array, vertical and horizontal address registers, and output amplifiers. The 
pixel of a MOS array consists of an image-sensing element (photodiode, photocapacitor, phototran-
sistor, or photoconductor), a row-address gate, and a vertical readout line. The row-address gate is 
bussed horizontally across the array and is driven from a row-address register on the side(s) of the 
array. At the start of a line, a single row is addressed, causing the charge from all the photodiodes in 

TABLE 1 Image Area Dimensions and Pixel Dimensions for Various 
Format Image Sensors

The format name is given in inches based on historic image tube formats. The 
pixel dimensions are based on a 484 × 768 pixel array.

Optical format 1 in 2/3 in 1/2 in 1/3 in 1/4 in

Active area (4:3 aspect ratio)

Height (mm) 9.6 6.6 4.8 3.3 2.4
Width (mm) 12.8 8.8 6.4 4.4 3.2
Diagonal (mm) 16 11 8 5.5 4

Pixel dimensions (484 lines × 768 pixels)

Height (μm)  19.8 13.6 9.9 6.8 4.9
Width (μm) 16.7 11.5 8.3 5.7 4.2
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a row to be transferred onto the vertical readout line. Horizontal address gates are placed at the bot-
tom of the vertical readout line. Buffer amplifiers to drive the horizontal readout line may also be 
placed at the end of the vertical readout line. The horizontal address register then serially addresses 
each vertical readout line, sequentially turning on the horizontal address gates. After the horizontal 
addressing is completed, the readout lines may be reset and precharged and the next row addressed.

There is a wide range of variations on this basic architecture. An example is the charge modu-
lation device, or CMD,25,26 array in which a phototransistor is placed at each pixel site in order to 
achieve amplification and to achieve high currents to drive the capacitance of the vertical and hori-
zontal readout lines. Other examples include arrays with sophisticated charge collection circuits at 
the end of each vertical readout line.

Frame Transfer CCD Image Sensors CCD area arrays fall into two categories: frame transfer and 
interline transfer. The simplest form of frame transfer CCD is the full-frame type, shown in Fig. 13a. 
A photograph of a few pixels of a frame transfer CCD is shown in Fig. 14a. The array consists of a 
single image area composed of vertical CCDs and a single horizontal register with an output ampli-
fier at its end. In this architecture, the pixel consists of a single stage of a vertical CCD. This type 
of device requires an external shutter. When the shutter is opened, the entire surface of the sensor 
is exposed and the charge is collected in the CCD potential wells at each pixel. After the shutter is 
closed, the sensor is read out a row at a time by clocking a row of the vertical register into the hori-
zontal register, then clocking the horizontal register to read out the row through the output ampli-
fier. For higher readout rates dual horizontal CCDs are used in parallel. The full-frame CCD has 
the advantage of progressive scan readout high fill factor, very low noise, and wide dynamic range. 
However, it requires an external shutter. It is most often used in still electronic photography, scien-
tific, industrial, and graphics applications.

For motion imaging applications, a shutter is not practical. In order to overcome the need for a 
shutter, frame transfer CCDs incorporate a storage area in addition to imaging area. For interlaced 
video applications, this storage area is sufficiently large to hold a field (242 lines in NTSC television). 
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FIGURE 12 MOS photodiode array, consisting of ver-
tical and horizontal address registers and readout line.
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The image area consists of vertical CCDs. For interlaced NTSC video, there are 242 pixels vertically 
in the image area. Interlace is achieved by changing the gates under which integration is performed 
in the even and odd fields. For example, for a four-phase CCD, integration would be performed 
under phases 1 and 2 in one field and 3 and 4 in another, effectively shifting the sampling area by 
half a pixel in each field. The storage area consists also of 242 pixels vertically. The device opera-
tion is as follows. The image area integrates for a field time and the photogenerated charge held 
in the vertical CCDs. The vertical CCDs are then clocked in order to rapidly transfer the charge 
from the image area into the storage area. Because the sensor is still under illumination, this 
transfer time must be much shorter than the integration time. This transfer typically requires 0.2 to 
0.5 ms. The storage area is then read out a row at a time by transferring a row into the horizontal 
register and clocking this register. While this readout is occurring, the image area is integrating the 
next field. The most significant disadvantage of frame transfer CCDs is the image smear caused by 
illumination during the transfer from the image to the storage area. This smear can be on the order 
of 3 percent.

In both frame transfer and full-frame devices, the light must pass through the polysilicon 
electrodes before being absorbed in silicon. Owing to the high absorption of short wavelengths 
in the polysilicon, the quantum efficiency in the blue is only about 20 percent and in the green is 
about 50 percent. Figure 14b shows the quantum efficiency for a full-frame image sensor with 
polysilicon gates. Three approaches have been used to improve the efficiency: the virtual phase 
CCD, transparent electrodes, and backside illumination. In the virtual phase CCD (see “Types of 

FIGURE 13 (a) Architecture of full-frame CCD; (b) architecture of interlaced inter-
line transfer CCD; (c) architecture of frame interline transfer CCD, in which a storage 
area is provided to reduce smear during readout; and (d) progressive scan interline trans-
fer CCD, in which every photodiode is read out into the vertical CCD simultaneously.
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CCDs” in Sec. 32.4), the second polysilicon electrode is replaced with a very shallow highly doped 
p+ layer, very similar to the pinned photodiode (Fig. 2d). Since there is no electrode over this phase 
to absorb the light, higher quantum efficiency is achieved, particularly at wavelengths less 
than 500 nm. Backside illumination provides nearly unity quantum efficiency but requires that the 
sensor be thinned to less than 10 μm. Owing to its cost, backside thinning is employed only in sen-
sors for very specialized scientific or aerospace applications. Indium-tin-oxide, or ITO, is the most 
commonly used transparent electrode.27 Usually it is substituted for the second level of polysilicon. 
Figure 14b also shows the quantum efficiency of a full-frame device in which ITO has been substi-
tuted for one of the polysilicon gates.

Interline Transfer CCD Image Sensors The interline transfer CCD is fundamentally different from 
the frame-transfer CCD in that, in addition to the vertical CCD, the pixel also contains a separate 
image-sensing element (photodiode, pinned photodiode, photocapacitor, or photoconductor) and a 

FIGURE 14 (a) Photograph of a few pixels in the image area of a full-frame 
CCD and (b) quantum efficiency as a function of wavelength for a full-frame CCD 
with polysilicon and with transparent indium-tin-oxide electrodes.
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transfer region between the photodiode and the vertical CCD. Interline CCDs with photodiodes for 
sensing elements are considered first. Figure 13b illustrates the architecture of an interline transfer 
CCD and Fig. 15 illustrates a pixel of the CCD. The CCD and the transfer region between the diode 
and CCD are covered with a light shield (typically aluminum, although metal silicides are also used). 
The light shield prevents any light from entering the vertical CCD registers, allowing them to be read 
out while the sensor is illuminated. When the sensor is illuminated, the photogenerated charge is 
held on the photodiode. During the vertical retrace interval at the end of a field, the photogenerated 
charge is transferred into the vertical CCD by clocking the CCD gate over the transfer region. Once 
the charge has been transferred from the diodes into the vertical CCDs, the diodes resume integrat-
ing and the vertical CCDs are clocked in order to transfer a row at a time from the image area into 
the horizontal CCD.

For consumer and most commercial applications, interlaced interline CCDs are used to be con-
sistent with television standards. In interlaced interline CCDs there is one vertical CCD stage for 
every two photodiodes. During the retrace time before the first field the charge from the odd rows of 
photodiodes is transferred into the vertical CCDs; the charge is then transferred out a row at a time 
into the horizontal CCD. During the retrace time before the second field the charge from the even 
rows of photodiodes is transferred into the vertical CCDs; once again, the charge is transferred out a 
row at a time into the horizontal CCD. In NTSC television the fields are approximately 1/60 second 
long; in PAL the field time is 1/50 second.

Because the vertical CCDs in an interline CCD are covered by a light shield, very little stray light 
is absorbed in the CCD. However, due to light scattering under the lightshield and lateral diffusion 
of photogenerated electrons, some charge can reach the vertical registers as they are read out dur-
ing a field. This results in smear. For consumer applications the level of smear is not noticeable. 
However, for especially demanding applications such as television broadcast cameras, a field stor-
age area is added to the bottom of the image area. This architecture is called the frame interline 
transfer, or FIT CCD28 (Fig. 13c). Following transfer of the photogenerated charge from the diodes 
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FIGURE 15 (a) Diagram of a pixel of an interline transfer CCD and (b) photograph of a pixel from 
an interline transfer CCD.
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into the vertical CCDs, the vertical CCDs are clocked to rapidly shift the charge from the image 
area into the storage area. This transfer typically takes less than 0.5 ms, reducing smear 30-fold. 
One line at a time is transferred from the storage area to the horizontal register and the readout.

For still electronic photography, scientific, computer-related, graphics and professional applica-
tions, interlaced video is not desirable. For these applications a progressive scan architecture is uti-
lized. In a progressive scan interline CCD there is a full CCD stage for every photodiode.28 Following 
integration, the photogenerated charge from all the photodiodes is transferred into the vertical 
CCDs. The photodiodes resume integration and the charge packets from the vertical registers are 
transferred into the horizontal a row at a time. The progressive scan interline CCD requires twice 
the vertical CCD density and is therefore more complicated to fabricate. However, progressive scan 
readout provides many advantages in image quality for both motion and still imaging.

Nearly all interline CCDs used in camcorder, broadcast camera, or commercial applications 
utilize vertical antiblooming in order to prevent blooming when the sensor is illuminated beyond 
saturation. A cross-section diagram of an interline CCD with vertical antiblooming is shown in 
Fig. 15b. The device illustrated uses a pinned photodiode photosensing element. The CCD is built 
on an n-type silicon substrate. A p-well is formed about 2 μm deep in the n-type silicon. An n-type 
buried-channel is then formed followed by a p+ surface layer. The n-type substrate is reverse biased 
with respect to the p-well. When the photodiode is illuminated above saturation, the excess elec-
trons spill out of the n-type buried channel and into the substrate. Owing to the vertical overflow, 
however, photogenerated carriers from photons absorbed below the p-well are drawn into the sub-
strate and are not collected by the diode. Thus the quantum efficiency of these devices falls rapidly 
at wavelengths beyond 550 nm. Figure 16 shows the quantum efficiency of an interline CCD with 
vertical antiblooming as a function of wavelength. The internal quantum efficiency of the photodi-
ode is nearly 100 percent to about 550 nm, after which it decreases. However, since the photodiode 
only occupies about 20 percent of the pixel, and this aperture is typically reduced further by the 
light shield in order to eliminate optical scattering into the vertical CCD, the actual efficiency of the 
device is only about 15 percent. The photoresponse is linear at low signal levels but becomes nonlin-
ear at charge levels near saturation.29

Two major approaches are used to improve the fill factor (and therefore the quantum efficiency) 
of interline CCDs. One uses microlens arrays to focus the light incident on a pixel onto the photodi-
ode and the other a vertical integration of image sensors with amorphous silicon photoconductors 
to achieve a high fill factor. Figure 17 shows a microlens array on top of an interline CCD.30 The 

FIGURE 16 Quantum efficiency as a function of wave-
length for an interline transfer CCD with and without micro-
lens array.
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lenses are formed by coating a spacer layer on the wafer of CCD devices followed by a lens-forming 
layer. The lens-forming layer is patterned and then reflowed to form the lens arrays. The quantum 
efficiency of an interline CCD with and without a microlens array is shown in Fig. 18. A 3-fold 
improvement in quantum efficiency is achieved because light from nearly the entire pixel area is 
focused onto the photodiode.

The structure of the photoconductor and its band diagram in the second approach7 are illus-
trated in Fig. 2e. The amorphous silicon is about 1 μm thick; owing to its high absorption coefficient 
in the visible, it can achieve nearly 100 percent internal quantum efficiency. The back contact of the 

FIGURE 17 Scanning electron micrograph of microlens array on top of an inter-
line transfer CCD.
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photoconductor contacts the diode in the interline CCD. Light absorbed in the amorphous silicon 
generates electron-hole pairs. The amorphous silicon is biased such as to create a high field which 
sweeps out the electrons to the back contact, where they can be stored on the diode until they are 
transferred into the CCD. Because the photoconductor is fabricated on top of the CCD pixel, it can 
have nearly 100 percent fill factor. In addition, because of the wide bandgap of the amorphous sili-
con, its dark current (due to thermal generation of carriers) is often lower than the single-crystal sili-
con. However, the amorphous silicon photocon ductors suffer difficulties related to charge trapping. 
Owing to impurities and dangling or strained bonds, there is a high density of traps in amorphous 
silicon. These can trap charge carriers and reemit them at a later time, causing image lag. Because the 
trapping and detrapping is field-dependent, it can also result in nonlinear response.

CCD Performance In all CCDs, both interline and frame transfer, the signal output is linear with 
the illumination except at levels approaching saturation. This linear response is in marked contrast 
to image tubes, which exhibit highly nonlinear response. For interline CCDs, the total charge capac-
ity ranges from 100,000 electrons for larger cells (such as the 13.6(V) × 11.6(H)-μm cell typical for 
a 2/3-in format) to 20,000 electrons or less for smaller cells (such as the 6.8 × 5.8-μm cell in a 1/3-in 
format 484 × 768-pixel CCD).

The principal noise sources in both interline and full-frame image sensors are dark current pat-
tern and shot noises and output amplifier noise. To illustrate the contributions, CCDs have dark 
current levels at 40°C of less than 1 nA/cm2. For a 2/3-in format sensor, this would correspond to 
about 320 electrons per pixel dark level. The corresponding shot noise would be 18-rms electrons 
and the pattern noise would typically be at a similar level. However, because of the nonrandom 
nature of pattern noise, its appearance is considerably more noticeable. The output amplifier noise 
would also be at about the 15-rms electron level. Thus, the overall noise for this example would be 
in the 30-electron range and the dynamic range would be over 2000 for a charge capacity of 90,000 
electrons. For scientific applications where the sensor can be cooled and the readout performed at 
a lower frequency, noise levels less than 5 electrons can be achieved and even subelectron noise has 
been reported.18

Color Imaging

Silicon based CCDs are monochrome in nature. That is, they have no natural ability to determine 
the varying amounts of red, green, and blue (RGB) illumination presented to the photodetectors. 
There are three techniques to extract color information.

1. Color Sequential (Fig. 19)—A color image can be created using a CCD by taking three successive 
exposures while switching in optical filters having the desired RGB transmittances. This approach 
is normally used only to provide still images of stationary scenes. The resulting image is then 
reconstructed off-chip. The advantage to this technique is that resolution of each color can remain 
that of the CCD itself. The disadvantage is that three exposures are required, reducing frame times 
by more than a factor of three. Color misregistration can also occur due to subject or camera 
motion. The filter switching assembly also adds to the mechanical complexity of the system.

2. Three-Chip Color (Fig. 19)—Three-chip color systems use an optical system to split the scene 
into three separate color images. A dichroic prism beam splitter is normally used to provide RGB 
images. Color images can then be detected by synchronizing the outputs of the three CCDs. The 
disadvantage to such a system is that the optical complexity is very high and registration between 
sensors is difficult.

3. Integral Color Filter Arrays (CFA) (Fig. 19)—Instead of performing the color filtering off-chip, 
filters of the appropriate characteristics can be fabricated above individual photosites.31

’
32 This 

approach can be performed during device fabrication using dyed (e.g., cyan, magenta, yellow) 
photoresists in various patterns. The major problem with this approach is that each pixel is sen-
sitive to only one color. Off-chip processing is required to “fill in” the missing color information 
between pixels.33,34
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In order to minimize size, weight, and cost, most consumer color camcorders use a CCD sensor 
with an integral CFA. The photosites are covered with individual color filters—for example, a red, 
green, and blue striped filter, or a green, magenta, cyan, and yellow mosaic filter. Some popular CFA 
patterns are shown in Fig. 20. Because each photosite can sense only one color, the color sampling 
is not coincident. For example, a blue pixel might be seeing a white line, while nearby red and green 
pixels are seeing a dark line in the scene. As a result, high-frequency luminance edges can be aliased 
into bright color bands. These color bands depend not only on the color filter pattern used, but also 
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FIGURE 19 Methods of color separation 
in cameras with area image sensors: (a) color 
sequential using a color wheel; (b) a prism with 
dichroic beam splitters and three image sensors; 
and (c) single-chip image sensor with integral 
color filter array.
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on the optical prefilter and CFA interpolation algorithm. The color bands are caused by aliasing, 
which is a property of any sampled system. Aliasing occurs when the frequency of the input signal 
is greater than the Nyquist limit of one-half the sampling frequency. If the input frequency is well 
below the Nyquist limit, there are many samples per cycle. This allows the input to be reconstructed 
perfectly, if a proper reconstruction filter is used. When the input frequency is greater than the 
Nyquist limit, there are less than two samples per cycle. The sample values now define a new curve, 
which has a frequency lower than the input frequency. In effect, the high frequency takes on the alias 
of a lower frequency. Aliasing is a particular problem with color sensors, since the sampling phase is 
different for the different color photosites. Therefore, the aliased signal has different phases for dif-
ferent colors. This creates the color bands.

The color aliasing is reduced by using an optical anti-aliasing or “blur” filter, positioned in front 
of the color CCD sensor.35 Blur filters are typically made of birefringent quartz, with the crystal axis 
oriented at a 45° angle, as shown in Fig. 21. In this orientation, the birefringent quartz exhibits the 
double refraction effect. An unpolarized input ray emerges as two polarized output rays, labelled 
o- and e-rays. The output ray separation is proportional to the filter’s thickness, T. A 1.5-mm-thick 
plate will give a separation of about 9 μm. Figure 21 shows a simple “two-spot” filter. More complex 
filters use three or more pieces of quartz cemented in a stack.

FIGURE 21 Birefringent blur filter used to reduce 
aliasing in single-chip color image sensors.
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33.1 GLOSSARY

 Adet detector area

 AI gate modulation current gain (ratio of integration capacitor current to load current

 A V amplifi er voltage gain

 Camp amplifi er capacitance

 Cdet detector capacitance

 CFIS fi ll-and-spill gate capacitance for a Tompsett type CCD input

 Cfb CTIA feedback or Miller capacitance

 Cgd FET gate-drain overlap capacitance

 Cgs FET gate-source capacitance

 CL CTIA band-limiting load capacitance

 Cout sense node capacitance at the CCD output

 CT  effective feedback (transcapacitance) or integration capacitance for a capacitive tran-
simpedance amplifi er

 CTl spectral photon contrast

 cte charge transfer effi ciency

Dλpk
∗ peak detectivity (cm-Hz1/2/W or Jones)

 Dbb
∗  blackbody detectivity (cm-Hz1/2/W or Jones)

 Dth
∗  thermal detectivity (cm-Hz1/2/W or Jones)

 e− electron

 Eg detector energy gap

 f /# conventional shorthand for the ratio of the focal length of a lens to its diameter

 fchop chopper frequency

∗Deceased.
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33.2  IMAGING DETECTORS

 fframe display frame rate

 fknee frequency at which the 1/f noise intersects the broadband noise
 fs spatial frequency (cycles/radian)
 gm, LOAD gate transconductance of the load FET in the gate-modulated input circuit
 gm gate transconductance of a Field Effect Transistor
 h Planck’s constant
 ID FET drain current
 Idet detector current
 Iphoto detector photocurrent
 k Boltzmann constant
 Kamp amplifi er FET noise spectral density at 1 Hz
 Kdet detector noise spectral density at 1 Hz
 KFET FET noise spectral density at 1 Hz
 L length-to-width ratio of a bar chart (always set to 7)
 MRT minimum resolvable temperature (K)
 MTF  modulation transfer function for the optics, detector, readout, the integration process, 

or the composite sensor
 n detector junction ideality or diffusion constant
 Namp, 1/f number of noise carriers for one integration time due to amplifi er FET 1/f noise
 Namp, white number of noise carriers for one integration time due to amplifi er FET white noise
 Nc number of photo-generated carriers integrated for one integration time
 ndet detector junction ideality or diffusion constant
 NE ΔT noise equivalent temperature difference (K)
 nFET subthreshold FET ideality
 NFPA composite (total) FPA noise in carriers
 NkTC, channel CTIA broadband channel noise in carriers
 Nload, white number of noise carriers for one integration time due to CTIA load FET white noise
 Nos display overscan ratio
 NPHOTON shot noise of photon background in carriers
 NSD  noise spectral density of a detector or fi eld effect transistor; the 1/f noise is often specifi ed 

by the NSD at a frequency of 1 Hz
 Nsf source follower noise
 Nss serial scan ratio
 q electron charge in coulombs
 QB photon fl ux density (photons/cm2-s) incident on a focal plane array
 QD charge detected in a focal plane array for one integration time
 Qmax maximum charge signal at saturation
 Rdet detector resistance
 RLOAD gate modulation load resistance
 R0 detector resistance at zero-bias resistance
 R0A detector resistance-are product at zero-bias voltage
 Rr detector resistance in reverse-bias resistance
 S/N signal-to-noise ratio
 SNRT target signal-to-noise ratio
 SV  readout conversion factor describing the ratio of output voltage to detected signal carriers
 T operating temperature
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INFRARED DETECTOR ARRAYS  33.3

 tce thermal coeffi cient of expansion
 TCR thermal coeffi cient of resistance for bolometer detectors

 TD time constant for correlated double sampling process normally set by Nyquist rate

 tint integration time

 U residual nonuniformity

 Vbr  detector reverse-bias breakdown voltage, sometimes defi ned as the voltage where Rr = R0

 VD FET drain voltage

 Vdet detector bias voltage

 VDS FET grain-to-source voltage

 VG FET gate voltage

 un measured rms noise voltage

 ΔAI gate modulation current gain nonuniformity

 Δf noise bandwidth (Hz)

 ΔIphoto differential photocurrent

 ΔT scene temperature difference creating differential photocurrent ΔIphoto

 ΔVS signal voltage for differential photocurrent ΔIphoto

 Δ x horizontal detector subtense (mradian)

 Δy vertical detector subtense (mradian)

 h detector quantum effi ciency

 hBLIP percentage of BLIP

 hinj, DI  injection effi ciency of detector current into the source-modulated FET of the direct 
injection input circuit

 hinj injection effi ciency of detector current

 hnoise injection effi ciency of DI circuit noise into integration capacitor

 hpc quantum effi ciency of photoconductive detector

 hpυ quantum effi ciency of photovoltaic detector

 lc detector cutoff wavelength (50 percent of peak response, μm)

 sdet noise spectral density of total detector noise including photon noise

 sinput, ir noise spectral density of input-referred input circuit noise

 sLOAD noise spectral density of input-referred load noise

 smux, ir noise spectral density of input-referred multiplexer noise

 sVT rms threshold voltage nonuniformity across an FPA

 tamp amplifi er time constant (s)

 teye eye integration time (s)

 to optical transmission

 w angular frequency (radians)

 〈eamp 〉 buffer amplifi er noise for buffered direct injection circuit

33.2 INTRODUCTION

Infrared sensors have been available since the 1940s to detect, measure, and image the thermal radia-
tion emitted by all objects. Due to advanced detector materials and microelectronics, large scanning 
and staring focal plane arrays (FPA) with few defects are now readily available in the short wave-
length infrared (SWIR; 1 to 3 μm), medium wavelength infrared (MWIR; ≈3 to 5 μm), and long 
wavelength infrared (LWIR; ≈8 to 14 μm) spectral bands. We discuss in this chapter the disparate 
FPA technologies, including photon and thermal detectors, with emphasis on the emerging types.
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33.4  IMAGING DETECTORS

IR sensor development has been driven largely by the military. Detector requirements for missile 
seekers and forward looking infrared (FLIR) sensors led to high-volume production of photocon-
ductive (PC) HgCdTe arrays starting in the 1970s. Though each detector requires direct connection 
to external electronics for purposes of biasing, signal-to-noise ratio (SNR) enhancement via time 
delay integration (TDI), and signal output, the first-generation FPAs displaced the incumbent 
Pb-salt (PbS, PbSe) and Hg-doped germanium devices, and are currently being refined using cus-
tom analog signal processing,1 laser-trimmed solid-state preamplifiers, etc.

Size and performance limitations of first-generation FLIRs necessitated development of self-
multiplexed FPAs with on-chip signal processing. Second-generation thermal imaging systems use 
high-density FPAs with relatively few external connections. Having many detectors that integrate 
longer, low-noise multiplexing and on-chip TDI (in some scanning arrays), second-generation FPAs 
offer higher performance and design flexibility. Video artifacts are suppressed due to the departure 
from ac-coupling and interlaced raster scan, and external connections are minimized. Fabricated in 
monolithic and hybrid methodologies, many detector and readout types are used in two basic archi-
tectures (staring and scanning). In a monolithic FPA, the detector array and the multiplexing signal 
processor are integrated in a single substrate. The constituents are fabricated on separate substrates 
and interconnected in a hybrid FPA.

FPAs use either photon or thermal detectors. Photon detection is accomplished using intrinsic 
or extrinsic semiconductors and either photovoltaic (PV), photoconductive (PC), or metal insulator 
semiconductor (MIS) technologies. Thermal detection relies on capacitive (ferro- and pyroelectric) 
or resistive bolometers. In all cases, the detector signal is coupled into a multiplexer and read out in 
a video format.

Infrared Applications

Infrared FPAs are now being applied to a rapidly growing number of civilian, military, and scientific 
applications such as industrial robotics and thermography (e.g., electrical and mechanical fault 
detection), medical diagnosis, environmental and chemical process monitoring, Fourier transform 
IR spectroscopy and spectroradiometry, forensic drug analysis, microscopy, and astronomy. The 
combination of high sensitivity and passive operation is also leading to many commercial uses. The 
passive monitoring provided by the addition of infrared detection to gas chromatography-mass 
spectroscopy (GC-MS), for example, yields positive chemical compound and isomer detection with-
out sample alteration. Fusing IR data with standard GC-MS aids in the rapid discrimination of the 
closely related compounds stemming from drug synthesis. Near-IR (0.7 to 0.1 μm) and SWIR spec-
troscopy and fluorescence are very interesting near-term commercial applica tions since they pave 
the way for high-performance FPAs in the photochemical, pharmaceutical, pulp and paper, bio-
medical, reference quantum counter, and materials research fields. Sensitive atomic and molecular 
spectroscopies (luminescence, absorpion, emission, and Raman) require FPAs having high quantum 
efficiency, low dark current, linear transimpedance, and low read noise.

Spectral Bands

The primary spectral bands for infrared imaging are 3 to 5 and 8 to 12 μm because atomspheric 
transmission is highest in these bands. These two bands, however, differ dramatically with respect 
to contrast, background signal, scene characteristics, atmospheric transmission under diverse 
weather conditions, and optical aperture constraints. System performance is a complex combi-
nation of these and the ideal system requires dual band operation. Factors favoring the MWIR 
include its higher contrast, superior clear-weather performance, higher transmissivity in high 
humidity, and higher resolution due to ~3 × smaller optical diffraction. Factors favoring the LWIR 
include much-reduced background clutter (solar glint and high-temperature countermeasures 
including fires and flares have much-reduced emission), better performance in fog, dust, and win-
ter haze, and higher immunity to atmospheric turbulence. A final factor favoring the LWIR, higher 
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INFRARED DETECTOR ARRAYS  33.5

S/N ratio due to the greater radiance levels, is currently moot because of technology limitations. 
Due to space constraints and the breadth of sensor applicability, we focus on target/background 
metrics in this section.

The signal collected by a visible detector has higher daytime contrast than either IR band because 
it is mainly radiation from high-temperature sources that is subsequently reflected off earth-based 
(ambient temperature; ≈290 K) objects. The high-temperature sources are both solar (including the 
sun, moon, and stars) and synthetic. Since the photon flux from high- and low-temperature sources 
differs greatly at visible wavelengths from day to night, scene contrasts of up to 100 percent ensue.

Reflected solar radiation has less influence as the wavelength increases to a few microns since the 
background radiation increases rapidly and the contrast decreases. In the SWIR band, for example, 
the photon flux density from the earth is comparable to visible room light (1013 photons/cm2-s). 
The MWIR band (~1015 photon flux density) has lower, yet still dynamic, daytime contrast, and can 
still be photon-starved in cold weather or at night.

The net contribution from reflected solar radiation is even lower at longer wavelengths. In the 
LWIR band, the background flux is equivalent to bright sunlight (≈1017 photons/cm2-s). This band 
thus has even lower contrast and much less background clutter, but the “scene” and target/background 
metrics are similar day and night. Clear-weather performance is relatively constant.

Depending on environmental conditions, however, IR sensors operating in either band must 
discern direct emission from objects having temperatures very near the average background tem-
perature (290 K) in the presence of the large background and degraded atmospheric transmissivity. 
Under conditions of uniform thermal soak, such as at diurnal equilibrium, the target signal stems 
from minute emissivity differences.

The spectral photon incidence for a full hemispheric surround is

 Q Q dcf= ∫τ λ λλλ

λ
( )

1

2
 (1)

if a zero-emissivity bandpass filter having in-band transmission tc f  , cut-on wavelength l1, and 
cutoff wavelength l2 is used (zero emissivity obtained practically by cooling the spectral filter to a 
temperature where its self-radiation is negligible). The photon flux density, QB (photons/cm2-s), 
incident on a focal plane array is

 Q
f

QB =
+

1
4 12( #)/

 (2)

where f/# is the conventional shorthand for the ratio of the focal length to the diameter (assumed 
circular) of the limiting aperture or lens. The cold shield f/# limits the background radiation to a 
field-of-view consistent with the warm optics to eliminate extraneous background flux and con-
comitant noise. The background flux in the LWIR band is approximately two orders of magnitude 
higher than in the MWIR.

The spectral photon contrast, CTl, is the ratio of the derivative of spectral photon incidence to 
the spectral photon incidence, has units K−1, and is defined
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Figure 1 is a plot of CTl for several MWIR subbands (including 3.5 to 5, 3.5 to 4.1, and 4.5 to 
5 μm) and the 8.0 to 12 μm LWIR spectral band. The contrast in the MWIR bands at 300 K is 3.5 to 
4 percent compared to 1.6 percent for the LWIR band. While daytime MWIR contrast is even higher 
due to reflected sunlight, an LWIR FPA offers higher sensitivity if it has the larger capacity needed 
for storing the larger amounts of photogenerated (due to the higher background flux) and detector-
generated carriers (due to the narrow bandgap). The photon contrast and the background flux are 
key parameters that determine thermal resolution as will be described later under “Performance 
Figures of Merit.”
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33.6  IMAGING DETECTORS

Scanning and Staring Arrays

The two basic types of FPA are scanning and staring. The simplest scanning device consists of a 
linear array as shown in Fig. 2a. An image is generated by scanning the scene across the strip. Since 
each detector scans the complete horizontal field-of-view (one video raster line) at standard video 
frame rates, each resolution element or pixel has a short integration time and the total detected 
charge can usually be accommodated.

A staring array (Fig. 2b) is the two-dimensional extension of a scanning array. It is self-scanned 
electronically, can provide enhanced sensitivity, and is suitable for lightweight cameras. Each pixel 
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FIGURE 1 Spectral photon contrast in the MWIR and LWIR.
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FIGURE 2 Scanning (a) and staring (b) focal plane arrays.
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INFRARED DETECTOR ARRAYS  33.7

is a dedicated resolution element, but synchronized dithering of sparsely populated arrays is some-
times used to enhance the effective resolution, minimize spatial aliasing, and increase the effec-
tive number of pixels. Although theoretically charge can be integrated for the full frame time, the 
charge-handling capacity is inadequate at terrestrial LWIR backgrounds.

Detectors

Infrared detectors convert IR photons and energy to electrical signals. Many types are used in FPAs 
(as shown in Fig. 32) including photon and thermal detectors that address diverse requirements 
spanning operating temperatures from 4 K to room temperature. Figure 4 compares the quantum 
efficiencies of several detector materials.

Intrinsic detectors3 usually operate at higher temperatures than extrinsic devices, have higher 
quantum efficiencies, and dissipate less power. Backside-illuminated devices, consisting of an 
absorbing epitaxial layer on a transparent substrate, are used in hybrid FPAs and offer the advantages 
of nearly 100 percent active detector area, good mechanical support, and high quantum efficiency. 
The most popular intrinsic photovoltaics are HgCdTe and InSb. These detectors are characterized by 
their quantum efficiency (h), zero-bias resistance (R0), reverse-bias resistance (Rr), junction ideality 
or diffusion constant n, excess noise (if any) versus bias, and reverse-bias breakdown voltage (Vbr),
which is sometimes defined as the voltage where Rr = R0.

PtSi is a photovoltaic Schottky barrier detector (SBD) which is the most mature for large mono-
lithic FPAs. IR detection is via internal photoemission over a Schottky barrier (0.21 to 0.23 eV). 
Characteristics include low (≈0.5 percent for broadband 3.5 to 5.0 μm) but very uniform quantum 
efficiency, high producibility that is limited only by the Si readout circuits, full compatibility with 
VLSI technology, and soft spectral response with peak below 2 μm and zero response just beyond 
6 μm. Internal photoemission dark current requires cooling below 77 K.

HgCdTe is the most popular intrinsic photoconductor, and various linear arrays in several 
scanning formats are used worldwide in first-generation FLIRs. For reasons of producibility and 
cost, HgCdTe photoconductors have historically enjoyed a greater utilization than PV detectors 
despite the latter’s higher quantum efficiency, higher D∗ by a factor of (2hpυ /hpc)

1/2, and superior 
modulation transfer function (MTF). Nevertheless, not all photoconductors are good candidates 
for FPAs due to their low detector impedance. This includes the intrinsic materials InSb and 
HgCdTe.

The most popular photoconductive material system for area arrays is doped extrinsic silicon 
(Si: x; where x is In, As, Ga, Sb, etc.), which is made in either conventional or impurity band con-
duction [IBC or blocked impurity band (BIB)] technologies. Early monolithic arrays were doped-Si 
devices, due primarily to compatibility with the silicon readout. Extrinsic photoconductors must 
be made relatively thick (up to 30 mils; doping density of IBCs, however, minimizes this thickness 
requirement but does not eliminate it) because they have much lower photon capture cross section 
than intrinsic detectors. This factor adversely affects their MTF in systems having fast optics.

Historically, Si:Ga and Si:In were the first mosaic focal plane array PC detector materials because 
early monolithic approaches were compatible with these dopants. Nevertheless, problems in fabri-
cating the detector contacts, early breakdown between the epitaxial layer and the detector material 
(double injection), and the need for elevated operating temperatures helped force the general move 
to monolithic PtSi and intrinsic hybrids.

The most advanced extrinsic photoconductors are IBC detectors using Si:As and Si:Ga.4 These 
have reduced recombination noise (negating the √2 superiority in S/N that PV devices normally 
have) and longer spectral response than standard extrinsic devices due to the higher dopant levels. 
IBC detectors have a unique combination of PC and PV characteristics, including extremely high 
impedance, PV-like noise (reduced recombination noise since IBC detectors collect carriers both 
from the continuum and the “hopping” impurity band), linear photoconductive gain, high unifor-
mity, and superb stability. The photo-sensitive layer in IBCs is heavily doped to achieve hopping-
type conduction. A thin, lightly doped (1010/cm2) silicon layer blocks the hopping current before 
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INFRARED DETECTOR ARRAYS  33.9

it reaches the device electrode to reduce noise. Specially doped IBCs (see cross-sectional views in 
Fig. 3) operate as solid-state photomultipliers (SSPM) and visible light photon counters (VLPC) in 
which photoexcited carriers are amplified by impact ionization of impurity-bound carriers.5 The 
amplification allows counting of individual photons at low flux levels. Standard SSPMs respond 
from 0.4 to 28 μm.

An alternative custom tunable detector is the GaAs/AlGaAs quantum well infrared photodetec-
tor (QWIP). Various QWIP photoconductive6 and photovoltaic7 structures are being investigated 
as low-cost alternatives to II-VI LWIR detectors like HgCdTe. Infrared detection in the typical PC 
QWIP is via intersubband or bound-to-extended-state transitions within the multiple quantum well 
superlattice structure. Due to the polarization selection rules for transitions between the first and 
second quantum wells, the photon electric field must have a component parallel to the superlattice 
direction. Light absorption in n-type material is thus anisotropic with zero absorption at normal 
incidence. The QWIP detector’s spectral response is narrowband, peaked about the absorption 
energy. The wavelength of peak response can be adjusted via quantum well parameters and can be 
made bias-dependent.

Various bolometers, both resistive and capacitive (pyroelectric), are also available. Bolometers 
sense incident radiation via energy absorption and concomitant change in device temperature 
in both cooled moderate-performance and uncooled lower-performance schemes. Much recent 
research, which was previously highly classified, has focused on both hybrid and monolithic 
uncooled arrays and has yielded significant improvements in the detectivity of both resistive and 
capacitive bolometer arrays. The resistive bolometers currently in development consist of a thin film 
of a temperature-sensitive resistive material film which is suspended above a silicon readout. The 
pixel support struts provide electrical interconnect and high thermal resistance to maximize pixel 
sensitivity. Recent work has focused on the micromachining necessary to fabricate mosaics with low 
thermal conductance using monolithic methodologies compatible with silicon.
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FIGURE 4 Quantum efficiency versus wavelength for several detector materials.
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33.10  IMAGING DETECTORS

Capacitive bolometers sense a change in elemental capacitance and require mechanical chopping 
to detect incident radiation. The most common are pyroelectric detectors. J. Cooper8 suggested the 
use of pyroelectric detectors in 1962 as a possible solution for applications needing a low-cost IR 
FPA with acceptable performance. These devices have temperature-dependent spontaneous polar-
ization. Ferroelectric detectors are pyroelectric detectors having reversible polarization. There are 
over a thousand pyroelectric crystals, including several popularly used in hybrid FPAs; e.g. lithium 
tantalate (LiTaO3), triglycine sulfate (TGS), and barium strontium titanate9 (BaSrTiO3). 

33.3 MONOLITHIC FPAs

A monolithic FPA consists of a detector array and the readout multiplexer integrated on the same 
substrate. The progress in the development of the monolithic FPAs in the last two decades has been 
strongly influenced by the rapid advances in the silicon VLSI technology. Therefore, the present 
monolithic FPAs can be divided into three categories reflecting their relationship to the silicon 
VLSI technology. The first category includes the “complete” monolithic FPAs in which the detec-
tor array and the readout multiplexer are integrated on the same silicon substrate using processing 
steps compatible with the silicon VLSI technology. They include the extrinsic Si FPAs reported 
initially in the 1970s,10 FPAs with Schottky barrier,11 heterojunction detector FPAs, and microbo-
lometer FPAs.12

The second category will be referred to here as the “partial monolithic” FPAs. This group includes 
narrowband detector arrays of HgCdTe13 and InSb14 integrated on the same substrate only with the 
first level of multiplexing, such as the row and column readout from a two-dimensional detector 
array. In this case the multiplexing of the detected signal is completed by additional silicon IC chips 
usually packaged on the imager focal plane.

The third category represents “vertically integrated” photodiode (VIP) FPAs. These FPAs are 
functionally similar to hybrids in the sense that a silicon readout multiplexer is used with the narrow-
bandgap HgCdTe detectors. However, while in the hybrid FPA the completed HgCdTe detector array 
is typically connected by pressure contacts via indium bumps to the silicon multiplex pads; in the 
case of the vertically integrated FPAs, HgCdTe chips are attached to a silicon multiplexer wafer and 
then the fabrication of the HgCdTe photodiodes is completed including the deposition and the defi-
nition of the metal connections to the silicon readout multiplexer.

In the following sections we will review the detector readout structures, and the main mono-
lithic FPA technologies. It should also be noted that most of the detector readout techniques and 
the architectures for the monolithic FPAs were originally introduced for visible silicon imagers. This 
heritage is reflected in the terminology used in the section.

Architectures

The most common structures for the photon detector readout and architectures of monolithic FPAs 
are illustrated schematically in Figs. 5 and 6.

MIS Photogate FPAs: CCD, CID, and CIM Most of the present monolithic FPAs use either MIS 
photogates or photodiodes as the photon detectors. Figure 5 illustrates a direct integration of the 
detected charge in the potential well of a MIS (photogate) detector for a charge coupled device 
(CCD) readout in (a), a charge injection device (CID) readout in (b), and a charge-integration 
matrix (CIM) readout in (c). The unique characteristic of the CCD readout is the complete transfer 
of charge from the integration well without readout noise. Also in a CCD FPA the detected charge, 
QD, can be transferred via potential wells along the surface of the semiconductor that are induced 
by clock voltages but isolated from the electrical pickup until it is detected by a low-capacitance 
(low kTC noise) on-chip amplifier. However, because of the relatively large charge transfer losses 
(~10−3 per transfer) and a limited charge-handling capacity, the use of nonsilicon CCD readout has 
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INFRARED DETECTOR ARRAYS  33.11

been limited mainly to HgCdTe TDI FPAs. Such TDI imager is shown in Fig. 6a as a frame transfer 
(FT) type CCD area imager performing a function of a line sensor with the effective optical integra-
tion time increased by the number of TDI elements (CCD stages) in the column CCD registers. In 
this imager the transfer of the detected charge signal between CCD wells of the vertical register is 
adjusted to coincide with the mechanical motion of the image.

In the FT-CCD TDI FPA, the vertical registers perform the functions of charge detection and 
integration as well as transfer. The detected image is transferred one line at a time from the paral-
lel vertical registers to the serial output registers. From there it is transferred at high clock rate to 
produce the output video. Similar TDI operation can also be produced by the interline-transfer 
(IT) CCD architecture shown in Fig. 6e. However, in the case of IT-CCD readout, the conversion of 
infrared radiation into charge signal photodetection is performed by photodiodes.

In the CID readout, see Fig. 5b, the detected charge signal is transferred back and forth between 
the potential wells of the MIS photogates for nondestructive X-Y addressable readout, ΔV(QD), that 
is available at a column (or a row) electrode due to the displacement current induced by the transfer 
of the detected charge signal, QD. At the end of the optical integration time, the detected charge is 
injected into the substrate by driving both MIS capacitors into accumulation.

CID FPAs with column readout for single-output-port and parallel-row readout are illustrated 
schematically in Fig. 6b and c, respectively. Another example of a parallel readout is the CIM FPA 
shown in Fig. 6d. The parallel readout of CID and CIM FPAs is used to overcome the inherent limi-
tation on charge-handling capacity of these monolithic FPAs by allowing a short optical integration 
time with fast frame readout and off-chip charge integration by supporting silicon ICs.

Silicon FPAs: IT-CCD, CSD, and MOS FPAs The monolithic FPAs fabricated on silicon substrate 
take advantage of well-developed silicon VLSI process technology. Therefore, silicon (Eg = 1.1 eV), 
which is transparent to infrared radiation having wavelength longer than 1.0 μm, is often used to 
produce monolithic CCD and MOS FPAs with infrared detectors that can be formed on silicon 
substrate. In the 1970s there was great interest in the development of monolithic silicon FPAs 
with extrinsic Si:In and Si:Ga photoconductors. However, since the early 1980s most progress was 
reported on monolithic FPAs with Schottky-barrier photodiodes, GeSi/Si heterojunction photodi-
odes, vertically integrated photodiodes, and resistive microbolometers. With the exception of the 
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FIGURE 5 Photodetector readout structures.
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33.12  IMAGING DETECTORS

resistive microbolometers, in the form of thin-film semiconductor photoresistors formed on micro-
machined silicon structures, all of the above infrared detectors can be considered to be photodiodes 
and can be read out either by IT-CCD or MOS monolithic multiplexer.

The photodiode (PD) CCD readout, see Fig. 5d, is normally organized as the interline-transfer (IT) 
CCD staring FPA, shown in Fig. 6e. The IT-CCD readout has been used mostly for PtSi Schottky-
barrier detectors (SBDS). The operation of this FPA consists of direct integration of the detected 
charge signal on the capacitance of the photodiode. At the end of the optical integration time, a 
frame readout is initiated by a parallel transfer of the detected charge from the photodiodes to the 
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parallel vertical CCD registers. From there the detected image moves by parallel transfers one line at 
a time into the horizontal output register for a high-clock-rate serial readout.

The design of the Schottky-barrier IT-CCD FPA involves a trade-off between fill factor (repre-
senting the ratio of the active detector area to the pixel area) and maximum saturation charge signal 
(Qmix). This trade-off can be improved by the charge sweep device (CSD) architecture, shown in 
Fig. 6f, that has also been used as a monolithic readout multiplexer for PtSi and IrSi SBDs.

In CSD FPA the maximum charge signal is limited only by the SBD capacitance since its opera-
tion is based on transferring the detected charge signal from one horizontal line corresponding to 
one or two rows of SBDs (depending on the type of the interlacing used) into minimum geometry 
vertical CCD registers. During the serial readout of the previous horizontal line, the charge signal is 
swept into a potential well under the storage gate by low-voltage parallel clocking of the vertical reg-
isters. Then, during the horizontal blanking time, the line charge signal is transferred in parallel to 
the horizontal CCD register for serial readout during the next horizontal line time.

The main advantage of the silicon CCD multiplexer is relatively low readout noise, from a few elec-
trons to the order of several tens of electrons (depending on video rate, sense capacitance, and CCD 
technology), so that a shot-noise-limited operation can be achieved at relatively low signal levels. 
But as the operating temperature is lowered below 60 K, the charge transfer losses of buried-channel 
CCDs (BCCDs) become excessive due to the freeze-out of the BCCD implant. Therefore, detectors 
requiring operation at 40 K or lower are more compatible with MOS readout device technology.

Photodiode (PD) MOS readout (see Fig. 5e) represents another approach to construction of an 
X-Y addressable silicon multiplexer. These types of monolithic MOS multiplexers used for readout 
of PtSi SBDs are illustrated in Fig. 6g and h.

A single-output-port FPA with one MOSFET switch per detector, MOS (1T), is shown in Fig. 6g. 
During FPA readout, the vertical scan switch transfers the detected charge signal from one row of 
detectors to the column lines. Then the column lines are sequentially connected by MOSFET switches 
to the output sense line under the control of the horizontal scan switch. The main limitation of the 
MOS (IT) FPA is a relatively high readout noise (on the order of 100 electrons/pixel) due to sensing 
of small charge signals on large-capacitance column lines. This readout noise can be decreased with 
a row readout MOS (2T) FPA having two MOSFET switches per detector. In this case, low readout 
noise can be achieved using current sensing, it is limited by the noise of the amplifier, and for voltage 
sensing it can be reduced by correlated double sampling (CDS).15 A readout noise of 300 rms electrons/
pixel was achieved at Sarnoff for a 640 × 480 low-noise PtSi MOS (2T) FPA designed with row buffers 
and 8:1 multiplexing of the output lines;16 2T MOS FPA read noise of 60e− was later achieved by read-
ing via capacitive transimpedance amplifier column buffers in 0.5 μm CMOS technology.17

An alternative form of the MOS (IT) FPA architecture is an MOS FPA with parallel column read-
out for fast frame operation. This silicon VIP FPA, resembling CIM architecture in Fig. 6d, can be 
used with HgCdTe vertically integrated PV detectors.

Direct-Charge-Injection Silicon FPAs All of the silicon monolithic FPAs thus far described use 
separately defined detectors. A direct-charge-injection type monolithic silicon FPA with a single 
detector surface is a PtSi direct Schottky injection (DSI) imager that is made on thinned silicon 
substrate having a CCD or MOS readout on one side and PtSi SBD charge-detecting surface on the 
other side.18 A cross-sectional area of one pixel of this FPA for IT-CCD readout is shown in Fig. 5f. 
In the operation of this imager, the p-type buried-channel CCD formed in an n-well removes charge 
from a P+ charge-collecting electrode that in turn depletes a high-resistivity p-type substrate. Holes 
injected from the PtSi SBD surface into the p-type substrate drift through the depleted p-type sub-
strate to the P+ charge-collecting electrode. The advantages of the DSI FPA include 100 percent fill 
factor, a large maximum charge due to the large capacitance between the charge collecting electrode 
and the overlapping gate, and that the detecting surface does not have to be defined. A 128 × 128 IT-
CCD PtSi DSI FPA was demonstrated;19 however, the same basic structure could also be used with 
other internal photoemission surfaces such as IrSb or Ge:Si.

Microbolometer FPAs A microbolometer FPA for uncooled applications consists of thin-film 
semiconductor photoresistors micromachined on a silicon substrate. The uncooled IR FPA is 
fabricated as an array of microbridges with a thermoresistive element in each microbridge. The 
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33.14  IMAGING DETECTORS

resistive microbolometers have high thermal coefficient of resistance (TCR) and low thermal con-
ductance between the absorbing area and the readout circuit which multiplexes the IR signal. As 
each pixel absorbs IR radiation, the microbridge elemental resistance changes accordingly with its 
temperature.

Metal films have traditionally been used to make the best bolometer detectors because of their 
low 1/f noise. These latest devices use semiconductor films of 500 Å thickness having TCR of 
2 percent per °C. The spacing between the microbridge and the substrate is selected to maximize the 
pixel absorption in the 8- to 14-μm wavelength range. Standard photolithographic techniques pat-
tern the thin film to form detectors for individual pixels. The thin film TCR varies over an array by 
±1 percent, and produces responsivity of 70,000 V/W in response to 300 K radiation. This has been 
sufficient to yield 0.1°C NE ΔT with an f/1 lens. Potential low-cost arrays at prices similar to that of 
present large IC memories are possible with this technology.

Scanning and Staring Monolithic FPAs

In an earlier section we have reviewed the available architectures for the construction of two-dimensional 
scanning TDI, scanning, and staring FPAs. The same basic readout techniques, however, are also 
used for line-sensing imagers with photodiodes and MIS photogate detectors. For example, a line-
scanning FPA corresponds to a vertical column CCD with the associated photodiodes of an IT-
CCD, a column readout CID, a MOS (IT) FPA with only one row of detectors. However, since the 
design of a staring FPA is constrained by the size of the pixels, there is more space available for the 
readout multiplexer of a line of detectors. Therefore, design of the monolithic silicon multiplexer for 
a line detector array may also resemble the complexity of silicon multiplexer for hybrid FPAs.

33.4 HYBRID FPAs

Hybrid FPAs are made by interconnecting, via either direct or indirect means, a detector array to a 
multiplexing readout. Several approaches are pursued in both two- and three-dimensional configu-
rations. Hybrids are typically made by either epoxying detector material to a processed silicon wafer 
(or readout) and subsequently forming the detectors and electrical interconnects by, for example, 
ion-milling; by mating a fully processed detector array to a readout to form a “two-dimensional” 
hybrid;20 or by mating a fully processed detector array to a stack of signal processors to form a three-
dimensional stack (Z-hybrid or “3D-IC”). The detector is usually mounted on top of the multiplexer 
and infrared radiation impinges on the backside of the detector array. Indium columns typically 
provide electrical and, often in conjunction with various epoxies, mechanical interconnect.

Hybrid methodology allows independent optimization of the detector array and the readout. 
Silicon is the preferred readout material due to performance and the leveraging of the continuous 
improvements funded by commercial markets. Diverse state-of-the-art processes and lithography 
are hence available at a fraction of their original development cost.

Thermal expansion match In a hybrid FPA, the detector array is attached to a multiplexer 
which can be of a different material. In cooling the device from room temperature to operating 
temperature, mechanical strain builds up in the hybrid due to the differing coefficients of thermal 
expansion. Hybrid integrity requires detector material that has minimum thermal expansion mis-
match with silicon. Based on this criterion, the III-V and II-VI detectors are favored over Pb-salts. 
Silicon-based detectors are matched perfectly to the readout; these include doped-Si and PtSi. The 
issue of hybrid reliability has prompted the fabrication of II-VI detectors on alternative substrates to 
mitigate the mismatch. HgCdTe, for example, is being grown on sapphire (PACE-I),21 GaAs (liftoff 
techniques are available for substrate thinning or removal), and silicon in addition to the lattice-
matched Cd(Zn)Te substrates. Detector growth techniques22 include liquid phase epitaxy and vapor 
phase epitaxy (VPE). The latter includes metal organic chemical vapor deposition (MOCVD) and 
molecular beam epitaxy (MBE).
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Hybrid Readout

Hybrid readouts perform the functions of detector interface, signal processing, and video multiplexing.23 
The hybrid FPA readout technologies include

• Surface channel charge coupled device (SCCD)

• Buried channel charge coupled device (BCCD)

• x-y addressed switch-FET (SWIFET) or direct readout (DRO) FET arrays

• Combination of MOSFET and CCD (MOS/CCD)

• Charge-injection device (CID)

Early hybrid readouts were either CIDs24 or CCDs, and the latter are still popular for silicon mono-
lithics. However, x-y arrays of addressed MOSFET switches are superior for most hybrids for reasons 
of yield, design flexibility, simplified interface, and direct leveraging of Moore’s Law for ongoing 
improvements and cost reduction. The move to the FET-based, direct readouts is key to the dramatic 
improvements in staring array producibility and is a consequence of the spin-off benefits from the 
silicon memory markets. DROs are fabricated with high yield and are fully compatible with advanced 
processes that are available at captive and commercial foundries. We will thus focus our discussion 
on these families. Though not extensively, CCDs are still sometimes used in hybrid FPAs.25

Nonsilicon readouts Readouts have been developed in Ge, GaAs, InSb, and HgCdTe. The readout 
technologies include monolithic CCD, charge-injection device (CID), charge-injection matrix (CIM), 
enhancement/depletion (E/D) MESFET (GaAs), complementary heterostructure FET (C-HFET; 
GaAs),26 and JFET (GaAs and Ge). The CCD, CID, and CIM readout technologies generally use MIS 
detectors for monolithic photon detection and signal processing.

The CID and CIM devices rely on accumulation of photogenerated charge within the depletion 
layer of a MIS capacitor that is formed using a variety of passivants (including CVD and photo-SiO2, 
anodic SiO2, and ZnS). A single charge transfer operation then senses the accumulated charge. Device 
clocking and signal readout in the CIDs and CIMs relies on support chips adjacent to the monolithic 
IR FPA. Thus, while the FPA is monolithic, the FPA assembly is actually a multichip hybrid.

CCDs have been demonstrated in HgCdTe and GaAs.27 The n-channel technology is preferred 
in both materials for reasons of carrier mobility and device topology. In HgCdTe, for example, 
n-MOSFETs with CVD SiO2 gate dielectric have parametrics that are in good agreement with basic 
silicon MOSFET models. Fairly elaborate circuits have been demonstrated on CCD readouts, e.g., an 
on-chip output amplifier containing a correlated double sampler (CDS).

GaAs has emerged as a material that is very competitive for niche applications including IR 
FPAs. Since GaAs has very small thermal expansion mismatch with many IR detector materials 
including HgCdTe and InSb, large hybrids are possible, and VPE detector growth capability sug-
gests future development of composite monolithic FPAs. The heterostructure (H-)MESFET and 
C-HFET technologies are particularly interesting for IR FPAs because low 1/f noise has been dem-
onstrated; noise spectral densities at 1 Hz of as low as 0.5 μV/√Hz for p-HIGFET and 2 μV/√Hz 
for the enhancement H-MESFET28 at 77 K have been achieved. The H-MESFET has the advantage 
of greater fabrication maturity (16 K SRAM and 64 × 2 readout demonstrated), but the C-HFET 
offers lower power dissipation.

Direct Readout Architectures The DRO multiplexer consists of an array of FET switches. The basic 
multiplexer has several source follower stages that are separated at the cell, row, and column levels by 
MOSFET switches which are enabled and disabled to perform pixel access, reset, and multiplexing. The 
signal voltage from each pixel is thus direct-coupled through the cascaded source follower architec-
ture as shown, for example, in Fig. 7. Shift registers generate the various clock signals; a minimum 
of externally supplied clocks is required. Since CMOS logic circuitry is used, the clock levels do not 
require precise adjustment for optimum performance. The simple architecture also gives high func-
tional yield even in readout materials less mature than silicon.
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33.16  IMAGING DETECTORS

Owing to the relatively low internal impedances beyond the input circuit, multiplexer noise is usu-
ally negligible. The inherent dynamic range is often >100 dB and the FPA dynamic range is limited only 
by the output-referred noise of the input circuit and the maximum signal excursion. The minimum 
read noise for DROs in imaging IR FPAs is typically capacitor reset noise. Correlated double samplers 
are thus used to suppress the reset noise for highest possible SNR at low integrated signal level.

In addition to excellent electrical characteristics, the DRO has excellent electro-optical properties 
including negligible MTF degradation and no blooming. Crosstalk in DRO-based FPAs is usually 
detector-limited since the readouts typically have low (<0.005 percent) electrical crosstalk. DROs 
also have higher immunity to clock feedthrough noise due to their smaller clock capacitances. 
Substrate charge pumping, which causes significant FET backgating29 and transconductance degra-
dation in SCCDs, is low in DROs.

X-Y addressing and clock generation Both static and dynamic shift registers are used to gener-
ate the clock signals needed for cell access, reset, and pixel multiplexing. Static registers offer robust 
operation and increased hardness to ionizing radiation in trade for increased FET count and prefer-
ence for CMOS processes. Dynamic registers use fewer transistors in NMOS or PMOS processes, but 
require higher voltages, have lower maximum clocking rate, and must be carefully designed to avoid 
being affected by incident radiation.

Dynamic shift registers use internal bootstrapping to regenerate the voltage at each tap. The circuit 
techniques limit both the lowest and highest clock rates and require fine-tuning of the MOSFET 
design parameters for the specific operating frequency. More importantly, the high internal voltages 
stress conventional CMOS processes.

Electronically scanned staring FPAs The inability to integrate photogenerated charge for full 
staring frame times is often handled by integration time management. Since the photon background 
for the full 8- to 12-μm spectral band is over two orders of magnitude larger than the typical MWIR 
passband, and since the LWIR detector dark current is several orders of magnitude larger than 
similarly sized MWIR devices, LWIR FPA integration duty cycle can be quite poor. It is sometimes 
prudent to concede the limited duty cycle by electronically scanning the staring readout. Electronic 
scanning refers to a modified staring FPA architecture wherein the FPA is operated like a scanning 
FPA but without optomechanical means. Sensitivity is enhanced beyond that of a true scanning FPA 
by, for example, using multiple readout bus lines to allow integration times longer than one row 
time. The sharing reduces circuit multiplicity and frees unit cell real estate to share circuitry and 
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FIGURE 7 Direct readout schematic (shown with direct injection 
input).
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larger integration capacitance, and to use the otherwise parasitic bus capacitance to further increase 
capacity. More charge can thus be integrated even though the duty cycle is preset to 1/N, where N is 
the number of elements on each common bus.

Time delay integration scanning FPAs While no longer extensively used for staring readouts, 
SCCDs are used in scanning readouts to incorporate on-focal plane TDI since they have higher 
dynamic range than FET bucket brigades. Dynamic range >72 dB and as high as 90 dB are typi-
cally achieved with high TDI efficacy. Two architectures dominate. In one, the CCD is integrated 
adjacent to the input circuit in a contiguous unit cell. In the second, the input circuit is segregated 
from the CCD in a sidecar configuration. The latter offers superior cell-packing density and on-chip 
signal processing in trade for circuit complexity. Figure 8 shows the schematic circuit for a channel 
of a scanning readout having capacitive transimpedance amplifier input circuit (discussed earlier), 
common TDI channel bus, and fill-and-spill30 input to a sidecar SCCD TDI. This scheme integrates 
CMOS and CCD processes for much on-chip signal processing in very fine orthoscan pitch.31

The readout conversion factor, i.e., volts out per electrons in, for the sidecar CTIA scheme is
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where CF/S is the fill-and-spill gate capacitance, CT is the integration/feedback capacitance, AVx char-
acterizes the various source follower gains, and Cout is the sense node capacitance at the CCD output. 
The ratio of CF/S to CT sets a charge gain that allows design-tailoring for managing dynamic range or 
lowering input-referred noise. High charge-gain yields read noise that is limited by the input circuit 
and not by the transfer noise32 of the high-carrier-capacity SCCD.

MOSFET bucket brigades are also used as TDI registers since simpler, all-MOS designs and pro-
cesses can be used. Advantages include compatibility with standard MOS and CMOS, and capability 
for external clocking using specific CMOS-compatible clock levels. The latter potential advantage is 
mitigated in the sidecar TDI scheme by appropriately sizing the SCCD registers and the charge gain 
to yield the desired CCD clock levels, for example. Disadvantages include higher TDI register noise 
due to kTC noise being added at each transfer and limited signal excursion.
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FIGURE 8 Sidecar TDI with capacitive transimpedance amplifier input circuit.
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Output circuits Output circuitry is usually kept to a minimum to minimize power dissipation. 
Circuit design thus tends to focus on the trades between voltage-mode and current-mode output 
amplifiers, although on-chip signal processing is now at system-on-chip (SoC) level of sophistica-
tion, including low-speed A/D conversion, switched-capacitor filtering,33 and on-chip nonunifor-
mity correction. Voltage-mode outputs offer better S/N performance across a wider range in back-
grounds for a given readout transimpedance. Current-mode outputs offer wider bandwidth and 
better drive capability at higher clock frequencies.

Detector Interface: Input Circuit After the incoming photon flux is converted into a signal by the 
detector, it is coupled into the readout via a detector interface circuit.34 Signal input is optical in 
a monolithic FPA, so signal conditioning is limited. In hybrid FPAs and some composite material 
monolithics, the signal is injected electrically into the readout. The simplest input schemes offer-
ing the highest mosaic densities include direct detector integration (DDI) and direct injection (DI). 
More complex schemes trade simplicity for input impedance reduction [buffered direct injection 
(BDI) and capacitive transimpedance amplification (CTIA)], background suppression (e.g., gate 
modulation), or ultralow read noise with high speed (CTIA). We briefly describe the more popular 
schemes and their performance. Listed in Table 1 are approximate performance-describing equa-
tions for comparing the circuits schematically shown in Fig. 9.

Direct detector integration Direct detector integration (Fig. 9a), also referred to as source fol-
lower per detector (SFD), is used at low backgrounds and long frame times (frame rates typically 
≤15 Hz in large staring arrays). Photocurrent is stored directly on the detector capacitance, thus 
requiring the detector to be heavily reverse-biased to maximize dynamic range. The changing detec-
tor voltage modulates the gate of a source follower whose drive FET is in the cell and whose current 
source is common to all the detectors in a column or row. The limited cell area constrains the source 
followers’ drive capability and thus the bandwidth.

The DDI unit cell typically consists of the drive FET, cell enable transistor(s), and reset 
transistor(s). A detector site is read out by strobing the appropriate row clock, thus enabling the out-
put source follower. The DDI circuit is capable of read noise as low as a few electrons per pixel.

Direct injection Direct injection (Fig. 9b) is perhaps the most widely used input circuit due to 
its simplicity and high performance. The detector directly modulates the source of a MOSFET. The 
direct coupling requires that detectors with p-on-n polarity, as is the case with InSb and most pho-
tovoltaic LWIR detectors, interface p-type FETs (and vice versa) for carrier collection in the integra-
tion capacitor. In surface channel CCDs, the input transistor’s drain is virtual, as formed by a fully 
enhanced well, and often doubles as the integration capacitor.

Practical considerations, including limited charge-handling capacity, constrain the DI input to oper-
ation with high-impedance MWIR or limited cutoff (lc ≤9.5 μm) LWIR detectors. The associated back-
ground photocurrent for the applications where direct injection can be used mandates that the DI FET 
operate subthreshold.35 The subthreshold gate transconductance, gm, is independent of FET geometry:36
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where Rdet and Cdet are the detectors’ dynamic resistance and capacitance, respectively. Poor DI circuit 
bandwidth occurs at low-photon backgrounds due to low gm.
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33.20  IMAGING DETECTORS

The injection efficiency varies across an FPA due to FET threshold, detector bias, and detector 
resistance nonuniformity. Changes in detector current create detector bias shifts since the input 
impedance is relatively high. In extreme cases a large offset in threshold gives rise to excess detector 
leakage current and 1/f noise, in addition to fixed pattern noise. The peak-to-peak threshold voltage 
nonuniformity spans the range from ≈1 mV for silicon p-MOSFETs to over 125 mV for some GaAs-
based readouts.

Depending upon the interface to the multiplexing bus, the noise-limiting capacitance, Cinput, is 
approximately the integration capacitance or the combined integration and bus capacitance. Some 
direct-injection cells are thus buffered with a source follower (see Fig. 7). Omitting the source fol-
lower reduces the readout transimpedance (due to charge splitting between the integration capacitor 
and thus bus line capacitance) in trade for larger integration capacitance since more unit-cell real 
estate is available.

Increasing the pixel density has required a continuing reduction in cell pitch. Figure 10 plots 
the charge-handling capacity as functions of cell pitch and minimum gate length for representa-
tive DI designs using the various minimum feature lengths. Also plotted is the maximum capacity 
assuming the cell is composed entirely of integration capacitor (225 ÅiO2). A 27-μm DI cell, fabri-
cated in 1.25-μm CMOS, thus had similar cell capacity as an earlier 60-μm DI cell in 3-μm CMOS. 
Limitations on cell real estate, operating voltage, and the available capacitor dielectrics nevertheless 

FIGURE 9 Hybrid FPA detector interface circuits.
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INFRARED DETECTOR ARRAYS  33.21

dictate maximum integration times that are often shorter than the total frame time. This duty 
cycling equates to degradation in detective quantum efficiency.

Buffered direct injection A significant advantage of the source-coupled input is MOSFET noise 
suppression. This suppression is implied in the hBLIP expression shown in Table 1. When injection 
efficiency is poor, however, MOSFET noise becomes a serious problem along with bandwidth. These 
deficiencies are ameliorated via buffered direct injection (BDI),37 wherein a feedback amplifier with 
open-loop gain −Av (Fig. 9c) is added to the DI circuit. The buffering increases injection efficiency to 
near-unity, increases bandwidth by orders of magnitude, and suppresses the DI FET noise.

BDI has injection efficiency

 η
ωυ υ

inj ≅
+

+ + + +
g R A

g R A j R A
m V

m

det

det det

(

( ) [(

1

1 1 1 )) ]detC Camp +  (7)

where Camp is the Miller capacitance of the amplifier. Circuit bandwidth is maximized by lowering 
the amplifiers’ Miller capacitance to provide detector-limited frequency response that is lower than 
that possible with DI by the factor (1 + AV).

The noise margin of the BDI circuit is superior to DI, even though two additional noise sources 
associated with the feedback amplifier are added. The dominant circuit noise stems from the drive 
FET in the amplifier. The noise power for frequencies less than 1/(2pRdetCdet) is directly propor-
tional to the detector impedance. Amplifier noise is hence a critical issue with low impedance (<1 
MΩ) detectors including long wavelength photovoltaics operating at temperatures above 80 K.

Chopper-stabilized buffered direct injection The buffered direct injection circuit has high 1/f 
noise with low-impedance detectors. While the MOSFET 1/f noise can be suppressed somewhat by 
reverse-biasing the detectors to the point of highest resistance, detector 1/f noise may then dominate. 
Other approaches include enlarging MOSFET gate area, using MOS input transistors in the lateral 
bipolar mode, or using elaborate circuit techniques such as autozeroing and chopper stabilization. 
Chopper stabilization is useful if circuit real estate is available, as in a scanning readout. Figure 9d
shows a block diagram schematic circuit of chopper-stabilized BDI.
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FIGURE 10 Direct injection charge-handling capacity 
versus cell pitch for standard CMOS processes.

33_Bass_v2ch33_p001-034.indd 33.21 8/21/09 5:18:44 PM

DO
 N

OT
 D

UP
LI

CA
TE



33.22  IMAGING DETECTORS

Chopper stabilization refers to the process of commutating the integrating detector node between 
the inverting and noninverting inputs of an operational amplifier having open-loop gain, A V . This 
chopping process shifts the amplifier’s operating frequency to higher frequencies where the amplifi-
er’s noise is governed by white noise, not 1/f noise. At chopping frequencies fchop>>fk, the equivalent 
low-frequency input noise of the chopper amplifier is equal to the original amplifier white-noise 
component.38 The amplifier’s output signal is subsequently demodulated and filtered to remove the 
chopping frequency and harmonics. This scheme also reduces the input offset nonuniformity by the 
reciprocal of the open-loop gain, thereby generating uniform detector bias. Disadvantages include 
high circuit complexity and the possibility of generating excess detector noise via clock feedthrough-
induced excitation of traps, particularly with narrow bandgap photovoltaic detectors.

Gate modulation Signal processing can be incorporated in a small unit cell by using a gate-
modulated input structure (c.f. MOSFET load gate modulation in Fig. 9e).39 The use of an MOSFET 
as an active load device, for example, provides dynamic range management via automatic gain 
control and user-adjustable background pedestal offset since the detector current passes through a 
load device with resistance RLOAD The differential gate voltage applied to the input FET varies for a 
change in photocurrent, ΔIphoto, as

 Δ = ΔV R IG LOAD inj, DI photoη  (8)

The current injected into the integration capacitor is

 I g R Iminput LOAD inj, DI photo= Δη  (9)

The ratio of Iinput to Iphoto is the current gain, AI , which is

 A
g

gI
m

m

=
, LOAD

inj, DIη  (10)

The current gain can self-adjust by orders of magnitude depending on the total detector current. 
Input-referred read noise of tens of electrons has thus been achieved with high-impedance SWIR 
detectors at low-photon backgrounds. The same circuit has also been used at LWIR backgrounds 
with LWIR detectors having adequate impedance for good injection efficiency.

The current gain expression suggests a potential shortcoming for imaging applications since the 
transfer characteristic is nonlinear, particularly when the currents in the load and input FETs differ 
drastically. In conjunction with tight specifications for threshold uniformity, pixel functionality can 
be decreased, dynamic range degraded, and imagery dominated by spatial noise. The rms fractional 
gain nonuniformity (when operating subthreshold) of the circuit is approximately

 
Δ

=
A

A

q

n kT
I

I

VTσ

FET

 (11)

where sVT is the rms threshsold nonuniformity. At 80 K, state-of-the-art sVT of 0.5 mV for a 128 × 
128 FPA, and n = 1, the minimum rms nonuniformity is ≈7 percent.

Capacitive transimpedance amplifier (CTIA) Many CTIAs have been successfully demonstrated. 
The most popular approach uses a simple CMOS inverter40 for feedback amplification (Fig. 9f ). 
Others use a more elaborate differential amplifier. The two schemes differ considerably with respect 
to open-loop voltage gain, bandwidth, power dissipation, and cell real estate. The CMOS inverter-
based CTIA is more attractive for high-density arrays. The latter is sometimes preferred for scanning 
or Z-hybrid applications where real estate is available primarily to minimize power dissipation.41

In either case, photocurrent is integrated directly onto the feedback capacitor of the tran-
simpedance amplifier. The minimum feedback capacitance is set by the amplifier’s Miller capaci-
tance and defines the maximum circuit transimpedance. Since the Miller capacitance can be made 
very small (<5 fF), the resulting high transimpedance yields excellent margin with respect to 
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INFRARED DETECTOR ARRAYS  33.23

downstream system noise. The transimpedance degrades when the circuit is coupled to large detec-
tor capacitances, so reducing pixel size serves to minimize read noise and the circuits’ attractiveness 
will continue to increase in the future.

The CTIA allows extremely small currents to be integrated with high efficiency and tightly 
regulated detector bias. The amplifier open-loop gain, AV, amp, ranges from as low as on the order of 
ten to higher than several thousand for noncascoded inverters, and many thousands for cascoded 
inverter and differential amplifier designs. The basic operating principle is to apply the detector out-
put to the inverting input of a high-gain CMOS differential amplifier operated with capacitive feed-
back. The feedback capacitor is reset at the detector sampling rate. The noise equivalent input voltage 
of the amplifier is referred to the detector impedance, just as in other circuits.

The CTIA’s broadband channel noise sets a lower limit on the minimum achievable read noise, is 
the total amplifier white noise, and can be approximated for condition of large open-loop gain by

 
N

kTC

q

C C

C
C C

C

kTC

L

,

det

det
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fb fb

fb

fb

2

2
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+

+
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⎣

⎢
⎢
⎢
⎢
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⎥
⎥

 (12)

where Cfb is the feedback capacitance including the Miller capacitance and integration capacitance 
and CL is the output load capacitance. This expression provides an intuitive formula for minimizing 
noise: detector capacitance must be low (i.e., minimize detector shunting capacitance which reduces 
closed-loop gain) and output capacitance high (i.e., limit bandwidth). Of the three amplifier noise 
sources listed in Table 1, amplifier 1/f noise is often largest. For this reason, the CMOS inverter-
based CTIA has best performance with p-on-n detectors and p-MOSFET amplifier FET due to the 
lower 1/f noise.

33.5 PERFORMANCE: FIGURES OF MERIT

In the early days of infrared technology, detectors were characterized by the noise equivalent power 
(NEP) in a 1-Hz bandwidth. This was a good specification for single detectors, since their perfor-
mance is usually amplifier limited. The need to compare detector technologies for application to 
different geometries and the introduction of FPAs having high-performance on-board amplifiers 
and small parasitics necessitated normalization to the square root of the detector area for comparing 
S/N. R. C. Jones42 thus introduced detectivity (D∗), which is simply the reciprocal of the normalized 
NEP and has units cm-√Hz/W (or Jones).

While D∗ is well-suited for specifying infrared detector performance, it can be misleading to the 
uninitiated since the D∗ is highest at low background. An LWIR FPA operating at high background 
with background-limited performance (BLIP) S/N can have a D∗ that is numerically lower than for 
a SWIR detector having poor S/N relative to the theoretical limit. Several figures of merit that have 
hence proliferated include other ways of specifying detectivity: e.g., thermal D∗ (D∗ 

th), blackbody 
D∗(D∗

bb), peak D∗ (D∗
lpk), percentage of BLIP (%BLIP or hBLIP), and noise equivalent temperature 

difference (NE ΔT). Since the final output is an image, however, the ultimate figure of merit is how 
well objects of varying size are detected and resolved in the displayed image. The minimum resolv-
able temperature (MRT) is thus a key benchmark. These are briefly discussed in this section.

Detectivity (D *)

D∗ is the S/N ratio normalized to the electrical bandwidth and detector area. In conjunction with the 
optics area and the electrical bandwidth, it facilitates system sensitivity estimation. However, D∗ can 
be meaningless unless the test conditions, including magnitude and spectral distribution of the flux 
source (e.g., blackbody temperature), detector field-of-view, chopping frequency (lock-in amplifier), 
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33.24  IMAGING DETECTORS

background temperature, and wavelength at which the measurement applies. D∗ is thus often quoted 
as “blackbody,” since the spectral responsivity is the integral of the signal and background character-
istics convolved with the spectral response of the detector. D∗

bb specifications are often quantified 
for a given sensor having predefined scene temperature, filter bandpass, and cold shield f/# using a 
generalized expression.

Peak detectivity is sometimes preferred by detector engineers specializing in photon detectors. 
The background-limited peak detectivity for a photovoltaic detector is

 D
Q hcB

λ
η λ

pk

pk∗ =
2

 (13)

and refers to measurement at the wavelength of maximum spectral responsivity. For detector-limited 
scenarios, such as at higher operating temperatures or longer wavelengths (e.g., lc > 12 μm at oper-
ating temperature less than 78 K or lc > 4.4 μm at >195 K), the peak detectivity is limited by the 
detector and not the photon shot noise. In these cases the maximum detector-limited peak D∗ in the 
absence of excess bias-induced noise (both 1/f and shot noise) is

 D
q R A

kT hcλ
η λ

pk
∗ =

2
0  (14)

The R0 A product of a detector thus describes detector quality even though other parameters may 
actually be more relevant for FPA operation.

Percentage of BLIP

Whereas D∗ compares the performance of dissimilar detectors, FPA designers often need to quantify 
an FPA’s performance relative to the theoretical limit at a specific operating background. Percentage 
of BLIP, hBLIP , is one such parameter and is simply the ratio of photon noise to composite FPA noise

 ηBLIP
PHOTON
2

PHOTON
2

FPA
2

=
+

⎛

⎝⎜
⎞

⎠⎟
N

N N

1 2/

 (15)

NEDT

The NE ΔT of a detector represents the temperature change, for incident radiation, that gives an out-
put signal equal to the rms noise level. While normally thought of as a system parameter, detector 
NE ΔT and system NE ΔT are the same except for system losses (conservation of radiance). NE ΔT is 
defined:

 NE Δ =
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

=
Δ
Δ

T
T

Q

V

Q

T

Vn
s

n
s

υ υ∂
∂

∂
∂  (16)

where un is the rms noise and ΔVS is the signal measured for the temperature difference ΔT. It can be 
shown that

 NE BLIPΔ = ( )−
T C No T cτ ηλ

1
 (16a)

where to is the optics transmission, CTl is the thermal contrast from Fig. 1, and Nc is the number of 
photogenerated carriers integrated for one integration time, tint:

 N A t Qc B=η det int  (16b)
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INFRARED DETECTOR ARRAYS  33.25

The distinction between an integration time and the FPA’s frame time must be noted. It is often 
impossible at high backgrounds to handle the large amount of carriers generated over frame times 
compatible with standard video frame rates. The impact on system D∗ is often not included in the 
FPA specifications provided by FPA manufacturers. This practice is appropriate for the user to assess 
relative detector quality, but must be coupled with usable FPA duty cycle, read noise, and excess 
noise to give a clear picture of FPA utility. Off-FPA frame integration can be used to attain a level of 
sensor sensitivity that is commensurate with the detector-limited D∗ and not the charge-handling-
limited D∗.

The inability to handle a large amount of charge nevertheless is a reason why the debate as to 
whether LWIR or MWIR operation is superior is still heated. While the LWIR band should offer 
order-of-magnitude higher sensitivity, staring readout limitations often reduce LWIR imager sensi-
tivity to below that of competing MWIR cameras. However, submicron photolithography, alterna-
tive dielectrics, and refinements in readout architectures are ameliorating this shortfall and LWIR 
FPAs having sensitivity superior to MWIR counterparts are available. Figure 11 shows the effect on 
high quantum efficiency FPA performance and compares the results to PtSi at TV-type frame rate. 
The figure illustrates BLIP and measured NE  ΔTs versus background temperature for several spec-
tral bands assuming a 640 × 480 DI readout multiplexer (27-μm pixel pitch and ≈1-μm-minimum 
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FIGURE 11 NE  ΔT versus background temperature for several 
prominent spectral bands.
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feature) is hybridized to high-quantum-efficiency MWIR and LWIR detectors. Though the device 
has large charge-handling capacity, there is large shortfall in the predicted LWIR FPA performance 
relative to the BLIP limit. The measured MWIR FPA performance values, as shown by the data 
points, are in good agreement with the predicted trends.

Spatial noise Estimation of IR sensor performance must include a treatment of spatial noise 
that occurs when FPA nonuniformities cannot be compensated correctly. This requires consider-
ation of cell-to-cell response variations. Mooney et al.43 comprehensively discussed the origin of 
spatial noise. The total noise determining the sensitivity of a staring array is the composite of the 
temporal noise and the spatial noise. The spatial noise is the residual nonuniformity U after appli-
cation of nonuniformity compensation, multiplied by the signal electrons N. Photon noise, equal 
to √N, is the dominant temporal noise source for the high infrared background signals for which 
spatial noise is significant (except for TE-cooled or uncooled sensors). The total noise equivalent 
temperature difference is

 Total NE =
/

Δ
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N U N
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where ∂N/∂T is the signal change for a 1 K source temperature change. The denominator, (∂N/∂T)/
N, is the fractional signal change for a 1 K source temperature change. This is the relative scene con-
trast due to CTl and the FPA’s transimpedance.

The dependence of the total NE ΔT on residual nonuniformity is plotted in Fig. 12 for 300 K 
scene temperature, two sets of operating conditions, and three representative detectors: LWIR 
HgCdTe, MWIR HgCdTe, and PtSi. Operating case A maximizes the detected signal with f/1.4 
optics, 30-Hz frame rate, and 3.4 to 5.0-μm passband. Operating case B minimizes the solar influ-
ence by shifting the passband to 4.2 to 5.0 μm and trades off signal for the advantages of lighter, less 
expensive optics ( f/2.0) at 60-Hz frame rate. Implicit in the calculations are charge-handling capaci-
ties of 30 million e− for MWIR HgCdTe, 100 million e− for LWIR HgCdTe, and 1 million for PtSi. 
The sensitivity at the lowest nonuniformities is independent of nonuniformity and limited by the 
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FIGURE 12 Total NE ΔT versus nonuniformity at 300 K 
scene temperature.
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shot noise of the detected signal. The LWIR sensitivity advantage is achieved only at nonuniformi-
ties less than 0.01 percent, which is comparable to that achieved with buffered input circuits. At the 
reported direct-injection MWIR HgCdTe residual nonuniformity of 0.01 to 0.02 percent, the total 
NE ΔT is about 0.007 K, which is comparable to the MWIR BLIP limit. At the reported PtSi residual 
nonuniformity of 0.05 percent with direct detector integration, total NE ΔT is higher at 0.04K, but 
exceeds the BLIP limit for the lower quantum efficiency detectors.

Minimum Resolvable Temperature

The minimum resolvable temperature (MRT) is often the preferred figure of merit for imaging 
infrared sensors. MRT is a function of spatial resolution and is defined as the signal-to-noise ratio 
required for an observer to resolve a series of standard four-bar targets. While many models exist 
due to the influence of human psycho-optic response, a representative formula44 is
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where fs is the spatial frequency in cycles/radian, a target signal-to-noise ratio (SNRT) of five is 
usually assumed, the MTF describes the overall modulation transfer function including the optics, 
detector, readout, and the integration process, Δ x and Δy are the respective detector subtenses in 
mRad, teye is the eye integration time, fframe is the display frame rate, NOS is the overscan ratio, NSS

is the serial scan ratio, and L is the length-to-width ratio of a bar chart (always set to 7). While the 
MRT of systems with temporal noise-limited sensitivity can be adequately modeled using the tem-
poral NE ΔT, scan noise in scanned system and fixed pattern noise in staring cameras requires that 
the MRT formulation be appropriately modified.

Shown in Fig. 13 are BLIP (for 70 percent quantum efficiency) MRT curves at 300 K background 
temperature for narrow-field-of-view (high-resolution) sensors in the MWIR and LWIR spectral 
bands. Two LWIR curves are included to show the impact of matching the diffraction-limited blur 
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FIGURE 13 BLIP MRT for representative staring FPA con-
figurations in the various bands.
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33.28  IMAGING DETECTORS

to the pixel pitch versus 2× oversampling of the blur. The latter case commonly arises, for example, 
when the LWIR FPA is miniaturized to minimize die size for enhancing yield and, for hybrid FPAs, 
alleviating thermal expansion mismatch. Also included for comparison are representative curves for 
first-generation scanning, staring uncooled, staring TE-cooled and staring PtSi sensors assuming 
0.1, 0.1, 0.05, and 0.1 K NE ΔTs, respectively. Theoretically, the staring MWIR sensors have order 
of magnitude better sensitivity while the staring LWIR bands have two orders of magnitude better 
sensitivity than the first-generation sensor. In practice, due to charge-handling limitations, an LWIR 
sensor has only slightly better MRT than the MWIR sensor. The uncooled sensor is useful for short-
range applications such as a driver’s aid in modern automobiles; the TE-cooled sensor provides lon-
ger range than the uncooled, but less than the high-density PtSi-based cameras.

33.6 CURRENT STATUS AND FUTURE TRENDS

Status

After over three decades of ongoing development, today’s second-generation infrared focal plane 
arrays have typically 1000 times more pixels and up to 10 times higher sensitivity than first-generation 
devices. FPA format is consequently now set by application need, rather than a technological bar-
rier. Nevertheless, there is ongoing motivation for fully achieving theoretically limited performance, 
especially at elevated operating temperatures. Development is hence continuing in the form of third-
generation FPA technology. While specifications for third-generation FPAs encompass a broad range 
of needs, common objectives require overcoming recurring practical limits with respect to sensitivity, 
frame rate, power dissipation, multispectral capability, and cost. The common methodology going 
forward, regardless of specific mission requirements, is to dramatically increase on-FPA functionality 
via system-on-chip integration. While second-generation technology was largely driven by defense-
oriented R&D funding, it is likely that third-generation technology will more directly leverage emerg-
ing commercial foundry capability for 3D-IC assembly; this emerging commercial interest in 3D-IC 
integration should dramatically lower infrared FPA cost while further improving FPA performance.

Figure 14 summarizes the typical performance of the most prominent detector technologies. 
The figure, a plot of the D∗

th (300 K, 0° field-of-view) versus operating temperature, clearly shows 
the performance advantage that the intrinsic photovoltaics have over the other technologies. 
Thermal detectivity is used here to compare the various technologies for equivalent NE ΔT irre-
spective of wavelength. While the extrinsic silicon detectors offer very high sensitivity, high produc-
ibility, and very long cutoff wavelengths, the very low operating temperature is often prohibitive. 
Also shown is the relatively low and slightly misleading detectivity of PtSi, which is offset by its 
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excellent array uniformity (i.e., array performance is commensurate with best diode performance). 
Thermal imaging achieved with a Sarnoff 640 × 480 PtSi FPA is shown in Fig. 15, an image free of 
the artifacts often plaguing competing detector technologies. Table 2 further summarizes the char-
acteristics of monolithic and hybrid PtSi FPAs with IR-CCD, CSD, and MOS silicon multiplexers 
developed at the peak of PtSi FPA interest. In addition to the pixel size and fill factor, this table also 
shows the process design rules, maximum charge signal, Qmax, the reported noise equivalent tem-
perature (NE ΔT) for operation with specific f/# optics, the associated company, and the pertinent 
references for that era.

TABLE 2 Representative Staring PtSi FPAs

Type of FPA
Pixel Size 

(μm2)
Fill 

Factor
Design 

Rules (μm)
Qmax  × 106 

(e–/p)

NE ΔT

Year Company References(K) f/#

320 × 244 IT-CCD 40 × 40 44 2.0 1.4 0.04 1.4 1988 Sarnoff 46
680 × 480 MOS 24 × 24 38 1.5 1.5 0.06 1.0 1991 47
324 × 487 IT-CCD 42 × 21 42 1.5 0.25 0.10 1.0 1988 NEC 48
648 × 487 IT-CCD 21 × 21 40 1.3 1.5 0.10 1.0 1991 49
256 × 244 IT-CCD 31.5 × 25 36 1.8 0.55 0.07 1.8 1989 Loral 50
512 × 512 IT-CCD Fairchild
640 × 486 IT-CCD 25 × 25 54 1.2 Kodak
 noninterl. 4-port 0.23 0.15 2.8 1990 51
 interlaced 1-port 0.55 <0.1 2.8 1991
512 × 512 CSD 26 × 20 39 2.0 0.7 0.1 1.5 1987 Mitsubishi 52

71 1.2 2.9 0.033 1.5 1992 53
1040 × 1040 CSD 17 × 17 53 1.5 1.6 0.1 1.2 1991 45
 4-port
400 × 244 hybrid 24 × 24 84 2.0 0.75 0.08 1.8 1990 Hughes 54
640 × 488 hybrid 20 × 20 80 2.0 0.75 0.1 2.0 1991 55
 4-point

FIGURE 15 Thermal image of a man holding a match detected by 
the 640 × 480 MOS imager. (Courtesy of Sarnoff).

33_Bass_v2ch33_p001-034.indd 33.29 8/21/09 5:18:47 PM

DO
 N

OT
 D

UP
LI

CA
TE



33.30  IMAGING DETECTORS

Similar in performance at cryogenic temperatures, InSb and HgCdTe have comparable array size 
and pixel yield at MWIR cutoff wavelengths. Wavelength tunability and high radiative efficiency, 
however, have often made HgCdTe the preferred material because the widest possible bandgap 
semiconductor can be configured and thus the highest possible operating temperature achieved for 
a given set of operating conditions. The associated cooling and system power requirements can thus 
be optimally distributed.

FPA costs are currently very similar for all the second-generation FPA technologies. Though it is 
often argued that FPA cost for IR cameras will be irrelevant once it reaches a certain minimum pro-
duction volume, nevertheless the key determinants as to which FPA technology becomes ubiquitous 
in the coming decade are availability and cost.

Future Trends and Technology Directions

The 1980s saw the maturation of PtSi and the emergence of HgCdTe and InSb as producible MWIR 
detector materials. Many indicators pointed to the 1990s being the decade that IR FPA technology 
would enter the consumer marketplace, but penetration did not actually occur until a decade later. 
Figure 16 shows the chronological development of IR FPAs including monolithic and hybrid tech-
nologies. Specifically compared is the development of various hybrids (primarily MWIR) to PtSi, the 
pace-setting technology with respect to array size. The hybrid FPA data includes Pb-salt, HgCdTe, 
InSb, and PtSi devices. This database suggests that monolithic PtSi led all other technologies with 
respect to array size by about 2 years and clearly shows the thermal mismatch barrier confronted by 
hybrid FPA developers in the mid-1980s.

In addition to further increases in pixel density to >1016 pixels, several trends are clear. Future 
arrays will have much more on-chip signal processing, need less cooling, have higher sensitiv-
ity (particularly intrinsic LWIR FPAs), and offer multispectral capability. If the full performance 
potential of the uncooled technologies is realized, either the microbolometer arrays or, less likely, 
the pyroelectric arrays will capture the low-cost markets. It is not unreasonable that the uncooled 
arrays may obsolete “low-cost” PtSi, QWIP, and HIP FPAs, and render the intrinsic TE-cooled 
developments inconsequential. To improve hybrid reliability, alternative detector substrate materials 
including silicon along with alternative readout materials will become sufficiently mature to begin 
monolithic integration of the intrinsic materials with highest radiative performance. True optoelec-
tronic FPAs consisting of IR sensors with optical output capability may be developed for reducing 
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FIGURE 16 Chronological development of IR FPAs.
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thermal loading and improving immunity to noise pickup. Availability of inexpensive, commercial 
devices is imminent along with the development of IR neural networks for additional signal pro-
cessing capability. 

In conclusion, it is likely instructive to compare the development of infrared sensors with both 
visible imaging sensors and other commercial integrated circuits, including semiconductor memory 
and microprocessors. All these products commonly share the benefits derived from Moore’s law.56 
Fig. 17 is such a chronology showing notable devices of all types. Early infrared devices tended to 
develop at a pace only a few years behind the overlying trend known as Moore’s law. Multicolor 
sensors initially developed at a rapid pace since the infrastructure was already in place. All infrared 
devices lag visible sensor development, which is driven by consumer demand. The largest visible 
sensors now boast about 100 million pixels; these foreshadow the size of upcoming infrared sensors 
once reliability issues and packaging costs are fully contained.
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RADIOMETRY AND 
PHOTOMETRY

Edward F. Zalewski
College of Optical Sciences
University of Arizona
Tucson, Arizona

34.3

34

34.1 GLOSSARY

 A area

 A1, A2, As, Ad area of surface 1, surface 2, a source, a detector, respectively

 Ar area of an image on the retina of a human eye

 Ap area of the pupil of a human eye

 Ain, Aout, Asph area of an input port, output port, and sphere surface, respectively

 b distance from optic axis

 c the speed of light in a vacuum

 Ce  photon-to-electron conversion effi ciency, i.e., quantum effi ciency of a 
photodetector

 D diameter

 dA infi nitesimal element of area

 dA1, dA2, dAs, dAd  infi nitesimal element of area of surface 1, surface 2, a source, a detector, 
respectively

 dLl infi nitesimal change in radiance per wavelength interval

 dT infi nitesimal change in temperature

 dΦ12 infi nitesimal amount of radiant power transferred from point 1 to point 2

 dl infi nitesimal wavelength interval

 dn infi nitesimal frequency interval

 dΩ infi nitesimal change in solid angle

 E irradiance, the incident radiant power per the projected area of a surface

 Ev illuminance, the photometric equivalent of irradiance

 Er average illuminance in an image on the retina of a human eye

 ET retinal illuminance in units of trolands

 ET(l) photopic retinal illuminance from a monochromatic source in trolands

34_Bass_v2ch34_p001-048.indd 34.3 8/21/09 5:19:45 PM

DO
 N

OT
 D

UP
LI

CA
TE



34.4  RADIOMETRY AND PHOTOMETRY

′ET ( )λ  scotoptic retinal illuminance from a monochromatic source in trolands

 Erl retinal spectral irradiance in absolute units: W nm−1m−2

 f focal length

 f# F-number

 g  fraction of light lost through the input and output ports of an averaging sphere

 h Planck’s constant

 hs, hd object (source) height, image (detector) height

 I radiant intensity, the emitted or refl ected radiant power per solid angle

 i photoinduced current from a radiation detector

 Iv luminous intensity, the photometric equivalent of radiant intensity

 k Boltzmann’s constant

 Km luminous effi cacy (i.e., lumen-to-watt conversion factor) for photopic vision

′Km luminous effi cacy for scotopic vision

 Kab nonlinearity correction factor for a photodetector

 L radiance, the radiant power per projected area and solid angle

 L12 radiance from point 1 into the direction of point 2

 La, Lb radiance in medium a, in medium b

 Le radiance within the human eye

 Ll radiance per wavelength interval

 Lv radiance per frequency interval

 Lv luminance, the photometric equivalent of radiance

 Lv(l) luminance of a monochromatic light source

 M  exitance, the emitted or refl ected radiant power per the projected area of a 
source

 m mean value

 N photon fl ux, the number of photons per second

 n index of refraction

 na, nb index of refraction in medium a, in medium b

 ne index of refraction of the ocular medium of the human eye

 ns, nd  index of refraction in the object (i.e., source) region, in the image (i.e., detector) 
region

 Nl photon fl ux per wavelength interval

 Nn photon fl ux per frequency interval

 NEl photon fl ux irradiance on the retina of a human eye

 Q radiant energy

 Ql radiant energy per wavelength interval

 Qn radiant energy per frequency interval

 R responsivity of a photodetector, i.e., electrical signal out per radiant signal in

 r radius

 rs, rd, rsph radius of a source, detector, sphere, respectively

 R(l) spectral (i.e., per wavelength interval) responsivity of a photodetector

 s distance

 s12 length of the light ray between points 1 and 2

 ssd length of the light ray between points on the source and detector

 spr distance from the pupil to the retina in a human eye
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RADIOMETRY AND PHOTOMETRY  34.5

 T absolute temperature

 t time

 U photon dose, the total number of photons

 V(l)  spectral luminous effi ciency function (i.e., peak normalized human visual spec-
tral responsivity) for photopic vision

 V ′(l) spectral luminous effi ciency function for scotopic vision

 w width

 xi the ith sample in a set of measurements

a absorptance, fraction of light absorbed

ba, bb angle of incidence or refraction

g absorption coeffi cient of a solute

d angle of rotation between crossed polarizers

e emittance of a blackbody simulator

 E étendue

h total number of sample measurements

qs, qd  angle between the light ray and the normal to a point on the surface of a source, 
of a detector

q1, q2 angle between the light ray and the normal to a surface at point 1, at point 2

k concentration of a solute

l wavelength

n frequency

r fraction of light scattered or refl ected

s standard deviation

sm standard deviation of the mean

t transmittance, radiant signal out per radiant signal into a material

t(l) spectral (i.e., per wavelength interval) transmittance

te(l) spectral transmittance of the ocular medium of the human eye

Φ radiant power or equivalently radiant fl ux

f half angle subtended by a cone

Φin, Φout incoming radiant power, outgoing radiant power

Φr luminous fl ux at the retina of the human eye

Φl radiant power per wavelength interval

Φn radiant power per frequency interval

Φn photopic luminous fl ux, radiant power by photopic detectable human vision

′Φv  scotopic luminous fl ux, radiant power detectable by scotopic human vision

Ω  solid angle, a portion of the area on the surface a sphere per of the square of the 
sphere radius

Ωa, Ωb solid angle in medium a, in medium b

34.2 INTRODUCTION

Radiometry is the measurement of the energy content of electromagnetic radiation fields and the 
determination of how this energy is transferred from a source, through a medium, and to a detec-
tor. The results of a radiometric measurement are usually obtained in units of power, i.e., in watts. 
However, the result may also be expressed as photon flux (photons per second) or in units of energy 

34_Bass_v2ch34_p001-048.indd 34.5 8/21/09 5:19:45 PM

DO
 N

OT
 D

UP
LI

CA
TE



34.6  RADIOMETRY AND PHOTOMETRY

(joules) or dose (photons). The measurement of the effect of the medium on the transfer of radia-
tion, i.e., the absorption, reflection, or scatter, is usually called spectrophotometry and will not be 
covered here. Rather, the assumption is made here that the radiant power is transferred through a 
lossless medium.

Traditional radiometry assumes that the propagation of the radiation field can be treated using 
the laws of geometrical optics. That is, the radiant energy is assumed to be transported along the 
direction of a ray and interference or diffraction effects can be ignored. In those situations where 
interference or diffraction effects are significant, the flow of energy will be in directions other than 
along those of the geometrical rays. In such cases, the effect of interference or diffraction can often 
be treated as a correction to the result obtained using geometrical optics. This assumption is equiva-
lent to assuming that the energy flow is via an incoherent radiation field. This assumption is widely 
applicable since most radiation sources are to a large degree incoherent. For a completely rigorous 
treatment of radiant energy flow, the degree of coherence of the radiation must be considered via 
a formalism based on the theory of electromagnetism as derived from Maxwell’s equations.1,2 This 
complexity is not necessary for most of the problems encountered in radiometry.

In common practice, radiometry is divided according to regions of the spectrum in which differ-
ent measurement techniques are used. Thus, vacuum ultraviolet radiometry, intermediate-infrared 
radiometry, far-infrared radiometry, and microwave radiometry are considered separate fields, and 
all are distinguished from radiometry in the visible and near-visible optical spectral region.

The reader should note that there is considerable confusion regarding the nomenclatures of the 
various radiometries. The terminology for radiometry that we have inherited is dictated not only 
by its historical origin,3 but also by that of related fields of study. By the late 1700s, techniques were 
developed to measure light using the human eye as a null detector in comparisons of sources. At 
about the same time, radiant heating effects were studied with liquid-in-glass thermometers and 
actinic (i.e., chemical) effects of solar radiation were studied by the photoinduced decomposition 
of silver compounds into metallic silver. The discovery of infrared radiation in 1800 and ultra-
violet radiation in 1801 stimulated a great deal of effort to study the properties of these radiations. 
However, the only practical detectors of ultraviolet radiation at that time were the actinic effects—
for infrared radiation it was thermometers and for visible radiation it was human vision. Thus acti-
nometry, radiometry, and photometry became synonymous with studies in the ultraviolet, infrared, 
and visible spectral regions. Seemingly independent fields of study evolved and even today there 
is confusion because the experimental methods and terminology developed for one field are often 
inappropriately applied to another. Vestiges of the confusion over what constitutes photometry and 
radiometry are to be found in many places. The problems encountered are not simply semantic, 
since the confusion can often lead to substantial measurement error.

As science progressed, radiometry was in the mainstream of physics for a short time at the end 
of the nineteenth century, contributing the absolute measurement base that led to Planck’s radia-
tion law and the discovery of the quantum nature of radiation. During this period, actinic effects, 
which were difficult to quantify, became part of the emerging field of photochemistry. In spite of the 
impossibility of performing an absolute physical measurement using the human eye, it was photom-
etry, however, that grew to dominate the terminology and technology of radiant energy measure-
ment practice in this period. At the beginning of the nineteenth century, the reason photometry was 
dominant was that the most precise (not absolute) studies of radiation transfer relied on the human 
eye. By the end of the nineteenth century, the growth of industries such as electric lighting and 
photography became the economic stimulus for technological developments in radiation transfer 
metrology and supported the dominance of photometry. Precise photometric measurements using 
instrumentation in which the human eye was the detector continued into the last half of the twenti-
eth century. The fact that among the seven internationally accepted base units of physical measure-
ment there remains one unit related to human physiology—the candela—is an indication of the 
continuing economic importance of photometry.

Presently, the recommended practice is to limit the term photometry to the measurement of the 
ability of electromagnetic radiation to produce a visual sensation in a physically realizable man-
ner, that is, via a defined simulation of human vision.4–5 Radiometry, on the other hand, is used 
to describe the measurement of radiant energy independent of its effect on a particular detector. 
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RADIOMETRY AND PHOTOMETRY  34.7

Actinometry is used to denote measurement of photon flux (photons per second) or dose (total 
number of photons) independent of the subsequent photophysical, photochemical, or photobiolog-
ical process. Actinometry is a term that is not extensively used, but there are current examples where 
measurement of the “actinic effect of radiation” is an occasion to produce a new terminology for a 
specific photoprocess, such as for the Caucasian human skin reddening effect commonly known as 
sunburn. We do not attempt here to catalog the many different terminologies used in photometry 
and radiometry, instead the most generally useful definitions are introduced where appropriate.

This chapter begins with a discussion of the basic concepts of the geometry of radiation transfer 
and photon flux measurement. This is followed by several approximate methods for solving simple 
radiation transfer problems. Next is a discussion of radiometric calibrations and the methods 
whereby an absolute radiant power or photon flux measurement is obtained. The discussion of 
photometry that follows is restricted to measurements employing physical detectors rather than 
those involving a human observer. Because many esoteric terms are still in use to describe photo-
metric measure ments, the ones most likely to be encountered are listed and defined in the section 
on photometry.

It is not the intention that this chapter be a comprehensive listing or a review of the extensive 
literature on radiometry and photometry; only selected literature citations are made where appro-
priate. Rather, it is hoped that the reader will be sufficiently introduced to the conceptual basis of 
these fields to enable an understanding of other available material. There are many texts on general 
radiometry. Some of the recent books on radiometry are listed in the reference section.6–10 In addi-
tion, the subject of radiometry or photometry is often presented as a subset of another field of 
study and can therefore be found in a variety of texts. Several of these texts are also listed in the 
reference section.11–14 Finally , the reader will also find material related to radiometry, photometry, 
colorimetry, and spectrophotometry in Chaps. 34 to 40 in this volume and Chap. 10, “Colorimetry” 
in Vol. III.

34.3 RADIOMETRIC DEFINITIONS 
AND BASIC CONCEPTS

Radiant Power and Energy

For a steadily emitting source, that is a radiation source with a continuous and stable output, radio-
metric measurement usually implies measurement of the power of the source. For a flashing or 
single-pulse source, radiometric measurement implies a measurement of the energy of the source.

Radiometric measurements are traditionally measurements of thermal power or energy. 
However, because of the quantum nature of most photophysical, photochemical, and photobio-
logical effects, in many applications it is not the measurement of the thermal power in the radiation 
beam but measurement of the number of photons that would provide the most physically meaning-
ful result. The fact that most radiometric measure ments are in terms of watts and joules is due to the 
history of the field. The reader should examine the particular application to determine if a measure-
ment in terms of photon dose or photon flux would not be more meaningful and provide insight for 
the interpretation of the experiment. (See section on “Actinometry” later in this chapter.)

Radiant Energy Radiant energy is the energy emitted, transferred, or received in the form of elec-
tromagnetic radiation. 
Symbol: Q Unit: joule (J)

Radiant Power Radiant power or radiant flux is the power (energy per unit time t) emitted, trans-
ferred, or received in the form of electromagnetic radiation. 
Symbol: Φ Unit: watt (W)

 Φ = dQ
dt

 (1)
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34.8  RADIOMETRY AND PHOTOMETRY

Geometrical Concepts

The generally accepted terminology and basic definitions for describing the geometry of radiation 
transfer are presented below. More extensive discussions of each of these definitions and concepts 
can be found in the references.4–14

The concepts of irradiance, intensity, and radiance involve the density of the radiant power (or 
energy) over area, solid angle, and area times solid angle, respectively.

In situations where the density or distribution of the radiation on a surface is the required quan-
tity, then it is the irradiance that must be measured. An example of where an irradiance measure-
ment would be required is the exposure of a photosensitive surface such as the photoresists used 
in integrated circuit manufacture. The irradiance distribution over the surface determines the local 
degree of exposure of the photoresist. A nonuniform irradiance distribution will result in overexpo-
sure and/or underexposure of regions across the piece and results in a defect in manufacture.

In an optical system where the amount of radiation transfer through the system is important, 
then it is the radiance that must be measured. The amount of radiation passing through the optical 
system is determined by the area of the source from which the radiation was emitted and the field of 
view of the optic, also known as the solid angle or collection angle. Radiance is often thought of as a 
property of a source, but the radiance at a detector is also a useful concept.

Both irradiance and radiance are defined for infinitesimal areas and solid angles. However, in 
practice, measurements are performed with finite area detectors and optics with finite fields of view. 
Therefore all measurements are in fact measurement of average irradiance and average radiance.

Irradiance and radiance must be defined over a projected area in order to account for the effect 
of area change with angle of incidence This is easily seen from the observation that the amount of a 
viewed area diminishes as it is tilted with respect to the viewer. Specifically, the view of the area falls 
off as the cosine of the angle between the normal to the surface and the line of sight. This effect is 
sometimes called the cosine law of emission or the cosine law of irradiation.

Intensity is a term that is part of our common language and often a point of confusion in radi-
ometry. Strictly speaking, intensity is definable only for a source that is a point. An average intensity 
is not a measurable quantity since the source must by definition be an infinitesimal point. All inten-
sity measurements are an approximation, since a true point source is physically impossible to pro-
duce. It is an extrapolation of a series of measurements that is the approximation of the intensity. An 
accurate intensity measurement is one that is made at a very large distance and, consequently, with 
a very small signal at the detector and an unfavorable signal-to-noise ratio. Historically speaking, 
however, intensity is an important concept in photometry and, to a much lesser extent, it has some 
application in radiometry. Intensity is a property of a source, not a detector.

Irradiance Irradiance is the ratio of the radiant power incident on an infinitesimal element of a 
surface to the projected area of that element, dAd , whose normal is at an angle qd to the direction of 
the radiation. 
Symbol: E Unit: watt/meter2 (W m−2)

 E
d

dAd d

= Φ
cosθ

 (2)

Exitance The accepted convention makes a distinction between the irradiance, the surface density 
of the radiation incident on a radiation detector (denoted by the subscript d ), and the exitance, the 
surface density of the radiation leaving the surface of a radiation source (denoted by the subscript s).

Exitance is the ratio of the radiant power leaving an infinitesimal element of a source to the 
projected area of that element of area dAs whose normal is at an angle qs to the direction of the 
radiation.
Symbol: M Unit: watt/meter2 (W m−2)

 M
d

dAs s

= Φ
cosθ

 (3)
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RADIOMETRY AND PHOTOMETRY  34.9

Intensity Radiant intensity (often simply “intensity”) is the ratio of the radiant power leaving a 
source to an element of solid angle dΩ propagated in the given direction. 
Symbol: I Unit: watt/steradian (W sr−1)

 I
d
d

= Φ
Ω

 (4)

Note that in the field of physical optics, the word intensity refers to the magnitude of the 
Poynting vector and thus more closely corresponds to irradiance in radiometric nomenclature.

Solid Angle The solid angle is the ratio of a portion of the area on the surface of a sphere to the 
square of the radius r of the sphere. This is illustrated in Fig. 1.
Symbol: Ω Unit: steradian (sr)

 d
dA

r
Ω =

2
 (5)

It follows from the definition that the solid angle subtended by a cone of half angle f, the apex of 
which is at the center of the sphere, is given by

 Ω = − =2 1 4
2

2π π( cos ) sinφ φ
 (6)

Radiance Radiance, shown in Fig. 2, is the ratio of the radiant power, at an angle qs to the normal 
of the surface element, to the infinitesimal elements of both projected area and solid angle. Radiance 
can be defined either at a point on the surface of either a source or a detector, or at any point on the 
path of a ray of radiation.
Symbol: L Unit: watt/steradian meter2 (W sr−1m−2)

 L
d
dA ds s

= Φ
Ωcosθ

 (7)

Radiance plays a special role in radiometry because it is the propagation of the radiance that 
is conserved in a lossless optical system; see “Radiance Conservation Theorem, Homogeneous 
Medium.” Radiance was often referred to as the brightness or the specific intensity, but this termi-
nology is no longer recommended.

Spectral Dependence of Radiometric Quantities

Polychromatic Radiation Definitions For polychromatic radiation, the spectral distribution of 
radiant power (or radiant energy) is denoted as either radiant power (energy) per wavelength inter-
val or radiant power (energy) per frequency interval.

Surface area

r

FIGURE 1 The solid angle at the center 
of the sphere is the surface area enclosed in 
the base of the cone divided by the square of 
the sphere radius. 

dΩ

dA

q

FIGURE 2 The radiance at the infini-
tesimal area dA is the radiant flux divided 
by the solid angle times the projection of the 
area dA onto the direction of the flux.
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34.10  RADIOMETRY AND PHOTOMETRY

Symbol: Φλ λ( )Q  Unit: watt/nanometer (W nm−1); joule/nanometer (J nm−1); 
or
Symbol: Φv vQ( ) Unit: watt/hertz (W Hz−1); joule/hertz (J Hz−1)

It follows that Φldl is the radiant power in the wavelength interval l to l + dl, and fv dv is the 
radiant power in the frequency interval v to v + dv. The total radiant power over the entire spectrum 
is therefore

 Φ Φ=
∞

∫ λ λd
0

 (8a)

or

 Φ Φ=
∞

∫ vdv
0

 (8b)

If l is the wavelength in the medium corresponding to the frequency v, and since v = c/nl, where 
c is the speed of light in a vacuum and n is the index of refraction of the medium, then

 dv
c

n
d= −

λ
λ

2
 (9)

and

 λ λΦ Φ= v v  (10)

Since the wavelength changes with the index of refraction of the medium, it is becoming more 
common to use the vacuum wavelength, l = c/v. It is particularly important in high-accuracy appli-
cations to state explicitly whether or not the vacuum wavelength is being used.

Spectral versions of the other radiometric quantities, i.e., radiant energy, radiance, etc., are 
defined similarly.

Polychromatic Radiation Calculations As an example of the application of the concept of the spec-
tral dependence of a radiometric quantity, consider the calculation of the response of a radiometer 
consisting of a detector and a spectral filter. The spectral responsivity of a detector R(l) is the ratio of 
the output signal to the radiant input at each wavelength l. The output is usually an electrical signal, 
such as a photocurrent i, and the input is a radiometric quantity, such as radiant power. The spectral 
transmittance of a filter t(l) is the ratio of the output radiant quantity to the input radiant quantity 
at each wavelength l. For a spectral radiant power Φl, the photocurrent i of the radiometer is

 i R d=
∞

∫ ( ) ( )λ τ λ λλΦ
0

 (11)

In practice, either the responsivity of the detector or the transmittance of the filter are nonzero 
only within a limited spectral range. The integral need be evaluated only within the wavelength lim-
its where the integrand is nonzero.

Photometry

The radiation transfer concepts, i.e., geometrical principles, of photometry are the same as those for 
radiometry. The exception is that the spectral responsivity of the detector, the human eye, is specifi-
cally defined. Photometric quantities are related to radiometric quantities via the spectral efficiency 
functions defined for the photopic and scotopic CIE Standard Observer. The generally accepted val-
ues of the photopic and scotopic human eye response function are represented in the “Photometry” 
section in Table 2.

Luminous Flux The photometric equivalent of radiant power is luminous flux, and the unit that is 
equivalent to the watt is the lumen. Luminous flux is spectral radiant flux weighted by the appropri-
ate eye response function. The definition of luminous flux for the photopic CIE Standard Observer is 
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RADIOMETRY AND PHOTOMETRY  34.11

Symbol: Φv Unit: lumen (lm)

 Φ Φv mK V d= ∫ λ λ λ( )  (12)

where V(l) is the spectral luminous efficiency function and Km is the luminous efficacy for photopic 
vision. The spectral luminous efficacy is defined near the maximum, lm = 555 nm, of the photopic 
efficiency function to be approximately 683 lm W−1.

Definitions of the Density of Luminous Flux

Illuminance Illuminance is the photometric equivalent of irradiance; that is, illuminance is the 
luminous flux per unit area.
Symbol: Ev Unit: lumen/meter2 (1m m−2)

 E
d

dA

d K V d

dAv
v

d d

m

d d

= = ∫Φ Φ
cos

[ ( ) ]

cosθ
λ λ

θ
λ  (13)

Luminous intensity Luminous intensity is the photometric equivalent of radiant intensity. 
Luminous intensity is the luminous flux per solid angle. For historical reasons, the unit of luminous 
intensity, the candela—not the lumen—is defined as the base unit for photometry. However, the 
units for luminous intensity can either be presented as candelas or lumens/steradian.
Symbol: Iv Unit: candela or lumen/steradian (cd or lm sr−1)

 I
d

d

d K V d

dv
v m= = ∫Φ

Ω
Φ

Ω
[ ( ) ]λ λ λ

 (14)

Luminance Luminance is the photometric equivalent of radiance. Luminance is the luminous 
flux per unit area per unit solid angle.
Symbol: Lv Unit: candela/meter2 (cdm−2)

 L
d

dA d

d K V d

dA dv
v

s s

m

s s

= = ∫Φ
Ω

Φ
Ωcos

[ ( ) ]

cosθ
λ λ

θ
λ  (15)

Actinometry

Radiant Flux to Photon Flux Conversion Actinometric measurement practice closely follows 
that of general radiometry except that the quantum nature of light rather than its thermal effect is 
emphasized. In actinometry, the amount of electromagnetic radiation being transferred is measured 
in units of photons per second (photon flux). The energy of a single photon is

 Q hv=  (16)

where v is the frequency of the radiation and h is Planck’s constant, 6.6261 × 10−34 J s. For mono-
chromatic radiant power Φl, measured as watts and wavelength l, measured as nanometers, the 
number of photons per second Nl in the monochromatic radiant beam is

 N nλ λλ= ×5 0341 1015. Φ  (17)

Photon Dose and the Einstein Dose is the total number of photons impinging on a sample. For a 
monochromatic beam of radiant power Φl that irradiates a sample for a time t seconds, the dose U
measured as Einsteins is

 U n t= × −8 3593 10 9. λ λΦ  (18)

The Einstein is a unit of energy used in photochemistry. An Einstein is the amount of energy in 
one mole (Avogadro’s number, 6.0221 × 1023) of photons.
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34.12  RADIOMETRY AND PHOTOMETRY

Conversions between Radiometry, Photometry, 
and Actinometry

Conversions between radiometric, photometric, and actinometric units is not simply one of deter-
mining the correct multiplicative constant to apply. As seen previously, the conversion between 
radiant power and photon flux requires that the spectral character of the radiation be known. It was 
also shown that, for radiometric to photometric conversions, the spectral distribution of the radia-
tion must be known. Furthermore, there is an added complication for photometry where one must 
also specify the radiant power level in order to determine which CIE Standard Observer function is 
appropriate. Table 1, which summarizes the spectral radiation transfer terminology, may be helpful 
to guide the reader in determining the relationship between radiometric, photometric, and actino-
metric concepts. In Table 1, the power level is assumed to be high enough to restrict the photometric 
measurements to the range of the photopic eye response function.

Basic Concepts of Radiant Power Transfer

Radiance Conservation Theorem, Homogeneous Medium In a lossless, homogeneous isotropic 
medium, for a perfect optical system (i.e., having no aberrations) and ignoring interference and dif-
fraction effects, the radiance is conserved along a ray through the optical system. In other words, the 
spectral radiance at the image always equals the spectral radiance at the source.

It follows from Eq. (7), the definition of radiance, that for a surface A1 with radiance L12 in the 
direction of a second surface A2 with radiance L21 in the direction to a first surface, and joined by 
a light ray of length s12, the net radiant power exchange between elemental areas on each surface is 
given by

 ΔΦ Φ Φ= − =
−

d d
L L dA dA

s12 21
12 21 1 2 1 2

12
2

( )cos cosθ θ
 (19)

where q1 and q2 are the angles between the ray s12 and the normals to the surfaces A1 and A2, respec-
tively. The transfer of radiant power and the terminology used in this discussion is depicted in Fig. 3.

The total amount of radiation transferred between the two surfaces is given by the integral over 
both areas as follows:

 Φ =
−

∫∫
( )cos cosL L

s
dA dA12 21 1 2

12
2 1 2

θ θ
 (20)

This is the generalized radiant power transfer equation for net exchange between two sources. In the 
specialized case of a source and receiver, the radiant power emitted by a receiver is zero by definition. 
In this case, the term L21 in Eq. (20) is zero.

TABLE 1 Radiation Transfer Terminology, Spectral Relationships

 Radiometric Photometric Actinometric

Base quantity: Radiant power (also  Luminous flux Photon flux
  radiant flux)
Units: Watts/nanometer Lumens Photons/second
Conversion:    — [W/nm] KmV(l) [W/nm] l (hc)−1

Surface density: Irradiance Illuminance Photon flux irradiance
Solid angle density: Radiant intensity Luminous intensity Photon flux intensity
Solid angle and surface density: Radiance Luminance Photon flux radiance
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Refractive Index Changes In the case of a boundary between two homogeneous isotropic media 
having indices of refraction na and nb, the angles of incidence and refraction at the interface ba and 
bb are related by Snell’s law. If the direction of the light ray is oblique to the boundary between na
and nb, the solid angle change at the boundary will be

 d
n

n
da

b b

a a
bΩ Ω=

2

2

cos

cos

β
β

 (21)

Therefore the radiance change across the boundary will be

 
L

n

L

n
a

a

b

b
2 2

=  (22)

This result is obtained directly by substituting the optical path for the distance in Eq. (19) and 
considering that the radiance transferred across the boundary between the two media is unchanged. 
Optical path is the distance within the medium times the index of refraction of the medium.

In the case of an optical system having two or more indices of refraction, the radiance conserva-
tion theorem is more precisely stated as: In a lossless, homogeneous isotropic medium, for a perfect 
optical system (i.e., having no aberrations) and ignoring interference and diffraction effects, at a 
boundary between two media having different indices of refraction the radiance divided by the 
square of the refractive index is conserved along a ray through the optical system.

Radiative Transfer through Absorbing Media For radiation transmitted through an absorbing and/
or scattering medium, the radiance is not conserved. This is not only because of the loss due to the 
absorption and/or scattering but the medium could also emit radiation. The emitted light will be 
due to thermal emission (see the discussion on blackbody radiation later in this chapter). In some 
cases, the medium may also be fluorescent. Fluorescence is the absorption of radiant energy at one 
wavelength with subsequent emission at a different wavelength.

Historically, the study of radiative transfer through absorbing and/or scattering media dealt with 
the properties of stellar atmospheres. Presently, there is considerable interest in radiative transfer 
measurements of the earth and its atmosphere using instruments on board satellites or aircraft. An 
accurate measure of the amount of reflected sunlight (approximately 400 to 2500 nm) or the ther-
mally emitted infrared (wavelengths >2500 nm) requires correction for the absorption, scattering, 
and, in the infrared, the emission of radiation by the atmosphere. This specialized topic will not be 
considered here. Detailed discussion is available in the references.15–17

34.4 RADIANT TRANSFER APPROXIMATIONS

The solution to the generalized radiant power transfer equation is typically quite complex. However, 
there are several useful approximations that in some instances can be employed to obtain an esti-
mate of the solution of Eq. (20). We shall consider the simpler case of a source and a detector rather 

dA2

dA1

s12

q1

q2

FIGURE 3 The radiant flux transferred 
between the infinitesimal areas dA1 to dA2.
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34.14  RADIOMETRY AND PHOTOMETRY

then the net radiant power exchange between two sources, since this is the situation commonly 
encountered in an optical system. In this case, Eq. (20) becomes

 Φ = ∫∫
L

s
dA dAs d

sd
s d

cos cosθ θ
2

 (23)

where the subscripts s and d denote the source and detector, respectively. Here it is assumed the 
detector behaves as if it were a simple aperture. That is, it responds equally to radiation at any point 
across its surface and from any direction. Such a detector is often referred to as a cosine corrected 
detector. Of course, deviations from ideal detection behavior within the spatial and angular range of 
the calculation reduces the accuracy of the calculation.

Point-to-point Approximation: Inverse Square Law

The simplest approximations are obtained by assuming radiant flux transfer between a point source 
emitting uniformly in all directions and a point detector. The inverse square law is an approximation 
that follows directly from the definitions of intensity, solid angle, and irradiance, Eqs. (2), (4), and 
(5), respectively. The irradiance (at an infinitesimal area whose normal is along the direction of the 
light ray) times the square of the distance from a point source equals the intensity of the source

 I
A

s Es= =Φ 2 2  (24)

The relationship between the uniformly emitted radiance and the intensity of a point source is 
obtained similarly from Eqs. (4) and (7):

 L
I
As

=  (25)

These point-to-point relationships are perhaps most important as a test of the accuracy of a radia-
tion transfer calculation at the limit as the areas approach zero.

Lambertian Approximation: Uniformly Radiant Areas

Lambertian Sources A very useful concept for the approximation of radiant power transfer is that 
of a source having a radiance that is uniform across its surface and uniformly emits in all directions 
from its surface. Such a uniform source is commonly referred to as a lambertian source.

For the case of a lambertian source, Eq. (23) becomes

 Φ = ∫∫L
s

dA dAs d

sd
s d

cos cosθ θ
2

 (26)

Configuration factor The double integral in Eq. (26) has been given a number of different 
names: configuration factor, radiation interaction factor, and projected solid angle. There is no gen-
erally accepted terminology for this concept, although configuration factor appears most frequently. 
Analytical solutions to the double integral have been found for a variety of different shapes of source 
and receiver. Tabulations of these exact solutions to the integral in Eq. (26) are usually found in texts 
on thermal engineering,18,19 under the heading of radiant heat transfer or configuration factor.

Radiation transfer between complex shapes can often be determined by using various combina-
tions of configuration factors. This technique is often referred to as configuration factor algebra.18 
The surfaces are treated as pieces, each with a calculable configuration factor, and the separate con-
figuration factors are combined to obtain the effective configuration factor for the complete surface.
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RADIOMETRY AND PHOTOMETRY  34.15

Étendue The double integral in Eq. (26) is often used as a means to characterize the flux-transmit-
ting capability of an optical system in a way that is taken to be independent of the radiant properties 
of the source. Here the double integral is written as being over area and solid angle:

 Φ Ω= ∫∫L dA dd scosθ  (27)

In this case, the surface of the lambertian source is assumed perpendicular to the optic axis and 
to lie in the entrance window of the optical system. The solid angle is measured from a point on the 
source to the entrance pupil. The étendue E of an optical system of refractive index n is defined as

 E n dA dd s= ∫∫2 cosθ Ω  (28)

Equation (28) is sometimes referred to as the throughput of an optical system.

Total flux into a hemisphere The total amount of radiation emitted from a lambertian source 
of area dAs into the hemisphere centered at dAs (or received by a hemispherical, uniform detector 
centered at dAs) is obtained from integrating Eq. (26) over the area Ad. Note that the ray ssd is every-
where normal to the surface of the hemisphere; i.e., cos qd = 1.

 Φ = ∫L dAsπ  (29)

Using Eq. (3), the definition of the exitance, the radiance at each point on the surface of the 
source is

 L
M

=
π

 (30)

Because of the relationship expressed in Eq. (30), Eq. (26) is often written in terms of the exitance.

 Φ = ∫∫M
s

dA dAs d

sd
s dπ

θ θcos cos
2

 (31)

In this case, the factor p is considered to be part of the configuration factor. Note again that there is 
no generally accepted definition of the configuration factor.

Radiation transfer between a circular source and detector The particular case of radiation trans-
fer between circular apertures, the centers of which are located along the same optical axis as shown 
in Fig. 4, is a configuration common to many optical systems and is therefore illustrated here. The 

ssd

rd
rs

FIGURE 4 Radiant flux trans-
fer between two circular apertures 
normal and concentric to the axis 
joining them.

34_Bass_v2ch34_p001-048.indd 34.15 8/21/09 5:19:48 PM

DO
 N

OT
 D

UP
LI

CA
TE



34.16  RADIOMETRY AND PHOTOMETRY

radius of the source (or first aperture) is rs, the detector (second aperture) radius is rd, and the dis-
tance between the centers is ssd. The exact solution of the integral in Eq. (26) yields

 Φ =
+ + + + + −

2

4

2

2 2 2 2 2 2 2

L r r

r r s r r s
s d

s d sd s d sd

( )

[( )

π
rr rs d

2 2 1 2] /
 (32)

This result can be approximated for the case where the sum of the squares of the distance and radii 
is large compared to the product of the radii, that is, ( )r r s r rs d sd s d

2 2 2 2+ + >> so that Eq. (32) reduces to

 Φ ≅
+ +

L r r

r r s
s d

s d sd

( )π 2

2 2 2
 (33)

From this expression the irradiance at the detector can be obtained

 E
A

LA

r r s

LA

sd

s

s d sd

s

sd

= ≅
+ +

≅Φ
2 2 2 2

 (34)

where As is the area of the lambertian disk and Ad is the detector area. The approximation at the 
extreme right is obtained by assuming that the radii are completely negligible with respect to the 
distance. This is the same result that would be obtained from a point-to-point approximation.

Off-axis irradiance: cosine-to-the-fourth approximation Equation (34) describes the irradiance 
from a small lambertian disk to a detector on the ray axis and where both surfaces are perpendicular 
to the ray. If the detector is moved off-axis by a distance b as depicted in Fig. 5, the ray from As to Ad
will then be at an angle with respect to the normal at both surfaces as follows

 θ θ θs d
sd

b
s

= = =
⎛
⎝⎜

⎞
⎠⎟

−tan 1  (35)

The projected areas are then (As cos q) and (Ad cos q). In addition, the distance from the source to the 
detector increases by the factor (1/cos q). The radiant power at a distance b away from the axis there-
fore decreases by the fourth power of the cosine of the angle formed between the normal to the surface 
and the ray.

 Φ ≅
LA A

s
s d

sd
2

4cos θ  (36)

Since the radiance is conserved for propagation in a lossless optical system, Eq. (36) also approxi-
mates the radiant power from an off-axis region of a large lambertian source received at a small 
detector. The approximate total radiant power received at the detector would then be the sum of the 
radiant power contributed by each region of the source.

FIGURE 5 illustration of the cosine-
fourth effect on irradiance, displacement of 
the receiving surface by a distance b.

ssd

b

qs

qd
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RADIOMETRY AND PHOTOMETRY  34.17

Spherical lambertian source In order to compute the radiant power at a point at a distance ssd
from the center of a spherical lambertian source of radius rsph, it is not necessary to explicitly solve 
the integrals in the radiation transfer equation. The solution is readily obtained from the symmetry 
of the lambertian sphere. Using the relationship between the exitance and radiance of a lambertian 
source [Eq. (30)], the total radiation power emitted by the source is obtained from the product of 
the surface area of the source times the exitance.

 Φ = 4π 2r Lsph
2  (37)

The radiant power is isotropically emitted. Therefore, the irradiance at any point on an enclosing 
sphere of radius ssd is the total radiant power divided by the area of the enclosing sphere.

 E
r L

ssd

=
π sph

2

2
 (38)

Note that the irradiance from a spherical lambertian source follows the inverse square law at all 
distances from the surface of the sphere. The intensity of a spherical lambertian source is

 I r L=π sph
2  (39)

Radiant Flux Transfer through a Lambertian Reflecting Sphere A lambertian reflector is a surface 
that uniformly scatters a fraction r of the radiation incident upon it.

 L
E

=
ρ
π

 (40)

where E is the irradiance.
A spherical enclosure whose interior is coated with a material that approximates a lambertian 

reflector is a widely used tool in radiometry and photometry.20 Such spheres are used either for 
averaging a nonuniform radiant power distribution (averaging sphere) or for measuring the total 
amount of radiant power emitted from a source (integrating sphere).

The sphere has the useful property whereby the solid angle subtended by any one section of the 
wall times the projected area is constant over all other points on the inside surface of the sphere. 
Therefore, if radiation falling on any point within the sphere is uniformly reflected, the reflected 
radiation will be uniformly distributed, i.e., produce uniform irradiance, throughout the interior. 
This result follows directly from the symmetry of the sphere.

Consider a sphere of radius rsph and the radiant power transfer between two points on the inner 
surface. The normals to the two points are radii of the sphere and form an isosceles triangle when 
taken with the ray joining the points. Therefore, the angles between the ray and the normals to each 
point are equal. From Eq. (26)

 Φ = ∫∫L
s

dA dA
sd

s d

cos2

2

θ
 (41)

The length of the ray joining the points is 2rsph cos q. The irradiance is therefore

 E
A

LA

rd

s= =Φ
4 sph

2
 (42)

which is independent of the angle q. If Φin is the radiant power entering the sphere, the irradiance at 
any point on the sphere after a single reflection will be

 E
r

=
ρ
π
Φin

sph
24

 (43)
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34.18  RADIOMETRY AND PHOTOMETRY

A fraction r of the flux will be reflected and again uniformly distributed over the sphere. After 
multiple reflections the irradiance at any point on the wall of the sphere is

 E
r A

=
+ + +

=
−

( )

( )

ρ ρ ρ
π

ρ
ρ

2 3

4 1

� Φ Φin

sph
2

in

sph

 (44)

where Asph is the surface area of the sphere. The flux Φout exiting the sphere through a port of area 
Aout is

 Φ
Φ

out
in out

sph

=
−

ρ
ρ

A

A( )1
 (45)

In Eq. (45) it is assumed that the loss of radiation at the entrance and exit ports is negligible and 
does not affect the symmetry of the radiation distribution.

The effect of the radiation lost through the entrance and exit ports is approximated as follows. 
After the first reflection, the fraction of radiation lost in each subsequent reflection is equal to the 
combined areas of the ports divided by the sphere area. Therefore the fraction reflected within the 
sphere is

 g
A A

A
= −

+
1 in out

sph

 (46)

Using this in Eq. (44) yields

 Φ
Φ

out
in out

sph

=
−

ρ
ρ

A

g A( )1
 (47)

Since the sphere is approximately a lambertian source, the radiance at the exit port is

 L
g A

=
−

ρ
ρ π

Φin

sph( )1
 (48)

Radiometric Effect of Stops and Vignetting

Refer to Fig. 6 for an illustration of these definitions. The aperture stop of an optical system is an 
aperture near the entrance to the optical system that determines the size of the bundle of rays leav-
ing the source that can enter the optical system.

The field stop is an aperture within the optical system that determines the maximum angle of the 
rays that pass through the aperture stop that can reach the detector. The position and area of the field 
stop determines the field of view of the optical system. The field stop limits the extent of the source 
that is represented in its image at the detector.

The image of the aperture stop in object space, i.e., in the region of the source, is the entrance 
pupil. The image of the aperture stop in image space, i.e., in the region of the detector, is the exit 
pupil. Light rays that pass through the center of the aperture stop also pass through the centers of 
the images of the aperture stop at the entrance and exit pupils. Since all of the light entering the 
optical system must pass through the aperture stop, all of the light reaching the detector appears to 
pass through the exit pupil.

The field stop defines the solid angle within the optical system, the system field of view. When 
viewed from the image, the field stop of an optical system takes on the radiance of the object being 
imaged. This is a useful radiometric concept since a complex optical system can often be approxi-
mated as an exit pupil having the same radiance as the object being imaged (modified by the system 
transmission losses). The direction in which the radiation in the image appears to be emitted is, 
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RADIOMETRY AND PHOTOMETRY  34.19

of course, limited by the aperture at the field stop. A word of caution: if the object is small, its image 
will be limited by diffraction effects and its radiance will depart even further from the extended 
source (large area) approximations used here.

The entrance window is the image of the field stop at the source and the exit window is the image 
of the field stop at the detector. If the field stop coincides with the detector, i.e., the detector is in 
the image plane of the optical system, then the entrance window will correspond with the object 
plane on the source. If the field stop does not coincide with the image plane at the detector, then 
because of parallax, different portions of the source will be visible from different points within the 
exit pupil. This condition, known as vignetting, causes a decrease in the irradiance at the off-axis 
points on the detector or image plane.

Approximate Radiance at an Image

Aplanatic Optical Systems Except for rays that lie on the optic axis, the radiance of an image must 
be based on a knowledge of the image quality since any aberrations introduced by the optical system 
divert some of the off-axis rays away from the image.

Consider a well-corrected optical system that is assumed to be aplanatic for the source and image 
points. That is, the optical system obeys Abbe’s sine condition which is

 n h n hs s s d d dsin sinθ θ=  (49)

where ns and nd are the refractive indices of the object (source) and image (detector) spaces, hs and 
hd are the object and image heights, and qs and qd are the angles between the off-axis rays and the 

Entrance
window

Aperture
stop and
entrance

pupil

Field
stop
exit

window

Source Detector

Exit
pupil

FIGURE 6 Schematic showing the relative positions of the stops, pupils, and win-
dows in a simple optical system.
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34.20  RADIOMETRY AND PHOTOMETRY

optic axis in object and image space. From Eq. (27) the flux radiated by a small lambertian source of 
area As into the solid angle of the optical system is

 Φ ≅ =∫2 2

0
π θ θ θ π θ

θ
LA d LAs s s

s
cos sin sin  (50)

The differential of the solid angle is obtained from Eq. (6). Since Φ is the radiant flux at the 
image and Ad is the area of the image, the irradiance at the image is

 E
A

LA

Ad

s

d
s= =Φ π

θsin2  (51)

If hs and hd are the radii of circular elements As and Ad, then according to Abbe’s sine condition

 
A

A

n

n
s

d

d d

s s

=
2 2

2 2

sin

sin

θ
θ

 (52)

The irradiance at the image is

 E
Ln

n
d

s
d=

π
θ

2

2
2sin  (53)

Numerical Aperture and F-number The quantity nd sin qd in Eq. (53) is called the numerical aper-
ture of the imaging system. The irradiance of the image is proportional to the square of the numeri-
cal aperture. Geometrically speaking, the image irradiance increases with the angle of the cone of 
light converging on the image.

Another approximate measure of the image irradiance of an optical system is the F-number, f# 
(sometimes called the focal ratio) defined by the ratio of focal length (in the image space) f to the 
diameter D of the entrance pupil. For a source at a very large distance

 f
f

D d d

#
tan sin

= = ≅1

2

1

2θ θ
 (54)

The approximate image irradiance expressed in terms of the F-number is

 E L
n

n f
d

s

≅
⎛
⎝⎜

⎞
⎠⎟

π
2

2

#
 (55)

34.5 ABSOLUTE MEASUREMENTS

An absolute measurement, often referred to as an absolute calibration, is a measurement that is 
based upon, i.e., derived from, one of the internationally recognized units of physical measure-
ment. These units are known as the SI units (Système International d’Unitès21). The absolute SI base 
units are the meter, second, kilogram, kelvin, ampere, candela, and mole. The definitions of the SI 
units, the methods for their realization, or their physical embodiment are a matter of international 
agreement under the terms of the 1875 Treaty of the Meter. A convenient method (but often not a 
sufficient condition) for achieving absolute accuracy is to obtain traceability to one of the SI units 
via a calibration transfer standard issued by one of the national standards laboratories. The United 
States standards laboratory is the National Institute of Standards and Technology (NIST, formerly 
the National Bureau of Standards).

A relative measurement is one that is not required to be traceable to one of the SI units. Relative 
measurements are usually obtained as the ratio of two measurements. An example of a relative 
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RADIOMETRY AND PHOTOMETRY  34.21

measurement is the determination of the transmittance of an optical material wherein the ratio of 
the output radiant power to the input radiant power is measured; the measurement result is inde-
pendent of SI units.

Absolute Accuracy and Traceability

Establishment of legal traceability to an SI unit requires that one obtain legally correct documenta-
tion, i.e., certification, of the device that serves as the calibration transfer standard and sometimes 
of the particular measurement process in which the device is to be used. Certification of legal trace-
ability within each nation is obtained from the national standards laboratory of that nation. Often 
another nation’s standards laboratory can be used to establish legal traceability, provided that there 
exists the legal framework for mutual recognition of the legality of each other’s standards.

In order to establish accurate traceability to an SI unit, one needs to determine the total accumu-
lated error arising from: (1) the realization of the base SI unit; (2) if applicable, the derivation of an 
associated measurement quantity; (3) if applicable, scaling to a higher or lower value; and (4,5...) 
transfer of the calibration from one device to another. The last entries must include the instability of 
the calibration transfer devices; the others may or may not involve a transfer device.

Legal traceability to SI units does not guarantee accurate traceability and vice versa. In order to 
obtain accurate traceability, it is not necessary to prove traceability to a national standards labora-
tory. Instead, the measurement must trace back to one of the SI units. However, it is usually conve-
nient to establish accurate traceability via one of the national standards laboratories. The degree of 
convenience and accuracy will depend upon the accuracy of the measurement method and type of 
calibration transfer device available from the particular national standards laboratory.

Although relative measurements do not require traceability to one of the SI base units often to 
satisfy legal requirements traceability to a national standards laboratory may be necessary.

Types of Errors, Uncertainty Estimates, and Error 
Propagation

It is almost pointless to state a value for an absolute or relative measurement without an estimate of 
the uncertainty and the degree of confidence to be placed in the uncertainty estimate. Verification of 
the accuracy and the confidence limits is not only desirable but is often a legal requirement.

The accuracy and the uncertainty of a measurement are synonymous. The usual terminology is 
that a measurement is “accurate to within ± x” or “uncertain to within ± x”, where x is either a frac-
tion (percent) of the measured value or an interval within which the true value is known to within 
some degree of confidence. The degree of confidence in the uncertainty estimate is the confidence 
interval or s-level.

Errors are classified as type A errors, also known as random errors, and type B, or systematic 
errors. Type A errors are the variations due to the effects of uncontrolled variables. The magnitude 
of these effects is usually small and successive measurements form a random sequence. Type B errors 
are not detectable as variations since they do not change for successive measurements with a given 
apparatus and measurement method. Type B errors arise because of differences between the ideal 
behavior embodied in fundamental laws of physics and real behavior embodied in an experimental 
simulation of the ideal. A type B error could also be a function of the quantity being measured; for 
example, in a blackbody radiance standard using the freezing point of a metal and its defined tem-
perature instead of the true absolute temperature.

Type A errors are estimated using standard statistical methods. If the distribution of the measure-
ments is known (e.g., either Gaussian, which is often called a normal distribution, or Poisson), then 
one uses the formalism appropriate to the distribution. Unless enough data is obtained to establish 
that the distribution is not Guassian, it is usual to assume a gaussian distribution. A brief discussion 
of Gaussian statistical concepts and terminology is given here to guide the reader in interpreting or 
determining the uncertainty in a radiometric or photometric calibration. A thorough discussion of 
these topics is available via the web from NIST.22
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34.22  RADIOMETRY AND PHOTOMETRY

The mean value m, the standard deviation s, and the standard deviation of the mean sm, of a set 
of measurement xi , are estimated for a small sample from a gaussian distribution of measurements 
as follows:

 m
xi

i

= ∑ η  (56)

 σ
η

2
2

1
=

−∑
−

( )x mi  (57)

 σ σ
ηm =  (58)

where i = 1 to h, and h is the total number of measurements.
The standard deviation is an estimate of the spread of the individual measurements within a 

sample, and it approaches a constant value as h is increased.
The standard deviation of the mean is an estimate of the spread of the values of the mean that 

would be obtained from several different sets of sample measurements. The standard deviation 
of the mean decreases as the number of samples in a set increases, since the estimate of the mean 
approaches the true mean for an infinite data set. The standard deviation of the mean is used in the 
estimate of the confidence interval assigned to the reported value of the mean.

The degree of confidence to which a reported value of the mean is valid is known as the confi-
dence interval (CI). If it is assumed that a very large set of measurements has been sampled, then 
the CI is often given in terms of the number of standard deviations of the mean (one-s level, two-s 
level, etc.) within which the type A error of a reported value is known.

The CI is the probability that the mean from a normal distribution will be within the estimated 
uncertainty. That is, for a z-percent confidence interval, z-percent of the measurements will fall 
inside and (100 − z) percent will fall outside of the uncertainty estimate. For small measurement 
samples from a gaussian distribution, Student’s t-distribution is used to estimate the CI. Tables of 
Student’s t-distribution along with discussions concerning its use are presented in most statistics 
textbooks. For large sets of measurements, a one-s level corresponds approximately to a 68-percent 
CI, a two-s level to a 95-percent CI, and a three-s level to a 99.7-percent CI.

The reader is cautioned about using the s level designation to describe the CI for a small sample 
of measurements. As an example of the small versus large sample difference, consider two data sets, 
one consisting of three samples and the other ten. Using a Student’s t-distribution to estimate the 
CI for the three sample set, the one-s, two-s, and three-s levels correspond to CIs of 61 percent, 
86 percent, and 94 percent, respectively. For the ten-sample set, the respective CIs are 66 percent, 
93 percent, and 99 percent. It can be quite misleading to state only the s level of the uncertainty 
estimate without an indication of the size of the measurement set from which it was drawn. In order 
to avoid misleading accuracy statements, it is recommended that, instead of simply reporting the s 
level, either the estimated CI be reported or the standard deviation of the mean be reported along 
with the number of measurement samples obtained.

Type B error estimates are either educated guesses of the magnitude of the difference between 
the real and the ideal or they are the result of an auxiliary measurement. If an appropriate auxil-
iary experiment can be devised to measure a systematic or type B error, then it need no longer be 
considered an error. The result obtained from the auxiliary measurement can usually be used as a 
correction factor. If a correction factor is applied, then the uncertainty is reduced to the uncertainty 
associated with the auxiliary experiment.

Most of the effort in high-accuracy radiometry and photometry is devoted to reducing type B 
errors. The first rule for reducing type B errors is to ensure that the experiment closely simulates the 
ideal. The second rule is that the differences between real and ideal should be investigated and that a 
correction be applied. Unlike type A errors for which an objective theory exists, the educated guess 
for a type B error is often subjective. For type B errors, neither a confidence interval nor a s level is 
objectively quantifiable.
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Error propagation, error accumulation, or a combined uncertainty analysis is the summation of 
all the type A and type B uncertainties that contribute to the final measurement in the chain. Because 
type A errors are truly random, they are uncorrelated and the accumulated type A error is obtained 
from the square-root of the sum of the squares (also known as root-sum-square, RSS) of the several 
type A error estimates. Type B uncertainties, however, may be either correlated or uncorrelated. 
If they are uncorrelated, the total uncertainty is the RSS of the several estimates. Type B uncertain-
ties that are correlated must be arithmetically summed in a way that accounts for their correlation. 
Therefore, it is usually desirable to partition type B uncertainties so that they are uncorrelated.

Absolute Sources

Planckian or Blackbody Radiator A blackbody, or planckian, radiator is a thermal radiation source 
with a predictable absolute radiance output. An ideal blackbody is a uniform, i.e., lambertian, source 
of radiant power having a predictable distribution over area, solid angle, and wavelength. It is used 
as a standard radiance source from which the other radiometric quantities, e.g., irradiance, intensity, 
etc., can be derived.

Blackbody simulators are in widespread use not only at national standards laboratories but also 
in many other industrial, academic, and government laboratories. Blackbody simulators are com-
mercially available from a number of manufacturers and cover a wide range of temperatures and 
levels of accuracy. Because they are in such widespread use as absolute standard sources for a vari-
ety of radiometric applications, particularly in the infrared, they are discussed here in some detail. 
Furthermore, since many practical sources of radiation can be approximated as a thermal radiation 
source, a blackbody function is often used in developing the radiometric model of an optical system.

An ideal blackbody is a completely enclosed volume containing a radiation field which is in ther-
mal equilibrium with the isothermal walls of the enclosure that is at a known absolute temperature. 
The radiation in equilibrium with the walls does not depend upon the shape or constitution of the 
walls provided that the cavity dimensions are much larger than the wavelengths involved in the 
spectrum of the radiation.

Since the radiometric properties of a blackbody source are completely determined by its temper-
ature, the SI base unit traceability for blackbody-based radiometry is to the kelvin. Because of recent 
improvements in the accuracy of absolute detector-based measurements thermodynamic tempera-
tures are obtained by radiometric detector methods. 23

Since the radiation field and the walls are in equilibrium, the energy in the radiation field is 
determined by the temperature of the walls. The relationship between the absolute temperature T
and the spectral radiance Ll is given by Planck’s law:

 L
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Here h is Planck’s constant, c is the speed of light in a vacuum, k is Boltzmann’s constant, l is 
the wavelength, and n is the index of refraction of the medium. Incorporating the values of the con-
stants in this equation yields,
Spectral radiance units: W m−2 sr−1 μm−1
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It follows that the peak of the spectrum of a blackbody is determined by its temperature (Wein 
displacement law).

 n Tλmax 2898 mK= μ  (61)

It is often useful to measure blackbody spectral radiance in units of photons per second Nl. The 
form of Planck’s law in this case is 
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Spectral radiance units: photons s−1 m−2 sr−1 μm−1

 N
c

n
e hc n kT

λ
λ

λ
= − −2

1
4

1[ ]( / )  (62)

The peak of this curve is not at the same wavelength as in the case of radiance measured in units 
of power. Wein’s displacement law for blackbody radiance measured in photons per second is

 n Tλmax 3670 mK= μ  (63)

In other applications, the spectral distribution of the blackbody radiation may be required in 
units of photons per second per frequency interval (symbol: Nv). This form of Planck’s law is 
Spectral radiance units: photons s−1 m−2 sr−1 Hz−1

 N
n v

c
ev

hv kT= − −2
1

2 2

2
1[ ]( / )  (64)

and that of Wein’s displacement law is

 
T

vmax

KHz= × − −1 701 10 11 1.  (65)

Planck’s law integrated over all wavelengths (or frequencies) leads to the Stefan-Boltzmann law 
which describes the temperature dependence of the total radiance of a blackbody. For blackbody 
radiance measured as radiant power, the Stefan-Boltzmann law is 
Radiance units: W m−2 sr−1

 L n T= × −1 8047 10 8 2 4.  (66)

Equation (66) is the usual form of the Stefan-Boltzmann law; however, it can also be derived for 
blackbody radiance measured as photon flux. 
Radiance units: photons s−1 m−2 sr−1

 N n T= ×4.8390 1014 2 3  (67)

The preceding expressions are valid provided that the cavity dimensions are much larger than 
the wavelengths involved in the spectrum of the radiation. The restriction imposed by the cavity 
dimension may lead to significant errors in very high accuracy radiometry or very long wavelength 
radiometry. For example, in a cube 1 mm on a side and at a wavelength of 1 μm, the approximate 
correction to Planck’s equation is only 3 × 10−7; however, if the measurement is made within a 1-nm 
bandwidth or less, the root mean square fluctuation of the signal is about 2 × 10−3 which may not be 
negligible. Recent work describes how well the Planck and Stefan-Boltzmann equations describe the 
radiation in small cavities and at long wavelengths.24–26

Blackbody Simulators An ideal blackbody, being completely enclosed, does not radiate into its 
surrounds and therefore cannot serve as an absolute radiometric source. A blackbody simulator is 
a device that does emit radiation but only approximates the conditions under which Planck’s law is 
valid. In general, a blackbody simulator is an enclosure at some fixed temperature with a hole in it 
through which some of the radiation is emitted. Some low-accuracy blackbody simulators are fabri-
cated as a flat surface held at a fixed temperature.

A blackbody simulator can be used as an absolute source provided that the type B errors intro-
duced by the deviations from the ideal Planck’s-law conditions are evaluated and the appropriate 
corrections are applied. In a blackbody simulator there are three sources of type B error: inaccurate 
surface temperature, nonequilibrium between the radiant surface and the radiation field due to 
openings in the enclosure, and nonuniformity in the temperature of the radiant surface.
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Calculation of the effect of a temperature error on the spectral radiance is obtained from the 
derivative of Planck’s law with respect to temperature.
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λ

λ
λ

= − − −[ ]( / )1 1  (68)

Since the radiation field is in equilibrium with the surface of the cavity, it is the absolute temper-
ature of the surface that must be measured. It is usually impractical to have the thermometer located 
on the emitting surface and it is the temperature within the wall that is measured. The difference 
between the temperature within the wall and the surface must therefore be measured, or calculated 
from a thermal model, and the correction applied.

The error due to nonequilibrium occurs because a practical radiation source cannot be a com-
pletely closed cavity. The correction factor for the effect on the radiance due to the escaped radia-
tion is obtained from application of Kirchhoff ’s law. Simply stated, Kirchhoff ’s law states that the 
absorptive power of a material is equal to its emissive power. According to the principle of detailed 
balancing, for a body to be in equilibrium in a radiation field, the absorption of radiation by a given 
element of the surface for a particular wavelength, state of polarization, and in a particular direction 
and solid angle must equal the emission of that same radiation. If this were not true, the body would 
either emit more than it absorbs or vice versa, it would not be in equilibrium with the radiation, and 
it would either heat up or cool off.

Radiation impinging upon a body is either reflected, transmitted, or absorbed. The fraction of 
the incident radiation that is reflected r (reflectance), plus the fraction absorbed a (absorptance), 
plus the fraction transmitted t (transmittance), is equal to one.

 1= + +ρ α τ  (69)

From Kirchhoff ’s law for a surface in radiative equilibrium, the fraction of absorbed radiation 
equals the fraction emitted e (emittance or emissivity). Therefore, the sum of the reflectance, trans-
mittance, and emittance must also be equal to one. If the body is opaque, the transmittance is zero 
and the emittance is just equal to one minus the reflectance.

 ε ρ= −1  (70)

For a body not in an enclosed volume to be in equilibrium with a radiation field, it must absorb 
all the radiation impinging upon it, because any radiation lost through reflection will upset the 
equilibrium. An emittance less than one is the measure of the departure from a perfect absorber 
and, therefore, it is a measure of the radiance change due to the departure from closed-cavity equi-
librium. In general, cavities with an emittance nearly equal to unity are those for which the size of 
the hole is very small in comparison to the size of the cavity.

Temperature nonuniformity modifies the radiant flux over the whole cavity in much the same 
way as the presence of a hole in that it is a departure from equilibrium. Radiation loss from the 
region of the cavity near the hole is typically larger than from other regions and this loss produces a 
temperature change near the hole and a nonuniformity along the cavity wall. In addition, the tem-
perature nonuniformity is another source of uncertainty in the absolute temperature. In practice, 
the limiting factor in the accuracy of a high-emittance blackbody simulator is typically the nonuni-
formity of the temperature.

Accurate calculation of the emittance of a cavity radiator requires a detailed knowledge of the 
geometry of the cavity and the viewing system. This is a radiance transfer calculation and, in order 
to perform it accurately, one must know the angular emitting or reflecting properties of the cavity 
surface. The regions that contribute most to the accuracy of the calculation are those that radiate 
directly out the hole into the direction of the solid angle of the optical detection system.

There are many methods of calculating the emittance. The most popular are based upon the 
assumption of uniform emission that is independent of direction, i.e., lambertian emission. One can 
calculate the spectral emittance and temperature of each element along the cavity wall and sum the 
contribution from each element to the cavity radiance. Extensive discussion of the diffuse emittance 
and temperature nonuniformity calculation methods can be found elsewhere.27–31
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Instead of calculating the emittance of a cavity directly, the problem may be transformed into 
one of calculating the absorptance for a ray incident from the direction in which the emittance is 
required.32–34 The quantity to be calculated in this case is that fraction of the radiation entering the 
hole from a particular direction which is subsequently reflected out of the hole into a hemisphere.

Real surfaces are not perfectly diffuse reflectors and often have a higher reflectance in the specular 
direction. A perfect specularly reflecting surface is at the other extreme for calculating the emittance 
of a blackbody simulator. In some applications, a specular black surface might perform better than 
a diffusely reflecting one, particularly if the viewing geometry is highly directional and well known. 
The calculation of the emittance of a cavity made from a perfectly specular reflector is obtained in 
terms of the number of reflections undergone by an incident ray before it leaves the cavity.35

One can reduce the error due to temperature nonuniformity by reducing the emittance of those 
regions along the cavity wall that do not contribute radiation directly to that emitted from the cavity.36 
That is, by fabricating the “hidden” portions of the cavity wall from a specular, highly reflecting 
material and by proper orientation of these surfaces, the highly reflecting surfaces absorb almost 
none of the radiation but reflect it back to the highly absorbing surfaces. Since the highly reflective 
surfaces absorb and emit very little radiation, their temperature will have a minimal effect on the 
equilibrium within the cavity.

In high-accuracy applications, it is preferable to measure rather than calculate the emittance of the 
blackbody cavity. This can be done either by comparison of the radiance of the device under test to that 
of a higher-quality blackbody simulator (emittance closer to unity) or by a direct measurement of the 
reflectance of the cavity.37 Accurate measurement of thermal nonuniformity by measurement of the 
variations in the radiance from different regions within the cavity is made difficult by the fact that radi-
ance variations depend not only on the local temperature but also upon the emittance of the region.

Synchrotron Radiation A synchrotron is an electronic radiation source that if well-characterized 
has a predictable absolute radiance output. A synchrotron source is a very nonuniform, i.e., highly 
directional and highly polarized, radiance standard in contrast to a blackbody which is uniform and 
unpolarized. However, like a blackbody, a synchrotron has a predictable spectral output and it is 
useful as a standard radiance source from which the other radiometric quantities, e.g., irradiance, 
intensity, etc., can be derived.

Classical electrodynamic theory predicts that an accelerated charged particle will emit radiation. 
A synchrotron is a type of electron accelerator where the electron beam is accelerated in a closed 
loop and synchrotron radiation is the radiation emitted by the electrons undergoing acceleration. 
The development of these and other charged particle accelerators led to closer experimental and 
theoretical scrutiny of the radiation emitted by an accelerated charged particle. These studies cul-
minated in Schwinger’s complete theoretical prediction, including relativistic effects, of the spectral 
and angular distribution of the radiation emitted by a beam in a particle accelerator.38 The accuracy 
of Schwinger’s predictions have been verified in numerous experimental studies.39–41

Schwinger’s theoretical model of the absolute amount of radiation emitted by an accelerated 
charged particle is analogous to the Planck equation for blackbody sources in that both predict the 
behavior of an idealized radiation source. Particle accelerators, when compared to even the most 
elaborate blackbodies, are, however, far more expensive. Furthermore, in order to accurately predict 
the spectral radiance of the beam in a particle accelerator, much detailed information is required of 
the type not found for most accelerators. Accurately predictable radiometric synchrotron sources 
are consequently found only in a few laboratories throughout the world.

The magnitude of the radiant power output from a synchrotron source is proportional to the num-
ber of electrons in the beam and their velocity, i.e., the number of electrons per second or current and 
their energy. Therefore, synchrotron radiometry is traceable to the SI unit of electricity, the ampere.

Because absolute synchrotron sources are so rare, a detailed discussion of Schwinger’s model of 
synchrotron radiation and the various sources of uncertainty will not be presented here. It is gener-
ally useful, however, to know some of the characteristics of synchrotron radiation. For example, the 
radiance from a synchrotron beam is highly polarized and very nonuniform: radiant power is almost 
entirely in the direction of the electron velocity vector and tangent to the electron beam. The peak 
of the synchrotron radiation spectrum varies from the vacuum ultraviolet to the soft x-ray region 
depending upon the energy in the beam. Higher-energy beams have a shorter wavelength peak: 1-GeV 
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peaks near 10 nm, 6-GeV peaks near 0.1 nm. Radiant power decreases to longer wavelengths by very 
roughly two decades for every decade increase of wavelength, so that for the typical radiometric-
quality synchrotron source, there is usually sufficient energy to perform accurate radiometric mea-
surements in the visible for intercomparison to other radiometric standards.41

Absolute Detectors

Electrical Substitution Radiometers An electrical substitution radiometer, often called an elec-
trically calibrated detector, is a device for measuring absolute radiant power by comparison to 
electrical power.8 As a radiant power standard, an electrical substitution radiometer can be used as 
the basis for the derivation of the other radiometric quantities (irradiance, radiance, or intensity) 
by determining the geometrical distribution (either area and/or solid angle) of the radiation.42–48 
Since an electrical substitution radiometer measures the spectrally total radiant power, it is used 
primarily for the measurement of monochromatic sources or those with a known relative spectral 
distribution.

An electrical substitution radiometer consists of a thermal detector (i.e., a thermometer) that 
has a radiation-absorbing surface and an electrical heater within the surface, or the heater is in good 
thermal contact with the surface. When the device is irradiated, the thermometer senses the tem-
perature of the radiantly heated surface. The radiation source is then blocked and the power to the 
electrical heater adjusted to reproduce the temperature of the radiantly heated surface. The electri-
cal power to the heater is measured and equated to the radiant power on the surface. The absolute 
base for this measurement is the electrical power measurement which is traceable to the SI ampere. 
In order for the measurement to be accurate, differences between the radiant and electrical heating 
modes must be evaluated and the appropriate corrections applied.

Electrical substitution radiometers predate the planckian radiator as an absolute radiometric 
standard.49–50 They were the devices used to quantify the radiant power output of the experimental 
blackbody simulators studied at the end of the nineteenth century. Electrical substitution radiom-
eters are in widespread use today and are commercially available in a variety of forms that can be 
classified either as to the type of thermometer, the type of radiant power absorber, or the tempera-
ture at which the device operates.

Early electrical substitution radiometers operated at ambient temperature and used either a 
thermocouple, a thermopile, or a bolometer as the detector. Thermopile- and bolometer-based 
radiometers are presently used in a variety of applications. They have been refined over the years 
to produce devices of either greater accuracy, sensitivity, and/or faster response time. Thermopile-
based, ambient temperature electrical substitu tion radiometers used for radiant power (and laser 
power, see later discussion) measure ments at about the 1-mW level at several national standards 
laboratories have estimated uncertainties reported to be within ±0.1 percent.51–53 Electrical substitu-
tion radiometers have also been used for very high-accuracy absolute radiant power measurements 
of the total solar irradiance both at the surface of the earth,51,53 and above its atmosphere.52 The type 
of high-accuracy radiometer used at various national standards laboratories is a custom-built device 
and is not commercially available in general. On the other hand, electrical substitution radiometers 
for solar and laser power measurements at a variety of accuracy levels are available commercially.

An ambient temperature electrical substitution radiometer based on a pyroelectric as the thermal 
detector was developed in the 1970s.54,55 A pyroelectric detector is a capacitor containing a dielectric 
with a temperature-sensitive spontaneous electrical polarization; a change in temperature results 
in a change in polarization. Small and rapid changes of polarization are readily detectable, mak-
ing the pyroelectric a sensitive and fast thermal detector. It is most useful as a detector of a pulsed 
or chopped radiant power signal. During the period when the radiant power signal is blocked, 
electrical power can be introduced to a heater in the absorptive surface of the radiometer. As in 
the method for a thermopile- or bolometer-based electrical substitution radiometer, the electrical 
power is adjusted to equal the heating produced by the radiant power signal. Chopping can be done 
at a reasonable frequency, hence the electrical heating can be adjusted to achieve a balance in a com-
paratively short time. Because the radiant-to-electrical heating balance is more rapidly obtained, a 
pyroelectric radiometer is often more convenient to use than a thermopile radiometer. Pyroelectric 
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electrical substitution radiometers are generally more sensitive but are usually less accurate than the 
room temperature thermopile or bolometer electrical substitution radiometers.

Electrical substitution radiometers are further distinguished by two types of radiant power 
absorber configurations: a flat surface coated with a highly absorbing material or a cavity-shaped, 
light-trapping detector. Cavity-shaped radiometers are usually more accurate over a greater spectral 
range than flat-surface radiometers. However, a flat-surface receiver can usually be fabricated with 
less thermal mass than a cavity-shaped receiver and therefore may have greater sensitivity and/or a 
faster response time.

Electrical substitution radiometers are further distinguished by the temperature at which the 
electrical-to-radiant-power comparison is performed. In the last two decades there have been sig-
nificant advancements56,57 made in instruments that perform the radiant-to-electrical comparison 
at a temperature near to that of liquid helium (4.2 K). Such devices are known as cryogenic electri-
cal substitution radiometers or electrically calibrated cryogenic detectors and they are commercially 
available. Cryogenic electrical substitution radiometers are presently the most accurate absolute 
radiometric devices; the uncertainty of some measurements of radiant power has been estimated to 
be within ±0.005 percent.47

Sources of Error in Electrical Substitution Radiometers The relative significance of each of the pos-
sible sources of error and the derived correction factor depends upon the type of radiometer being 
used and the particular measurement application. It is possible to determine the total error occur-
ring in equating radiant to electrical power and thence the accuracy of the traceability to the abso-
lute electrical SI unit of measurement. Most manufacturers provide extensive characterization of 
their instruments. In such cases, the traceability to SI units is independent of radiometric standards 
such as blackbodies, hence electrical substitution radiometers are sometimes called absolute detec-
tors. A commercially produced electrical substitution radiometer is capable of far greater accuracy 
(within ±0.01 percent for the cryogenic instruments) than any of the typical radiometric transfer 
devices available from a national standards laboratory. Hence, establishing traceability through a 
radiometric standard from a national standards laboratory is almost pointless for a cryogenic elec-
trical substitution radiometer.

The sources of error in an electrical substitution radiometer can be divided into three categories: 
errors in traceability to the absolute base unit, errors due to differences in the radiant-versus-electrical 
heating modes of operation, and errors arising in a particular application. The major error sources 
common to all electrical substitution radiometers as well as some of the less common are briefly 
described here. An extensive listing and description of all of these errors is given in Ref. 8, Chap. 1.

Electrical power measurement accuracy is first determined by the accuracy of the voltage and resis-
tance standards (or voltmeter and resistance meter) used to measure voltage and current. Electrical 
power measurement accuracy within ±0.01 percent is readily achievable and if needed it can be 
improved by an order of magnitude or better. Additional error is possible due to improper electrical 
measurement procedures such as those giving rise to ground-loops (improper connection to earth).

Differences between electrical-versus-radiant heating appear as differences in radiative, conduc-
tive, or convective losses. Most of these differences can be measured and a correction factor applied to 
optimize accuracy. The most obvious example is probably that of the radiative loss due to reflection 
from the receiver surface. Less obvious perhaps is the effect due to extraneous heating in the portion 
of the electrical conductors outside the region defined by the voltage sensing leads.

Differences between electrical heating and radiant heating may also arise due to spatial nonuni-
formity of the thermal sensor and/or differences in the heat conduction paths in the electrical-versus-
radiant heating modes. These effects are specific to the materials and design of each radiometer. The 
electrical heater is typically buried within the device, whereas radiant heating occurs at the surface, 
so that the thermal conductivity paths to the sensor may be very different. Also, the distribution of 
the radiant power across the receiver is usually quite different compared to the distribution of the 
electrical heating. A detailed thermal analysis is required to create a design which minimizes these 
effects, but for optimum accuracy, the measurement of the magnitude of the nonuniformity effects 
is required to test the thermal model. Nonuniformity can be measured either by placing small auxil-
iary electrical heaters in various locations or by radiative heating of the receiver in several regions by 
moving a small spot of light across the device.
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It should be noted that the thermal conduction path differences may also be dependent upon the 
environment in which the radiometer is to be operated. For example, atmospheric-pressure-dependent 
differences between the electrical-to-radiant power correction factor have been detected for many 
radiometers. These differences are, of course, greatest for a device for which the correction factors have 
been characterized in a normal atmosphere and which is then used in a vacuum.

Application-dependent errors arise from a variety of sources. Some examples are window trans-
mission losses if a window is used, the accuracy of the aperture area and diffraction corrections are 
critical for measurements of irradiance; and, if a very intense source such as the sum is measured, 
heating of the instrument case and the body of the aperture could be an important correction fac-
tor. The last effect might also be very sensitive to atmospheric pressure changes.

Photoionization Devices Another type of absolute detector is a photoionization detector which 
can be used for absolute photon flux, i.e., radiant power, measurements of high-energy photon 
beams. Since a photoionization detector is a radiant power standard like the electrical substitution 
radiometer, it can in principle be used as the basis for the derivation of the other radiometric quan-
tities (irradiance, radiance, or intensity) by determining the geometrical distribution (either area 
and/or solid angle) of the radiation.

A photoionization detector is a low-pressure gas-filled chamber through which a beam of high-
energy (vacuum ultraviolet) photons is passed between electrically charged plates, the electrodes. 
The photons absorbed by the gas, if of sufficient energy, ionize the gas and enable a current to pass 
between the electrodes. The ion current is proportional to the number of photons absorbed times 
the photoionization yield of the gas and is, therefore, proportional to the photon flux.

The photoionization yield is the number of electrons produced per photon absorbed. If the 
photon is of sufficiently high energy, the photoionization yield is 100 percent for an atomic gas. The 
permanent atomic gases are the rare gases: helium, neon, argon, krypton, and xenon. Their photo-
ionization yields have been measured relative to each other and shown to be 100 percent over specific 
wavelength ranges.58,59 If an ionization chamber is constructed properly and filled with the appropri-
ate gas so that all of the radiation is absorbed, then the number of photons per second incident on 
the gas is simply equal to the ion current produced. If instead of measuring the ion current one were 
to measure each pulse produced by a photon absorption, then one would have a photon counter.

Carefully constructed ion current measurement devices have been used as absolute detectors 
from 25 to 102.2 nm and photon counters from 0.2 to 30 nm. Careful construction implies that all 
possible systematic error sources have either been eliminated or can be estimated, with an appro-
priate correction applied. Because of the difficulty in producing accurate and well-characterized 
devices, ion chambers and high-energy photon counters are not claimed to be high-accuracy radio-
metric devices. Furthermore, they are limited to applications in vacuum ultraviolet radiometry and 
are consequently of restricted interest.

Predictable Quantum Efficiency Devices A useful and quite economical type of absolute detector 
is a predictable quantum efficiency (PQE) device using high-quality silicon photodiodes. Quantum 
efficiency is the photon fiux-to-photocurrent conversion efficiency. Because there have been many 
technological advancements made in the production of solid-state electronics, it is now possible to 
obtain very high quality silicon photodiodes whose performance is extremely close to that of the 
theoretical model.60,61 The technique for predicting the quantum efficiency of a silicon photodiode 
is also known as the self-calibration of a silicon photodiode.62,63 It is a relatively new absolute radio-
metric technique, quite simple to implement and of very high accuracy.64,65

Conversion of a detector calibration from spectral responsivity R(l), in units of A/W, to quan-
tum efficiency, i.e., photon-to-electron conversion efficiency, is as follows:

 C
R

e =1239 85.
( )λ
λ

 (71)

where l is the in-vacuum wavelength in nm and Ce is in units of electrons per photon.
As in the case of the other absolute detectors discussed previously, a PQE device is used for abso-

lute photon flux, i.e., radiant power, measurements. It can also be used as the basis for the derivation 
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of the other radiometric quantities such as irradiance, radiance, or intensity. The extension to other 
radiometric measurements is by the determination of the geometrical distribution (area and/or 
solid angle) of the radiation. Also, like other absolute detectors, it measures spectrally total flux 
(within its spectral response range) and is therefore used primarily for the measurement of mono-
chromatic sources or those with a known relative spectral distribution.

In a solid-state photodiode, the process for the conversion of a photon to an electronic charge 
is as follows. Photons not lost through reflection or by absorption in a coating at the front surface 
are absorbed in the semiconductor—if the photon is of high enough energy. To be absorbed, the 
photon energy must be greater than the band gap; the band gap for silicon is 1.11 eV (equivalent 
wavelength, 1.12 μm). In silicon, the absorption of a photon causes a promotion of a charge carried 
to the conduction band. Absorption of very high energy photons will create charge carriers with 
sufficient energy to promote a second, third, or possibly more charge carriers into the conduction 
band by collision processes. However, for silicon, the photon energy throughout the visible spectral 
range is insufficient for such impact ionization processes to occur. Therefore, in the visible to near-ir 
spectral region (about 400 to 950 nm), one absorbed photon produces one electron in the conduc-
tion band of silicon.

In a photodiode, impurity atoms diffused into a portion of the semiconductor material create 
an electric field. The internal electric field causes the newly created charge carriers to separate, even-
tually promoting the flow of an electron in an external measurement circuit. The efficiency with 
which the charge carriers are collected depends upon the region of the photodiode in which they are 
created. In the electric field region of a high-quality silicon photodiode, this collection efficiency has 
been demonstrated to approach 100 percent to within about 0.01 percent. Outside the field region, 
the collection efficiency can be determined by simple electrical bias measurements.

For the spectral regions in which the collection efficiency is 100 percent, the only loss in the pho-
ton-to-electron conversion process is due to reflection from the front surface of the detector. Several 
silicon photodiodes can be positioned to more effectively collect the radiation, acting as a light 
trap.66,67 If the radiation reflected from the first photodiode is directed to a second photodiode, then 
onto a third photodiode, etc., almost all the radiation will be collected in a small number of reflections. 
The photocurrents from all of the photodiodes are then summed and the total current (electrons per 
second) will be nearly equal, within 0.1 percent or less, to the photon flux (photons per second).

The more common type of silicon photodiode is the pn-type (positive charge impurity diffused 
into negative charge impurity starting material). High-quality pn-type detectors have their high 
collection efficiency in the long wavelength visible to near-ir spectral region. On the other hand, 
np-type silicon photodiodes have high collection efficiency in the short wavelength spectral region. 
At this time, the silicon photodiodes with the highest quantum efficiency (closest to ideal behavior) 
in the blue spectral region are the np-type devices, while nearly ideal red region performance is 
obtained with pn-type devices. The predictable quantum efficiency technique for silicon photodi-
odes has been demonstrated64–67 to be absolutely accurate to within ±0.1 percent from about 400 nm 
to 900 nm.

A disadvantage of the light-trap geometry is the limited collection angle (field of view) of the 
device. Light-trap silicon photodiode devices are now commercially available using large area 
devices and a compact light-trap configuration that maximizes the field of view.

An np-type silicon photodiode trap detector optimized for short-wavelength performance and a 
pn-type silicon photodiode trap detector optimized for long-wavelength performance can be used 
as an almost ideal radiometric standard. The pair covers the 400- to 900-nm spectral range, has 
direct absolute SI base unit traceability via convenient electrical standards, and they are sufficiently 
independent to be meaningfully cross-checked to verify absolute accuracy and long-term stability. 
These detectors are not only useful radiometric standards by themselves but can be used with vari-
ous source standards to either verify the absolute accuracy or to correct for the instabilities in the 
source standards.

The concept of a PQE light-trapping device is extendable to other high-quality photodiodes. 
Very recently, InGaAs devices with nearly 100-percent collection efficiency in the 1000- to 1600-nm 
spectral range have been developed. A light-trapping device employing these new detectors is now 
commercially available.
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Calibration Transfer Devices

The discussion to this point focused on absolute radiometric measurements using methods that in 
themselves can be made traceable to absolute SI units. It is often more convenient (and sometimes 
required by contractual agreements) to obtain a device that has been calibrated in radiometric units 
at one of the national standards laboratories. Specific information as to the type and availability of 
various calibration transfer devices and calibration services may be obtained by directly contacting 
any of the national standards laboratories in the world. The products and services offered by the 
various standards laboratories cover a range of applications and accuracies, and differ from country 
to country.

Radiometric calibration transfer devices are either sources or detectors. The calibration transfer 
sources are either incandescent, tungsten filament lamps, deuterium lamps, or argon arc discharge 
sources.68–70 Generally, calibration transfer detectors are photodiodes of silicon, germanium, or 
indium gallium arsenide. The most prevalent calibration transfer sources are incandescent lamps 
and the typical calibration transfer detector is a silicon photodiode.71

The commonly available spectral radiance calibration transfer devices that span the 250- to 
5000-nm region are typically tungsten strip filament lamps. Lamps calibrated in the 250- to 2500-nm 
region by a national standards laboratory are available. Lamps calibrated in the 2.5- to 5-μm region 
by comparison to a blackbody are commercially available. These devices are calibrated within spe-
cific geometrical constraints: the area on the filament, and the direction and solid angle of obser-
vation. The calibration is reported at discrete wavelengths, for a specified setting of the current 
through the filament and the ambient laboratory temperature. The optimum stability of spectral 
radiance is obtained with vacuum rather than gas-filled lamps, and with temperature controlled, i.e., 
water-cooled electrodes. Vacuum lamps cannot be operated at high filament temeratures and conse-
quently do not have sufficient uv output. Gas-filled lamps cover a broader spectral and dynamic 
range and are the more commonly available calibration transfer device.

The commonly available spectral irradiance calibration transfer devices that span the 250- to 
2500-nm region are tungsten coiled filament lamps. These are usually gas-filled lamps that have 
a halogen additive to prolong filament life and enable higher-temperature operation. Lamps cali-
brated in the 250- to 2500-nm region by a national standards laboratory are available. These devices 
are calibrated within the specific geometrical constraints of the distance and the direction with 
respect to a location on the lamp base or the filament. The calibration is reported at discrete wave-
lengths, for a specified setting of the current through the filament and the ambient laboratory tem-
perature. Because the filament is operated at a higher temperature, the spectral irradiance lamps are 
usually less stable than the radiance lamps.

The drift of an incandescent lamp’s radiance or irradiance output is not reliably predictable. It 
is for this reason that the calibration is most reliably maintained not by an individual lamp but by 
a group of lamps. The lamps are periodically intercompared and the average radiance (irradiance) 
of the group is considered to be the calibration value. The calculated differences between the group 
average and the individual lamps is used as a measure of the performance of the individual lamp. 
Lamps that have drifted too far from the mean are either recalibrated or replaced.

Spectral radiance and irradiance calibration transfer devices for the vacuum to near-uv (from 
about 160 to 400 nm) are typically available as deuterium lamps.

The commonly available calibrated transfer detectors for the 250- to 1100-nm spectral region 
are silicon photodiodes and for the 1000- to 1700-nm region, they are either germanium or indium 
gallium arsenide photodiodes. The calibration is reported at discrete wavelengths in absolute 
responsivity units (A/W) or irradiance response units (A cm2/W). In the first case, the calibration 
of the detector is performed with its active area underfilled, while in the second case, it is overfilled. 
If the detector is fitted with a precision aperture and if its spatial response is acceptably uniform, then 
the area of the aperture can be used to calculate the calibration in either units. The conditions under 
which the device was calibrated should be reported. The critical parameters are the location and size 
of the region within the active area in which it was calibrated, the radiant power in the calibration 
beam (alternately the photocurrent), and the temperature at which the calibration was performed. 
The direction in which the device was calibrated is usually assumed to be normal to its surface and 
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the irradiation geometry is usually that from a nearly collimated beam. Significant departures from 
normal incidence or near collimation should be noted.

Lasers

Power and Energy Measurement Lasers are highly coherent sources and the previous discussion 
of radiometry has been limited to the radiometry of incoherent sources. Nevertheless, the absolute 
power (or energy) in a laser beam can be determined to a very high degree of accuracy (within 
±0.01 percent in some cases) using some of the detector standards discussed here. The most accu-
rate laser power measurements are made with cryogenic and room temperature electrical substitu-
tion radiometers and with predictable quantum efficiency devices. In order to measure the laser 
power (energy) it is necessary to ensure that all the radiation is impinging on the sensitive area of 
the detector and, if the absolute detector characterization was obtained at a different power (energy) 
level, that the detector is operating in a linear fashion. For pulsed lasers, the peak power may sub-
stantially exceed the dynamic range of the detector’s linear performance. (A discussion of detector 
linearity is presented later in this chapter.) Furthermore, caution should be exercised to ensure that 
the detector not be damaged by the high photon flux levels achieved with many lasers.

In addition to ensuring that the detector intercept all of the laser beam, it is necessary to deter-
mine that all coherence effects have been eliminated (or minimized and corrected).72,73 The predom-
inant effects of coherence are, first, interference effects at windows or beam splitters in the system 
optics and, second, diffraction effects at aperture edges. The use of wedged windows will minimize 
interference effects, and proper placement of apertures or the use of specially designed apertures74 
will minimize diffraction effects.

Lasers as a Radiometric Characterization Tool It should be noted that lasers, particularly the cw 
(continuous wave) variety, are particularly useful as characterization tools in a radiometric labora-
tory. Some of their applications are instrument response uniformity mapping, detector-to-detector 
spectral calibration transfer, polarization sensitivity, linearity verifications, and both diffuse and 
specular reflectance measurements.

Lasers are highly polarized and collimated sources of radiation. It is usually simple to construct 
an optical system as required for each measurement using mostly plane and spherical mirrors and to 
control scattered light with baffles and apertures. Lasers are high-power sources so that the signal-to-
noise levels obtained are very good. If the power level is excessive it can usually be easily attenuated. 
Also, care must be taken to avoid local saturation of a detector at the peak of a laser’s typical gaussian 
beam profile. They are highly monochromatic so that spectral purity, i.e., out-of-band radiation, is 
not usually a problem. However, in very high accuracy, within <0.1 percent, measurements, lasing 
from weaker lines may be significant and additional spectral blocking filters could be required.

Lasers are not particularly stable radiation sources. This problem is overcome by putting a beam 
splitter and stable detector into the optical system near the location of the measurement. The detec-
tor either serves to monitor the laser beam power and thereby supplies a correction factor to com-
pensate for the instability, or its output is used to actively stabilize the laser.43 In the latter case, an 
electronically controllable attenuator, such as an electro-optical, acousto-optical, or a liquid crystal 
system, is used to continuously adjust the power in the laser beam at the beam splitter. Feedback 
stabilization systems for cw lasers, both the electro-optical and liquid crystal type, are commercially 
available. For the highest-accuracy measurements, i.e., optimum signal-to-noise ratios, it is neces-
sary both to actively stablize the laser source and also to monitor the beam power close to the mea-
surement in order to correct for the residual system drifts.

Various Type B Error Sources

Offset Subtraction One common error source, which is often simply an oversight, is the incorrect 
(or sometimes neglected) adjustment of an instrument reading for electronic and radiometric offsets. 
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This is often called the dark signal or dark current correction since it is obtained by shutting off the 
radiation source and reading the resulting signal. The shuttered condition needs to be close to radi-
ant zero, at least within less than the expected accuracy of the measurement.

A dark signal reading is usually easy to achieve in the visible and near-visible spectral regions. 
However, in the long-wavelength infrared a zero radiance source is one that is at a temperature of 
ideally 0 K. Often an acceptably cold shutter is not easily obtained so that the radiance, i.e., tempera-
ture, of the “zero” reference source must be known in order to determine the true instrument offset.

Scattered Radiation and Size of Source Effect An error associated with the offset correction is that 
of scattered radiation from regions outside the intended optical path of the measurement system. 
Often, by judicial placement of the shutter, the principal light path can be blocked while the scat-
tered light is not. In this case, the dark signal measurement includes the scattered light which is then 
subtracted from the measurement of the unshuttered signal. It is not possible to formulate a general 
scattered light elimination method so that each radiometric measurement system needs to be evalu-
ated on an individual basis. The effects of scattered radiation can often be significantly reduced by 
using an optical chopper, properly placed, and lock-in amplifier system to read the output of the 
photodetector.

No optical element will produce a perfect image and there will be an error due to geometrically 
introduced stray light. Sharp edges between bright and dark regions will be blurred by aberrations, 
instrument fabrication errors, scattering due to roughness and contamination of the optical sur-
faces, and scattered light from baffles and stops within the instrument enclosure. Diffraction effects 
will also introduce stray light. Light originating from the source will be scattered out of the region of 
the image and light from the area surrounding the source will be scattered into the image. The error 
resulting from scattering at the objective lens or mirror is related to the size of the source since the 
scattering is proportional to the irradiance of the objective element. Thus, the error introduced by 
the lack of image quality is commonly referred to as the size-of-source effect.

The effect of the aberrations on the radiant power both into and out of an image can, in prin-
ciple, be calculated. The diffraction-related error can also be calculated in some situations.73–75 
However, the effect due to scattering is very difficult to model accurately and usually will have to be 
measured. In addition, the amount of scattering can be expected to change in time due to contami-
nation of the optics, baffles, and stops. It is often more practical to measure the size of source effect 
and determine a correction factor for the elimination of this systematic error.

There are two different methods for measuring the size-of-source effect. The first method mea-
sures the response of the instrument as the size of the source is increased from the area imaged to 
the total area of the source. In the second method, a dark target of the same size as the image is 
placed at the imaged region on the source, and the surrounding area is illuminated. The second 
method has the advantage in that the effect being measured is the error signal above zero, whereas in 
the first method a small change in a large signal is being sought. In either case, the total error signal 
is measured; it includes aberrations, diffraction, and scattering effects.

Polarization Effects These are often significant perturbations of radiant power transfer due to prop-
erties of the radiation field other than its geometry. One such possible error is that due to the polar-
ization state of the radiation field. The signal from a photodetector that is polarization-sensitive will 
be dependent upon the relative orientation of the polarization state of the radiation with respect to 
the detector orientation. Examples of polarization-dependent systems are grating monochromators 
and radiation transfer through a scattering medium or at a reflecting surface. In principle, the polar-
ization state of the radiation field may be included in the geometrical transfer equation as a discrete 
transformation that occurs at each boundary or as a continuous transformation occurring as a 
function of position in the medium. Often it is sufficient to perform a calibration at two orthogo-
nal rotational positions of the instrument or its polarization-sensitive com ponents. However, it 
is recommended that other measurements at rotations intermediate between the two orthogonal 
measurements be included to test if the maximum and minimum polarization sensitivities have 
been sampled. The average of the maximum and minimum polarization measurements is then the 
calibration factor of the instrument for a nonpolarized radiation source.
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Detector Nonlinearity 

Nonlinearity measurement by superposition of sources Another possibly significant error source 
is photodetector and/or the electronic signal processing system nonlinearity. If the calibration and 
subsequent measurements are performed at the same radiant power level, then nonlinearity errors 
are avoided. Often conditions require that the measure ments be performed over a range of power 
levels. In general, a separate measurement is required either to verify the linearity of the photodetec-
tor (and/or the electronics) or to deduce the form of the nonlinearity function in order to apply the 
appropriate correction.72,76–78

The typical form of a nonlinearity appears as a saturation of the photoelectronic process at 
high irradiance levels. At low radiant flux levels what often appears to be a nonlinearity may be the 
result of failing to apply a dark signal or offset correction. There are, of course, other effects that will 
appear as a nonlinearity of the photodetector and/or electronics.79

Either the linearity of the detector and electronics can be directly verified by experiment or it can 
be determined by comparison to a photodetector/electronics system of verified linear performance. 
It is useful to note that several types of silicon photodiodes using a transimpedance or current 
amplifier have been demonstrated to be linear within ±0.1 percent over up to eight decades for most 
of its principal spectral range.78

The fundamental experimental method for determining the dynamic range behavior of a pho-
todetector is the superposition-of-sources method.76–78 The principle of the method is as follows. 
If a photodetector/electronics system is linear, then the arithmetic sum of the individual signals 
obtained from different radiant power sources should equal the signal obtained when all the sources 
irradiate the photodetector at the same time. There are many variations of the multiple source lin-
earity measurement method using combinations of apertures or beam splitters. A note of caution: 
Interference effects must be avoided when combining beams split from the same source or when 
combining highly coherent sources such as lasers.

The difference between the arithmetic sum and the measured signal from the combined sources 
is used as the nonlinearity correction factor. Consider the superposition of two sources having 
approximately equal radiant powers fa and fb, which when combined have a radiant power of f(a + b).
The signals from the photodetector when irradiated by the individual and combined sources is ia, ib,
and i(a + b). The following equation would be equal to unity for a linear detector:

 K
i

i iab

a b

a b

=
+
+( )

 (72)

For a calibration performed at the radiant power level fa (or fb), the detector responsivity is R and

 i Ra a= φ  (73)

For a measurements at the higher radiant power level f(a + b),

 i K Ra b ab a b( ) ( )+ += φ  (74)

Scaling up to much higher radiant power levels (or down to lower levels) requires repeated appli-
cation of the superposition-of-sources method. For example, in order to scale up to the next higher 
radiant power level, the source outputs from the first level are increased to match the second level 
(e.g., by using larger apertures). The increased source outputs are then combined to reach a third 
level and a new correction factor calculated. The process is repeated to cover the entire dynamic 
range of a photodetector/electronics system in factor-of-two steps.

Note that when type B errors, such as the interference effects noted above, are eliminated, the 
accumulated uncertainty in the source superposition method is the accumulated imprecision of the 
individual measurements.

Various nonlinearity measurement methods Other techniques for determining the dynamic 
range behavior of a photodetector are derivable from predictable attenuation techniques.72 One such 
method is based upon chopping the radiation signal using apertures of known area in a rotating disk. 
This is often referred to as Talbot’s law: the average radiant power from a source viewed through the 
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apertures of a rotating disk is given by the product of the radiant power of the source and the trans-
mittance of the disk. The transmittance of the disk is the ratio of the open area to the blocked area of 
the disk. The accuracy of this technique depends upon the accuracy with which the areas are known 
and may also be limited by the time dependence of the photodetector and/or electronics.

Another predictable attenuation technique is based upon the transmittance obtained when rotat-
ing, i.e., crossing two polarizers.

 τ τ δ= 0
4cos  (75)

Here d is the angle of rotation between the linear polarization directions of the two polarizers and 
t0 is the transmittance at d = 0°. This technique, of course, assumes ideal polarizers that completely 
extinguish the transmitted beam at d = 90°, and its accuracy is limited by polarization efficiency of 
the polarizers.

A third predictable attenuation technique is the application of Beer’s law which states that the 
transmittance of a solution is proportional to the concentration k of the solute

 τ γ κ= −e  (76)

Here g is the absorption coefficient of the solute. The accuracy of this technique depends upon 
the solubility of the solute and the absence of chemical interference, i.e., concentration-dependent 
chemical reactions.

Time-dependent Error For measurements of pulsed or repeatedly chopped sources of radiation, 
the temporal response of the detector could introduce a time-dependent error. A photodetector 
that has a response that is slow compared to the source’s pulse width or the chopping frequency will 
not have reached its peak signal during the short time interval. Time-dependent error is avoided by 
determining if the detector’s frequency response is suitable before undertaking the calibration and 
measurement of pulsed or chopped radiation sources.

Nonuniformity The nonuniformity of the distribution of radiation over an image or within the area 
sampled in an irradiance or radiance measurement may lead to an error if the response of the instru-
ment is nonuniform over this area. The calibration factor for a nonuniform instrument will be differ-
ent for differing distributions of radiation. The size of the error will depend upon the relative magni-
tudes of the source and instrument nonuniformities and it is a very difficult error to correct. This type 
of error is usually minimized either by measuring only sources that are uniform or by ensuring that the 
instrument response is uniform. It is usually easier to ensure that the instrument response is uniform.

Nonideal Aperture For very high-accuracy radiometric calibrations, the error due to the effect 
of the land on an aperture must be correctly taken into account. An ideal aperture is one that has 
an infinitesimally thin edge that intercepts the radiation beam. In practice an aperture will have a 
surface of finite thickness at its edge. This surface is referred to as the land; see Fig. 7. The effective 

Land

r

FIGURE 7 The nonideal aperture show-
ing the location of the land.
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radius of the aperture will be slightly reduced by vignetting caused by the land on its edge, assuming 
that the vignetting is small compared to the aperture radius and that all the radiation reflected by 
the land eventually falls on the detector (i.e., the land has a highly reflective surface). The effective 
radius of the aperture r′ is

 ′ = − −⎡
⎣⎢

⎤
⎦⎥

r r
w

s
1

1( )ρ
 (77)

Here r is the reflectance, s is the distance between this aperture and the mirror or lens (or other 
aperture), and w is the width of the land.

Spectral Errors

Wavelength error In those cases where a spectrally selective element, such as a monochromator or 
a filter, is included in the radiometric instrument, spectral errors must be taken into account.44 The 
first type of error is called the wavelength error and is due to misassignment of the wavelength of the 
spectrum of the filter or the monochromator in the instrument. That is, either the monochromator 
used to calibrate the filter transmission or the monochromator within the radiometric instrument 
has an error in its wavelength setting. This error is eliminated by calibration of the monochromator 
wavelength setting using one or more atomic emission lines from either a discharge lamp (usually 
a mercury and/or a rare gas lamp) or one of the many spectra of the elements available as a hol-
low cathode lamp. The wavelengths of most atomic emission lines are known with an accuracy that 
exceeds the requirements of radiometric calibrations.

A special note regarding the wavelength error and the use of interference filters in a radiometric 
instrument. The typical angular sensitivity of an interference filter is 0.1 nm per angular degree of 
rotation. If the transmission of the interference filter is measured in a collimated beam and then 
used in a convergent beam there will be an error due to the angularly dependent shift in the spectral 
shape of the transmission. For an accurate radiometric instrument it is important to measure inter-
ference filter transmission in nearly the same geometry as it will be used. Furthermore, the tempera-
ture coefficient of the transmission of an interference filter is about 0.2 nm K−1. Therefore, it is also 
important in subsequent measurements to ensure that the filter remains at the same temperature as 
that used during the calibration.

It should also be noted that in order to accurately determine the spectral transmission of a 
monochromator it is necessary to completely fill the aperture of the dispersing element in the 
monochromator. This usually means that the field of view of the monochromator must be filled by 
the beam from the spectral calibration instrument.

Out-of -band radiation error The second type of spectral error is called the out-of-band or 
spectrally stray radiation error. This error is due to the radiation transmitted at both longer and 
shorter wavelengths that are beyond the edges of the principle transmission band of the filter or 
monochromator. This radiation is not taken into account if the limits in the integral in Eq. (11) are 
restricted to the edges of the principle transmission band. Although the relative amount of radiation 
transmitted at any wavelength beyond the edges of the principle transmission band may appear to 
be negligible with respect to the amount of radiation within the band, it is the spectrally total radia-
tion that “leaks through” that is the error signal. It is therefore necessary to determine the trans-
mission of the filter or monochromator over the entire spectrum of either the detector’s response 
and/or the light source’s output, whichever is greater. If the out-of-band radiation effect is small, it is 
possible to determine the correction factor from nominal values or limited accuracy measurements 
of the out-of-band spectra of the source, detector, and filter (monochromator).

Temperature Dependence The effect of temperature on the various elements in a radiometric 
instrument must not be overlooked. Unless the temperature of the instrument at the time of its cali-
bration is maintained during subsequent applications, there may be substantial changes introduced 
in the instrument calibration factor that could well be above the uncertainty of its traceability to 
absolute SI units. The simple solution is to control the temperature of the system from the calibration 
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to the subsequent measurements. A more practical solution is often to measure the relative change 
in the instrument calibration factor as a function of temperature and then apply this as a correction 
factor to account for the temperature difference in the subsequent measurements.

34.6 PHOTOMETRY

Definition and Scope

Photometry is the measurement of radiation in a way that characterizes its effectiveness in stimulat-
ing the normal human visual system.4–5,80–82 Since visual sensation is a subjective experience, it is not 
directly quantifiable in absolute physical units. Attempts to quantify human visual sensation, there-
fore, were by comparison to various specified sources of light. The first sources used as standards 
were candles and later flames of prescribed construction. About the turn of the century, groups of 
incandescent lamps were selected as photometric standards and eventually a planckian radiator at a 
specific temperature was adopted by international agreement as the standard source. At present, the 
SI base unit for photometry, the candela, is no longer defined in terms of a given light source but is 
related to the radiant intensity by a multiplicative constant. Therefore, either an absolute source or 
detector can be used to establish an internationally recognized photometric calibration. Furthermore, 
there is no need for a human observer to effect a quantitative photometric measurement.

Photometry, as discussed here, is more precisely referred to as physical photometry to distinguish 
it from psychophysical photometry. Early photometric calibrations relied on human observers to 
compare an unknown light source to a standard. Presently, photometric calibrations are based on 
measurements using physical instruments. The instrument simulates human visual response either 
by having a detector with a spectral response that approximates that of the CIE standard observer or 
by using the CIE standard observer spectral response function in the data analysis.

Psychophysical photometry is the measurement of the effectiveness of light in individual observ-
ers and is more generally referred to as visual science. An individual’s visual system may differ from 
that of the CIE standard observer defined for physical photometry, and these differences are some-
times important in experiments in visual science.

Photometry is restricted to the measurement of the magnitude of the visual sensation without 
regard to color, although it is well known that the perception of brightness is highly dependent on 
color in many circumstances. Measurement of the human response to color in terms of color match-
ing is known as colorimetry. See Vol. III, Chap. 10, “Colorimetry.”

Under reasonable light levels, the human eye can detect a difference of as little as 0.5 percent 
between two adjacent fields of illumination. For fields of illumination which are not adjacent, or 
are viewed at substantially different times, the eye can only detect differences of 10 to 20 percent. A 
discussion of the performance of the human visual system can be found in Vol. III, Chap. 2, “Visual 
Performance.” Extensive treatments of photometry can be found in Walsh,80 and Wyszecki and Stiles.81

Photopic, Scotopic, and Mesopic Vision

Electromagnetic radiation of sufficient power and in the wavelength range from about 360 to 830 nm, 
will stimulate the human visual system and elicit a response from an observer. The spectral range 
given here is the range over which measurements in physical photometry are defined. The range of 
reasonably perceptible radiation is usually given as about 400 to 700 nm. After light enters through 
the optical system of the eye—the cornea, iris or pupil, lens, and vitreous humor—the next stage of 
the visual response occurs in the retina. The retina contains two types of receptor cells: cones, which 
are the dominant sensors when the eye is adapated to higher radiance levels of irradiation (photopic
vision), and rods, the dominant sensors at lower radiance levels (scotopic vision). Between the higher 
and lower levels of light adaptation is the region of mesopic vision, the range of radiance levels where 
both cones and rods contribute in varying degrees to the visual process.
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Three types of cones having different spectral sensitivity functions exist in the normal human 
eye. The brain is able to distinguish colors by comparison of the signals from the three cone types. 
Of the three cone types, only the middle- and long-wavelength-sensitive cones contribute to the 
photopic sensation of the radiation entering the eye. The relative spectral sensitivity functions of the 
photopically and scotopically adapted human eye have been measured for a number of observers. 
From averages of these measurements, a set of values has been adopted by international agreement 
as the spectral efficiency for the CIE standard observer for photopic vision and another set for the 
CIE standard observer for scotopic vision (CIE, Commission Internationale de l’Eclairage). Because 
of the complexity of the spectral sensitivity of the eye at intermediate irradiation levels, there is no 
standard of spectral efficiency for mesopic vision. Values of the photopic and scotopic spectral effi-
ciency functions are listed in Table 2.

TABLE 2 Photopic and Scotopic Spectral Luminous Efficiency Functions

 Wavelength Photopic Scotopic Wavelength Photopic Scotopic

 375 0.00002 —  575 0.91540 0.1602
 380 0.00004 0.00059 580 0.87000 0.1212
 385 0.00006 0.00111 585 0.81630 0.0899
 390 0.00012 0.00221 590 0.75700 0.0655
 395 0.00022 0.00453 595 0.69490 0.0469
 400 0.00040 0.00929 600 0.63100 0.03315
 405 0.00064 0.01852 605 0.56680 0.02312
 410 0.00121 0.03484 610 0.50300 0.01593
 415 0.00218 0.0604 615 0.44120 0.01088
 420 0.00400 0.0966 620 0.38100 0.00737

 425 0.00730 0.1436 625 0.32100 0.00497
 430 0.01160 0.1998 630 0.26500 0.00334
 435 0.01684 0.2625 635 0.21700 0.00224
 440 0.02300 0.3281 640 0.17500 0.00150
 445 0.02980 0.3931 645 0.13820 0.00101
 450 0.03800 0.455 650 0.10700 0.00068
 455 0.04800 0.513 655 0.08160 0.00046
 460 0.06000 0.567 660 0.06100 0.00031
 465 0.07390 0.620 665 0.04458 0.00021
 470 0.09098 0.676 670 0.03200 0.00015

 475 0.11260 0.734 675 0.02320 0.00010
 480 0.13902 0.793 680 0.01700 0.00007
 485 0.16930 0.851 685 0.01192 0.00005
 490 0.20802 0.904 690 0.00821 0.00004
 495 0.25860 0.949 695 0.00572 0.00003
 500 0.32300 0.982 700 0.00410 0.00002
 505 0.40730 0.998 705 0.00293 0.00001
 510 0.50300 0.997 710 0.00209 0.00001
 515 0.60820 0.975 715 0.00148 0.00001
 520 0.71000 0.935 720 0.00105 0.00000

 525 0.79320 0.880 725 0.00074 0.00000
 530 0.86200 0.811 730 0.00052 0.00000
 535 0.91485 0.733 735 0.00036 0.00000
 540 0.95400 0.650 740 0.00025 0.00000
 545 0.98030 0.564 745 0.00017 0.00000
 550 0.99495 0.481 750 0.00012 0.00000
 555 1.00000 0.402 755 0.00008 0.00000
 560 0.99500 0.3288 760 0.00006 0.00000
 565 0.97860 0.2639 765 0.00004 0.00000
 570 0.95200 0.2076 770 0.00003 0.00000
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Photometric quantities can be calculated or measured as either photopic or scotopic quantities. 
Adaptation to luminance levels of ≥3 cd m−2 (see further discussion) in the visual field usually leads 
to photopic vision, whereas adaptation to luminance levels of ≤3 × 10−5 cd m−2 usually leads to sco-
topic vision. Photopic vision is normally assumed in photometric measurements and photometric 
calculations unless explicitly stated to be otherwise.

Basic Concepts and Terminology

As noted in the earlier section on “Photometry,” the principles of photometry are the same as those 
for radiometry with the exception that the spectral responsivity of the detector is defined by general 
agreement to be specific approximations of the relative spectral response functions of the human 
eye. Photometric quantities are related to radiometric quantities via the spectral efficiency functions 
defined for the photopic and scotopic CIE standard observers.

Luminous Flux If physical photometry were to have been invented after the beginning of the twen-
tieth century, then the physical basis of measurement might well have been the relationship between 
visual sensations and the energy of the photons and their flux density. It would follow naturally 
because vision is a photobiological process that is more closely related to the quantum nature of the 
radiation rather than its thermal heating effects. However, because of the weight of historical prec-
edent, the basis of physical photometry is defined as the relationship between visual sensation and 
radiant power and its wavelength. The photometric equivalent of radiant power is luminous flux, 
and the unit that is equivalent to the watt is the lumen.

Luminous flux, Φn, is the quantity derived from spectral radiant power by evaluating the radia-
tion according to its action upon the CIE standard observer.

 Φ Φv mK V d= ∫ λ λ λ( )  (78)

where V(l) is the spectral efficiency function for photopic vision listed in Table 2, and Km is the 
luminous efficacy for photopic vision. The spectral luminous efficacy is defined near the maximum, 
lm = 555 nm, of the photopic efficiency function to be

 K
V

Vm
m= ≅ −683

555 016
683 1

( )

( . )

λ
nm

lmW  (79)

The definitions are similar for scotopic vision

 ′ = ′ ′∫Φ Φv mK V dλ λ( ) λ  (80)

where V ′(l) is the spectral luminous efficiency function for scotopic vision listed in Table 2, and 
K ′ m is the luminous efficacy for scotopic vision. The scotopic luminous efficiency function maxi-
mum occurs at lm = 507 nm. The defining equation for K ′ m is

 ′ =
′

′
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1700
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( . )

λ
nm

lmW 1  (81)

The spectral shifts indicated in Eqs. (79) and (81) are required in order to obtain the precise val-
ues for the photopic and scotopic luminous efficacies. The magnitudes of the shifts follow from the 
specification of an integral value of frequency instead of wavelength in the definition of the SI base 
unit for photometry, the candela.

Luminous Intensity, Illuminance, and Luminance The candela, abbreviated cd, is defined by 
international agreement to be the luminous intensity in a given direction of a source that emits 
monochromatic radiation of frequency 540 × 1012 Hz (equal to 555.016 nm) and that has a radiant 
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34.40  RADIOMETRY AND PHOTOMETRY

intensity of 1/683 W sr−1 in that direction. The spectral luminous efficacy of radiation at 540 × 1012 Hz 
equals 683 lm W−1 for all states of visual adaptation.

Because of the long history of using a unit of intensity as the basis for photometry, the candela 
was chosen as the SI base unit instead of the lumen, notwithstanding the fact that intensity is, 
strictly speaking, measurable only for point sources.

The functional form of the definitions of illuminance, luminous intensity, and luminance were pre-
sented in Eqs. (13), (14), and (15). The concepts are briefly reviewed here for the sake of convenience.

Luminous intensity is the photometric equivalent of radiant intensity, that is, luminous intensity 
is the luminous flux per solid angle. The symbol for luminous intensity is In The unit for luminous 
intensity is the candela.

Illuminance is the photometric equivalent of irradiance, that is, illuminance is the luminous flux 
per unit area. The symbol for illuminance is Ev. The typical units for illuminance are lumens/meter2.

Luminance is the photometric equivalent of radiance. Luminance is the luminous flux per unit 
area per unit solid angle. The symbol for luminance is Lv. The units for luminance are typically candelas/
meter2. In many older treatises on photometry, the term brightness is often taken to be equivalent to 
luminance, however, this is no longer the accepted usage.

In present usage, luminance and brightness have different meanings. In visual science (psycho-
physical photometry), two spectral distributions that have the same luminance typically do not 
have the same brightness. Operationally, spectral distributions of equal luminance are established 
with a psychophysical technique called heterochromatic flicker photometry. The observer views two 
spectral distributions that are rapidly alternated in time at the same spatial location, and the radi-
ance of one is adjusted relative to the other to minimize the appearance of flicker. Spectral distribu-
tions of equal brightness are established with heterochromatic brightness matching, in which the 
two spectral distributions are viewed side-by-side and the radiance of one is adjusted relative to the 
other so that the fields appear equally bright. Though repeatable matches can easily be set with each 
technique, flicker photometric matches and brightness matches differ for many pairs of spectral 
distributions.

Photometric radiation transfer calculations and measurements are performed using the same 
methods and approximations that apply to the radiometric calculations discussed earlier. The excep-
tion, of course, is that the spectral sensitivity of the detector is specified.

Retinal Illuminance

In vision research it is frequently required to determine the effectiveness of a uniform, extended field 
of light (i.e., a large lambertian source that overfills the field of view of the eye) by estimating the 
illuminance on the retina. If it is assumed that the cornea, lens, and vitreous humor are lossless, then 
the luminous flux Φn in the image on the retina can be approximated from the conservation of the 
source luminance Lv as follows [see Eq. (22)],
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where Le is the radiance within the eye, ne is the index of refraction of the ocular medium (the index 
of refraction of air is 1), Φr is the luminous flux at the retina, Ar is the area of the image of the retina, 
Ap is the area of the pupil, spr is the distance from the pupil to the retina, and Er is the average illumi-
nance in the image. Therefore, the average illuminance on the retina is

 E L
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Sr v

e p

pr

=
2

2
 (83)

The luminance can, of course, be in units of either photopic or scotopic cd m−2. The area of 
the pupil is measurable, but the distance between the pupil and retina is typically not available. 
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Therefore, a unit of retinal illuminance that avoids the necessity of determining this distance has 
been defined in terms of just the source luminance and pupil area. This unit is the troland, abbreviated 
td, and is defined as the retinal illumination for a pupil area of 1 mm2 produced by a radiating sur-
face having a luminance of 1 cd m−2.

 E L AT v p=  (84)

Although it may be construed as an equivalent unit, one troland is not equal to one microcandela. 
The source is not a point but is infinite in extent. The troland is useful for relating several vision 
experiments where sources of differing luminance levels and pupil areas have been used.

The troland is, furthermore, not a measure of the actual illuminance level on the retina since 
the distance, index of refraction, and transmittance of the ocular medium are not included. For a 
schematic eye, which is designed to include many of the optical properties of the typical human eye, 
the effective distance between the pupil and the retina including the effect of the index of refraction 
is 16.7 mm83 (see also Vol. III, Chap. 10, “Colorimetry”). For the schematic eye with a 1-mm2 pupil 
area, the effective solid angle at the retina is approximately 0.0036 sr. The retinal illuminance equiva-
lent to one troland is therefore 0.0036 lm m−2 times the ocular transmittance.

Recall from the section on “Radiometric Effects of Stops and Vignetting” the effect of the aper-
ture stop on the light entering an optical system; that is, all of the light entering the optical system 
appears to pass through the exit pupil, and the image of the aperture stop on the retina is the exit 
pupil. If the source is uniform and very large so that it overfills the field of view of the eye, the illu-
minance on the retina is independent of the distance between the source and the eye. If there is no 
intervening optic between the eye and the source, then the pupil is the aperture stop. However, if one 
uses an optical system to image the source into the eye, then the aperture stop need not be the pupil. 
An external optical system enables both the use of a more uniform, smaller source and the precise 
control of the retinal illumination by adjustment of an external aperture. The first configuration 
is called the newtonian view and the second is the maxwellian view of a source80 (see also Vol. III, 
Chap. 5, “Optical Generation of the Visual Stimulus”).

Though the troland is a very useful and a commonly used photometric unit among vision 
researchers, it should be interpreted with some caution in situations where one wishes to draw 
quantitative inferences about the effect of light falling on the retina. The troland is not a precise pre-
dictor because, besides not including transmission losses, no angular information is conveyed. The 
photoreceptors exhibit directional sensitivity where light entering through the center of the pupil is 
more effective than light entering through the pupil margin (the Stiles-Crawford effect, see Vol. III, 
Chap. 1, “Optics of the Eye”). Finally, specifying retinal illuminance in photometric units of trolands 
does not completely define the experimental conditions because the spectral distribution of the light 
on the retina is unspecified. Rather, the relative spectral responsivity of the eye (including the spec-
tral dependence of the transmittance) is assumed by the inclusion of the V(l) or V ′(l) functions. 
Experiments performed under mesopic conditions will be particularly prone to error.

If one measures the absolute spectral radiance of the light source, then Eq. (83) may be used in 
the radiometric form; that is, one substitutes Erl and Ll for Er and Lv. The retinal spectral irradiance 
will then be in absolute units: W nm−1m−2.

Because the process of vision is a photobiological effect determined by the number and energy of 
the incident photons, the photon flux irradiance may be a more meaningful measure of the effect of 
the light on the retina. Using the radiometric form of Eq. (83) and the conversion to photon flux in 
Eq. (17), the photon flux irradiance NEl on the retina is as follows.

 N L
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sE e
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eλ λλτ λ λτ= × = ×5 03 10 1 80 1015

2

2
13. ( ) . (( )λ λL Ap  (85)

The ocular transmittance is included in this expression as te(l). The wavelength is in nm and, for 
radiance in units of W m−2 sr−1 nm−1, the photon flux irradiance is in units of photons s−1 m−2 nm−1.
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If one uses a monochromatic light source, then a relationship between a monochromatic troland 
ET(l) and the photon flux irradiance may be derived.

 N A
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= × = ×1 80 10 1 53 1013 1. ( )
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 (86)

Only the transmittance at the peak of the V(l) curve, te(555) = 0.5883 needs to be included since the 
spectral dependence of the ocular transmittance is already included in the V(l) function. The term 
Lv(l) is the luminance of a monochromatic light source.

An equivalent expression can be derived for the scotopic form of the monochromatic troland 
E′ T(l). Here, an ocular transmittance at 505 nm of 0.5583 has been used.
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The reader is reminded that Eqs. (86) and (87) are valid only for a monochromatic source.

Absolute Photometric Calibrations

Photometric calibrations are in principle derived from the SI base unit for photometry, the candela. 
However, as one can see from the definitions of the candela and the other photometric quantities, 
photometric calibrations are in fact derived from absolute radiometric measurements using either a 
planckian radiator or an absolute detector. Typically, the relationship between illuminance and irra-
diance, Eq. (13), is used as the defining equation in deriving a photometric calibration.

The photometric calibration transfer devices available from national standards laboratories are 
usually incandescent lamps of various designs.84 The photometric quantities commonly offered as 
calibrations are luminous intensity and total luminous flux.

The luminous intensity of a lamp, at a specified minimum distance and in a specified direction, 
is derived from a calibration of the spectral irradiance of the lamp, in the specified direction and at 
measured distance(s). The radiometric-to-photometric conversion [see Eq. (13)] is used to convert 
from spectral irradiance to illuminance. The inverse-square-law approximation, Eq. (24), is then 
used to derive luminous intensity.

Total luminous flux is a measure of all the flux emitted in every direction from a lamp. Total 
luminous flux is derived from illuminance (or luminous intensity) by measuring the flux emitted 
in all directions around the lamp. This procedure is known as goniophotometry. For an illumi-
nance-based derivation, the total flux is the average of all the illuminance measurements times the 
surface area of the sphere described by the locus of the points at which the average illuminance was 
sampled. In the case of an intensity-based derivation, the total flux is the average of all the intensity 
measurements times 4p steradians. These are, in principle, the calculation methods for goniopho-
tometry. In practice, the average illuminance (or intensity) is measured in a number of zones of 
fixed area (or solid angle) around the lamp. The product of the illuminance times the area of the 
zone (or the intensity times the solid angle of the zone) is the flux. The flux from each of the zones 
is then summed to obtain the total flux from the lamp.

A number of national standards laboratories provide luminance calibration transfer devices. 
These are typically in the form of a translucent glass plate that is placed at a specified distance and 
direction from a luminous intensity standard. One method of deriving the luminance calibration of 
the lamp/glass unit is to restrict the area of the glass plate with an aperture of known area. The inten-
sity of the lamp/glass combination is then calibrated by comparison to an intensity standard lamp 
and the average luminance calculated by dividing the measured intensity by the area of the aperture.

Some national standards laboratories also offer calibrations of photometers,85 also known as illu-
minance meters. A photometer is a photodetector that has been fitted with a filter to tailor its rela-
tive (peak normalized) spectral responsivity to match that of the CIE standard photopic observer. 
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Calibration of a photometer is usually obtained by reference to a luminous intensity standard positioned 
at a measured distance from the detector aperture. The inverse-square-law approximation is invoked 
to obtain the value of the illuminance at the measurement distance.

Other Photometric Terminology

Foot-candles, Foot-lamberts, Nits, etc The following units of illuminance are often used in pho-
tometry, particularly in older texts:

lux (abbreviation: lx) = lumen per square meter

phot (abbreviation: ph) = lumen per square centimeter

meter candle = lumen per square meter

footcandle (abbreviation: fc) = lumen per square foot

One foot-candle = 0.0929 lux.

The following units of luminance are often used:

nit (abbreviation: nt) = candela per square meter

stilb (abbreviation: sb) = candela per square centimeter

It is sometimes the practice, particularly in illuminating engineering, to express the luminance of 
an actual surface in any given direction in relation to the luminance of a uniform, diffuse, i.e., lam-
bertian, source that emits one lumen per unit area into a solid angle of p steradians [see Eq. (30)]. 
This concept is one of relative luminance and its units (given following) are not equatable to the 
units of luminance. Furthermore, in spite of what may appear to be a similarity, this concept is not, 
strictly speaking, the photometric equivalent of the exitance of a source because, in its definition, the 
integral of the flux over the entire hemisphere is referenced. In other words, the equivalence to emit-
tance is true only for a perfectly uniform radiance source. For all other sources it is the luminance in 
a particular direction divided by p. The units for luminance normalized to a lambertian source are:

1 apostilb (abbreviation: asb) = (1/p) candela per square meter

1 lambert (abbreviation: L) = (1/p) candela per square centimeter

1 foot-lambert (abbreviation: fL) = (1/p) candela per square foot

Sometimes the total flux of a source is referred to as its candlepower or spherical candlepower.
This term refers to a point source that uniformly emits in all directions, that is, into a solid angle 
of 4p steradians. Such a source does not exist, of course, so that the terminology is more precisely 
stated as the mean spherical candle power, which is the mean value of the intensity of the source 
averaged over the total solid angle subtended by a sphere surrounding the source.

Distribution Temperature, Color Temperature Distribution temperature is an ap proximate charac-
terization of the spectral distribution of the visible radiation of a light source. Its use is restricted to 
sources having relative spectral outputs similar to that of a blackbody such as an incandescent lamp. 
The mathematical expression for evaluating distribution temperature is

 1
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where fx(l) is the relative spectral radiant power distribution function of the test source, fb(l , T) is 
the relative spectral radiant power distribution function of a blackbody at the temperature T, and a
is an arbitrary constant. The limits of integration are the limits of visible radiation. Since distribu-
tion temperature is only an approximation, the exact values of the integration limits are arbitrary: 
typical limits are 400 and 750 nm. Values of a and T are adjusted simultaneously until the value of 
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the integral is minimized. The temperature of the best-fit blackbody function is the distribution 
temperature.

Color temperature and correlated color temperature are defined in terms of the perceived color 
of a source and are obtained by determining the chromaticity of the radiation rather than its relative 
spectral distribution. Because they are not related to physical photometry they are not defined in 
this section of the Handbook. These quantities do not provide information about the spectral dis-
tribution of the source except when the source has an output that closely approximates a blackbody. 
Although widely, and mistakenly, used in general applications to characterize the relative spectral 
radiant power distribution of light sources, color temperature and correlated color temperature 
relate only to the three types of cone cell receptors for photopic human vision and the approximate 
manner in which the human brain processes these three signals. As examples of incompatibility, 
there are the obvious differences between the spectral sensitivity of the human eye and physical 
receptors of visible optical radiation, e.g., photographic film, TV cameras. In addition, ambiguities 
occur in the ability of humans to distinguish the perceived color from different spectral distribu-
tions (metameric pairs). These ambiguities and the spectral sensitivity functions of the eye are not 
replicated by physical measurement systems. Caution must be exercised when using color tempera-
ture or correlated color temperature to predict the performance of a physical measurement system.
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35.1

35

35.1 GLOSSARY

 A Area

 a absorption

bb blackbody

 c2 second radiation constant

 E irradiance

 f bidirectional scattering distribution function

 i internal

 L radiance

 P electrical power

 R refl ectance factor

 r refl ection

 T temperature

 t transmission

a absorptance

a ′ absorption coeffi cient

e emittance (emissivity)

q, f angles

r refl ectance

s Stefan Boltzmann constant

t transmittance

Φ power (fl ux)

Ω projected solid angle

∗Deceased.
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35.2  RADIOMETRY AND PHOTOMETRY

35.2 INTRODUCTION AND TERMINOLOGY

When radiant flux is incident upon a surface or medium, three processes occur: transmission, 
absorption, and reflection. Figure 1 shows the ideal case, where the transmitted and reflected com-
ponents are either specular or perfectly diffuse. Figure 2 shows the transmission and reflection for 
actual surfaces.

The symbols, units, and nomenclature employed in this chapter follow the established usage as 
defined in ISO Standards Handbook 2,1 Cohen and Giacomo,2 and Taylor.3 Additional general termi-
nology applicable to this chapter is from ASTM,4 IES,5 IES,6 Drazil,7 and CIE.8 The prefix spectral is used 

Reflection, strong
diffuse component

Reflection, strong
specular component

Regular transmission Diffuse transmission

Reflection, strong
retroreflective component

FIGURE 2 Actual reflection and transmission.

Retroreflection

Incident
beam

Diffuse
reflection

Specular
reflection Specular (regular)

transmission

Diffuse
transmission

FIGURE 1 Idealized reflection and transmission.
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MEASUREMENT OF TRANSMISSION, ABSORPTION, EMISSION, AND REFLECTION  35.3

to denote a characteristic at a particular wavelength and is indicated by the symbol l. The absence 
of the spectral prefix implies integration over all wavelengths with a source function included (omis-
sion of the source function is meaningless except where the characteristic is constant with wave-
length).

There has been a continuing dialog over terminology, particularly between the suffixes -ance 
and -ivity.9–13 The suggested usage reserves terms ending with -ivity (such as transmissivity, absorp-
tivity, and reflectivity) for properties of a pure material and employs the suffix -ance for the charac-
teristics of a specimen or sample. For example, one can distinguish between the reflectivity of pure 
aluminum and the reflectance of a particular sample of 6061-T6 aluminum with a natural oxide 
layer. This distinction can be extended to differentiate between emissivity (of a pure substance) and 
emittance (of a sample). This usage of emittance should not be confused with the older term radiant 
emittance, now properly called radiant exitance. In this chapter, the suffix -ance will be used exclu-
sively inasmuch as the measurement of radiometric properties of materials is under discussion.

35.3 TRANSMITTANCE

Transmission is the term used to describe the process by which incident radiant flux leaves a surface 
or medium from a side other than the incident side, usually the opposite side. The spectral transmit-
tance t (l) of a medium is the ratio of the transmitted spectral flux Φlt to the incident spectral flux 
Φli , or

 τ λ λ

λ
( )=

Φ
Φ

t

i

  (1)

The transmittance t is the ratio of the transmitted flux Φt , to the incident flux Φi , or

 τ
τ λ λ

λ
τ λ λλ

λ
λ

= ≠

∞

∞

∫
∫

∫
( )

( )
Φ

Φ

i

i

d

d
d0

0

  (2)

Note that the integrated transmittance is not the integral over wavelength of the spectral transmit-
tance, but must be weighted by a source function Φl as shown.

The transmittance may also be described in terms of radiance as follows:

 τ
λ

λ

λ

λ

=

∞

∞

∫ ∫
∫ ∫

0

0

L d d

L d d

i t

i i

Ω

Ω
Ω

Ω

  (3)

where Ll i represents the spectral radiance Ll i (l; qi, fi) incident from direction (qi, fi), Ll t represents 
the spectral radiance Ll t (l ; qt, ft) transmitted in direction (qt, ft), and dΩ is the elemental pro-
jected solid angle sin q cos q dq df.

The bidirectional transmittance distribution function (BTDF, symbol ft) relates the transmitted 
radiance to the radiant incidence as

 f
dL

dL d

dL

dEt i i
t

i i

t

i

( ; , ) ( )λ θ φ λ

λ

λ

λ
≡ = −

Ω
sr 1   (4)

Geometrically, transmittance can be classified as specular, diffuse, or total, depending upon 
whether the specular (regular) direction, all directions other than the specular, or all directions are 
considered.
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35.4  RADIOMETRY AND PHOTOMETRY

35.4 ABSORPTANCE

Absorption is the process by which incident radiant flux is converted to another form of energy, 
usually heat. Absorptance is the fraction of incident flux that is absorbed. The absorptance a of an 
element is defined by α = Φ Φa i/ . Similarly, the spectral absorptance a(l) is the ratio of spectral 
power absorbed Φla to the incident spectral power Φli ,

 α
α λ λ

λ
α λ λλ

λ
λ

= ≠

∞

∞

∫
∫

∫
( )

( )
Φ

Φ

i

i

d

d
d0

0

  (5)

An absorption coefficient a ′ (cm−1 or km−1) is often used in the expression τ α
i

te= − ′ , where ti is 
internal transmittance and t is pathlength (cm or km).

35.5 REFLECTANCE

Reflection is the process where a fraction of the radiant flux incident on a surface is returned into 
the same hemisphere whose base is the surface and which contains the incident radiation. The 
reflection can be specular (in the mirror direction), diffuse (scattered into the entire hemisphere), 
or a combination of both. Table 114 shows a wide range of materials that have different goniometric 
(directional) reflectance characteristics.

TABLE 1 Goniometric Classification of Materials14

 Material Classification Scatter∗ s † g ‡ Structure§ Example

Exclusively reflecting  None 0 ≅0 None Mirror
 materials Weak ≤0.4 ≤27° Micro Matte aluminum
    Macro Retroreflectors

t = 0 Strong >0.4 >27° None Laquer & enamel coatings
    Micro Paint films, BaSO4, Halon
    Macro Rough tapestries, road surfaces

Weakly transmitting, strongly  None 0 ≅0 None Sunglasses, color filters cold mirrors
 reflecting Materials Weak ≤0.4 ≤27° Micro Matte-surface color filters

t ≤ 0.35    Macro Glossy textiles
 Strong >0.4 >27° None Highly turbid glass
    Micro Paper
    Macro Textiles

Strongly transmitting  None 0 ≅0 None Window glass
 materials Weak ≤0.4 ≤27° None Plastic film
    Micro Ground glass

t > 0.35    Macro Ornamental glass
     prismatic glass
 Strong >0.4 >27° None Opal glass
    Micro Ground opal glass
    Macro Translucent acrylic plastic with 
      patterned surface

∗It is suggested that the diffusion factor is appropriate for strongly diffusing materials and that the half-angle is better for 
weakly diffusing materials.

†g  is a half-value angle, the angle from the normal where the radiance has dropped to one-half the value at normal.
‡s is a diffusion factor, the ratio of the mean of radiance measured at 20° and 70° to the radiance measured at 5° from the 

normal, when the incoming radiation is normal. s = [L(20) + L(70)]/[2L(5)]. It gives an indication of the spatial distribution of 
the radiance, and is unity for a perfect (lambertian) diffuser.

§Structure refers to the nature of the surface. In a microscattering structure, the scatterers cannot be resolved with the 
unaided eye. The macrostructure scatterers can be readily seen.
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MEASUREMENT OF TRANSMISSION, ABSORPTION, EMISSION, AND REFLECTION  35.5

The most general definition for reflectance r is the ratio of the radiant flux reflected Φr to the 
incident radiant flux Φi , or

 ρ =
Φ
Φ

r

i

  (6)

Spectral reflectance is similarly defined at a specified wavelength l as

 ρ λ λ

λ
( )=

Φ
Φ

r

i

  (7)

(Spectral) reflectance factor (symbol R) is the ratio of (spectral) flux reflected from a sample to the 
(spectral) flux which would be reflected by a perfect diffuse (lambertian) reflector.

No single descriptor of reflectance will suffice for the wide range of possible geometries. The 
fundamental geometric descriptor of reflectance is the bidirectional reflectance distribution func-
tion (BRDF, symbol fr). It is defined as the differential element of reflected radiance dLr in a speci-
fied direction per unit differential element of radiant incidence dEi, also in a specified direction,15 
and carries unit of sr−1:

 f
dL E

dr i i r r
r i i r r i( , , , )
( , ; , ; )

θ φ θ φ
θ φ θ φ

=
EEi i i( , )

[ ]
θ φ

sr−1   (8)

The polar angle q is measured from the surface normal and the azimuth angle f is measured 
from an arbitrary reference in the surface plane, most often the plane containing the incident beam. 
The subscripts i and r refer to the incident and reflected beams, respectively.

By integrating over varying solid angles, Nicodemus et al.,15 based upon earlier work by Judd,16 
defined nine goniometric reflectances, and by extension, nine goniometric reflectance factors. These 
are shown in Tables 2 and 3 and Fig. 3. In these tables, the term directional refers to a differential 
solid angle dw in the direction specified by ( , )θ φ . Conical refers to a cone of finite extent centered in 
direction ( , )θ φ ; the solid angle w of the cone must also be specified.

Details on these definitions and further discussion can be found in ASTM STP475,4 ASTM 
E808,17 Judd,16 Nicodemus,18 Nicodemus,19 and Nicodemus et al.15

TABLE 2 Nomenclature for Nine Types of Reflectance15

1. Bidirectional reflectance d f di i r r r i i r r rρ θ φ θ φ θ φ θ φ( , ; , ) ( , ; , )= Ω  

2. Directional-conical reflectance ρ θ φ ω θ φ θ φ
ω

( , ; ) ( , ; , )i i r r i i r r rf d
r

= ∫ Ω  

3. Directional-hemispherical reflectance ρ θ φ π θ φ θ φ
π

( , ; ) ( , ; , )i i r i i r r rf d2
2

= ∫ Ω  

4. Conical-directional reflectance d d f di r r r i r i i r rρ ω θ φ θ φ θ φ( ; , ) ( ) ( , ; , )= Ω Ω Ω/ rr
iω∫  

5. Biconical reflectance ρ ω ω θ φ θ φ
ω

( ; ) ( ) ( , ; , )i r i r i i r r r if d d
r

= ∫1/Ω Ω Ω
ωωi
∫  

6. Conical-hemispherical reflectance ρ ω π θ φ θ φ
π

( ; ) ( ) ( , ; , )i i r i i r r r if d d2 1
2

= ∫/Ω Ω Ω
22πω ∫∫

i
 

7. Hemispherical-directional reflectance d d f dr r r r i i r r iρ π θ φ π θ φ φ φ( ; , ) ( ) ( , ; , )2 = Ω Ω/
22π∫  

8. Hemispherical-conical reflectance ρ π ω π θ φ θ φ
ω

( ; ) ( ) ( , ; , )2 1
2r r i i r r r if d d

r

= ∫/ Ω Ω
ππ∫  

9. Bihemispherical reflectance ρ π π π θ φ θ φ
π

( ; ) ( ) ( , ; , )2 2 1
22

= ∫/ f d dr i i r r r iΩ Ω
ππ∫  
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35.6  RADIOMETRY AND PHOTOMETRY

TABLE 3 Nomenclature for Nine Types of Reflectance Factor15

1. Bidirectional reflectance factor R fi i r r r i i r r( , ; , ) ( , ; , )θ φ θ φ π θ φ θ φ=

2. Directional-conical reflectance factor R f di i r r r i j r r r
r

( , ; ) ( ) ( , ; , )θ φ ω π θ θ θ φ
ω

= /Ω Ω∫∫
3. Directional- hemispherical reflectance factor R f di i r i i r r r( , ; ) ( , ; , )θ φ π θ φ θ φ

π
2

2
= ∫ Ω

4. Conical-directional reflectance factor R f di r r i r i i r r i
i

( ; , ) ( ) ( , ; , )ω θ φ π θ φ θ φ
ω

= /Ω Ω∫∫
5. Biconical reflectance factor R f d di r i r r i i r r r( ; ) [ ( )] ( , ; , )ω ω π θ φ θ φ= / Ω Ω Ω Ωii

ri ωω ∫∫
6. Conical-hemispherical reflectance factor R f d di i r i i r r r i( ; ) ( ) ( , ; , )ω π θ φ θ φ

π
2 1

2
= ∫/Ω Ω Ω

ωωi
∫

7. Hemispherical-directional reflectance factor R f di r r i i r r i( ; , ) ( , ; , )2
2

π θ φ θ φ θ φ
π

= ∫ Ω

8. Hemispherical-conical reflectance factor R f d dr r r i i r r r i
r

( ; ) ( ) ( , ; , )2 1π ω θ φ θ φ
ω

= ∫/Ω Ω Ω
22π∫

9. Bihemispherical reflectance factor R f d dr i i r r r i( ; ) ( ) ( , ; , )2 2 1
22

π π π θ φ θ φ
π

= ∫/ Ω Ω
ππ∫

Conical
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FIGURE 3 Nine geometrical definitions of reflectance.
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35.6 EMITTANCE

Emittance (e) is the ratio of the radiance of an object or surface to the radiance of a blackbody 
(planckian radiator) at the same temperature. It is therefore dimensionless and can assume values 
between 0 and 1 for thermal radiators at equilibrium. Spectral emittance e (l) is the emittance at a 
given wavelength. If a radiator is neutral with respect to wavelength, with a constant spectral emit-
tance less than unity, it is called a graybody.

 ε ε λ λ

λ
= =L

L

L

Lbb bb
, ( )  (9)

Directional emittance ε θ φ( , ) is defined by

 ε θ φ θ φ
( , )

( , )= L

Lbb
  (10)

Note that if the body is nongray, its emittance is dependent upon temperature inasmuch as the inte-
gral must be weighted by the source (Planck) function.
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35.7 KIRCHHOFF’S LAW

In a closed system at thermal equilibrium, conservation of energy necessitates that emitted and 
absorbed fluxes be equal. Since the radiation field in such a system is isotropic (the same in all direc-
tions), the directional spectral emittance and the directional spectral absorptance must be equal, i.e.,

 ε λ θ φ α λ θ φ( ; , ) ( ; , )=   (12)

This statement was first made by Kirchhoff.20 Strictly, this equation holds for each orthogo-
nal polarization component, and for it to be valid as written, the total radiation must have equal 
orthogonal polarization components. Kirchhoff ’s law is often simplified to the declaration a = e;
however, this is not a universal truth; it may only be applied under a limited set of conditions. The 
geometrical and spectral averaging (integration) is governed by a specific set of rules as demon-
strated by Siegel and Howell.21 Table 4, adapted from Siegel and Howell21 and Grum and Becherer,22 
shows the various geometrical and spectral conditions under which the absorptance may be related 
to the emittance.

35.8 RELATIONSHIP BETWEEN TRANSMITTANCE, 
REFLECTANCE, AND ABSORPTANCE

Radiant flux incident upon a surface or medium undergoes transmission, reflection, and absorp-
tion. Application of conservation of energy leads to the statement that the sum of the transmission, 
reflection, and absorption of the incident flux is equal to unity, or

 α τ ρ+ + =1  (13)
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35.8  RADIOMETRY AND PHOTOMETRY

In the absence of nonlinear effects (i.e., the Raman effect, etc.),

 α λ τ λ ρ λ( ) ( ) ( )+ + =1   (14)

If the situation is such that one of the above Kirchhoff-type relations is applicable, then emittance e
may be substituted for absorptance a in the previous equations, or

 ε τ ρ ε λ τ λ ρ λ= − − = − −1 1( ) ( ) ( )   (15)

35.9 MEASUREMENT OF TRANSMITTANCE

A knowledge of the transmission of optical materials and elements, gaseous atmospheres, and vari-
ous liquids is necessary throughout the realm of optics. Most of these measurements are made with 
commercial spectrophotometers. It is beyond the scope of this chapter to discuss the design and 
operation of spectrophotometric equipment except sample-handling practices. For further discus-
sion, see Gram and Becherer,22 ASTM E275,23 and ASTM E409.24

Conventional spectrophotometers are of the double-beam configuration, where the output is the 
ratio of the signal in the sample beam to the signal in the reference beam plotted as a function of 
wavelength. It is incumbent upon the experimenter to ensure that the only difference between the 
two beams is the unknown. Therefore, if liquid or gas cells are employed, one should be placed in 
each beam. For gas cells, an equal amount of carrier gas should be injected into each cell, with the 
unknown to be sample placed in only one cell, destined for the sample beam. For liquids, an equal 
amount of solute should be placed in each cell. A critical issue with liquid and solid samples is the 
beam geometry. Most spectrophotometers feature converging beams in the sample space. If the 

TABLE 4 Summary of Absorptance-Emittance Relations21

 Quantity Equality Required Conditions

Directional spectral α λ θ φ ε λ θ φ( ; , , ) ( ; , , )T Ta a=  None other than thermal equilibrium
Directional total α θ φ ε θ φ( , , ) ( , , )T Ta a=  (1)  Spectral distribution of incident energy pro-

portional to blackbody at Ta, or
  (2)  α λ θ φ ε λ θ φ( ; , , ) ( ; , , )T Ta a=  independent of 

wavelength
Hemispherical spectral α λ ε λ( , ) ( , )T Ta a=  (1)  Incident radiation independent of 

angle, or
  (2)  α λ θ φ ε λ θ φ( ; , , ) ( ; , , )T Ta a=  independent of 

angle
Hemispherical total α ε( ) ( )T Ta a=  (1)  Incident energy independent of angle 

and spectral distribution proportional to 
blackbody at Ta, or

  (2)  Incident energy independent of angle and
α λ θ φ ε λ θ φ( ; , , ) ( ; , , )T Ta a= independent of 
wavelength, or

  (3)  Incident energy at each angle has spectral 
distribution proportional to blackbody 
at Ta and α λ θ φ ε λ θ φ( ; , , ) ( ; , , )T Ta a=
independent of angle, or

  (4)  α λ θ φ ε λ θ φ( ; , , ) ( ; , , )T Ta a=  independent of 
angle and wavelength
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MEASUREMENT OF TRANSMISSION, ABSORPTION, EMISSION, AND REFLECTION  35.9

optical path length (the product of index of refraction and actual distance) for each beam is not 
identical, a systematic difference is presented to either the entrance slit or the detector. In addition, 
some specimens (e.g., interference filters) are susceptible to errors when measured in a converging 
beam. Most instruments also have a single monochromator which is susceptible to stray radiation, 
the limiting factor when trying to make measurements of samples that are highly absorbing in one 
spectral region and transmitting in another. Some recent instruments feature linear detector arrays 
along with single monochromators to allow the acquisition of the entire spectrum in several milli-
seconds; these are particularly applicable to reaction rate studies.

Conventional double-beam instruments are limited by these factors to uncertainties on the order 
of 0.1 percent. For lower uncertainties, the performance deficiencies found in double-beam instru-
ments can largely be overcome by the use of a single-beam architecture. The mode of operation is 
sample-in–sample-out. If the source is sufficiently stable with time, the desired spectral range can be 
scanned without the sample, then rescanned with the sample in place. Otherwise, the spectrometer 
can be set at a fixed wavelength and alternate readings with and without the sample in place must 
be made. Care should be taken to ensure that the beam geometry is not altered between sequential 
readings.

To achieve the ultimate in performance from conventional spectrophotometry, several design 
characteristics should be included. A double monochromator is essential to minimize stray light. 
The beam geometry in the sample compartment should be highly collimated to avoid focus shifts 
with optically thick samples. Some form of beam integration, such as an integrating sphere or other 
diffuser, should be employed to negate the effects of nonuniform detectors and beam shifts. An 
exemplary instrument is the high-accuracy spectrophotometer developed by the National Institute 
for Standards and Technology (NIST), described in Mielenz and Eckerle,25 Mielenz et al.,26  Venable 
et al.,27 Eckerle,28 and Eckerle et al.29 A particularly useful review is Eckerle et al.30 Similar laboratory 
instruments have also been built elsewhere by Clarke,31 Freeman,32 and Zwinkles and Gignac.33

Numerous other instruments have been described in the literature; some have been designed for 
singular or limited purposes while others have a more universal appeal. Use of integrating spheres 
is common, both for the averaging effects and for the isolation of the specular and diffuse compo-
nents, as shown in Fig. 4.14,34 Several useful instruments are described by Karras,35 Taylor,36 Zerlaut 
and Anderson,37 Clarke and Larkin,38 and Kessell.39

Conventional instruments lack a wide dynamic range because there are simply not enough pho-
tons available in a narrow bandpass in a reasonable time. Solutions include Fourier transform spec-
trometers with a large multiplex advantage, the use of tunable lasers, and heterodyne spectrometry.40

Simple instruments can be purchased or constructed for specific purposes. For example, solar 
transmittance can be determined using either the natural sun (if available) or simulated solar radia-
tion as the source. A limited degree of spectral isolation can be achieved with an abridged spectro-
photometer using narrow bandpass interference or glass absorption filters.

Several publications have suggested methods for making accurate and repeatable measurements 
including Hughes,41 Mielenz,42 Venable and Hsia,43 Burke and Mavrodineanu,44 ASTM F768,45 
ASTM E971,46 ASTM E903,47 and ASTM E179.48 Calibration and performance assessment of spec-
trophotometers includes photometric accuracy, linearity, stray light analysis, and wavelength calibration. 

Total Diffuse
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Sample
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qs
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Specular

Detector

Scattered
light

Sample
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Light trap

Scattered
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qs
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FIGURE 4 Measurement of total, diffuse, and specular transmittance using an integrating sphere.
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35.10  RADIOMETRY AND PHOTOMETRY

Particular attention should be paid to luminescent samples that absorb radiant energy in one spec-
tral region and re-emit it at longer wavelengths. Pertinent references include Hawes,49 Bennett and 
Ashley,50 ASTM E387,51 ASTM E275,23 and ASTM, E409.24

Standards of spectral transmittance are available as Standard Reference Materials from NIST. 
These take the form of metal-on-glass, metal-on-quartz, and solid glass filters. Most are used for 
verifying the photometric scale or for checking the wavelength calibration of a recording spectro-
photometer. Descriptions of their development and use are given in Mavrodineanu and Baldwin,52 
Mavrodineanu and Baldwin,53 Eckerle et al.,30 and Hsia.54 The standardization laboratories of sev-
eral countries occasionally conduct international intercomparisons of traveling standards. Recent 
intercomparisons have been reported in Eckerle et al.55 and Fillinger and Andor.56

35.10 MEASUREMENT OF ABSORPTANCE

In most cases, absorptance is not directly measured, but is inferred from transmission measure-
ments, with appropriate corrections for reflection losses. These corrections can be calculated from 
the Fresnel equations if the surfaces are polished and the index of refraction is known. For materials 
where the absorption is extremely small, this method is unsatisfactory, as the uncertainties are dom-
inated by the reflection contribution. In this case, direct measurements (such as laser calorimetry) 
must be made as discussed by Lipson et al.57 and Hordvik.58

35.11 MEASUREMENT OF REFLECTANCE

Instrumentation for the measurement of reflectance takes many forms. Only a few of the definitions 
for reflectance (Table 2) and reflectance factor (Table 3) have been adopted as standard configura-
tions. The biconical configuration with small solid angles is most suited to a measurement of specular 
(regular, in the mirror direction) reflection. A simple reflectometer for the absolute measurement of 
specular reflectance was devised by Strong59,60 and is shown schematically in Fig. 5. Numerous detail 
improvements have been made on this fundamental design, including the use of averaging spheres. 
Designs range from simple61–65 to complex.66 Some reflectometers have been built specifically to 
measure at normal incidence.67–69 Measurement methods and data interpretation are also given in 
ASTM F768,45 ASTM D523,70 ASTM F1252,71 Hernicz and DeWitt,72 and Snail et al.73

Sample holder

Φi ΦiΦA ΦB

Sample

Auxiliary mirror,
position A

Auxiliary mirror,
position B

FIGURE 5 The Strong “VW” reflectometer.
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MEASUREMENT OF TRANSMISSION, ABSORPTION, EMISSION, AND REFLECTION  35.11

The characterization of appearance of materials involves measurements of reflectance, both dif-
fuse and specular. Numerous procedures and instruments have been devised for goniophotometry, 
the measurement of specular gloss with biconical geometry. Measure ments are made at several 
angles from normal (20°, 30°, 45°, 60°, 75°, and 85°) depending upon the material under scrutiny. 
Further details can be found in ASTM C347,74 ASTM E167,75 ASTM D523,70 ASTM E1349,76 ASTM 
E179,77 ASTM E430,78 Erb,79 and Hunter.80

The measurement of diffuse reflectance can be accomplished using any one of the nine defini-
tions from Table 2 and integrating where necessary. One could, for example, choose to measure the 
bidirectional reflectance distribution function (BRDF) as a function of incident beam parameters 
and to integrate over the hemisphere, but this would be a tedious process, and the large amount of 
data generated would be useful only to those involved with detailed materials properties research. 
Most practical measurements of diffuse reflectance involve the use of an integrating sphere. Several 
papers have discussed the general theory of the integrating sphere.81,82

In the visible and near-IR spectral regions, the integrating sphere is the instrument of choice 
for both specular and diffuse specimens. Many papers have been written detailing instruments, 
methods, and procedures, some of which are shown in Fig. 6. The specular component of the 
reflected flux can be included to determine the total reflectance (Fig. 6a) or excluded to measure 
just the diffuse component (Fig. 6b). The angle of incidence can be varied by placing the sample at 
the center of the sphere (Fig. 6c), Edwards et al.83 Others making contributions include Clarke 
and Compton,84 Clarke and Larkin,85 Dunkle,86 Egan and Hilgeman,87 Goebel et al.,88 Hisdal,89,90 
Karras,35 McNicholas,91 Richter and Erb,92 Sheffer et al.,93,94 Taylor,95 and Venable et al.27 Some of 
these methods have been incorporated into standard methods and practices, such as ASTM C523,96 
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FIGURE 6 Measurement of diffuse reflectance using an integrating sphere.
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35.12  RADIOMETRY AND PHOTOMETRY

FIGURE 7 Measurement of diffuse reflectance using alternate methods.
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ASTM E429,97 ASTM E903,47 CIE,98 and IES.99 Most integrating sphere measurements require refer-
ence to some form of an artifact standard, but the double-sphere method (Fig. 6d) produces abso-
lute diffuse reflectance.37,38,100,101 Lindberg102 has demonstrated a method to scale relative measure-
ments to absolute.

Alternative forms of hemispherical irradiation and/or collection have been described, several of 
which are shown in Fig. 7. Specular hemispherical (Fig. 7a), paraboloidal (Fig. 7b), and ellipsoidal 
(Fig. 7c) collectors have been used, particularly in those spectral regions where integrating sphere 
coatings are difficult to obtain.86,103–109 The Helmholtz reciprocity principle has been invoked to 
demonstrate the reversibility of the source and the collector.110 Hemispherical irradiation has also 
been employed by placing a cooled sample coplanar with the wall of a furnace and comparing the 
radiance of the sample with that of the wall of the furnace as shown in Fig. 7d.86,111–113

The procedures and instrumentation for the measurement of reflectance factor are identical with 
those for diffuse reflectance using the 0°/45° or 45°/0° geometry with annular, circumferential, or 
uniplanar illumination or viewing. Reference is made to a white reflectance standard characterized 
for reflectance factor, which must be compared with a perfect diffuse reflector. Pertinent references 
are ASTM E1349,76 ASTM E97,114 ASTM E1348,115 Hsia and Weidner,116 and Taylor. 36,117
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MEASUREMENT OF TRANSMISSION, ABSORPTION, EMISSION, AND REFLECTION  35.13

Orbiting sensors measure the radiance of the earth-atmosphere system with some known geom-
etry (generally nadir) and in well-defined wavelength bands. The quantity of interest is reflectance, 
as it is related to factors such as crop assessment, mineralization, etc. Corrections must be made for 
the atmospheric absorption, emission, and scattering and for the BRDF of the target. BRDF has 
been characterized in the field using the sun as the source, as described by Duggin.118,119

Laboratory measurements of BRDF are made using goniometers where the sample-source angle 
and sample-receiver angle are independently adjustable. Coherent sources (lasers) are employed for 
the characterization of smooth specimens where a large source power is necessary for adequate SNR 
for off-specular angles and where speckle is not a concern. Incoherent sources (xenon arcs, black-
body simulators, or tungsten-halogen) sources are often employed with spectral filters for more 
diffuse specimens. Similar measurements and techniques are employed to characterize bidirectional 
transmittance distribution function (BTDF) and bidirectional scattering distribution function 
(BSDF). For further information, see Asmail,120 ASTM E1392,121 and Bartell et al.122

The measurement of retroreflection poses the situation that the return beam coincides with the 
incident beam. The usual solution is to employ a beam splitter in the system, allowing the incident 
beam to pass and the return beam to be reflected. This immediately imposes both a significant loss 
in flux and the situation where the beam reaching the sample is partially polarized, unless a non-
polarizing beamsplitter is employed. In addition, it is imperative that the reflected component of 
the incident beam be well-trapped, as the radiometer is looking in the same direction. The special 
vocabulary for retroflection is given in CIE123 and ASTM E808.17 Test methods are given in ASTM 
E810,124 ASTM E809,125 and Venable and Johnson.126 An instrument specifically designed to measure 
retroflection is detailed in Eckerle et al.127

Most measurements of reflectance are relative and require artifact standards. Specular reflectance 
measurements are occasionally made using the absolute technique shown in Fig. 5, but are more 
commonly done using a simple reflectance attachment for a commercial spectrophotometer, requir-
ing a calibrated reference. Freshly deposited metallic films have been used, with the assumption that 
an individual coating is the same as accepted data as shown in Table 5 for Al and Au.128–133 Standards 
for specular reflectance are also available.135–137

Diffuse reflectance standards exist in several forms. Ideally, a perfect (r = 1, lambertian) dif-
fuser would be used, particularly for measuring reflectance factor.138–140 Certain materials approach 
the ideal over a limited angular and wavelength range. Historically, MgO was used in the visible 
spectrum.141,111 It was replaced first by BaSO4

142 and more recently by PTFE143,144 and ASTM E259.145 
Table 5 also shows a typical 6°/hemispherical reflectance factor for PTFE.146 This fine, white pow-
der, when pressed to a density of 1 g/cm3, is close to ideal over a wide spectral range. It is not quite 
lambertian, showing a falloff of BRDF at angles far removed from the specular direction147 and 
exhibiting a slight amount of retroreflection. It may also be slightly luminescent when excited by 
far-ultraviolet.148

In the infrared, two materials have proven useful. Flowers of sulfur149–151 is suitable over the spec-
tral range 1 to 15 μm. Gold is highly reflective and very stable. To be useful as a diffuse reflectance 
standard, it must be placed on top of a lambertian surface. Several substrates for gold have been sug-
gested, including sandpaper152 and flame-sprayed aluminum.

PTFE is a satisfactory laboratory standard but is not well-suited for field use as it is not par-
ticularly rugged and is highly adsorbant and therefore subject to contamination. Several solu-
tions have been proposed for working standards, including Eastman integrating sphere paint 
(BaSO4), Vitriolite tile, and the Russian MS20 and MS14 opal glasses. These materials are, in 
general, more rugged, stable, and washable than PTFE. Further details can be found in CIE153 and 
Clarke et al.154

Discussion on the fabrication, calibration, and properties of various diffuse reflectance standards 
can be found in ASTM E259,155 Budde,156,157 Egan and Hilgeman,158 Fairchild and Daoust,147 Morren 
et al.,159 TAPPI,160 and Weidner.161,162 International intercomparisons of laboratory standards of dif-
fuse reflectance have been reported in Budde et al.,163 and Weidner and Hsia,146 and IES.99

There are no standards available for retroflection. However, NIST offers a Measurements 
Assurance Program (MAP) to enable laboratories to make measurements consistent with other 
national standards.
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35.14  RADIOMETRY AND PHOTOMETRY

35.12 MEASUREMENT OF EMITTANCE

Measurements of emittance can be done in several ways. The most direct method involves form-
ing a material into the shape of a cavity in such a way that near-blackbody radiation is emitted. 
A measurement then compares the radiation from a location within the formed cavity to radiation 
from a flat, outside surface of the material, presumably at the same temperature.164 The cavity can 
take the form of a cylinder, cone, or sphere. Similarly, a small-diameter, deep hole can be drilled 
into a specimen and radiation from the surface compared to radiation from the hole. Care must be 
taken that the specimen is isothermal and that the reflected radiation is considered. The definitive 
measurements of several materials, such as tungsten,165 were determined in this fashion. The signifi-
cant advantage in this direct method is that it is relative, depending on neither absolute radiometry 
or thermometry, but only requiring that the radiometer or spectroradiometer be linear over the 
dynamic range of the measurement. This linearity is also determinable by relative measurements.

If a variable-temperature blackbody simulator and a suitable thermometer are available, the 
specimen can be heated to the desired temperature Ts and the blackbody simulator temperature Tbb 
can be adjusted such that its (spectral) radiance matches that of the specimen. Then the (spectral) 

TABLE 5 Reflectance Standards

 Wavelength (nm) Aluminum Gold PTFE (6°/hemi)

 250  0.295 0.973
 300 0.921 0.346 0.984
 350 0.921 0.330 0.990
 400 0.919 0.360 0.993
 450 0.918 0.358 0.993
 500 0.916 0.453 0.994
 550 0.916 0.800 0.994
 600 0.912 0.906 0.994
 650 0.906 0.947 0.994
 700 0.898 0.963 0.994
 750 0.886 0.970 0.994
 800 0.868 0.973 0.994
 850 0.868 0.973 0.994
 900 0.891 0.974 0.994
 950 0.924 0.974 0.994
 1000 0.940 0.974 0.994
 1100  0.975 0.994
 1200 0.964 0.975 0.993
 1300  0.975 0.992
 1400  0.975 0.991
 1500 0.974 0.975 0.992
 1600  0.975 0.992
 1700  0.976 0.990
 1800  0.976 0.990
 1900  0.976 0.985
 2000 0.978 0.976 0.981
 2100  0.976 0.968
 2200  0.976 0.977
 2300  0.976 0.972
 2400  0.976 0.962
 2500 0.979 0.977 0.960
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MEASUREMENT OF TRANSMISSION, ABSORPTION, EMISSION, AND REFLECTION  35.15

emittance is calculable using the following equations for spectral emittance e(l) and emittance e
(for a graybody only).
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If an absolutely calibrated radiometer and a satisfactory thermometer are available, a direct mea-
surement can be made, as Lb is calculable if the temperature is known. Again, the reflected radiation 
must be considered.

Simple “inspection meter” techniques have been developed, and instrumentation is commercially 
available to determine the hemispherical emittance over a limited range of temperatures surround-
ing ambient. These instruments provide a single number, as they integrate both spatially and spec-
trally. A description of the technique can be found in ASTM E408.166

Measurements of spectral emittance are most often made using spectral reflectance techniques, 
invoking Kirchhoff ’s law along with the assumption that the transmittance is zero. A review of 
early work is found in Dunn et al.,167 and Millard and Streed.168 The usual geometry of interest is 
the directional-hemispherical. This can be achieved by either hemispherical irradiation-directional 
collection, or, using Helmholtz reciprocity,110 directional irradiation-hemispherical collection. Any 
standard reflectometry technique is satisfactory.

A direct method for the measurement of total (integrated over all wavelengths) hemispherical 
emittance is to use a calorimeter as shown in Fig. 8. A heated specimen is suspended in the center of 
a large, cold, evacuated chamber. The vacuum minimizes gaseous conduction and convection. If the 
sample suspension is properly designed, the predominant means of heat transfer is radiation. The 
chamber must be large to minimize the configuration factor between the chamber and the speci-
men. The chamber is cooled to Tc to reduce radiation from the chamber to the specimen. The equa-
tion used to determine emittance e is

 ε
σ

=
−

P

A T Ts c( )4 4
  (17)
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(liquid nitrogen, alcohol+dry ice, etc.)

Specimen
under test
at Ts

Vacuum chamber

FIGURE 8 Calorimetric measurement of total hemispherical emittance.
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35.16  RADIOMETRY AND PHOTOMETRY

where P is the power input to the specimen heater necessary to maintain an equilibrium specimen 
temperature Ts and A is the specimen area. The equation has been simplified with the aid of the 
following assumptions: (1) no thermal conduction from the specimen to the chamber, (2) no con-
vective losses, (3) equilibrium has been achieved, and (4) the specimen area is much less than the 
chamber area. The power can be supplied electrically by means of a known heater or optically via a 
window in the chamber. In the latter case, a direct measurement of the ratio of solar absorptance as
to thermal emittance eT can be directly obtained if the optical source simulates solar radiation. By 
varying the input power, the emittance can be determined as a function of temperature. There are 
numerous small corrections to account for geometry, lead conduction, etc. Details can be found in 
ASTM C835,169 ASTM E434,170 Edwards,171 and Richmond and Harrison.172

Several attempts have been made to define and characterize artifact standards of spectral emit-
tance for direct measurements.10,11 These were specimens of a thermally stable metal (i.e., Inconel) 
which were calibrated for emittance as a function of wavelength at several temperatures. No such 
standards are currently available. Interlaboratory comparisons have been made and reported.173

Special problems include measurements at cryogenic temperatures174 and effects of partially 
transparent materials.175 Some additional references relating to emittance and its measurement 
are ASTM E307,176 ASTM E423,177 Clarke and Larkin,85 DeWitt,178 DeWitt and Richmond,179 
Hornbeck,180 Millard and Streed,168 Redgrove,181 Sparrow et al.,164 Stierwalt,182 and Wittenberg.183
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RADIOMETRY 
AND PHOTOMETRY: 
UNITS AND CONVERSIONS

James M. Palmer∗

College of Optical Sciences
University of Arizona 
Tucson, Arizona

36.1

36

36.1 GLOSSARY†

 A area, m2

 Aproj projected area, m2

 E, Ee radiant incidance (irradiance), W m−2

 Ep, Eq photon incidance, s−1 m−2

 Ev illuminance, lm m−2 [lux (lx)]

 I, Ie radiant intensity, W sr−1

 Ip, Iq photon intensity, s−1 sr−1

 Iv luminous intensity, candela (cd)

 Km absolute luminous effi ciency at lp for photopic vision, 683 lm/W

 K ′ m absolute luminous effi ciency at lp for scotopic vision, 1700 lm/W

 K(l) absolute spectral luminous effi ciency, photopic vision, lm/W

 K ′(l) absolute spectral luminous effi ciency, scotopic vision, lm/W

 L, Le radiance, W m−2 sr−1

 Lp, Lq photon radiance (photonance), s−1 m−2 sr−1

 Lv luminance, cd sr−1

 M, Me radiant exitance, W m−2

 Mp, Mq photon exitance, s−1 m−2

 Q , Qe radiant energy, joule (J)

 Qp, Qq photon energy, J or eV

 Qv luminous energy, lm s−1

∗Deceased.
†Note. The subscripts are used as follows: e (energy) for radiometric, v (visual) for photometric, and q (or p) for photonic. 

The subscript e is usually omitted; the other subscripts may also be omitted if the context is unambiguous.
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36.2  RADIOMETRY AND PHOTOMETRY

R( )λ   spectral responsivity, A/W or V/W

V( )λ   relative spectral luminous effi ciency, photopic vision

′V ( )λ   relative spectral luminous effi ciency, scotopic vision

Vq( )λ   relative spectral luminous effi ciency for photons

l wavelength, nm or μm

lp wavelength at peak of function, nm or μm

Φ, Φe radiant power (radiant fl ux), watt (W)

Φp, Φq photon fl ux, s−1

Φv luminous power (luminous fl ux), lumen (lm)

w solid angle, steradian (sr)

Ω projected solid angle, sr

36.2 INTRODUCTION AND BACKGROUND

After more than a century of turmoil, the symbols, units, and nomenclature (SUN) for radiometry 
and photometry seem somewhat stable at present. There are still small, isolated pockets of debate 
and even resistance; by and large, though, the community has settled on the International System of 
Units (SI) and the recommendations of the International Organization for Standardization (ISO)1

and the International Union of Pure and Applied Physics (IUPAP).2

The seed of the SI was planted in 1799 with the deposition of two prototype standards, the 
meter and the kilogram, into the Archives de la République in Paris. Noted physicists Gauss, Weber, 
Maxwell, and Thompson made significant contributions to measurement science over the next 75 years. 
Their efforts culminated in the Convention of the Meter, a diplomatic treaty originally signed by 
representatives of 17 nations in 1875 (currently there are 48 member nations). The Convention 
grants authority to the General Conference on Weights and Measures (CGPM), the International 
Committee for Weights and Measures (CIPM), and the International Bureau of Weights and 
Measures (BIPM). The CIPM, along with a number of subcommittees, suggests modifications to 
the CGPM. In our arena, the subcommittee is the Consultative Committee on Photometry and 
Radiometry (CCPR). The BIPM, the international metrology institute, is the physical facility that is 
responsible for realization, maintenance, and dissemination of standards.

The SI was adopted by the CGPM in 1960 and is the official system in the 48 member states. It 
currently consists of seven base units and a much larger number of derived units. The base units 
are a choice of seven well-defined units that, by convention, are regarded as independent. The seven 
base units are as follows:

1. Meter

2. Kilogram

3. Second

4. Ampere

5. Kelvin

6. Mole

7. Candela

The derived units are those that are formed by various combinations of the base units.
International organizations involved in the promulgation of SUN include the International 

Commission on Illumination (CIE), the IUPAP, and the ISO. In the United States, the American 
National Standards Institute (ANSI) is the primary documentary (protocol) standards organiza-
tion. Many other scientific and technical organizations publish recommendations concerning the 
use of SUN for their scholarly journals. Several examples are the Illuminating Engineering Society 
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RADIOMETRY AND PHOTOMETRY: UNITS AND CONVERSIONS  36.3

(IESNA), the International Astronomical Union (IAU), the Institute for Electrical and Electronic 
Engineering (IEEE), and the American Institute of Physics (AIP).

The terminology employed in radiometry and photometry consists principally of two parts: (1) an 
adjective distinguishing between a radiometric, photonic, or photometric entity, and (2) a noun describ-
ing the underlying geometric or spatial concept. In some instances, the two parts are replaced by a single 
term (e.g., radiance).

There are some background concepts and terminology that are needed before proceeding further.

Projected area is defined as the rectilinear projection of a surface of any shape onto a plane nor-
mal to the unit vector. The differential form is d A Aproj d= cos( ) ,β  where b is the angle between 
the local surface normal and the line of sight. Integrate over the (observable) sur face area to get

A A
Aproj d= ∫ cosβ   (1)

Some common examples are shown in Table 1.
Plane angle and solid angle are both derived units in the SI system. The following definitions are 

from National Institute of Standards and Technology (NIST) SP811.3

The radian is the plane angle between two radii of a circle that cuts off on the circumference an arc 
equal in length to the radius.

The abbreviation for the radian is rad. Since there are 2π rad in a circle, the conversion between 
degrees and radians is 1 rad = (180/π) degrees. (See Fig. 1.)

A solid angle is the same concept that is extended to three dimensions.

One steradian (sr) is the solid angle that, having its vertex in the center of a sphere, cuts off an area on 
the surface of the sphere equal to that of a square with sides of length equal to the radius of the sphere.

The solid angle is the ratio of the spherical area (Aproj) to the square of the radius, r. The spherical 
area is a projection of the object of interest onto a unit sphere, and the solid angle is the surface area 
of that projection, as shown in Fig. 2. Divide the surface area of a sphere by the square of its radius 
to find that there are 4π sr of solid angle in a sphere. One hemisphere has 2π sr. The accepted symbols 

TABLE 1 Projected Areas of Common Shapes

  Shape Area Projected area

Flat rectangle  A = L × W Aproj = L × W cos b
Circular disc  A = π r 2 = π d 2/4 Aproj = π r 2 cos b = (π d 2 cos b)/4
Sphere A = 4π r 2 = π d 2 Aproj = A/4 = π r 2

l

l

r

rq = 

q

FIGURE 1 Plane angle.

A
r 2

r

w = 

A

FIGURE 2 Solid angle.
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36.4  RADIOMETRY AND PHOTOMETRY

for solid angle are either lowercase Greek omega (w) or upper case Greek omega (Ω). I recommend 
using w exclusively for solid angle, and reserving Ω for the advanced concept of projected solid 
angle (w cos q). The equation for solid angle is d d /projω = A r2. For a right circular cone, w =
2π(1 − cos q), where q is the half-angle of the cone.

Both plane angles and solid angles are dimensionless quantities, and they can lead to confusion 
when attempting dimensional analysis. For example, the simple inverse square law, E = I/d2 appears
dimensionally inconsistent. The left side has units W m−2 while the right side has W sr−1 m−2. It 
has been suggested that this equation be written E I d= Ω0

2/ , where Ω0 is the unit solid angle, 1 sr. 
Inclusion of the term Ω0 will render the equation dimensionally correct, but will far too often be 
considered a free variable rather than a constant equal to 1, leading to erroneous results.

Isotropic and lambertian both carry the meaning “the same in all directions” and, regret tably, are 
used interchangeably.

Isotropic implies a spherical source that radiates the same amount in all directions [i.e., the inten sity 
(W/sr or cd) is independent of direction]. The term isotropic point source is often heard. No such 
entity can exist, for the energy density would necessarily be infinite. A small, uniform sphere 
comes very close. Small in this context means that the size of the sphere is much less than the 
distance from the sphere to the plane of observation, such that the inverse square law is appli-
cable. An example is a globular tungsten lamp with a milky white diffuse envelope some 10 cm 
in diameter, as viewed from a distance greater than 1 m. From our vantage point, a distant star is 
considered an isotropic point source.

Lambertian implies a flat radiating surface. It can be an active emitter or a passive, reflec tive sur-
face. The intensity decreases with the cosine of the observation angle with respect to the surface 
normal (Lambert’s law). The radiance (W m2 sr−1) or luminance (cd m−2) is independent of direc-
tion. A good approximation is a surface painted with a quality matte, or flat, white paint. The 
intensity is the product of the radiance, L, or luminance, Lv , and the projected area Aproj. If the 
surface is uniformly illuminated, it appears equally bright from whatever direction it is viewed. 
Note that the flat radiating surface can be used as an elemental area of a curved surface.

The ratio of the radiant exitance (power per unit area, W m−2) to the radiance (power per unit 
projected area per unit solid angle, W m2 sr−1) of a lambertian surface is a factor of π and not 2π.
This result is not intuitive, as, by definition, there are 2π sr in a hemisphere. The factor of π comes 
from the influence of the cosq term while integrating over a hemisphere.

A sphere with a lambertian surface illuminated by a distant point source will display a radiance 
that is maximum at the point where the local normal coincides with the incoming beam. The radi-
ance will fall off with a cosine dependence to zero at the terminator. If the intensity (integrated radi-
ance over area) is unity when viewing from the direction of the source, then the intensity when viewing 
from the side is 1/π. Think about this and ponder whether our Moon has a lambertian surface.

36.3 SYMBOLS, UNITS, AND NOMENCLATURE 
IN RADIOMETRY

Radiometry is the measurement of optical radiation, defined as electromagnetic radiation within the fre-
quency range from 3 × 1011 to 3 × 1016 hertz (Hz). This range corresponds to wavelengths between 0.01 
and 1000 micrometers (μm) and includes the regions commonly called ultraviolet, visible, and infrared.

Radiometric units can be divided into two conceptual areas: (1) those having to do with power 
or energy, and (2) those that are geometric in nature. In the first category are:

Energy is an SI-derived unit, measured in joules (J). The recommended symbol for energy is Q. 
An acceptable alternate is W.

Power (also called radiant flux) is another SI-derived unit. It is the derivative of energy with 
respect to time, dQ/dt, and the unit is the watt (W). The recommended symbol for power is 
uppercase Greek phi (Φ). An accepted alternate is P.
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RADIOMETRY AND PHOTOMETRY: UNITS AND CONVERSIONS  36.5

 Energy is the integral of power over time, and it is commonly used with integrating detectors 
and pulsed sources. Power is used for continuous sources and nonintegrating detectors. The 
radiometric quantity power can now be combined with the geometric spa tial quantities area and 
solid angle.

Irradiance (also referred to as flux density or radiant incidance) is an SI-derived unit and is mea-
sured in W m−2. Irradiance is power per unit area incident from all directions within a hemi-
sphere onto a surface that coincides with the base of that hemisphere. A related quantity is radi-
ant exitance, which is power per unit area leaving a surface into a hemisphere whose base is that 
surface. The symbol for irradiance is E, and the symbol for radiant exitance is M. Irradiance 
(or radiant exitance) is the derivative of power with respect to area, dΦ/dA. The integral of irra-
diance or radiant exitance over area is power. There is no compelling reason to have two quanti-
ties carrying the same units, but it is convenient.

Radiant intensity is an SI-derived unit and is measured in W sr−1. Intensity is power per unit of 
solid angle. The symbol is I. Intensity is the derivative of power with respect to solid angle, dΦ/dA
The integral of radiant intensity over solid angle is power.
 A great deal of confusion surrounds the use and misuse of the term intensity. Some use it for W 
sr−1; some use it for W m−2; others use it for W m−2 sr−1. It is quite clearly defined in the SI system, 
in the definition of the base unit of luminous intensity—the candela. Attempts are often made to 
justify these different uses of intensity by adding adjectives like optical or field (used for W m−2)
or specific (used for W m−2 sr−1). In the SI system, the underlying geometric concept for intensity 
is quantity per unit solid angle. For more discussion, see Palmer.4

Radiance is an SI-derived unit and is measured in W m−2 sr−1. Radiance is a directional quantity, 
power per unit projected area per unit solid angle. The symbol is L. Radiance is the derivative 
of power with respect to solid angle and projected area, dΦ/dw dA cosq, where q is the angle 
between the surface normal and the specified direction. The integral of radiance over area and 
solid angle is power.
 Photon quantities are also common. They are related to the radiometric quantities by the rela-
tionship Q hcp /= λ, where Qp is the energy of a photon at wavelength l, h is Planck’s constant, 
and c is the velocity of light. At a wavelength of 1 μm, there are approximately 5 × 1018 photons 
per second in a watt. Conversely, one photon has an energy of about 2 × 10−19 J (W/s) at 1 μm.

36.4 SYMBOLS, UNITS, AND NOMENCLATURE 
IN PHOTOMETRY

Photometry is the measurement of light, electromagnetic radiation detectable by the human eye. It is 
thus restricted to the wavelength range from about 360 to 830 nanometers (nm; 1000 nm = 1 μm). 
Photometry is identical to radiometry except that everything is weighted by the spectral response of the 
nominal human eye. Visual photometry uses the eye as a comparison detector, while physical photom-
etry uses either optical radiation detectors constructed to mimic the spectral response of the nominal 
eye, or spectroradiometry coupled with appropriate calculations to do the eye response weighting.

Photometric units are basically the same as the radiometric units, except that they are weighted 
for the spectral response of the human eye and have strange names. A few additional units have been 
introduced to deal with the amount of light that is reflected from diffuse (matte) surfaces. The sym-
bols used are identical to the geometrically equivalent radiometric symbols, except that a subscript v 
is added to denote visual. Table 2 compares radiometric and photometric units.

The SI unit for light is the candela (unit of luminous intensity). It is one of the seven base units 
of the SI system. The candela is defined as follows:5

The candela is the luminous intensity, in a given direction, of a source that emits monochromatic radia-
tion of frequency 540 × 1012 hertz and that has a radiant intensity in that direction of 1/683 watt per steradian.

The candela is abbreviated as cd, and its symbol is Iv. This definition was adopted by the 16th CGPM 
in 1979. The candela was formerly defined as the luminous intensity, in the perpendicular direction, 

36_Bass_v2ch36_p001-020.indd 36.5 8/18/09 1:57:57 PM

DO
 N

OT
 D

UP
LI

CA
TE



36.6  RADIOMETRY AND PHOTOMETRY

of a surface of 1/600,000 m2 of a blackbody at the temperature of freezing platinum under a pres-
sure of 101,325 newtons per square meter (N m−2). This earlier definition was initially adopted in 
1948 and later modified by the 13th CGPM in 1968. It was abrogated in 1979 and replaced by the 
current definition.

The 1979 definition was adopted for several reasons.6–10 First, the realization of the candela using 
a platinum blackbody was extraordinarily difficult—only several were ever built, and there were 
large variations between the units realized by different national laboratories based upon the state of 
platinum at its freezing point. The difficulty in fabricating and operating the platinum point black-
body created an unacceptable uncertainty in the value of the candela. For example, if the platinum 
blackbody temperature is slightly off, possibly because of temperature gradients in the ceramic 
crucible or contamination of the platinum, the freezing point may change or the temperature of the 
cavity may differ. The sensitivity of the candela to a slight change in temperature is significant. At a 
wavelength of 555 nm, a change in temperature of only 1 K results in a luminance change approach-
ing 1 percent. Second, the unit of the candela was realized on the specific broadband radiation, 
whose spectral power distribution was not known with satisfactory accuracy (because the platinum 
fix point temperature was not precisely known), thus there were large uncertainties in determining 
photometric quantities of various other practical light sources from their spectral power distribu-
tions. Third, recent advances in radiometry based on absolute radiometers offered new possibilities 
for realization of the candela using a much simpler device with much lower uncertainties if the 
candela is defined in relation to watt. In 1977, through an international comparison among sev-
eral national laboratories, the Comité International des Poids et Mesures (CIPM) determined the 
numerical relationship (683 lm/W at 555 nm) to be recommended for the new standard for candela 
so that the magnitude of the unit was kept consistent with the previous unit of the candela.

The value of 683 lm/W was selected based upon the best measurements with existing platinum 
freezing point blackbodies at several national standards laboratories. It has varied over time from 
620 to nearly 700 lm/W, depending largely upon the assigned value of the freezing point of platinum. 
The value of 1/600,000 m2 was chosen to maintain consistency with prior standards. Note that nei-
ther the old nor the new definition of the candela say anything about the spectral responsivity of the 
human eye. There are additional definitions that include the characteristics of the eye, but the base 
unit (candela) and those SI units derived from it are “eyeless.”

Note also that in the definition of the candela, there is no specification for the spatial distribution 
of intensity. Luminous intensity, while often associated with an isotropic point (i.e., small) source, is a 
valid specification for characterizing any highly directional light source, such as a spotlight or an LED.

One other issue: since the candela is no longer independent but is now defined in terms of other 
SI-derived quantities, there is really no need to retain it as an SI base quantity. It remains so for rea-
sons of history and continuity and perhaps some politics.

The lumen is an SI-derived unit for luminous flux (power). The abbreviation is lm, and the 
symbol is Φv. The lumen is derived from the candela and is the luminous flux that is emitted into 
unit solid angle (1 sr) by an isotropic point source having a luminous intensity of 1 cd. The lumen is 
the product of luminous intensity and solid angle (cd sr). It is analogous to the unit of radiant flux 
(watt), differing only in the eye response weighting. If a light source is isotropic, the relationship 
between lumens and candelas is 1 cd = 4π lm. In other words, an isotropic source that has a lumi-
nous intensity of 1 cd emits 4π lm into space, which is 4π sr. Also, 1 cd = 1 lm sr−1, which is analo-
gous to the equivalent radiometric definition.

If a source is not isotropic, the relationship between candelas and lumens is empirical. A fun-
damental method used to determine the total flux (lumens) is to measure the luminous intensity 
(candelas) in many directions using a goniophotometer, and then numerically integrate over the 

TABLE 2 Comparison of Radiometric and Photometric Units

 Quantity Radiometric Photometric

Power  Φ: watt (W) Φv: lumen (lm) 
Power per area  E, M: W m−2 Ev: lm m−2 = lux (1x)
Power per solid angle I: W sr−1 Iv: lm sr−1 = candela (cd)
Power per area per solid angle L: W m−2 sr−1 Lv: lm m−2sr−1 = cd m−2 = nit
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RADIOMETRY AND PHOTOMETRY: UNITS AND CONVERSIONS  36.7

entire sphere. Later on, this “calibrated” lamp can be used as a reference in an integrating sphere for 
routine measurements of luminous flux.

The SI-derived unit of luminous flux density, or illuminance, has a special name: lux. It is lumens 
per square meter (lm m−2), and the symbol is Ev. Most light meters measure this quantity, as it is of great 
importance in illuminating engineering. The IESNA’s Lighting Handbook 11 has some 16 pages of recom-
mended illuminances for various activities and locales, ranging from morgues to museums. Typical 
values range from 100,000 lx for direct sunlight to between 20 and 50 lx for hospital corridors at night.

Luminance should probably be included on the list of SI-derived units, but it is not. Luminance 
is analogous to radiance, giving the spatial and directional dependences. It also has a special name, 
nit, and is candelas per square meter (cd m−2) or lumens per square meter per steradian (lm m−2 sr−1). 
The symbol is Lv. Luminance is most often used to characterize the “brightness” of flat-emitting 
or -reflecting surfaces. A common use is the luminance of a laptop computer screen. They typically 
have between 100 and 250 nits, and the sunlight-readable ones have more than 1000 nits. Typical 
CRT monitors have luminances between 50 and 125 nits.

Other Photometric Units

There are other photometric units, largely historical. The literature is filled with now obsolete ter-
minology, and it is important to be able to properly interpret these terms. Here are several terms for 
illuminance that have been used in the past.

1 meter-candle = 1 lx

1 phot (ph) = 1 lm cm−2 = 104 lx

1 footcandle (fc) = 1 lm ft−2 = 10.76 lx

1 milliphot = 10 lx

Table 3 is useful to convert from one unit to another. Start with the unit in the leftmost column and 
multiply it by the factor in the table to arrive at the unit in the top row.

There are two classes of units that are used for luminance. The first is conventional, directly 
related to the SI unit, the cd m−2 (nit).

1 stilb = 1 cd cm−2 = 104 cd m−2 = 104 nit

1 cd ft−2 = 10.76 cd m−2 = 10.76 nit

The second class was designed to “simplify” characterization of light that is reflected from diffuse 
surfaces by incorporating within the definition the concept of a perfect diffuse reflector (lambertian, 
reflectance r = 1). If 1 unit of illuminance falls upon this ideal reflector, then 1 unit of luminance 
is reflected. The perfect diffuse reflector emits 1/π units of luminance per unit of illuminance. If 
the reflectance is r, then the luminance is r/π times the illuminance. Consequently, these units all 
incorporate a factor of 1/π.

1 lambert (L) = (1/π) cd cm−2 = (104/π) cd m2 = (104/π) nit

1 apostilb = (1/π) cd m−2 = (1/π) nit

1 foot-lambert (ft-lambert) = (1/π) cd ft−2 = 3.426 cd m−2 = 3.426 nit

1 millilambert = (10/π) cd m−2 = (10/π) nit

1 skot = 1 milliblondel = (10−3/π) cd m−2 = 10−3/π nit

TABLE 3 Illuminance Unit Conversions

 fc lx phot milliphot

1 fc (lm/ft2) =  1 10.764 0.0010764 1.0764
1 lx (lm/m2) =  0.0929 1 0.0001 0.1
1 phot(lm/cm2) =  929 10,000 1 0.001
1 milliphot =  0.929 10 0.1 1
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36.8  RADIOMETRY AND PHOTOMETRY

Table 4 is useful to convert from one unit to another. Start with the unit in the leftmost col umn and 
multiply it by the factor in the table to arrive at the unit in the top row.

Human Eye The SI base unit and units derived therefrom have a strictly physical basis; they have 
been defined monochromatically at a wavelength of 555 nm. But the eye does not see all wavelengths 
equally. For other wavelengths or for band or continuous-source spectral distributions, the spectral 
properties of the human eye must be considered. The eye has two general classes of photosensors: 
cones and rods.

Cones The cones are responsible for light-adapted vision; they respond to color and have high 
resolution in the central foveal region. The light-adapted relative spectral response of the eye is 
called the spectral luminous efficiency function for photopic vision, V(l), and is published in tabular 
form.12 This empirical curve, shown in Fig. 3, was first adopted by the CIE in 1924. It has a peak that 
is normalized to unity at 555 nm, and it decreases to levels below 10−5 at about 370 and 785 nm. The 
50 percent points are near 510 and 610 nm, indicating that the curve is slightly skewed. A logarith-
mic representation is shown in Fig. 4.

More recent measurements have shown that the 1924 curve may not best represent typical 
human vision. It appears to underestimate the response at wavelengths shorter than 460 nm. Judd,13

Vos,14 and Stockman and Sharpe15 have made incremental advances in our knowledge of the phot-
opic response.

Rods The rods are responsible for dark-adapted vision, with no color information and poor 
resolution when compared with the foveal cones. The dark-adapted relative spectral response of the 

TABLE 4 Illuminance Unit Conversions∗

 nit stilb cd/ft2 apostilb lambert ft-lambert

1 nit(cd/m2) =  1 10−4 0.0929 π π/10000 0.0929π
1 stilb (cd/cm2) =  10,000 1 929 104π π  929π
1 cd/ft2 =  10.764 1.0764 × 10−3 1 10.764π π/929 π
1 apostilb =  1/π  104/π  0.0929/π  1 10−4 0.0929
1 lambert =  104/π  1/π  929/π 104 1 929
1 ft ⋅ lambert =  10.76/π  1/(929π) 1/π  10.764 1.076 × 104 1

∗Note: Photometric quantities are the result of an integration over wavelength. It therefore makes no sense 
to speak of spectral luminance or the like.

FIGURE 3 Spectral luminous efficiency for photopic and scotopic vision.
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RADIOMETRY AND PHOTOMETRY: UNITS AND CONVERSIONS  36.9

eye is called the spectral luminous efficiency function for scotopic vision, V(l), also published in tabu-
lar form.12 Figures 3 and 4 also show this empirical curve, which was adopted by the CIE in 1951. It 
is defined between 380 and 780 nm. The V(l) curve has a peak of unity at 507 nm, and it decreases 
to levels below 10−3 at about 380 and 645 nm. The 50 percent points are near 455 and 550 nm.

Photopic (light-adapted cone) vision is active for luminances that are greater than 3 cd m−2.
Scotopic (dark-adapted rod) vision is active for luminances that are lower than 0.01 cd m−2. In 
between, both rods and cones contribute in varying amounts, and in this range the vision is called 
mesopic. There have been efforts to characterize the composite spectral response in the mesopic 
range for vision research at intermediate luminance levels. Definitive values at 1-nm intervals for 
both photopic and scotopic spectral luminous efficiency functions may be found in CIE.12 Values at 
5-nm intervals are given by Zalewski.16

The relative spectral luminous efficiency functions can be converted for use with photon flux 
(s−1) by multiplying by the spectrally dependent conversion from watts to photons per second. The 
results are shown in Fig. 5. The curves are similar to the spectral luminous efficiency curves, with the 
peaks shifted to slightly shorter wavelengths, and the skewness of the curves is different. This function 
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36.10  RADIOMETRY AND PHOTOMETRY

can be called Vq (l) for photopic response or V ′q(l) for scotopic response. The conversion to an 
absolute curve is made by multiplying by the response at the peak wavelength. For photopic vision 
(l = 550 nm), Kmp = 2.45 × 10−16 lm/photon s−1. There are, therefore, 4.082 × 1015 photon s−1 lm−1 at 
550 nm, and more at all other wavelengths. For scotopic vision (lp = 504 nm), K′mp = 6.68 × 10−16

lm/photon s−1. There are 1.497 × 1015 photon s−1 lm−1 at 504 nm, and more at all other wavelengths.

Approximations The V(l) curve appears similar to a Gaussian (normal) function. A nonlinear 
regression technique was used to fit the Gaussian shown in Eq. (2) to the V(l) data

V e( ) . . ( . )λ λ≅ − −1 019 285 4 0 559 2
  (2)

The scotopic curve can also be fit with a Gaussian, although the fit is not quite as good as the 
photopic curve. My best fit is

′ ≅ − −V e( ) . . ( . )λ λ0 992 321 0 0 503 2
  (3)

The results of the curve fitting are shown in Figs. 6 and 7. These approximations are satisfac-
tory for application with continuous spectral distributions, such as sunlight, daylight, and incan-
descent sources. Calculations have demonstrated errors of less than 1 percent with blackbody 
sources from 1500 K to more than 20,000 K. The equations must be used with caution for narrow-
band or line sources, particularly in those spectral regions where the response is low and the fit is 
poor.

Usage The SI definition of the candela was chosen in strictly physical terms at a single wavelength. 
The intent of photometry, however, is to correlate a photometric observation to the visual percep-
tion of a human observer. The CIE introduced the two standard spectral luminous efficiency func-
tions V(l) (photopic) and V ′(l) (scotopic) as spectral weighting functions, and they have been 
approved by the CIPM for use with light sources at other wavelengths. Another useful function is 
the CIE VM(l) Judd-Vos modified V(l) function,14 which has increased response at wavelengths 
that are shorter than 460 nm. It is identical to the V(l) function for wavelengths that are longer 
than 460 nm. This function, while not approved by CIPM, represents more realistically the spectral 
responsivity of the eye. More recently, studies on cone responses have led to the proposal of a new, 
improved luminous spectral efficiency curve, with the suggested designation V2

∗(l).15

350
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

Sp
ec

tr
al

 lu
m

in
ou

s 
ef

fi
ci

en
cy

400 450 500 550

Wavelength (nm)

600 650 700 750

Fit

FIGURE 6 Gaussian fit to photopic relative spectral efficiency 
curve.
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RADIOMETRY AND PHOTOMETRY: UNITS AND CONVERSIONS  36.11

36.5 CONVERSION OF RADIOMETRIC QUANTITIES 
TO PHOTOMETRIC QUANTITIES

The definition of the candela states that there are 683 lm W−1 at a frequency of 540 terahertz (THz), 
which is very nearly 555 nm (vacuum or air), the wavelength that corresponds to the maximum 
spectral responsivity of the photopic (light-adapted) human eye. The value 683 lm W−1 is Km , the
absolute luminous efficiency at lp for photopic vision. The conversion from watts to lumens at any 
other wavelength involves the product of the power (watts), Km, and the V(l) value at the wave-
length of interest. For example, a 5-mW laser pointer has 0.005 W × 0.032 × 683 lm W−1 = 0.11 lm. 
V(l) is 0.032 at 670 nm. At 635 nm, V(l) is 0.217, and a 5-mW laser pointer has 0.005 W × 0.217 × 
683 lm W−1 = 0.74 lm. The shorter-wavelength laser pointer will create a spot that has nearly seven 
times the luminous power as the longer-wavelength laser.

Similar calculations can be done in terms of photon flux at a single wavelength. As was shown 
previously, there are 2.45 × 10−16 lm in 1 photon s−1 at 550 nm, the wavelength that corresponds to 
the maximum spectral responsivity of the light-adapted human eye to photon flux. The conversion 
from lumens to photons per second at any other wavelength involves the product of the photon flux 
(s−1) and the VP(l) value at the wavelength of interest. For example, again compare laser pointers at 
670 and 635 nm. As shown before, a 5-mW laser at 670 nm [VP(l) = 0.0264] has a luminous power 
of 0.11 lm. The conversion is 0.11 × 4.082 × 1015/0.0264 = 1.68 ×1016 photon s−1. At 635 nm [VP(l) =
0.189], the 5-mW laser has a luminous power of 0.74 lm. The conversion is 0.74 × 4.082 × 1015/0.189 =
1.6 × 1016 photon s−1. The 635-nm laser delivers just 5 percent more photons per second.

In order to convert a source with nonmonochromatic spectral distribution to a luminous quan-
tity, the situation is decidedly more complex. The spectral nature of the source must be known, as it 
is used in an equation of the form

X K X Vv m d=
∞

∫ λ λ λ( )
0

  (4)

where Xv is a luminous term, Xl is the corresponding spectral radiant term, and V(l) is the photopic 
spectral luminous efficiency function. For X, luminous flux (lm) may be paired with spectral power 
(W nm−1), luminous intensity (cd) with spectral radiant intensity (W sr−1 nm−1), illuminance (lx) 
with spectral irradiance (W m−2 nm−1), or luminance (cd m−2) with spectral radiance (W m−2 sr−1

nm−1). This equation represents a weighting, wavelength by wavelength, of the radiant spectral term 
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FIGURE 7 Gaussian fit to scotopic relative spectral efficiency 
curve.
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36.12  RADIOMETRY AND PHOTOMETRY

by the visual response at that wavelength. The constant Km is the maximum spectral luminous effi-
ciency for photopic vision, 683 lm W−1. The wavelength limits can be set to restrict the integration to 
only those wavelengths where the product of the spectral term Xl and V(l) is nonzero. Practically, 
the limits of integration need only extend from 360 to 830 nm, limits specified by the CIE V(l)
function. Since this V(l) function is defined by a table of empirical values,12 it is best to do the inte-
gration numerically. Use of the Gaussian equation [Eq. (2)] is only an approximation.

For source spectral distributions that are blackbody-like (thermal source, spectral emissivity con-
stant between 360 and 830 nm) and of known source temperature, it is straightforward to convert 
from power to luminous flux and vice versa. Equation (4) is used to determine a scale factor for the 
source term Xl. Figure 8 shows the relationship between total power and luminous flux for black-
body (and graybody) radiation as a function of blackbody temperature. The most efficient tempera-
ture for the production of luminous flux is near 6630 K.

There is nothing in the SI definitions of the base or derived units concerning the eye response, so 
there is some flexibility in the choice of the weighting function. The choice can be made to use a dif-
ferent spectral luminous efficiency curve, perhaps one of the newer ones. The equivalent curve for 
scotopic (dark-adapted) vision can also be used for work at lower light levels. The V ′(l) curve has 
its own constant, ′Km, the maximum spectral luminous efficiency for scotopic vision. ′Km is defined 
as 1700 lm/W at the peak wavelength for scotopic vision (507 nm). This value was deliberately cho-
sen such that the absolute value of the scotopic curve at 555 nm coincides with the photopic curve, 
683 lm/W at 555 nm. Some researchers are referring to “scotopic lumens,” a term that should be dis-
couraged because of the potential for misunderstanding. In the future, expect to see spectral weight-
ing to represent the mesopic region as well.

The CGPM has approved the use of the CIE V(l) and V ′(l) curves for determination of the 
value of photometric quantities of luminous sources.

36.6 CONVERSION OF PHOTOMETRIC QUANTITIES 
TO RADIOMETRIC QUANTITIES

The conversion from watts to lumens in the previous section required only that the spectral func-
tion, Xl , of the radiation be known over the spectral range from 360 to 830 nm, where V(l) is 
nonzero. Attempts to go in the other direction, from lumens to watts, are far more difficult. Since 
the desired quantity was inside of an integral, weighted by a sensor spectral responsivity function, 
the spectral function, Xl, of the radiation must be known over the entire spectral range where the 
source emits, not just the visible.

For a monochromatic source in the visible spectrum (between the wavelengths of 380 and 860 nm), 
if the photometric quantity (e.g., lux) is known, apply the conversion Km × V(l) and determine the 

0
0

20
10

30
40
50
60
70
80
90

100

Lu
m

in
ou

s 
ef

fi
ca

cy
 (

lm
/W

)
300020001000 4000 60005000 7000

Temperature (K)

90008000 10,000

FIGURE 8 Luminous efficacy of blackbody radiation versus 
temperature (K).

36_Bass_v2ch36_p001-020.indd 36.12 8/18/09 1:58:00 PM

DO
 N

OT
 D

UP
LI

CA
TE



RADIOMETRY AND PHOTOMETRY: UNITS AND CONVERSIONS  36.13

radiometric quantity (e.g., W m−2). In practice, the results that one obtains are governed by the 
quality of the V(l) correction of the photometer and the knowledge of the wavelength of the source. 
Both of these factors are of extreme importance at wavelengths where the V(l) curve is steep (i.e., 
other than very close to the peak of the V(l) curve).

Narrowband sources, such as LEDs, cause major problems. Typical LEDs have spectral band-
widths ranging from 10- to 40-nm full width at half-maximum (FWHM). It is intuitive that in 
those spectral regions where the V(l) curve is steep, the luminous output will be greater than that 
predicted using the V(l) curve at the peak LED wavelength. This expected result increases with 
wider-bandwidth LEDs. Similarly, it is also intuitive that the luminous output is less than that pre-
dicted by using the V(l) curve when the peak LED wavelength is in the vicinity of the peak of the 
V(l) curve. Therefore, there must be two wavelengths where the conversion ratio (lm/W) is largely 
independent of LED bandwidth. An analysis of this conversion ratio was done using a Gaussian 
equation to represent the spectral power distribution of an LED and applying Eq. (4). Indeed, two 
null wavelengths were identified (513 and 604 nm) where the conversion between radiometric and 
photometric quantities is constant (independent of LED bandwidth) to within 0.2 percent up to an 
LED bandwidth of 40 nm. These wavelengths correspond (approximately) to the wavelengths where 
the two maxima of the first derivative of the V(l) curve are located.

At wavelengths between these two null wavelengths (513 and 604 nm), the conversion ratio 
(lm/W) decreases slightly with increasing bandwidth. The worst case occurs when the peak wave-
length of the LED corresponds with the peak of V(l). It is about 5 percent lower for bandwidths up 
to 30 nm, increasing to nearly 10 percent for 40-nm bandwidth. At wavelengths outside of the null 
wavelengths, the conversion (lm/W) increases with increasing bandwidth, and the increase is greater 
when the wavelength approaches the limits of the V(l) curve. Figure 9 shows that factor by which a 
conversion ratio (lm/W) should be multiplied as a function of LED bandwidth, with the peak LED 
wavelength as the parameter. Note that the peak wavelength of the LED is specified as the radio-
metric peak and not as the dominant wavelength (a color specification). The dominant wavelength 
shifts with respect to the radiometric peak, the difference increasing with bandwidth.

Most often, LEDs are specified in luminous intensity [cd or millicandela (mcd)]. The cor-
responding radiometric unit is watts per steradian (W/sr). In order to determine the radiometric 
power (watts), the details of the spatial distribution of the radiant intensity must be known prior to 
integration.

For broadband sources, a photometric quantity cannot in general be converted to a radiometric 
quantity unless the radiometric source function, Φl, is known over all wavelengths. However, if the 
source spectral distribution is blackbody-like (thermal source, spectral emissivity constant between 
360 and 830 nm), and the source temperature is also known, then an illuminance can be converted 
to a spectral irradiance curve over that wavelength range. Again, use Eq. (4) to determine a scale factor 
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36.14  RADIOMETRY AND PHOTOMETRY

for the source term, Xl. Figures 10 and 11 show the calculated spectral irradiance versus wavelength 
for blackbody radiation with source temperature as the parameter.

36.7 RADIOMETRIC/PHOTOMETRIC 
NORMALIZATION

In radiometry and photometry, there are two mathematical activities that fall into the category 
called normalization. The first is bandwidth normalization. The second doesn’t have an official title 
but involves a conversion between photometric and radiometric quantities, used to convert detector 
responsivities from amperes per lumen to amperes per watt.
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RADIOMETRY AND PHOTOMETRY: UNITS AND CONVERSIONS  36.15

The measurement equation relates the output signal from a sensor to its spectral responsivity 
and the spectral power that is incident upon it:

S =
∞

∫ Φλ λ λ
0
R( )d   (5)

An extended discourse on bandwidth normalization17 showed that the spectral responsivity of a 
sensor (or detector) can be manipulated to yield more source information than is immediately 
apparent from the measurement equation. The sensor weights the input spectral power according 
to its spectral responsivity, R( )λ , such that only a limited amount of information about the source 
can be deduced. If either the source or the sensor has a sufficiently small bandwidth such that the 
spectral function of the other term does not change significantly over the passband, the equation 
simplifies to

S = ⋅ ⋅ΔΦλ λ λR( )   (6)

where Δ l is the passband. Spectroradiometry and multifilter radiometry, using narrow-bandpass 
filters, take advantage of this simplified equation. For those cases where the passband is larger, the 
techniques of bandwidth normalization can be used. The idea is to substitute for R( )λ  an equiva-
lent response that has a uniform spectral responsivity, Rn , between wavelength limits l1 and l2 and
zero response elsewhere. Then, the signal is given by

S = ℜ ∫n dΦλλ

λ
λ

1

2
  (7)

and now the integrated power between wavelengths l1 and l2 is determined. There are many ways of 
assigning values for l1 l2, and Rn for a sensor. Some of the more popular methods were described 
by Nicodemus17 and Palmer.18 An effective choice is known as the moments method,19 an analysis of 
the zeroth, first, and second moments of the sensor spectral responsivity curve. The derivation of 
this normalization scheme involves the assumption that the source function is exactly represented 
by a second-degree polynomial. If this condition is met, the moments method of determining sen-
sor parameters yields exact results for the source integral. In addition, the results are completely 
independent of the source function. The errors encountered are related to deviation of the source 
function from the said second-degree polynomial.

Moments normalization has been applied to the photopic spectral luminous efficiency func-
tion, V(l), and the results are given in Table 5 and shown in Fig. 12. These values indicate the 
skewed nature of the photopic and scotopic curves as the deviation from the centroid and the 
peak wavelengths. The results can be applied to most continuous sources, like blackbody and 
tungsten radiation, which are both continuous across the visible spectrum. To demonstrate the 
effectiveness of moments normalization, the blackbody curve was multiplied by the V(l) curve 
for temperatures ranging from 1000 to 20,000 K to determine a photometric function [e.g., 
lumens per square meter (or lux)]. Then, the blackbody curve was integrated over the wavelength 
interval between l1 and l2 to determine the equivalent (integrated between l1 and l2) radiometric 

TABLE 5 Bandwidth Normalization on Spectral Luminous Efficiency

 Photopic Scotopic

Peak wavelength (lp) 555 nm 507 nm
Centroid wavelength (lC) 560.19 nm 502.40 nm
Short wavelength (l1) 487.57 nm 436.88 nm
Long wavelength (l2)  632.81 nm 567.93 nm
Moments bandwidth 145.24 nm 131.05 nm
Normalized Rn  0.7357 0.7407
Absolute Rn  502.4 lm/W 1260 lm/W
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36.16  RADIOMETRY AND PHOTOMETRY

function (e.g., in-band watts per square meter). The ratio of lux to watt per square meter is 502.4 
± 1.0 (3s) over the temperature range from 1600 to more than 20,000 K. This means that the in-
band (487.6 to 632.8 nm) irradiance for a continuous blackbody-like source can be determined 
using a photometer that is properly calibrated in lux and that is well corrected for V(l). Simply 
divide the reading in lux by 502.4 to get the in-band irradiance in watts per square meter between 
487.6 and 632.8 nm.

If a photometer is available with a V ′(l) correction, calibrated for lux (scotopic) with ′Km of 
1700 lm/W, a similar procedure is effective. The integration takes place over the wavelength range 
from 436.9 to 567.9 nm. The ratio of lux (scotopic) to watts per square meter is 1260 ± 2 (3s)
over the temperature range from 1800 K to more than 20,000 K. This means that the in-band 
(436.9 to 567.9 nm) irradiance for a continuous blackbody-like source can be determined using 
a V ′(l)-corrected photometer that is properly calibrated in lux (scotopic). Simply divide the 
reading in lux (scotopic) by 1260; the result is the in-band irradiance in watts per square meter 
between 436.9 and 567.9 nm.

A common problem is the interpretation of specifications for photodetectors, which are given 
in photometric units. An example is a photomultiplier with an S-20 photocathode, which has 
a typical responsivity of 200 μA/lm. Given this specification and a curve of the relative spectral 
responsivity, the problem is to determine the output when exposed to a known power from an 
arbitrary source.

Photosensitive devices, in particular vacuum photodiodes and photomultiplier tubes, are char-
acterized using CIE Illuminant A, a tungsten source at 2854 K color temperature. The illuminance is 
measured using a photoptically corrected photometer, and this illuminance is applied to the device 
under scrutiny. This technique is satisfactory only if the source being used is spectrally comparable 
to Illuminant A. If a source with a different spectral distribution is used, a photometric normaliza-
tion must be done. Eberhart20 generated a series of conversion factors for various sources and stan-
dardized detector spectral responsivities (S-1, S-11, S-20, etc.).

The luminous flux from any source is given by

Φ Φv m d= ∫K Vλ λ λ( )
360

830
  (8)

and the output of a detector when exposed to the said luminous flux is

S =
∞

∫ Φλ λ λ
0
R( )d   (9)
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RADIOMETRY AND PHOTOMETRY: UNITS AND CONVERSIONS  36.17

where Φl is spectral radiant flux, V(l) is the spectral luminous efficiency of the photopic eye, R( )λ
is the absolute spectral responsivity of the photodetector, and S is the photodetector signal. The 
luminous responsivity of the detector when exposed to this source is

R
R

=

∞

∫
∫

Φ

Φ

λ

λ

λ λ

λ λ

( )

( )

d

d
A/lm

m

0

360

830
K V

  (10)

This luminous responsivity is specific to the source that is used to make the measurement, and it 
cannot be applied to other sources with differing spectral distributions. 

36.8 OTHER WEIGHTING FUNCTIONS 
AND CONVERSIONS

The general principles that are outlined here can be applied to action spectra other than those 
already defined for the human eye (photopic and scotopic). Some action spectra take the form of 
defined spectral regions, such as UVA (315–400 nm), UVB (280–315 nm), UVC (100–280 nm), IR-A 
(770–1400 nm), IR-B (1400–3000 nm), and IR-C (3000–106 nm). Others are more specific. A(l) is
for aphakic hazard, B(l) is for photochemical blue-light hazard, R(l) is for retinal thermal hazard, 
and S(l) is an actinic ultraviolet action spectrum.21 PPF (a.k.a. PhAR) is a general action spectrum 
for plant growth. Many others have been defined, including those for erythema (sunburn), skin 
cancer, psoriasis treatment, mammalian and insect vision, and other generalized chemical and bio-
logical photoeffects. Various conversion factors from one action spectrum to another are scattered 
throughout the popular and archival literature. Ideally, they have been derived via integration over 
the appropriate spectral regions. 
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Intensity Scale,” vol. 101, p. 109 (1996).
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CORM (Council for Optical Radiation Measurements): www.corm.org

IESNA (Illuminating Engineering Society of North America): www.iesna.org/

ISO (International Standards Organization): www.iso.ch/

IUPAP (International Union of Pure and Applied Physics): www.physics.umanitoba.ca/iupap/

NIST (National Institute of Standards and Technology): physics.nist.gov/

OSA (Optical Society of America): www.osa.org

SPIE (International Society for Optical Engineering): www.spie.org

36_Bass_v2ch36_p001-020.indd 36.19 8/18/09 1:58:02 PM

DO
 N

OT
 D

UP
LI

CA
TE



This page intentionally left blank.

DO
 N

OT
 D

UP
LI

CA
TE



RADIOMETRY AND 
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VISION OPTICS∗
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Gaithersburg, Maryland

37.1

37

37.1 INTRODUCTION

Radiometry is the measurement of optical radiation, which is electromagnetic radiation in the fre-
quency range between 3 × 1011 Hz and 3 × 1016 Hz. This range corresponds to wavelengths between 
10 nm and 1000 μm, and includes the regions commonly called the ultraviolet, the visible, and the 
infrared. Typical radiometric units include watt (radiant flux), watt per steradian (radiant intensity), 
watt per square meter (irradiance), and watt per square meter per steradian (radiance).

Photometry is the measurement of light, which is defined as electromagnetic radiation detect-
able by the human eye. It is thus restricted to the visible region of the spectrum (wavelength range 
from 360 nm to 830 nm), and all the quantities are weighted by the spectral response of the eye. 
Photometry uses either optical radiation detectors constructed to mimic the spectral response of 
the eye, or spectroradiometry coupled with appropriate calculations for weighting by the spectral 
response of the eye. Typical photometric units include lumen (luminous flux), candela (luminous 
intensity), lux (illuminance), and candela per square meter (luminance).

The difference between radiometry and photometry is that radiometry includes the entire optical 
radiation spectrum (and often involves spectrally resolved measurements), while photometry deals 
with the visible spectrum weighted by the response of the eye. This chapter provides some guidance 
in photometry and radiometry (Refs. 1 through 6 are available for further details). The terminology 
used in this chapter follows international standards and recommendations.7–9

37.2 BASIS OF PHYSICAL PHOTOMETRY

The primary aim of photometry is to measure visible optical radiation, light, in such a way that the 
results correlate with the visual sensation of a normal human observer exposed to that radiation. 
Until about 1940, visual comparison measurement techniques were predominant in photometry.

∗Chapter 1 in Vol. III gives further treatment of issues in radiometry, and Chap. 35 in this volume describes measurement of 
optical properties of materials.
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37.2  RADIOMETRY AND PHOTOMETRY

In modern photometric practice, measurements are made with photodetectors. This is referred 
to as physical photometry. In order to achieve the aim of photometry, one must take into account 
the characteristics of human vision. The relative spectral responsivity of the human eye was first 
defined by the CIE (Commission Internationale de l’Éclairage) in 1924,10 and redefined as part of 
colorimetric standard observers in 1931.11 Called the spectral luminous efficiency for photopic vision, 
or V(l), it is defined in the domain from 360 nm to 830 nm, and is normalized at its peak, 555 nm 
(Fig. 1). This model has gained wide acceptance. The values were republished by CIE in 1983,12 and 
published by CIPM (Comité International des Poids et Mesures) in 198213 to supplement the 1979 
definition of the candela. (The tabulated values of the function at 1-nm increments are available in 
Refs. 12 through 15.) In most cases, the region from 380 nm to 780 nm suffices for calculation with 
negligible errors because the value of the V(l) function falls below 10−4 outside this region. Thus, 
a photodetector having a spectral responsivity matched to the V(l) function replaced the role of 
human eyes in photometry.

Radiometry concerns physical measurement of optical radiation in terms of optical power, and 
in many cases, as a function of its wavelength. As specified in the definition of the candela by CGPM 
(Conférence Générale des Poids et Mesures) in 197916 and by CIPM in 1982,13 a photometric quan-
tity Xv is defined in relation to the corresponding radiometric quantity Xe,l by the equation:

  X K X Vv m e,nm

nm
d= ∫ λ λ λ( )

360

830
  (1)

The constant, Km, relating the photometric quantities and radiometric quantities, is called the maxi-
mum spectral luminous efficacy (of radiation) for photopic vision. The value of Km is given by the 1979 
definition of candela that defines the spectral luminous efficacy of light at the frequency 540 × 1012 
Hz (at the wavelength 555.016 nm in standard air) to be 683 lm/W. The value of Km is calculated as 
683 × V(555.000 nm)/V(555.016 nm) = 683.002 lm/W.12 Km is normally rounded to 683 lm/W with 
negligible errors.

It should be noted that V(l) is defined for the CIE standard photometric observer for photopic 
vision, which assumes additivity of sensation and a 2° field of view at relatively high luminance 
levels (higher than approximately 1 cd/m2). The human vision in this level is called photopic 
vision. The spectral responsivity of human vision deviates significantly at very low levels of lumi-
nance (less than approximately 10−3 cd/m2). This type of vision is called scotopic vision. Its spec-
tral responsivity, peaking at 507 nm, is designated by V ′(l), which was defined by CIE in 1951,17 
recognized by CIPM in 1976,18 and republished by CIPM in 1982.13 Human vision in the region 
between photopic vision and scotopic vision is called mesopic vision. While there have been active 
researches in this area,19 there is no internationally accepted spectral luminous efficiency function 
for the mesopic region yet. In current practice, almost all photometric quantities are given in terms 
of photopic vision, even at low light levels. Quantities in scotopic vision are seldom used except for 
special calculations for research pur poses. (Further details of the contents in this section are given 
in Ref. 12.)
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RADIOMETRY AND PHOTOMETRY FOR VISION OPTICS  37.3

37.3 PHOTOMETRIC BASE UNIT—THE CANDELA

The history of photometric standards dates back to the early nineteenth century, when the intensity 
of light sources was measured in comparison with a standard candle using visual bar photometers. At 
that time, the flame of a candle was used as a unit of luminous intensity that was called the candle. The 
old name for luminous intensity candle power came from this origin. Standard candles were gradually 
superseded by flame standards of oil lamps, and in the early twentieth century investigations on plati-
num point blackbodies began at some national laboratories. An agreement was first established in 1909 
among several national laboratories to use such a blackbody to define the unit of luminous intensity, 
and the unit was recognized as the international candle. This standard was adopted by the CIE in 1921. 
In 1948, it was adopted by the CGPM16 with a new Latin name candela with the following definition:

The candela is the luminous intensity, in the perpendicular direction, of a surface of 1/600000 square 
meter of a blackbody (full radiator) at the temperature of freezing platinum under a pres sure of 101325 
newton per square meter.

Although the 1948 definition served to establish the uniformity of photometric measurements in 
the world, difficulties in fabricating the blackbodies and in improving accuracy were addressed. 
Beginning in the mid-1950s, suggestions were made to define the candela in relation to the unit of 
optical power, watt, so that complicated source standards would not be necessary. Finally, in 1979, a 
new definition of the candela was adopted by the CGPM16 as follows:

The candela is the luminous intensity, in a given direction, of a source that emits monochromatic 
radiation of frequency 540 × 1012 hertz and that has a radiant intensity in that direction of (1/683) watt 
per steradian.

The value of Km (683 lm/W) was determined in such a way that the consistency from the prior unit 
was maintained, and was determined based on the measurements by several national lab oratories. 
(Technical details on this redefinition of the candela are reported in Refs. 20 and 21.) This 1979 redefi-
nition of the candela has enabled photometric units to be derived from radiometric units using a vari-
ety of techniques. (The early history of photometric standards is described in greater detail in Ref. 22.)

37.4 QUANTITIES AND UNITS IN PHOTOMETRY 
AND RADIOMETRY

In 1960, the SI (Système International) was established, and the candela became one of the seven SI 
base units.23 (For further details on the SI, Refs. 23 through 26 may be consulted.) Several quantities 
and units, defined in different geometries, are used in photometry and radiometry. Table 1 lists the 
photometric quantities and units, along with corresponding quantities and units for radiometry.

While the candela is the SI base unit, the luminous flux (lumen) is perhaps the most fundamen-
tal photometric quantity, as the other photometric quantities are defined in terms of lumen with an 
appropriate geometric factor. The definitions of these photometric quantities are given in the fol-
lowing sections. (The descriptions given here are somewhat simplified from the rigorous definitions 
for ease of understanding. Refer to Refs. 7 through 9 for official rigorous definitions.)

Radiant Flux and Luminous Flux

Radiant flux (also called optical power or radiant power) is the energy Q (in joules) radiated by a 
source per unit of time, expressed as

  Φ = d

d

Q

t
  (2)

The unit of radiant flux is the watt (W = J/s).
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37.4  RADIOMETRY AND PHOTOMETRY

Luminous flux (Φv) is the time rate of flow of light as weighted by V(l). The unit of luminous 
flux is the lumen (lm). It is defined as

  Φ Φv m e, d= ∫K Vλλ
λ λ( )   (3)

where (Φe,l) is the spectral concentration of radiant flux as a function of wavelength l. The term 
luminous flux is often used in the meaning of total luminous flux in photometry (see the following 
subsection entitled “Total Radiant Flux and Total Luminous Flux”).

Radiant Intensity and Luminous Intensity

Radiant intensity (Ie) or luminous intensity (Iv) is the radiant flux (luminous flux) from a point 
source emitted per unit solid angle in a given direction, as defined by

  I = d

d

Φ
Ω

  (4)

where dΦ is the radiant flux (luminous flux) leaving the source and propagating in an element of 
solid angle dΩ containing the given direction. The unit of radiant intensity is W/sr, and that of 
luminous intensity is the candela (cd = lm/sr). (See Fig. 2.)

Solid Angle  The solid angle (Ω) of a cone is defined as the ratio of the area (A) cut out on a spher-
ical surface (with its center at the apex of that cone) to the square of the radius (r) of the sphere, as 
given by

  Ω = A

r2
  (5)

The unit of solid angle is steradian (sr), which is a dimensionless unit. (See Fig. 3.)

TABLE 1 Quantities and Units Used in Photometry and Radiometry

  Relationship 
Photometric Quantity Unit with Lumen Radiometric Quantity Unit

Luminous flux lm (lumen)  Radiant flux W (watt)
Luminous intensity cd (candela) lm sr−1 Radiant intensity W sr−1

Illuminance lx (lux) lm m−2 Irradiance W m−2

Luminance cd m−2 lm sr−1 m−2 Radiance W sr−1 m−2

Luminous exitance lm m−2  Radiant exitance W m−2

Luminous exposure lx ⋅ s  Radiant exposure W m−2 ⋅ s
Luminous energy lm ⋅ s  Radiant energy J (joule)
Total luminous flux lm (lumen)  Total radiant flux W (watt)
Color temperature K (kelvin)  Radiance temperature K (kelvin)

Point source
dΩ

dΦI

FIGURE 2 Radiant intensity and 
luminous intensity.

Ω
Ar

FIGURE 3 Solid angle.
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Irradiance and Illuminance

Irradiance (Ee) or illuminance (Ev) is the density of incident radiant flux or luminous flux at a point 
on a surface, and is defined as radiant flux (luminous flux) per unit area, as given by

  E
A

=
d

d

Φ
  (6)

where dΦ is the radiant flux (luminous flux) incident on an element dA of the surface containing 
the point. The unit of irradiance is W/m2, and that of illuminance is lux (lx = lm/m2). (See Fig. 4.)

Radiance and Luminance

Radiance (Le) or luminance (Lv) is the radiant flux (luminous flux) per unit solid angle emitted from 
a surface element in a given direction, per unit projected area of the surface element perpendicular 
to the direction. The unit of radiance is W sr−1 m−2, and that of luminance is cd/m2. These quantities 
are defined by

  L
A

=
⋅ ⋅
d

d

2Φ
Ω cosθ

  (7)

where dΦ is the radiant flux (luminous flux) emitted (reflected or transmitted) from the surface 
element and propagating in the solid angle dΩ containing the given direction. dA is the area of the 
surface element, and q is the angle between the normal to the surface element and the direction of 
the beam. The term dA cos q gives the projected area of the surface element perpendicular to the 
direction of measurement. (See Fig. 5.)

Radiant Exitance and Luminous Exitance

Radiant exitance (Me) or luminous exitance (Mv) is defined to be the density of radiant flux (lumi-
nous flux) leaving a surface at a point. The unit of radiant exitance is W/m2 and that of luminous 
exitance is lm/m2 (but it is not lux). These quantities are defined by

  E
A

=
d

d

Φ
  (8)

where dΦ is the radiant flux (luminous flux) leaving the surface element. Luminous exitance is 
rarely used in the general practice of photometry. (See Fig. 6.)

dΦ

dA

FIGURE 4 Irradiance and 
illuminance.

dF

dA

FIGURE 6 Radiant exitance 
and luminous exitance.

dA
dFq
dW

FIGURE 5 Radiance and 
luminance.
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37.6  RADIOMETRY AND PHOTOMETRY

Radiant Exposure and Luminous Exposure

Radiant exposure (He) or luminous exposure (Hv) is the time integral of irradiance Ee(t) or illumi-
nance Ev(t) over a given duration Δt, as defined by

  H E t t
t

= ∫ ( )d
Δ

  (9)

The unit of radiant exposure is J m−2, and that of luminous exposure is lux ⋅ second (lx ⋅ s).

Radiant Energy and Luminous Energy

Radiant energy (Qe) or luminous energy (Qv) is the time integral of the radiant flux or luminous flux 
(Φ) over a given duration Δt, as defined by

  Q t t
t

= ∫ Φ
Δ

( )d   (10)

The unit of radiant energy is joule (J), and that of luminous energy is lumen ⋅ second (lm ⋅ s).

Total Radiant Flux and Total Luminous Flux

Total radiant flux or total luminous flux (Φv) is the geometrically total radiant (luminous) flux of a 
light source. It is defined as

  Φ Ω
Ω

= ∫ I d   (11)

or

  Φ = ∫ E A
A

d   (12)

where I is the radiant (luminous) intensity distribution of the light source and E is the irradiance 
(illuminance) distribution over a given closed surface surrounding the light source. If the radiant 
(luminous) intensity distribution or the irradiance (illuminance) distribution is given in polar coor-
dinates ( , )θ φ , the total radiant (luminous) flux of the source Φ is given by

  Φ =
= =∫ ∫ sin

φ

π

θ

π
θ φ θ θ φ

0

2

0
I( , ) d d   (13)

or

  Φ =
= =∫ ∫r E2

0

2

0
sin

φ

π

θ

π
θ φ θ θ φ( , ) d d   (14)

For example, the total luminous flux of an isotropic point source having luminous intensity of 
1 cd would be 4π lm.

Radiance Temperature and Color Temperature

Radiance temperature (unit: kelvin) is the temperature of the Planckian radiator for which the radi-
ance at the specified wavelength has the same spectral concentration as for the thermal radiator 
considered.

Color temperature (unit: kelvin) is the temperature of a Planckian radiator with radiation of the 
same chromaticity as that of the light source in question. This term is commonly used to specify the 
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RADIOMETRY AND PHOTOMETRY FOR VISION OPTICS  37.7

colors of incandescent lamps whose chromaticity coordinates are practically on the blackbody locus. 
The next two terms are also important in photometry.

Distribution temperature (unit: kelvin) is the temperature of a blackbody with a spectral power 
distribution closest to that of the light source in question, and is used for quasi-Planckian sources 
such as incandescent lamps (refer to Ref. 27 for details).

Correlated color temperature (unit: kelvin) is the temperature of the Planckian radiator whose 
perceived color most closely resembles that of the light source in question. Correlated color tem-
perature is used for sources with a spectral power distribution significantly different from that of 
Planckian radiation (e.g., discharge lamps; refer to Ref. 28 for details).

Relationship Between SI Units and English Units

The SI units as described previously should be used in all radiometric and photometric mea-
surements according to international standards and recommendations on SI units. However, some 
English units are still rather widely used in some countries, including the United States. The use of 
these non-SI units is discouraged. The definitions of these English units are given in Table 2 for con-
version purposes only.

The definition of footlambert is such that the luminance of a perfect diffuser is 1 fL when illumi-
nated at 1 fc. In the SI unit, the luminance of a perfect diffuser would be 1/π (cd/m2) when illumi-
nated at 1 lx. For convenience of changing from English units to SI units, the conversion factors are 
listed in Table 3. For example, 1000 lx is the same illuminance as 92.9 fc, and 1000 cd/m2 is the same 
luminance as 291.9 fL. (Conversion factors to and from some more units are given in Ref. 5.)

Troland

This unit is not an SI unit, not used in metrology, and is totally different from all other photomet-
ric units mentioned previously. It is introduced here because this unit is commonly used by vision 
scientists. Troland is defined as the retinal illuminance when a surface of luminance one candela per 
square meter is viewed through a pupil at the eye (natural or artificial) of area one square millime-
ter. Thus, the troland value, T, for the luminance, L (cd/m2), of an external field and the pupil size, 
p (mm2), is given by

  T L P= ⋅   (15)

TABLE 2 English Units and Definition

 Unit   Quantity Definition

Footcandle (fc) Illuminance Lumen per square foot (lm ft−2)
Footlambert (fL) Luminance 1/π candela per square foot (π −1cd ft−2)

TABLE 3 Conversion between English Units and SI Units

  Multiply the
 To Obtain the Value in Value in By

lx from fc fc 10.764
fc from lx lx 0.09290
cd/m2 from fL fL 3.4263
fL from cd/m2 cd/m2 0.29186
m (meter) from feet feet 0.30480
mm (millimeter) from inch inch 25.400
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37.8  RADIOMETRY AND PHOTOMETRY

or, for pupil size p(m2),

  T L p= ⋅ ×106   (16)

The troland value is not the real illuminance in lux on the retina, but is a quantity proportional 
to it. Since the natural pupil size changes with luminance level, luminance changes do not have a 
proportional visual effect. Thus, troland value rather than luminance is often useful in visual experi-
ments. There is no simple or defined conversion between troland value (for natural pupil) and 
luminance (cd/m2), without knowing the actual pupil size. (Further details of this unit can be found 
in Ref. 29.)

37.5 PRINCIPLES IN PHOTOMETRY 
AND RADIOMETRY

Several important theories in practical photometry and radiometry are introduced in this section.

Inverse Square Law

Illuminance E (lx) at a distance d (m) from a point source having luminous intensity I (cd) is given by

  E
I

d
=

2
  (17)

For example, if the luminous intensity of a lamp in a given direction is 1000 cd, the illumi nance 
at 2 m from the lamp in this direction is 250 lx. Note that the inverse square law is valid only when 
the light source is regarded as a point source. Sufficient distances relative to the size of the source are 
needed to assume this relationship.

Lambert’s Cosine Law

The luminous intensity of a Lambertian surface element is given by

  I I( ) cosθ θ= n
  (18)

(See Fig. 7.)

Lambertian Surface A surface whose luminance is the same in all directions of the hemisphere 
above the surface.

Perfect (Reflecting/Transmitting) Diffuser A Lambertian diffuser with a reflectance (transmit-
tance) equal to 1.

FIGURE 7 Lambert’s cosine law.

q

In cos q

In
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Relationship between Illuminance and Luminance

The luminance L (cd/m2) of a Lambertian surface of reflectance r, illuminated by E (lx) is given by

  L
E= ⋅ρ

π
  (19)

(See Fig. 8.)

Reflectance (r) The ratio of the reflected flux to the incident flux in a given condition. The value 
of r can be between 0 and 1.

In the real world, there is no existing perfect diffuser nor perfectly Lambertian surfaces, and 
Eq. 19 does not apply. For real object surfaces, the following terms apply.

Luminance Factor (b) Ratio of the luminance of a surface element in a given direction to that of a 
perfect reflecting or transmitting diffuser, under specified conditions of illumination. The value of b 
can be larger than 1. For a Lambertian surface, reflectance is equal to the luminance factor. Equation 
(19) for real object is restated using b as

  L
E= ⋅β

π
  (20)

Luminance Coefficient (q) Quotient of the luminance of a surface element in a given direction by 
the illuminance on the surface element, under specified conditions of illumination,

  q
L

E
=   (21)

Using q, the relationship between luminance and illuminance is thus given by

  L q E= ⋅   (22)

Luminance factor corresponds to radiance factor, and luminance coefficient corresponds to radi-
ance coefficient in radiometry. BRDF (bidirectional reflectance distribution function) is also used 
for the same concept as radiance coefficient.

Integrating Sphere

An integrating sphere is a device to make a spatial integration of luminous flux (or radiant flux) 
generated (or introduced) in the sphere and to detect it with a single photodetector. In the case of 
measurement of light sources, the spatial integration is made over the entire solid angle (4p).

L (cd/m2)

E (lx)

Lambertian surface
with reflectance r 

FIGURE 8 Relationship 
between illuminance and 
luminance.
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37.10  RADIOMETRY AND PHOTOMETRY

In Fig. 1, assuming that the integrating sphere wall surfaces are perfectly Lambertian, the illumi-
nance E on any part of the sphere wall created by luminance L of an element Δ a is given by

  E
L a

R
= Δ

4 2
  (23)

where R is the radius of the sphere. This equation holds no matter where the two surface elements 
are. In other words, the same amount of flux incident anywhere on the sphere wall will create an 
equal illuminance on the detector port. In the case of actual integrating spheres, the surface is not 
perfectly Lambertian, but due to interreflections of light in the sphere, the distribution of reflected 
light will be uniform enough to assume the relationship of Eq. (23). (See Fig. 9.)

The direct light from an actual light source is normally not uniform; thus, it must be shielded 
from the detector. When a light source with luminous flux Φ is operated in a sphere having reflec-
tance r, the flux created by interreflections is given by

  Φ Φ( )ρ ρ ρ ρ
ρ

+ + + = ⋅
−

2 3

1
�   (24)

Then, the illuminance Ed created by all the interreflections is given by

  E
Rd =

⋅
−

⋅
⋅

Φ ρ
ρ1

1

4 2π
  (25)

The sphere efficiency ( )Ed /Φ  is strongly dependent on reflectance r due to the term 1 − r in the 
denominator. For example, the detector signal at r = 0.98 is 10 times larger than at r = 0.8.

Planck’s Law

The spectral radiance of a blackbody at a temperature T (K) is given by

  I T c n
c

n Te( , ) expλ λ
λ

=
⎛
⎝⎜

⎞
⎠⎟

−
⎡

⎣
⎢
⎢

⎤

⎦
⎥− − −

1
2 1 5 2 1π

⎥⎥

−1

  (26)

FIGURE 9 Flux transfer in a sphere.

E
E

E

R: sphere radius

L

Area
Δa

Photometer
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RADIOMETRY AND PHOTOMETRY FOR VISION OPTICS  37.11

where c1 = 2πhc2 = 3.7417749 × 10−16 W ⋅ m2, c2 = hc/k = 1.438769 × 10−2 m ⋅ K2  (1986 CODATA 
from Ref. 9), h is Planck’s constant, c is the speed of light in vacuum, k is the Boltzmann constant, 
n (= 1.00028) is the refractive index of standard air (12),30 and l is the wavelength.

Wien’s Displacement Law

Taking the partial derivative of the Planck’s equation with respect to temperature T, and setting the 
result equal to zero, the solution yields the relationship between the peak wavelength lm for Planck’s 
radiation and temperature T(K), as given by

  λm m KT = ⋅2897 8. μ   (27)

This shows that the peak wavelength of blackbody radiation shifts to shorter wavelengths as the 
temperature of the blackbody increases.

Stefan-Boltzmann’s Law

The (spectrally total) radiant exitance Me from a blackbody in a vacuum is expressed in rela tion to 
the temperature T (K) of the blackbody, in the form

  M T M T Te e d( ) ( , )= =
∞

∫ λ λ σ
0

4   (28)

where M Te( , )λ  is the spectral radiant exitance of the blackbody, and s is the Stefan-Boltzmann 
constant, equal to 5.67051 × 10−8 W m K⋅ ⋅− −2 4 (1986 CODATA from Ref. 9). Using this value, the 
unit for Me is W m⋅ −2.

37.6 PRACTICE IN PHOTOMETRY 
AND RADIOMETRY

Photometry and radiometry are practiced in many different areas and applications, dealing with 
various light sources and detectors, and cannot be covered in this chapter. Various references are 
available on practical measurements in photometry and radiometry.

Further references in practical radiometry include books on absolute radiometry,31 optical detectors,32 
spectroradiometry,33 photoluminescence,34 radiometric calibration,35 etc. There are a number of 
publications from CIE that are regarded as international recommendations or standards. CIE pub-
lications in radiometry include reports on absolute radiometry,36 reflectance,37 spectroradiometry,38 
detector spectral response,39 photobiology and photochemistry,40 etc. There are also a number of 
publications from the National Institute of Standards and Technology (NIST) in radiometry, on 
spectral radiance,41 spectral irradiance,42 spectral reflectance,43 spectral responsivity,44 and so on 
(Ref. 45 provides greater depths of knowledge in radiometry).

For practical photometry, Ref. 4 provides the latest information on standards and practical 
measurements of photometry in many aspects. A recent publication from NIST46 is also available. 
CIE publications are also available on many subjects in photometry, including characterization 
of illuminance meters and luminance meters,47 luminous flux measurement,48 measurements of 
LEDs,49 characteristics of displays,50 and many others. A series of measurement guide documents are 
published from the Illuminating Engineering Society of North America (IESNA) for operation and 
measurement of particular types of lamps51–53 and luminaires. The American Society for Testing and 
Materials (ASTM) provides many useful standards and recommendations on optical properties of 
materials and color measurements.54 Colorimetry is a branch of radiometry and is becoming increas-
ingly important among color imaging industry and multimedia applications. The basis of colorim-
etry is provided by CIE publications28,55,56 and many other authoritative references are available.29,57
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SPECTRORADIOMETRY

Carolyn J. Sher DeCusatis
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White Plains, New York

38.1

38

38.1 INTRODUCTION

Spectroradiometry is the measurement of the spectral content of optical radiation. This has many 
important applications. The measure of terrestrial, direct, solar spectral irradiance between 295 
and 305 nm can be used to calculate atmospheric ozone thickness.1 More close to home, irra-
diance measurements are used to characterize light fixtures, and solar UV spectroradiometry 
methods also apply to the measurement of artificial sources that mimic the sun for applications 
like phototherapy to treat seasonal affective disorder (SAD) and tanning booths.2 Transmission 
spectra are used to analyze the chemical composition of samples, such as the concentration of 
chlorophyll in a solution. Spectral reflectance quantifies the color of surfaces, with many practical 
applications to building, lighting, and design. Spectral responsivity is a necessary part of calibrating 
photodetectors.

38.2 DEFINITIONS, CALCULATIONS, 
AND FIGURES OF MERIT 

Defining Quantities

There is a relationship between radiometric, photometric, and spectroradiometric quantities. 
Radiometric and photometric quantities, such as irradiance and luminous flux have been defined 
in other chapters of this book. Photometric quantities that are similar to radiometric quantities, 
such as radiant energy versus luminous energy, have the same symbol with a subscript of g . In 
general, the spectroradiometric quantity that is defined by the similar radiometric quantity is 
preceded by the term “spectral,” and designated by the symbol l, either in parenthesis or with a 
subscript.

Spectral Irradiance is the quantity most frequently measured in spectroradiometry.1 Irradiance E 
is the total radiant flux incident on an element of surface divided by the surface area of that element 
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38.2  RADIOMETRY AND PHOTOMETRY

dΦ/dA, in watts per meter squared. The average spectral irradiance Eλ is the irradiance for a wave-
length interval, or

  E
Aλ λ

=
⋅

ΔΦ
Δ Δ

  (1)

where ΔΦ is the radiant flux within a wavelength interval Δ l incident on a surface area Δ A. As the 
area and wavelength are made smaller, Eλ  becomes the spectral irradiance for that wavelength,

  E P
d

d dλ λ
λ

( , )=
⋅

2

A

Φ
  (2)

where P is the position and l is the wavelength. The SI unit for spectral irradiance is the watt per 
meter cube. However, more intuitive units, such as microwatt per square centimeter of area and per 
nanometer of wavelength (μW ⋅ cm−2 ⋅ nm−1) are also used.

The spectral irradiance is dependant on the position, the size of the solid angle subtended, and 
the orientation of the surface. This leads to the cosine dependence, where the spectral irradiance of a 
point source is proportional to cosine q, where q is the angle between the normal to the surface and 
the direction of the source, and the inverse square law, relating to the distance between the point 
source and the detector.

When the radiation from a point source is emitted into a solid angle d Ωs the spectral radiance Ll 
is the flux per unit solid angle and per unit projected area perpendicular to the specified direction, 
per wavelength.

  L
d

dA d dλ θ λ
=

⋅ ⋅ ⋅

3

cos

Φ
Ω

  (3)

The unit for spectral radiance is watt ⋅ centimeter−2 ⋅ steradian−1 ⋅ nanometer−1.
Spectral radiance represents the flux density at a point for a particular direction through that 

point. While it is not usually the desired quantity an experiment is designed to measure, it is 
required for quantitatively analyzing data, and is also very useful for flux transfer calculations.

If you know the wavelength dependence of the radiant flux, you can also calculate radiant flux Φ, 
and luminous flux Φg  .

  φ λ λλ= ∫ Φ( )d  in watts (4)

  φ λ λ λγ λ= ∫683 Φ( ) ( )V d  in lumens (5)

where V(l) is the relative photopic luminous efficiency curve (normalized at 555 nm). The absolute 
luminous efficacy at 555 nm is 683 lumens per watt.

Spectral transmittance t (l), which is widely measured during spectrometry, is

  τ λ φ λ φ λ( ) ( ) ( )= t i/   (6)

where t and i refer to transmitted and incident flux. The transmittance has two parts: the regular and 
diffuse transmittance. The regular transmittance follows Snell’s law, while the diffuse transmittance 
is scattered by the roughness of the surface.

Similarly, spectral reflectance r(l) is also a flux ratio, but in this case, it is the ratio of the reflected 
radiant flux to the incident flux.

  ρ λ φ λ φ λ( ) ( ) ( )= r i/   (7)

where r refers to reflected flux. The total reflectance is also composed of specular and diffuse 
components.
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SPECTRORADIOMETRY  38.3

The spectral responsivity R(l) is the current from a detector divided by the incident flux for a 
specific wavelength.

  R r( ) ( ) ( )λ λ φ λ= /   (8)

where r(l) is the electric signal generated by the photodetector. The units of responsivity are amps 
per watt. Spectral responsivity is an important part of calibrating photodetectors. The spectroradi-
ometer itself will be calibrated using a standard lamp.

Calculations

Since spectroradiometers provide the spectral content of light, it is natural to use their data to calcu-
late color values. The tristimulus values for sources can be calculated,3

  X E x=
=∑ ( ) ( )λ λ λ

λ
Δ

380

780
  (9)

  Y E y=
=∑ ( ) ( )λ λ λ

λ
Δ

380

780
  (10)

  Z E z=
=∑ ( ) ( )λ λ λ

λ
Δ

380

780
  (11)

where E(l) is the irradiance in watt ⋅ meters−1, and x y, , and z  are the CIE 1931 spectral tristimulus 
values.

When analyzing the reflection off an object, the values assume the color as seen under a standard 
light source.

  X k E x=
=∑ ( ) ( ) ( )λ λ λ λ

λ
Γ Δ

380

780
  (12)

  Y k E y=
=∑ ( ) ( ) ( )λ λ λ λ

λ
Γ Δ

380

780
  (13)

  Z k E z=
=∑ ( ) ( ) ( )λ λ λ λ

λ
Γ Δ

380

780
  (14)

where Γ(l) is the spectral reflectance or transmittance data, and

  k
E y

=
=∑

100
780

( ) ( )λ λ λ
λ

Δ
380

  (15)

Since y( )λ  is the photopic curve, k is a constant that can be used to couple the colorimetric (pho-
tometric) quantities with the radiometric ones. This can be expressed in equation form as

  E Yγ [ ] [ ]lm cm 683 W cm− −=2 2   (16)

because absolute luminous efficacy of the photopic curve at 555 nm is 683 lumens per watt.
The CIE 1931 chromaticity x, y, z coordinates are

  x
X

X Y Z
=

+ +
  (17)

  y
Y

X Y Z
=

+ +
  (18)

  z
Z

X Y Z
=

+ +
  (19)
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Similarly, the R, G, B tristimulus values are4

  R k P r=
=∑ ( ) ( )λ λ λ

λ
Δ

380

780
  (20)

  G k P g=
=∑ ( ) ( )λ λ λ

λ
Δ

380

780
  (21)

 B k P b=
=∑ ( ) ( )λ λ λ

λ
Δ

380

780
  (22)

where P(l) is the spectral power distribution in watts, and r g and b, ,  are the color-matching func-
tions of the CIE 1931 Colorimetric Observer.

The UCS 1960 u and n coordinates, and the UCS 1976 u′ and n ′ coordinates are3

  ν ν=
− +

= ′
6

12 12

y

y x 3

2

3
  (23)

  u
x

y x
u=

− +
= ′

4

12 2 3
  (24)

The CIE LAB/LUV color space calculations (1976) are calculated using the tristimulus values nor-
malized equally to Y = 100. Xn , Yn , and Zn are the tristimulus values of the reference white. The coor-
dinates can be defined in either the L∗a∗b∗ color space, or the L∗u∗n∗ color space. When X/Xn, Y/Yn, 
and Z/Zn are all greater than 0.01,

  L
Y

Yn

∗ =
⎛
⎝⎜

⎞
⎠⎟

−116 16

1 3/

  (25)

  a
X

X

Y

Yn n

∗ =
⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

500

1 3 1 3/ /

  (26)

  b
Y

Y

Z

Zn n

∗ =
⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

200

1 3 1 3/ /

  (27)

Otherwise

  L f
Y

Yn

∗ =
⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

116
16

116
  (28)

  a f
X

X
f

Y

Yn n

∗ =
⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

500

1 3 1 3/ /

  (29)

  b f
Y

Y
f

Z

Zn n

∗ =
⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

200

1 3 1 3/ /

  (30)

where

  f Y Y
Y

Y
Y Yn

n
n( ) .

/

/ for /=
⎛
⎝⎜

⎞
⎠⎟

>
1 3

0 008 856   

  f Y Y
Y

Y
Y Yn

n
n( ) . ./ / for /=

⎛
⎝⎜

⎞
⎠⎟

+ ≤7 787 16 116 0 0088 856

  (31)
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and f X X f Z Zn n( ) ( )/ and /  are defined in the same way, and

 u∗ = 13L∗(u′ − un′) (32)

n∗ = 13L∗(n ′ − nn′) (33)

These values represent a comparison to a standard illuminant for sources and an ideal white object 
illuminated by a standard illuminant for objects.3

The correlated color temperature is calculated using interpolation from a table of 30 isotempera-
ture lines. Roberton’s method, which uses successive approximation, should be accurate to within 
0.1 μrad, with a maximum error from 1600 to 3000 K of less than 0.2 K plus the measurement 
uncertainty. This technique should only be used for sources with chromaticities farther than 0.01 
from the Planckian locus.3

When using a spectroradiometer or spectrophotometer to measure transmission through a sam-
ple, the Beer-Lambert law, also known as Beer’s law is used to calculate the concentration of a sample 
solution. The absorbance A is defines as

  A = − log ( )10 τ   (34)

where t is the transmittance. The Beer-Lambert Law states:

  A cl= α   (35)

where c is the concentration, l is the path length, and a is the absorption coefficient.
The absorption coefficient is related to the wavelength by

  α π
λ

= 4 k
  (36)

where k is the extinction coefficient. 

Figures of Merit

Spectroradiometry measurements have large errors compared to other physical measurements. 
During an intercomparison of solar ultraviolet monitoring between 14 instruments the measured 
solar irradiances agreed to within 3 percent when the instruments remained outdoors, but the spec-
tral irradiance responsivities changed upon moving the instruments.5 In a 2002 intercomparison 
study by the project Quality Assurance of Ultraviolet Measurements in Europe (QASUME), the 
spread of absolute irradiance between spectroradiometers was 12 percent(±6 percent).6 There are 
two major reasons for the large uncertainties:

• The measurement has many dimensions—it is dependent on the magnitude of the flux, its posi-
tion on the entrance aperture, its direction, its wavelength distribution, and its polarization.

• The instability of measuring instruments and standards, which are very dependent on room con-
ditions such as temperature, and are frequently off by 1 percent or more.

Potential errors in spectroradiometer measurements include measurement noise, detector insta-
bility, wavelength instability, nonlinearity, directional and positional effects, spectral scattering, 
spectral distortion, polarization effects, and size of source effect.1

These errors can be characterized as3

• Random noise from the detector, electronics, and light source

• Systematic errors from
The measurement of the geometry
The calibration, including uncertainty from the calibration standard
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38.6  RADIOMETRY AND PHOTOMETRY

Noncosine collection of light
Stray light
Nonlinearity of the detector and its electronics 
Dark noise subtraction errors

• Periodic errors from drifts due to temperature, humidity, air movement, electronics, beating of 
AC sources, and changes in stray light

The way of calculating uncertainty was standardized in 1992 by the International Committee for 
Weights and Measures (CIPM), and the Guide to the Expression of Uncertainty in Measurement was 
published in 1993.7 There are two ways to determine the uncertainty of a component: A. statistically 
or B. “usually based on scientific judgment using all the relevant information available.”8

In spectroradiometry, Type B evaluation finds the upper and lower limits of the value (or cor-
rection), and then assumes a probability distribution between these values to obtain the standard 
uncertainty. If you have nothing to base the probability distribution on, you are instructed to 
assume that it is rectangular (uniform).

For example, for value a where a a a= −+ −( ) ,/2  where a+ is the upper limit and a− is the lower 
limit, the standard uncertainty is a/ 3 , but assuming a triangular distribution makes it a/ 6 , and a 
Gaussian distribution makes it a/3.

The collected uncertainties for each identified potential error combines as the square root of 
the sum of the squares, called the suggested or overall uncertainty. Often this value is multiplied by a 
constant, under current international practice of value 2, to form the expanded uncertainty.

CIPM requires that all the standard uncertainties and their derivation are included in the uncer-
tainty report.7,8

If your value for spectral irradiance can be expressed of the form

 E E c c c cnλ λ
report observed= + + + + +1 2 3 �   (37)

where Eλ
report is the reported spectral irradiance, Eλ

observed  is the measured value of the spectral irra-
diance, and the ci′s are the corrections mentioned earlier in this section, then by the CIPM method, 
the uncertainty U is calculated from the uncertainties u of the parts as follows

  U u E u c u c u c u= + + + + +2 2 2
1

2
2

2
3

2( ) ( ) ( ) ( )λ
observed � (( )cn

  (38)

Spectroradiometers are calibrated by use of a standard, which has a known value with a reported 
error. Assuming your system is linear,

  E
S

S
E

s
s

λ λ
obs =   (39)

where S is the measurement and the superscript s refers to the standard.
Then, the uncertainty of the observed spectral irradiance can be calculated using

  u E E
u S

S

u S

S

us

s
( )

( ) ( )
λ λ
obs obs=

⎛
⎝⎜

⎞
⎠⎟

+
⎛
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⎞
⎠⎟

+
2 2

(( )E

E

s

s
λ

λ

⎛

⎝⎜
⎞

⎠⎟

2

  (40)

The values for u(S) and u(Ss) are typically calculated by a Type B evaluation, while the standard 
lamp’s uncertainty u Es( )λ  is calculated from the uncertainty U reported by the standard lamp’s 
supplier.1
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SPECTRORADIOMETRY  38.7

38.3 GENERAL FEATURES OF 
SPECTRORADIOMETRY SYSTEMS 

There are four parts in every spectroradiometer system

• Input or fore-optics

• A monochromator

• A detector

• Electronics and software to analyze data

There is a fifth aspect to every spectroradiometer system, although it is not usually included on 
these types of lists, because it is not a “part” of the spectroradiometer. However, I believe it is impor-
tant to consider it while considering other fundamental parts of the system, because it is essential for 
the accurate measurement of optical radiation:

• Calibration, usually using standard lamps, reflectance standards, or a standard detector

The Input or Fore-Optics

The input optics gathers light from a specified field of view. The layout determines the quantity 
which is being measured. For example, when measuring spectral irradiance, the light must be dif-
fused, so an integrating sphere or diffusing plate is used, but when measuring spectral radiance, 
imaging optics control the solid angle and source area, so a focusing mirror is typically used. 
Transmittance can be measured by placing a light source at the entrance of the system, and measur-
ing the signal twice: with and without the object to be measured. However, an instrument dedicated 
to measuring transmittance may have a double beam optical design where the light source is split 
and recombines at the photodetector.

For measurements in the ultraviolet, or light below 190 nm, the radiation is absorbed by the 
oxygen in the air, so the whole system will be designed to be enclosed and under vacuum.

Telescoping input optics are used when the sources are large distances from the measurement 
system, turning a spectroradiometer into a telespectroradiometer. Mounting a microscope to the 
entrance port of the monochromator can make it possible to measure small radiating sources. 
Fiber-optic probes can be coupled directly to the monochromator, or in combination with any of 
the previously mentioned input optical devices.3

The Monochromator

The monochromator is the heart of the spectroradiometric system, because separating the radiation 
into its component wavelengths is the fundamental aspect of the system. While monochromators 
used to be made with prisms, they are now always made with diffraction gratings. Monochromators 
come in different sizes; a large monochromator will be more accurate, but a smaller monochroma-
tor can be easier to evacuate to measure the ultraviolet, or place in a dry carbondioxide-free enclo-
sure to measure the infrared.

The monochromator is designed to collumnate and focus light. After the entrance slit, light hits 
a collumnating element. Since light is often diverging when it reaches the slit, a concave mirror can 
form it into a collimated beam directed at the grating.

Generally, the grating will rotate so this beam hits it at different angles. There are also monochro-
mators with curved gratings, but they are limited in wavelength range.

The grating equation, which defines the wavelength of the diffracted flux to the angle of diffraction, is

  m dλ θ β= ±(sin sin )   (41)
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38.8  RADIOMETRY AND PHOTOMETRY

where m is an integer known as the order of diffraction, l is the wavelength, d is the distance between 
grooves, q is the angle of incidence, and b is the angle of diffraction. To remove higher orders (m>1), 
blocking filters that absorb short wavelengths while transmitting long wavelengths are used.

The maximum theoretical groove density is 2/l, although a practical limit is usually 0.85 of the 
maximum.

The efficiency of a monochromator is directly proportional to large grating area, short focal 
length, high groove density, long slit length, and high transmittance.1 However, there is a trade-off 
between this efficiency and accuracy, which requires large focal lengths. The f-number is the focal 
distance divided by the entrance slit. Large f-numbers (>3 or 4) are required because the mirrors are 
spherical, not parabolic, and introduce errors.3

The dispersion is the width of the band of wavelengths per unit of slit width, in nm/mm. The 
band pass is the spectral interval that may be isolated. If the dispersion at a groove density k is 
known, then the band pass can be calculated

  B n D n S nk k= ( ( ) )/   (42)

where B is the bandpass (in nm), nk (in grooves/mm) is the known groove density where D(nk) is its 
dispersion (in nm/mm), S is the slit width (in mm), and n (in grooves/mm) is the groove density of 
the grating used.

Bandpass should be small for the best precision. However, there is a trade-off between bandpass 
and geometrical entendue G the light gathering power of an optical system.

  G
hnmG B

F
A=

106
  (43)

where h is the slit height (mm), n groove density (groove/mm), m is order of the grating, GA area of 
the grating(mm2), B is the bandpass (nm), and F is the focal length (mm). The ratio h/F implies that 
the etendue may be increased by making the height of the entrance slit larger. However, this does 
not work as well in practice; increasing the height of the slit will increase stray light and may also 
increase the system aberrations, reducing the bandpass.

Geometrical entendue is a limiting function of system throughput.9

High signal, for which high throughput is necessary, is limited by bandpass. Sometimes the slit 
size is determined by other factors, like the field of view. But the slit size might be chosen to opti-
mize other factors. In this case, monochromatic sources behave differently from broadband sources, 
and mixed sources are a combination of the two. For a fluorescent lamp, which is a mixed source, as 
you decrease the bandpass, the peaks due to the monochromatic lines become much higher in pro-
portion to the broad emission spectra of the phosphors.3

In night vision systems, stray light becomes an important factor which affects system design. To 
limit stray light, a double monochromator system is used, where the output of the first monochro-
mator is the input of the second one. This can reduce typical stray light levels from 10−4 to 10−8.3

Some spectroradiometers are designed with multichannel detectors within the monochromator, 
or so multichannel detectors can be easily installed. Multichannel detectors can also eliminate the 
need to scan, reducing moving parts and allowing for longer integration times or quick measure-
ments of unstable or short-lived sources. However, they are not suitable for all types of spectral irra-
diance and radiance measurements, and spectral transmission, reflection and responsivity require 
the monochromatic light to exit the monochromator and interact with samples.

The Detector

The desired wavelength range will strongly influence the type of detector used. In Table 1 the 
approximate wavelength ranges of different spectroradiometry detectors are shown. Other impor-
tant factors in choosing a detector include the dynamic range, sensitivity, and response time 
required for the data, as well as environmental factors determining how rugged a detector is needed.
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SPECTRORADIOMETRY  38.9

The two types of detectors most commonly used in spectroradiometry are photomultiplier 
tubes and semiconductor devices, although thermal detectors have some very limited applications. 
Detector sensitivity is measured in noise equivalent power (NEP) or equivalent noise input (ENI), 
which basically mean the same thing, the minimum detectable signal, whose units can betaken in 
watts.1 The detectivity is the inverse of the NEP.

Photomultiplier tubes are the most sensitive detectors when used in their wavelength region, 
with ENIs ranging from 10−15 W at 1100 nm to 10−17 W from 850 nm to 200 nm and 5 × 10−16 W at 
110 nm. They are usually used from 200–850 nm, their range of greatest sensitivity. Silicon photodi-
odes have NEPs reported of 2 × 10−14 W at 1100 nm, 10−15 W at 850 nm, 5 × 10−15 W at 350 nm, and 
10−14 W between 300 and 200 nm. Silicon photodiodes are used in these wavelength ranges when the 
signal is sufficiently large, because they are more temperature stable and more rugged.1

From 1100 to 1800 nm, germanium photodiodes are the most sensitive, with NEPs in the 10−13 
W range, and lead sulfide photoconductors the most sensitive from 1800–3800 nm, with NEPs rang-
ing from 4 × 10−13 W to 4 × 10−12 W, although InAs may also be used in this range.1

Photomultipliers, germanium photodiodes, and PbS photoconductors would be cooled, but sili-
con photodiodes can operate at room temperature (25°C).

Thermal detectors are less sensitive, having NEPs of about 6 × 10−10 W, and have a flat response.1

When comparing detectors, it is also common to compare the normalized detectivity. There is 
some confusion in the nomenclature, in that sometimes this is D∗, and sometimes D∗ refers to the 
specific detectivity, which has a different definition. Therefore, I will refer to the normalized detec-
tivity as DN .

 D D ABN w=   (44)

where D is the detectivity, A is the detector area, and Bw is the detector bandwidth.
For example, the DN of an InAs photodiode is roughly the same as that of a PbS photoconductor 

at 3000 nm, and the rise time for InAs is one thousandth of PbS. At that specific wavelength, the two 
detector types have equivalent sensitivity, but InAs has a faster response. However, the DN drops off 
more rapidly for InAs at longer and shorter wavelengths than for PbS.1

Multichannel detectors are sometimes used for spectroradiometry. They have the advantage in 
spectral irradiance and radiance measurements that they can eliminate the need to scan, reducing 
moving parts and allowing for longer integration times, as well as making measurements of nonstable 
sources or short-lived, such as flashbulbs, explosions, and solar measurements during changing 
weather conditions, possible. Silicon photodiode linear arrays (PDAs) and charge-coupled detectors 
(CCDs) both singly and with microchannel plates (intensified arrays) are used, as well as a combina-
tion of microchannel plates with resisitive film called resisitive anode (MCP-RA’s).1 These detectors 
are temperature dependent and therefore require cooling. Noise is also a factor.

The NEP of array detectors is measured with respect to integration time. This is because array 
detectors operate in the capacitive-discharge mode, which collects charge for a period of time before 

TABLE 1 Approximate Wavelength Ranges of 
Different Spectroradiometry Detector Types

 Detector Wavelength Range

PMT 200–850 nm
Si photodiode 200–1100 nm
Ge photodiode 1100–1800 nm
InGaAs photodiode 850–1700 nm
PbS photoconductor 1–4.5 μm
PbSe photodiode 1–4.5 μm
InSb photodiode 1.5–5 μm
Pyroelectric 500 nm–50 μm
CCD 200–1100 nm
InGas PDA 800–1700 nm
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38.10  RADIOMETRY AND PHOTOMETRY

discharging, which will be discussed in more detail in the next section on electronics and software.
However, in Table 2 you can see a comparison of the NEP of the five different types of detectors at 
integration times of 5 seconds. It can be noted that CCD detectors have NEPs comparable with pho-
tomultiplier tubes, even without the advantage of multichannel detection.

While the detectors compared above were all cooled, there exist many commercial spectroradi-
ometers with multichannel detectors which are not cooled for applications where sensitivity is less 
important, such as projector calibration and film and video post production.

Signal to noise ratio is also a major concern when comparing detector types, but that is also 
dependent on the integration time. As a general rule, the signal to noise ratio is much lower for 
PDAs than other multichannel detectors, but at 0.5 second integration times, CCDs are superior.1

Spectral scattering is a more important concern with multichannel detectors than with single 
detectors. Interference filters are used to block the short wavelength scattered flux.

The Electronics and Software

In “The Detectors” section we have discussed photomultiplier tubes, semiconductor detectors 
(photodiodes and photoconductors), PDA-based detectors, and CCD-based detectors.

Photomultiplier tubes use a 250- to 2500-V power supply, and the gain of the detector is adjusted 
by changing the voltage of the power supply. The signal is the anode current, and the simplest way 
of measuring it is measuring the voltage drop over a load resistor. However, many problems can be 
eliminated by using an operational amplifier with a feedback resistor instead, creating a transimped-
ance current to voltage converter. For even lower signal to noise ratios, integrated current is used as 
the signal, and the amplifier is chosen to have a short enough time constant that the entire anode 
current is integrated during the entire sampling time. It is important to make sure that the integrat-
ing time is properly matched with the scanning time.

Photodiodes are usually used in the photovoltaic or unbiased mode to minimize noise. In this 
mode a voltage amplifier with a high-input impedance measures the voltage generated across the 
photodiode.

Photoconductors decrease in resistance when absorbing radiant flux. The detector is placed in 
series with a load resistor and a bias voltage. As the resistance of the detector decreases there is an 
increase in the voltage over the load resistor.

Lock-in amplifiers are often used with semiconductor detectors to decrease 1/f noise.
PDA-based detectors operate in the capacitive-discharge mode where the photodiodes store 

charge as well as sense light. The diodes are reverse biased for 5 V and then electrically isolated while 
being exposed to light. After an integration time, the charge required to bring the diode back to 5 V 
is measured.

CCD-based detectors have arrays of pixels that convert radiation to charge. Parallel gates between 
the pixels can release the charge at will. The charge is then moved along the channels of the arrays by 
changing the voltage at the gates, until it reaches an output shift register at the end of the channel. 
The charge is then amplified and measured. Sometimes neighboring pixel’s values are intentionally 
combined, which is known as binning or pixel summation.

TABLE 2 A Comparison of the NEP in Watts of Five Different 
Multichannel Detector Types with 5-Second Integration Times. 

 Detector Type 250 nm 550 nm 850 nm 1100 nm

Si PDA at −40°C 1.4 10−15 2.7 10−16 2.2 10−16 1.3 10−15

CCD at −110°C 6.0 10−18 1.6 10−18 1.0 10−18 2.5 10−17

Intensified Si PDA at −40°C 1.3 10−18 8.2 10−19 1.1 10−17

Intensified CCD at −110°C 1.3 10−18 8.3 10−19 1.1 10−17

MCP-RA at −30°C 2.0 10−18 1.3 10−18 7.3 10−18

This data is compiled from Tables 15.4, 15.6, 15.7, 15.9, and 15.11 of Ref. 1.
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SPECTRORADIOMETRY  38.11

While the readout of a single detector’s signal can be as simple as a digital voltmeter, in most 
cases spectroradiometric data will be recorded by a computer. Often it will be part of an automated 
system that also controls the drive mechanism. After the information is recorded by the computer, it 
is analyzed by the computer software. Examples of typical calculations performed on spectroradio-
metric data are in Sec. 38.2 “Definitions, Calculations, and Figures of Merit” under Calculations.

Calibration

To calibrate a spectroradiometer for irradiance and radiance, standard lamps are usually used, 
although standard detectors are available. While spectroradiometric standards available for use over 
the visible are based on the spectral radiance of a blackbody as defined by Planck’s radiation law, 
most commercially available blackbodies are used primarily in the infrared at wavelengths above 
1000 nm. Blackbodies suitable for the visible are very expensive because they must operate at tem-
peratures of 2500 K or higher, and are not practical for normal laboratory calibrations.3

Standard lamps introduce a certain degree of error; in the ultraviolet intercomparison in 2002 
where the error was 12 percent(±6 percent), 6 percent of that error was attributed to the calibra-
tion lamps.6 In earlier intercomparisons, it was more like 1.4 percent from 250 to 2400 nm, but 3 to 
4 percent in the infrared.1

Different lamps are used to calibrate over different wavelength regions. From wavelengths of 
250 to 2400 nm, tungsten lamps are used; below 250 nm, a deuterium lamp, argon miniarc, or syn-
chrotron radiation are used.1

In Table 3 the wavelength range of frequently used spectral irradiance and spectral radiance 
source standards is listed.

For a discussion of the history of calibration standards, and some additional standards see reference.3

The FEL 1000-W tungsten lamp is the most widely used source standard for spectral irradiance. 
It is a commercially available 1000-W clear quartz envelope tungsten-halogen, coiled coil filament 
lamp that is modified to a medium bipost base with 1/4-inch diameter stainless steel posts. It is 
5 inches high with a filament about 1 inch long and 1/4 inch in diameter. It is operated at 8-A DC 
and about 120 V. It is mounted base down with the steel post vertical and the optic axis of the spec-
troradiometer is horizontal. For more details of the calibration procedure, see reference.1

It is important to recognize that any individual standard lamp may develop problems. It is rec-
ommended to have three standard lamps, so if one changes significantly, you still will have two that 
agree. It is also standard procedure to transfer the calibration of your newly acquired standards to 
working standards, lamps that you calibrate using your detector and the NIST traceable standards 
that have been shipped to you. These lamps can be commercially acquired, but then you must age 
them for 40 hours at 120-V DV and check them for stability; they must have a drift of less than 
0.5 percent at 650 nm in 24 hours. The working standard should be compared to your three pur-
chased standards after 50 to 100 hours of use.

The responsivity of the spectroradiometer can be modeled from a measurement equation, 
although it is necessary to actually calibrate any system.

TABLE 3 The Wavelength Range of Frequently 
Used Spectral Irradiance and Spectral Radiance Source 
Standards

Irradiance
 Tungsten FEL lamp 250–2400 nm
 Deuterium lamp 165–350 nm
 Argon mini-arc 90–350 nm
Radiance
 Tungsten strip lamp 225–2400 nm
 Blackbody below 1000 K 1000–4000 nm
 Argon miniarc 90–350 nm
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38.12  RADIOMETRY AND PHOTOMETRY

If the monochromator is set to a wavelength l0, the spectral responsivity R( , )λ λ0  can be sepa-
rated into two parts: the slit scattering function ρ λ λ( , )0  which is an envelope around wavelength l0
and the overall responsivity as a function of wavelength Rf(l)

  R R f( , ) ( , ) ( )λ λ ρ λ λ λ0 0=   (45)

When put in an experimental setup shown in Fig. 1, the signal response for a monochromator, 
ignoring small corrections, is

  r
A A

r r d
L R dS D

S D

f( )
( )

( ) ( , ) ( )λ λ ρ λ λ λ λλλ0 2 2 2 0=
+ + ∫∫   (46))

where As is a circular aperture in front of a standard radiometric source of radius rs , AD is an aper-
ture a distance d away from the source in front of a focusing lens L of radius rD, and Ll(l) is of the 
Lambertian calibration source.10

If the constants are collected in a term C, and a suitably averaged luminance is used, the signal 
response can be calculated by

  r CL R df( ) ( ) ( , ) ( )λ λ ρ λ λ λ λλ λ0 0 0= ∫   (47)

Detector standards are also available. In this case, the assumption is that any drift is not very wave-
length specific. It is possible to interpolate between calibration laser wavelengths using a blackbody,10 
but that is not usually done, because it is very time consuming and probably an insignificant differ-
ence within the larger sources of error.1 Detectors that presently are suitable for use in transfer stan-
dards include silicon, germanium, and InGas photodiodes, and certain types of thermal detectors. The 
basic approach is to have the two detectors measure the same sources. A typical source is a continuous 
wave (CW) laser directed at the entrance aperture of an integrating sphere. Types of lasers which can 
be used are helium-neon, argon, krypton, helium-cadmium, Nd:Yag, and Ti:sapphire.11 When using a 
detector standard to calibrate a spectroradiometer’s spectral irradiance, the area of the entrance aper-
ture and spectral slit width become important and must be taken into account, so it is not a simple 
measurement.1

Spectroradiometers are used for reflectance measurements as well as irradiance and radiance 
measurements. For these purposes, reflectance standards are used for calibration. A number of reflec-
tance standards are available which have been developed for spectroscopy applications, as well as to 
calibrate colorimeters and spectrophotometers. Specular reflectance standards are calibrated mirrors, 
and diffuse reflectance standards are made of material similar to the inside of integrating spheres.

Labsphere makes Spectralon into a diffuse white standard and a selection of diffuse gray and color 
standards, which are calibrated and NIST traceable. Halon, a trade name for polytetrafluoroethylene 

Source

Aperture As Aperture AD

d
Lens L
(radius rD)

Monochromator

Slit
S1

Slit
S2

Detector

FIGURE 1 A schematic of the experimental setup to measure the spectroradiometer’s 
responsivity.
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SPECTRORADIOMETRY  38.13

(PTFE) powder (which is also used to coat integrating spheres) is also used to make NIST traceable 
reflectance standards. In a round-robin intercomparison of bidirection diffuse reflectance (BRDR) 
four types of diffuse reflectors (spectralon, halon, sintered halon, and vacuum deposited aluminum 
on a ground aluminum surface) were measured at five laboratories. These four types of standards 
were chosen because of their different scattering mechanisms; Spectralon and pressed PTFE scatter 
from the bulk, aluminum scatters from the surface, and sintered PTFE scatters from both the bulk 
and the surface. The purpose of this experiment was to test the laboratories, not the standards, but 
there was general agreement with the NIST specifications to 2 percent.12

38.4 TYPICAL SPECTRORADIOMETRY 
SYSTEM DESIGNS 

Spectral Irradiance and Radiance

The input optics for spectral irradiance measurements require a diffuser in order to eliminate or 
reduce directional, positional, and polarization effects. This diffuser can be an integrating sphere 
coated with Halon, which is the best choice for sunlight and large or irregularly shaped sources, a 
plane reflector diffuser coated with BaSO4, or a transmitting diffuser made of teflon.

In Fig. 2 we see a block diagram of a spectroradiometer designed to measure spectral irradi-
ance. The basic steps that have to be taken are the signal must be diffused (cosine corrected), then 
wavelength selected by the monochromator, after which it is detected by the detector, amplified and 
analyzed.

In certain special cases, such as when measuring the spectral irradiance of point sources or col-
lumnated sources, and if the spectroradiometer responds uniformly over the angular field viewed, 
no input optics are necessary. However, most of the time input optics are necessary. In Fig. 3 we 
see a typical setup of the input optics for measuring the irradiance of a large source using a small 
integrating sphere and a spherical mirror. A typical small sphere may have a 2.5-cm outer diameter 
with a 3-mm-thick PTFE coating (or BaSO4 in the 310 to 350 nm wavelength region, where PTFE 
fluoresces weakly), and a circular entrance port of 1 cm2 and a rectangular exit port with dimensions 

Irradiance
source

Diffuser Monochromator Detector Amplifier

Signal

FIGURE 2 Block Diagram to measure spectral irradiance.

Integrating
sphere

Monochromator

Spherical
mirror

Source

FIGURE 3 Typical setup of the input optics for measuring the irradiance of 
a large source using a small integrating sphere and a spherical mirror.
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38.14  RADIOMETRY AND PHOTOMETRY

3 mm × 12 mm. The radiation which has one reflection does not get into the monochromator 
because it is reflected away from the spherical mirror. The radiation that does reach the monochro-
mator is independent of the direction and position of the incident flux. However, it is worth noting 
that the attenuation of a system of this type is large.

In Fig. 4 we see more compact input optics to measure irradiance. The disadvantages are that the 
sphere is harder to reach, position, and orient, and more stray flux reaches the monochromator.

In Fig. 5 we see typical input optics using a plane diffuser instead of an integrating sphere. In Fig. 6 
we see typical input optics using a transmitting diffuser.

In Fig. 7 we see the schematic of a single monochromator and Fig. 8 we see the schematic of a 
double monochromator. Both of these designs assume an external detector outside the exit slit. In 
Fig. 9 we see the layout of a single grating monochromator with a built-in multichannel detector.

The input optics for measuring spectral radiance form an image of the source on the entrance 
port of the monochromator. Possible geometries include a plane and spherical mirror which focus 

Integrating
sphere

Monochromator

Source

FIGURE 4 Measuring irradiance 
directly using an integrating sphere.

Plane diffuser

Baffle

Source

Spherical
mirror

Monochromator

(a)

Monochromator

Plane diffuser

Source

(b) (c)

MonochromatorPlane diffuser

Source

FIGURE 5 Typical setups using a plane diffuser to measure irradiance: (a) with a spherical 
mirror, (b) and (c) directly reflected off the diffuser into the sphere.
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SPECTRORADIOMETRY  38.15

(a) (b)

Source Source

Monochromator Monochromator

Plane thin teflon Oval thin teflon

FIGURE 6 Typical input optics for irradiance measurements 
using a (a) plane thin teflon diffuser and (b) oval shaped thin teflon 
diffuser.

Entrance
slit

Grating

Exit
slit

Collimating
mirror

Focusing
mirror

FIGURE 7 Schematic of a single monochromator.

Grating

Exit slit

Entrance
slit

Grating

FIGURE 8 Schematic of a double monochromator.

38_Bass_v2ch38_p001-020.indd 38.15 8/24/09 12:02:41 PM

DO
 N

OT
 D

UP
LI

CA
TE



38.16  RADIOMETRY AND PHOTOMETRY

the radiation on the entrance slit, and a field of view baffle attachment to limit the acceptance angle 
of the monochromator.

In Fig. 10 we see the simplest input optics for measuring spectral radiance. However, it is much 
more likely you are using a system that measures both irradiance and radiance. In that case, your 
input optics are more likely to look like Fig. 11, where a mirror will reflect the light away from the 
integrating sphere, and toward the spherical mirror.

The same monochromator and detection electronics would be used for irradiance and radiance 
measurements.

Entrance
slit

Grating

Collimating
mirror

Focusing
mirrorMultichannel

detector

FIGURE 9 Schematic of a single monochromator with a built-in multichannel 
detector.

Monochromator

Radiance standard

FIGURE 10 Measuring spectral radiance.

Radiance
lamp

Integrating
sphere

Monochromator

Plane
mirror

Spherical
mirror

FIGURE 11 System for measuring both irradiance and radiance. The radi-
ance setup adds a plane mirror and measures the radiance lamp. The irradiance 
setup removes the plane mirror and measures light after it passes the integrating 
sphere.
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SPECTRORADIOMETRY  38.17

Spectral Transmittance

Spectral transmittance measurements use the source and monochromator to create monochromatic 
radiation, rather than to measure it. The goal is to pass the radiation through a sample, to measure 
the sample’s properties. This application is of vast importance to biology and chemistry, and there 
are many commercially available spectroradiometers dedicated to measuring transmittance and 
reflectance, known as spectrophotometers.

Chemists use absorbance spectroscopy to obtain qualitative and quantitative information about 
samples, using the Beer-Lambert law, also known as Beer’s law, as was discussed in Sec. 38.2. Most 
spectrophotometers use a dual or double beam configuration, as is shown in Fig. 12. This experi-
mental design measures regular transmittance, the signal that passes directly through the sample 
without being scattered and follows Snell’s law. The output is the ratio of the signal in the sample 
beam to the signal in the reference beam with respect to wavelength. It is necessary to ensure that 
the only difference between the sample beam and the reference beam is the quantity to be measured, 
which implies that liquid cells with equal amounts of solute, or gas cells with equal amount of car-
rier gas, should be placed in the reference beam.13

Because of fluorescence, broadband illumination may have different results than monochro-
matic illumination. This should be considered when measuring transmittance and the setup should 
approximate the same manner in which the material will be used. Total spectral transmission, which 
is a combination of regular and diffuse transmission requires the addition of an integrating sphere 
after the beam transmits through the sample.3

Spectral Reflectance

Manufacturers use spectral reflectance information to provide color information about inks and 
textiles. There exist several spectral libraries (USGS,14 Johns Hopkins,15 JPL16) which contain almost 
2000 spectra of powdered materials for use in spectroscopy, measured by using spectrophotometers 
and spectrometers in the diffuse reflectance mode.

Source

(a)

(b)

Monochromator
Chopper

Mirror

Mirror

Mirror

Mirror

Reference

Sample

Source

Monochromator

Splitter

Mirror

Mirror

Reference

Sample

Detector

Detector

Detector

FIGURE 12 Spectrophotometer measuring spectral transmission: (a) dual-beam 
design and (b) double beam design.

38_Bass_v2ch38_p001-020.indd 38.17 8/24/09 12:02:42 PM

DO
 N

OT
 D

UP
LI

CA
TE



38.18  RADIOMETRY AND PHOTOMETRY

Figure 13 is a spectroradiometer configured for measuring diffuse spectral reflectance. There is a 
double beam design, allowing for the comparison method of using a diffuse reflectance standard. An 
integrating sphere collects the diffuse radiation, with a removable light trap allows the user to block 
spectral reflectance. If the light trap is not in place, total reflectance, rather than diffuse reflectance, 
is measured. The sample to be measured is placed in the sample port, and the standard is placed in 
the comparison port. The detector is perpendicular to the samples and the incident radiation.

Figure 14 is a spectroradiometer configured for measuring specular spectral reflectance. Specular 
reflectance can be measured at various angles of incidence, including 0° for a 100 percent reading. 
A calibrated mirror (specular reflectance standard) is not necessary in this design.

Spectral Responsivity

In 38.3 General Features of Spectroradiometer Systems under “Calibration” we discussed how to 
calculate the spectral responsivity (see Fig. 1) of the spectroradiometer. Once that is known, spectro-
radiometers can be used to find the spectral responsivity of other detectors.

A spectroradiometer can be configured to measure detector spectral responsivity. The first step uses 
the spectroradiometer’s standard detector to measure the monochromatic flux or irradiance of the 
source, generating a function rs(l) for the standard detector, which has a known responsivity of RS(l).

FIGURE 13 Schematic of a spectroradiometer measuring diffuse spectral 
reflectance.

Source
Monochromator

Mirror (to direct ray)

Integrating
sphereEntrance

port

Sample
port

Comparison
port

Specular
light trap

Detector
(top)

FIGURE 14 A schematic of a spectroradiometer measuring specular spectral reflectance.

Source
Monochromator

Mirror (to direct ray)

Entrance
port

Sample

Movable
detector

Goniometer
(for varying angle)
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SPECTRORADIOMETRY  38.19

These values should not be confused with the responsivity of the total spectroradiometer system. 
This responsivity of the spectroradiometer system includes both the scatter from the slits and the 
detector responsivity. In this case we a singling out the detector responsivity. A NIST traceable stan-
dard silicon detector is usually used for measurements over the visible spectrum.3

Then the detector is replaced with the detector to be tested, and a signal response of rt(l) is gen-
erated. The responsivity of the test detector Rt(l) will be

  R r r R rt t t s s( ) ( ) ( ) ( ) ( ) ( )λ λ λ λ λ λ= =/ /Φ   (48)
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NONIMAGING OPTICS: 
CONCENTRATION AND 
ILLUMINATION
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39.1

39

39.1 INTRODUCTION

Nonimaging optics is primarily concerned with efficient and controlled transfer of radiation. 
Nonimaging refers to the fact that image formation is not a fundamental requirement for efficient 
radiation transfer; however, image formation is not excluded and is useful in many cases. The two 
main aspects of radiation transfer that nonimaging optics attempts to solve are maximizing radia-
tion transfer and creating a controlled illuminance distribution. These two problem areas are often 
described as concentration and illumination. Many systems require a blending of the concentration 
and illumination aspects of nonimaging optics, with an important example being the creation of a 
uniform illuminance distribution with maximum collection efficiency.

Solar collection is an area in which one of the dominant requirements is to maximize the con-
centration of flux collected by a receiver of a given size (e.g., the irradiance). Any small patch of area 
on the receiver surface can collect radiation from a hemispherical solid angle. A related problem 
exists in the detection of low levels of radiation (e.g., Cherenkov counters,1 infrared detection,2 and 
scintillators3). Nonimaging optics provides techniques to simultaneously maximize the concentration 
and collection efficiency. The compound parabolic concentrator4 is the most well known nonimaging 
device and has been extensively investigated over the past 40 years.

In addition, there are situations in which collected solid angle must be less than a hemisphere, 
but the flux density must still be maximized. For a given solid angle and receiver size, the problem 
is then to maximize the average radiance rather than the irradiance. For example, many fibers only 
propagate flux that enters the lightpipe within the fiber’s numerical aperture (NA), and minimizing 
the size of the fiber is a key aspect to making practical fiber optic lighting systems.5 Projector systems 
often require maximum flux density at the “film gate,” but only the flux reimaged by the projection 
lens is of importance.6,7

The collected flux must often satisfy certain uniformity criteria. This can be especially impor-
tant when the luminance of the source of radiation varies or if the flux is collected in a way that 
introduces nonuniformities. Nonimaging optics provides techniques to control the uniformity. 
Uniformity control can sometimes be built into the optics used to collect the radiation. In other 
cases, a separate component is added to the optical system to improve the uniformity.
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39.2  RADIOMETRY AND PHOTOMETRY

Uniformity control tends to be created using two main approaches: tailoring and superposition. 
Tailoring transfers the flux in a controlled manner and uses knowledge of the source’s radiance 
distribution.8 Superposition takes subregions of a starting distribution and superimposes them to 
provide an averaging effect that is often less dependent on the details of the source than tailoring. 
In many systems, a combination of tailoring and superposition is used. Examples of nonimag-
ing approaches to uniformity control include mixing rods, lens arrays, integrating spheres, faceted 
reflectors, and tailored surfaces.

The emphasis of this chapter is on the transfer of incoherent radiation. Many of the techniques 
can be applied to coherent radiation, but interference and diffraction are only mentioned in passing.

39.2 BASIC CALCULATIONS

Some of the terms used in nonimaging optics have yet to be standardized. This section is an effort to 
collate some of the most common terms.

Photometric and Radiometric Terminology

Understanding nonimaging optics can sometimes be confusing if one is not familiar with photo-
metric and radiometric terminology. This is especially true when reading papers that cross disciplines 
because terminology usage has not been consistent over time. Reference 9 discusses some of these 
terminology issues.

This chapter is written using photometric terminology. Photometry is similar to radiometry 
except that photometry weights the power by the response of the human eye. For readers more 
familiar with radiometric terminology, a chart showing the relationship between some of the most 
common photometric terms and radiometric terms is shown in Table 1. Reference 10 describes radi-
ometry and photometry terminology in more detail.

Exitance and emittance are similar terms to irradiance; however, they denote the case of flux at 
the surface of a source, whereas irradiance applies to any surface. There are numerous textbooks and 
handbooks on radiometry and photometry.11−16

Etendue

Etendue describes the integral of the area and the angular extents over which a radiation transfer 
problem is defined. Etendue is used to determine the trade-off between the required area and angu-
lar extents in nonimaging optic designs. Reference 17 provides a brief review of various etendue 
descriptions with copious references to other work. 

TABLE 1 Photometric and Radiometric Terminology

 Quantity Radiometric Photometric

Power or flux Watt (W) Lumen (lm)
Power per unit area Irradiance, W/m2 Illuminance, lm/m2 = lux (lx)
Power per unit solid angle Radiant intensity, W/sr Luminous intensity, 
   lm/sr = candela (cd)
Power per unit solid angle 
 per unit projected area 
      or  Radiance, W/m2-sr Luminance, cd/m2

Power per unit projected 
 solid angle per unit area
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.3

One definition of etendue is

 etendue = ∫∫n dAd2 cos( )θ Ω  (1)

where n is the index of refraction and q is the angle between the normal to the differential area dA
and the centroid of the differential solid angle dΩ.

In phase space nomenclature (e.g., Ref. 4, Appendix A), etendue is described by

 etendue = = ∫∫∫∫dxdyndLndM dxdydpdq  (2)

where dL and dM are differential changes in the direction cosines (L, M, N), dx dy is the differential 
area, and dp dq is the differential projected solid angle within the material of index n. The term phase 
space is often used to describe the area and solid angle over which the etendue integral is performed.

Luminance

Luminance divided by the index of refraction squared is the ratio of the differential flux dΦ to the 
differential etendue:

 L n d d d n dAd/ / etendue /2 2= =Φ Φ Ω[ cos( ) ]θ  (3)

The L/n2 over a small area and a small angular extent is constant for a blackbody source (e.g., 
Ref. 18, p. 189). A consequence of constant L/n2 is that if optical elements are added to modify the 
apparent area of the small region, then the angular extent of this small area must also change.

If the source of radiation is not a blackbody source, then flux that passes back to the source can 
either pass through the source or be reflected by the source. In this case, L/n2 can increase. One exam-
ple occurs with discharge sources where a spherical mirror is used to reflect flux back through the 
emitting region. Another example is observed by evaluating the luminance of tungsten in a coiled fil-
ament. The luminance is higher at the filament interior surface than the exterior surface because the 
interior filament surface emits radiation and also reflects radiation that is emitted from other coils.

Lambertian

In many situations the luminance of a radiation source does not vary as a function of angle or 
position. Such a source is often called a Lambertian radiator. In some nonimaging literature, the 
term isotropic is used. The context in which isotropic is used should be evaluated because isotropic is 
sometimes used to describe isotropic intensity instead of isotropic luminance.

If constant L/n2 can be assumed for a given system, then etendue is an important tool for under-
standing the trade-offs between angular and spatial distributions. Etendue has been used to understand 
the limits to concentration,4 projection display illumination,19 and backlit display illumination.20 
Reference 21 investigates the situation where there is a spectral frequency shift.

In the imaging community, etendue conservation arises in many situations and is often described 
using the Lagrange invariant. Because imaging systems can often make paraxial assumptions, the 
approximation tan (q) = sin (q) is often used; however, sin (q) should be used when the collection 
angles become large.

Clipped Lambertian

An aperture with a clipped Lambertian distribution is one where the source of flux appears to be 
Lambertian, but only over a finite range of angles. Outside of that range of angles, there is no flux 
and the range of angles is assumed to be constant across the aperture. The most common example is 
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39.4  RADIOMETRY AND PHOTOMETRY

when the source is at infinity and the flux at a planar aperture is considered. A clipped Lambertian 
distribution is also often found at an intermediate surface within an optical system. The terms limited
Lambertian and restricted Lambertian are also used.

Generally, a clipped Lambertian distribution is defined across an aperture and the illuminance 
across the aperture is constant (e.g., a spatially uniform clipped Lambertian distribution). Another 
common distribution is a spatially uniform apodized Lambertian. In this case, the angular distribu-
tion is spatially uniform but the luminance is not Lambertian. A clipped Lambertian is a special case 
of an apodized Lambertian. The output of a fiber-optic cable is often assumed to have a spatially 
uniform apodized Lambertian distribution.

The etendue for clipped Lambertian situations is straightforward to compute. Consider the case 
of an infinite strip of width 2R with a clipped Lambertian distribution defined between ±qmax, rela-
tive to the surface normal. The etendue per unit length for this 2D clipped Lambertian case is

 etendue2D = n R( )( sin )max2 2 θ  (4)

2D refers to a trough or extruded geometry and typically assumes that the distribution is infinite 
in the third dimension. Mirrors can often be placed at the ends of a finite length source so that the 
source appears to be infinitely long.

For a Lambertian disk with a half cone angle of qmax, the etendue is

 etendue Area3D = =n n R2 2 2 2 2sin sinmax maxπ θ π π θ  (5)

In a system where the etendue is preserved, these etendue relationships highlight that increasing 
either qmax or R requires a reduction in the other, as depicted in Fig. 1.

Hottel Strings

The etendue relationships described by Eqs. (4) and (5) are primarily defined for the case of a 
clipped Lambertian source. Such situations arise when the source is located at infinity (e.g., solar 
collection) or when considering the output of a fiber-optic cable. When the angular distributions 
vary spatially, Ref. 22 provides a method to compute the etendue that is very simple to use with 2D 
systems. The method is straightforward for the case of a symmetric system or an off-axis system, and 
even if there is an absorber positioned between the two apertures. The method is depicted in Fig. 2, 
where the etendue of the radiation that can be transferred between AB and CD is computed.

For a rotationally symmetric system, the etendue between two apertures (e.g., left side of Fig. 2) 
has been shown by Ref. 23 to be (p 2/4) (AD–AC)2. Reference 24 has provided a generalized treat-
ment of the 3D case.

FIGURE 1 Graphical representation 
of etendue preservation.

(a)
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B

C

D

(b)

B
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B

C

DE

A

FIGURE 2 Hottel’s crossed string rela-
tionship for computing etendue. This figure 
shows a symmetric case (a) and an asymmetric 
case (b) where the 2D etendue between aper-
ture AB and CD is (AD-AC + BC-BD). In (c), 
radiation is blocked below point E and the 
etendue is (AD-AC + BC-BED).
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.5

Solid Angle and Projected Solid Angle

Solid angle is the ratio of a portion of the area of a sphere to the square of the sphere radius (see 
Chap. 3, and Refs. 24 and 25) and is especially important when working with sources that radiate 
into more than a hemisphere. Solid angle is directly applicable to point sources; however, when the 
size of the sphere is large enough, the solid angle is still used to characterize extended sources. For 
solid angle to be applied, the general rule of thumb is that the sphere radius should be greater than 
10 times the largest dimension of the source, although factors of 30 or more are required in preci-
sion photometry (e.g., Ref. 26, pp. 4.29–4.31).

The etendue is sometimes called the area-solid angle product; however, this term can often cause 
confusion because etendue is actually the projected-area-solid-angle product [cos q dA dΩ] or area-
projected-solid-angle product [dA cos q dΩ]. Reference 27 discusses some distinctions between 
projected solid angle (PSA) and solid angle. An important implication of the cosine factor is that the 
solid angle for a cone with half angle q is

 Solid angle /cone = − =2 1 4 22π θ π θ[ cos ] sin ( )  (6)

but the projected solid angle for the cone is

 Projected solid anglecone =π θsin2  (7)

For a hemisphere, the solid angle is 2p and the PSA is p. This factor of 2 difference is often a 
source of confusion. PSA and solid angle are pictured in Fig. 3.

If the luminance at the receiver is constant, then PSA times luminance provides illuminance. 
Nonuniform luminance can be handled using weighted averages.28

In the 2D case, the projected solid angle analog is simply projected angle, and is 2 sin q for angles 
between ±q or |sinq1 − sin q2| for angles between q1 and q2.

Concentration

Concentrators can be characterized by the ratio of the output area to the input area.29 For an ideal
system, the etendue at the input aperture and the output aperture are the same, which leads to the 
ideal concentration relationships

 Concentration /2D out out in in= n nsin ( sin )θ θ  (8)

 
Concentration /3D out

2
out in

2
in= n nsin ( sin )2 2θ θ

 
(9)

where the input and output distributions are clipped Lambertians, qin is the maximum input angle, 
and qout is the maximum output angle. Maximum concentration occurs when sin qout = 1, so that the 

Projected area of
intersected surface area of sphere

Max area = pR2

Max projected solid angle = p

Intersected surface area of sphere
Max area = 4pR2

Max solid angle = 4p

FIGURE 3 PSA (left) versus solid angle (right).
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39.6  RADIOMETRY AND PHOTOMETRY

maximum concentration ratios for 2D and 3D symmetric systems in air are 1/sin qin and 1/sin2 qin, 
respectively. Concentrating the flux within a dielectric medium further increases the concentration 
ratio by a factor of n2

out in the 3D case and nout in the 2D case.
In general, maximum concentration occurs when the phase space of the receiver is completely 

filled (i.e., all portions of the receiver are illuminated from all angles). Maximum concentration 
can be obtained if the etendue of the input is greater than the etendue of the output. In this case, 
however, the efficiency of the system is less than 1. One example of this is provided by a two-stage 
system where the second stage is an ideal maximum concentrator and the etendue of the first stage 
is greater than the etendue of the second stage.30,31 Such a system is not conventionally considered 
ideal because not all of the flux from the first stage is coupled into the entrance aperture of the sec-
ond stage.

Dilution

Dilution is a term that is used to describe the situation in which the phase space of the receiver is 
unfilled. Consider the situation where a Lambertian disk of radius 1 is coupled directly to a receiver 
of radius 2. In this case, the area of the receiver is underfilled and represents spatial dilution. An 
example of angular dilution occurs when flux is transferred to a receiver using multiple discrete 
reflector elements. If there are gaps between the reflector elements, then the angular distribution of 
the flux incident on the receiver possesses gaps. The phrase etendue loss is also used to describe situ-
ations in which dilution is present.

39.3 SOFTWARE MODELING 
OF NONIMAGING SYSTEMS

The computer simulation of nonimaging systems is quite different from the computer simulation of 
imaging systems. Modeling of nonimaging systems typically requires three major items that imaging 
designers either do not need or tend to use infrequently. These are nonsequential ray tracing, spline 
surfaces, and modeling extended sources. Extended sources are often modeled using Monte Carlo 
techniques. Other differences include the need to model more complex surface properties including 
scattering surfaces; new methods to present simulation results including luminance, illuminance, 
and intensity distributions; and improved visualization because of the more complex geometries 
typically involved in nonimaging systems.

Nonsequential Ray Tracing

Nonsequential ray tracing means that the order of the surfaces with which the rays interact is not 
predetermined. In fact, rays can hit a single surface multiple times, which is especially common 
when skew rays are investigated. Nonsequential surfaces are especially important in the software 
modeling of lightpipes32,33 and prisms.

Spline Surfaces

Spline surfaces have been successfully applied to the design of nonimaging optical systems. 
Design work in this area includes genetic algorithm-based approaches,34,35 neural networks,36 and 
variational principles.37 Automotive headlamp designs also use spline surfaces routinely. Spline 
surfaces are also extremely important in computer-aided drafting (CAD) data exchange formats 
(e.g., IGES, STEP, and SAT) where Non-Uniform Rational B Splines (NURBS) have found tre-
mendous utility.
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.7

Monte Carlo Techniques

Monte Carlo simulations are used to determine the intensity and/or illuminance distribution for 
optical systems. Typically, Monte Carlo techniques are used to model the source and/or surface 
properties of nonspecular surfaces. Reference 38 discusses some of the issues regarding Monte Carlo 
simulations. Some nonimaging systems that have been evaluated using Monte Carlo ray traces 
include an end-to-end simulation of a liquid crystal display (LCD) projector system,39 light-emitting 
diodes,40 integrating spheres,41,42 scintillating fibers,43,44 stray light,45,46 and automotive headlamps.47

Source Modeling

Monte Carlo modeling of sources typically falls into three categories: point sources, geometric build-
ing blocks, and multiple camera images. Point sources are the simplest approach and are often used 
in the early stages of a design because of simplicity. Measured data, sometimes called apodization 
data, can be applied to a point source so that the intensity distribution of the source matches real-
ity. The projected area of the source as seen from a given view angle can often be used to estimate 
the apodization data8,48 when measurements are unavailable. Since the luminance of a point source 
is infinite, point source models are of limited utility when etendue limitations must be considered. 
Geometric models create the source through the superposition of simple emitters (e.g., disks, spheres, 
cylinders, cubes, ellipsoids, toroids). The simple emitters are typically either Lambertian surface emit-
ters or isotropic volume emitters, and the emitters can have surface properties to model effects that 
occur when flux propagates back through the emitter. The simple emitters are then combined with 
models of the nonemissive geometry (e.g., bulb walls, electrodes, scattering surfaces) to create an 
accurate source model. Apodization of the spatial and/or angular distributions of sources can help to 
improve the accuracy of the source model. In the extreme, independent apodization files can be used 
for a large number of view angles. This often results in the use of multiple source images,49,50 which 
has seen renewed interest now that charge-coupled device (CCD) cameras have matured.51−55

The most typical Monte Carlo ray trace is one in which the rays traced from the source are 
independent of the optical system under investigation. When information about the portions of the 
source’s spatial and angular luminance distribution that are contributing to a region of the intensity/
illuminance distribution is available, importance sampling can be used to improve the efficiency of 
the ray trace. An example of such an approach occurs when an f/1 condenser is used to collect the 
flux from a source. Use of importance sampling means that rays outside of the f/1 range of useful 
angles are not traced.

Backward Trace

When a simulation traces from the source to the receiver, rays will often be traced that land outside of 
the region of the receiver that is under investigation. A backward ray trace can eliminate those rays by 
only tracing from the observation point of interest. The efficiency of the backward ray trace becomes 
dependent upon knowing which ray directions will hit the receiver. Depending upon the details of 
the system and prior knowledge of the system, backward tracing can often provide far more efficient 
use of traced rays when only a few observation points are to be investigated. Use of the backward ray 
trace and examples for a number of cases have been presented.28 Backward ray tracing has also been 
called the aperture flash mode.56

Field Patch Trace

Another trace approach is the field patch, where rays are traced backward from a point within 
the optical system and those rays are used to determine which rays to trace forward. Reference 56 
describes the prediction of a distribution by summing results from multiple field patches. This 
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39.8  RADIOMETRY AND PHOTOMETRY

type of approach is especially useful if the effect of small changes in the system must be quantified 
because shifting the distributions and resuming can approximate small changes.

Software Products

There are many optical software vendors that have features that are primarily aimed toward the illu-
mination market. A detailed comparison of the available products is difficult because of the speed at 
which software technology progresses. A survey of optical software products has been performed by 
Illuminating Engineering Society of North America (IESNA) and published in Lighting Design and 
Application.57,58

39.4 BASIC BUILDING BLOCKS

This section highlights a number of the building blocks for designing systems to collect flux when 
the angles involved are large. Many of these building blocks are also important for imaging optics, 
which reflects the fact that image formation is not a fundamental requirement for nonimaging 
optics but that image formation is often useful.

Spherical Lenses

Spherical lenses are used in nonimaging systems although the aberrations can limit their use for 
systems with high collection angles. The aplanatic points of a spherical surface59 are sometimes 
used to convert wide angles to lower angles and remain free of all orders of spherical aberration 
and low orders of coma and astigmatism. There are three cases60 in which a spherical surface can 
be aplanatic:

1. The image is formed at the surface (e.g., a field lens).

2. Both object and image are located at the center of curvature.

3. The object and image are located on radii that are rn/n′ and rn′/n away from the center of curva-
ture of the spherical surface.

Case 3 is used to construct hyperhemispheric lenses that are often used in immersed high-power 
microscope objectives. Such lenses can suffer from curvature of field and chromatism (see Ref. 60, 
pp. 258–262, and Ref. 61). Some example aplanats are shown in Fig. 4.

Hyperhemispheric lenses can also be used in LED packages62 and have been used in photographic-
type objectives and immersed IR detectors. Aplanatic surfaces for use as concentrators have been 
investigated63 and can be nearly ideal if the exit surface is nonplanar (Ref. 4, pp. 37−38).

Aspheric Lenses

Spherical lenses have been the workhorse of the imaging industry because of the simplicity and 
accuracy with which they can be manufactured. Design requirements, especially the speed of the 
system, often necessitate the use of aspheric surfaces in nonimaging optics. Fortunately, the accuracy 
with which the surface figure must be maintained is often less severe than that of an imaging system. 
Aspheric lenses are often used as condensers in projection systems including LCD projectors, auto-
motive headlamps, and overhead projectors.

The classic piano aspheric examples are the conic lenses where the eccentricity is equal to 1/n
with the convex surface facing the collimated space and eccentricity = n with the piano surface 
facing the collimated space (see, for example, Ref. 64, pp. 112−113, and Ref. 65, pp. 100−103). 
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.9

Examples are shown in Fig. 5. The paraxial focal lengths are Rn/(n – 1) and R/(n – 1), respectively, 
where R is the radius of curvature. These examples provide correction for spher ical aberration but 
still suffer from coma.

Refractive aspheric surfaces are often used in the classic Schmidt system.60,66 Reference 67 has 
described a procedure for determining the aspheric profile for systems with two aspheric surfaces 
that has been adapted to concentrators by Minano.68

Fresnel Lenses

The creation of a lens using a symmetric arrangement of curved prisms is typically attributed to 
A. J. Fresnel and commonly called a Fresnel lens. General descriptions of Fresnel lenses are available.69,70

Fresnel lenses provide a means to collect wide angular distributions with a device that can be easily 
molded. Standard aspheric lenses can be molded, but the center thickness compared to the edge 
thickness adds bulk and fabrication difficulties.

(d)

(c)(b)(a)

(e) (f)

FIGURE 4 Several aplanats used to concentrate a virtual 
source. (a–c) The rays superimposed on top of the aplanats. 
(d−f ) the ray trace. (d) A meniscus lens with hyperhemisphic 
outer surface and a spherical surface centered about the high 
concentration point. (e) A hyperhemisphere. ( f ) A hyperhemi-
sphere with curved output surface.

(a) (b) (c)

FIGURE 5 Conic collimators. (a) e = 1/n and f = Rn/(n − 1). (b)e = n and f = R/(n – 1). 
(c) e = 1/n with other surface being spherical. e = eccentricity, n = index of refraction, k = −e2.
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39.10  RADIOMETRY AND PHOTOMETRY

In imaging applications, Fresnel lenses are used, but the system designer must be careful to consider 
the impact of the facets on the image quality. The facet structure is also important in nonimaging appli-
cations where the use of facets introduces losses either by blocking flux or by underfilling the aperture, 
which typically results in an etendue loss.

Fresnel lenses have two main variations: constant-depth facet structures and constant-width facet 
structures (see Fig. 6). As the width of the facets becomes smaller, the effects of diffraction should be 
considered.71 Although Fresnel lenses are typically created on planar substrates, they can be created 
on curved surfaces.72,73

The design of a Fresnel lens requires consideration of the riser angle (sometimes called the draft 
angle) between facets.74,75 A typical facet is depicted in Fig. 7. The riser angle should be designed to 
minimize its impact on the rays that are controlled by the facets that the riser connects.

Total Internal Reflection Fresnel Lenses As the Fresnel lens collection angle increases, losses at the 
outer facets increase.76 One solution is the use of total internal reflection (TIR) facets. In this case, 
the flux enters the substrate material, hits the TIR facet, and then hits the output surface. The enter-
ing, exiting, and TIR facets can also have power in more sophisticated designs. The basic TIR Fresnel 
lens idea has been used in beacon lights since at least the 1960s.77 TIR Fresnel lenses have received 
more recent design attention for applications including fiber illumination, LEDs, condensers, and 
concentrators.76,78−82 Vanderwerf 83 investigates achromatic issues with catadioptric Fresnel lenses.

In some applications, the TIR Fresnel lens degenerates into one refractive facet and two or more 
TIR facets. Combined TIR and refractive designs have been proposed for small sources with significant 
attention to LEDs.84−86

Equiwidth facets Equidepth facets

FIGURE 6 Two main types of 
Fresnel lenses: equiwidth and equidepth.

Riser angle
should be designed
to avoid this ray

This ray should
miss riser

upper facet

Rounding of
exterior facet point

qfacet

qriser also called qdraft

FIGURE 7 Facet terminology and design issues.
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.11

Conic Reflectors

Reflectors made from conic sections (parabolas, ellipses, and hyperbolas) are commonly used to 
transfer radiation from a source to a receiver. They provide spherical-aberration-free transfer of 
radiation from one focal point to the other. The problem is that the distance from a focal point to a 
point on the surface of the reflector is not constant except for the case of a sphere. This introduces a 
nonuniform magnification (coma) that can result in a loss of concentration.

Many textbooks describe conic surfaces using equations that have an origin at the vertex of the 
surface or at center of symmetry. Reference 17 (page 1.34) shows a number of different forms for a 
conic surface. In nonimaging systems, it is often convenient to define conic reflectors using an origin 
shifted away from the vertex. Reference 87 describes these surfaces in Cartesian coordinates as apo-
vertex surfaces. They can also be described in polar coordinates where the focal point is typically the 
origin. The polar definition of a conic surface8 is

 
r

f e

e
=

+
+

( )

cos

1

1 φ  

where r is the distance from the foci to the surface, f is the distance from one focus to its nearest 
vertex, f is the angle from the foci to the vertex, e is s/(s + 2f), and s is the distance between the two 
foci. In Cartesian coordinates, z = r sin f and y = r cos f. An example is shown in Fig. 8.

Macrofocal Reflectors

One can consider the standard conic reflector to map the center of a sphere to a single point. What 
can sometimes be more valuable for nonimaging optics is to map the edge of the sphere to a single 
point. Reflectors to provide this mapping have been called macrofocal reflectors.88 They have also 
been called extinction reflectors8 because of the sharp edge in the illuminance distribution that they 
can produce. Reference 89 describes an illumination system that provides a sharp cutoff using tilted 
and offset parabolic curves.

Involute

A reflector that is used in many nonimaging systems is an involute. An involute reflector sends tan-
gential rays from the source back onto themselves. One way to produce an involute for a circle is to 
unwind a string that has been wrapped about the circle. The locus of points formed by the string 
equals the involute. In Cartesian coordinates, the equation for the involute of a circle is90

 x r= −(sin cos )θ θ θ  (10)

 
y r= − +(cos sin )θ θ θ

 
(11)

Y

f s
Z

r
f

FIGURE 8 Conic reflector showing r, f, s, and f.
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39.12  RADIOMETRY AND PHOTOMETRY

where r is the radius of the circle, q = 0 at the cusp point, and the origin is at the center of the circle. 
An example is shown in Fig. 9, where rays are drawn to highlight the fact that rays tangent to the 
circle reflect off of the involute and retrace their path.

The term full involute has been used to describe an involute that is continued until the output 
aperture is tangent to the surface of the source. A partial involute is an involute that is less than a full 
involute. An involute with gap is also shown in Fig. 9, and is sometimes called a modified involute.91

Involute segments can also be applied to noncircular convex shapes and to disjoint shapes.92

39.5 CONCENTRATION

The transfer of radiation in an efficient manner is limited by the fact that the luminance of the 
radiation from a source in a lossless system cannot increase as the radiation propagates through the 
system. A consequence is that the etendue cannot be reduced and maximizing the luminance means 
avoiding dilution. A less understood constraint that can impact the transfer of radiation is that rota-
tionally symmetric optical systems conserve the skewness of the radiation about the optical axis (see 
for example Ref. 4, Chap. 2.8, and more recently Ref. 93). This section describes some of the basic 
elements of systems used to transfer radiation with an emphasis on those that preserve etendue.

Many papers on nonimaging optics can be found in the Society of Photooptical Instrumentation 
Engineers (SPIE) proceedings. SPIE conferences specifically focused on nonimaging optics include 
Refs. 94−99. Reference 100 also provides a large number of selected papers. Textbooks on nonimag-
ing optics include Refs. 4 and 101. Topical articles include Refs. 102 and 103.

Discussions of biological nonimaging optic systems have also been written.104−108

Tapered Lightpipes

Lightpipes can be used to transport flux from one location to another. This can be an efficient 
method to transport flux, especially if total internal reflection (TIR) at the lightpipe surface is utilized 
to provide lossless reflections. Lightpipes can provide annular averaging of the flux. In addition, if the 
lightpipe changes in size from input to output over a given length (e.g., the lightpipe is tapered), then 
the change in area produces a corresponding change in angles. If the taper occurs over a long enough 
distance, then in most cases the etendue will be preserved (see, for example, Ref. 109). If the taper 
occurs over too short a length, the etendue will not be preserved, which can result in an increase in 
angles or possibly rays lost, such as when they are reflected back toward the input.

An interesting geometric approach to determining if meridional rays in a conical lightpipe 
can propagate from input to output end was shown by Williamson,110 and is informally called the 
Williamson construction or a tunnel diagram. An example is shown in Fig. 10, where the duplicate 
copies of the primary lightpipe are all centered about a single point. Where the rays cross the copies 

Full involute Partial involute Partial involute
with gap

FIGURE 9 Full involute, partial involute, and involute with gap. Rays tangent 
to the source reflect back toward the same location on the source.
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.13

shows the position and at what angle the rays will hit the primary lightpipe. As seen in Fig. 10, the rays 
that do not cross the output end of any of the copies of the cone are also the rays that are reflected back 
out the input end of the cone. Other analyses of tapered geometries have been performed by Welford4 
(pp. 74−76), and Meyer111 provides numerous references.

Witte112 has performed skew ray analysis using a variation of the Williamson construction. Witte 
also shows how a reference sphere centered at the point where the cone tapers to a point can be used to 
define a pupil when cones are used in conjunction with imaging systems analysis. Burton113 simplified 
the expressions provided by Witte.

Vector flux investigations have shown that a cone is an ideal concentrator for a sphere (Ref. 114, 
p. 539). An important implication of this result, which is similar to the information presented by 
Witte,112 is that a cone concentrator can be analyzed by tracing from the cone input aperture to the 
surface of a sphere. If the rays hit the sphere surface, then they will also hit the sphere after propa-
gating through the lightpipe. This is true for both meridional and skew rays.

CPC

A compound parabolic collector (CPC) can be used to concentrate the radiation from a clipped 
Lambertian source in a nearly etendue-preserving manner. Welford4 provides a thorough description 
of CPCs. An example CPC is shown in Fig. 11, where the upper and lower reflective surfaces are 
tilted parabolic surfaces. The optical axis of the parabolic curves is not the same for the upper and 
lower curves, hence the use of the term compound.

Ray fan

Parabola
optical axis

Parabola
vertex

Compound parabola
concentrator

f1

(a) (b)

FIGURE 11 Compound parabolic concentrator (CPC). (a) Upper parabolic curve of CPC. 
Circles are drawn to identify the parabola vertex and the edges of the CPC input and output apertures. 
(b) Compound parabola concentrator.

R

Rays that miss output end are the
same ones that are rejected when

cone is traced

Cones are centered where
primary comes to a point

FIGURE 10 Williamson construction. Multiple copies of the primary cone are drawn. 
Where rays cross, there copies are the same as where they hit the actual cone. Rays that do not 
cross the output end are reflected back to the input end.
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39.14  RADIOMETRY AND PHOTOMETRY

In 2D, the CPC has been shown to be an ideal concentrator.4 In 3D, a small fraction of skew rays 
are rejected and bound the performance. For a CPC, this skew ray loss increases as the concentration 
ratio increases. Optimization procedures have produced designs that provide slightly better perfor-
mance than the CPC in 3D.37 Molledo115 has investigated a crossed cylindrical CPC configuration.

The length of a CPC concentrator is

 Length /in out in= +( ) tan( )R R θ  (12)

A particularly important aspect of the CPC is that the length is minimized for the case where the 
input port can see the exit port. If the distance between the input and output ports is made smaller 
than the CPC length, then rays higher than the maximum design angle could propagate directly 
from input to output aperture. The reduction in concentration is often small, so many practical 
systems use truncated CPC-like designs.90,116−118 A cone that is the same length as an untruncated 
CPC will provide lower concentration, but as the cone is lengthened, the performance can exceed 
the performance of the CPC.

In the literature, CPC is sometimes used to denote any ideal concentrator. For nonplanar receivers, 
the reflector shape required to create an ideal concentrator is not parabolic. The convention is to use 
CPC-type.

An example of a CPC-type concentrator for a tubular receiver is shown in Fig. 12. Part of the reflector 
is an involute and the remainder reflects rays from the extreme input angle to the tangent of the 
receiver. The design of CPC-type concentrators for nonplanar sources has been described.4,116,119,120 
Designs with gaps between reflector and receiver121−123 and with prisms attached to the receiver124,125 
have also been described.

CPC-type geometries are also used in laser pump cavities.126

Arrays of CPCs or CPC-like structures have also been applied to the liquid crystal displays,127,128 
illumination,89 and solar collection.129

CEC

When the source of radiation is located at a finite distance away from the input port of the concentra-
tor, a construction similar to the CPC can be used; however, the reflector surface is now elliptical.130 In 
a similar manner, if the source of radiation is virtual, then the reflector curvature becomes hyperbolic. 
These two constructions are called compound elliptical concentrators (CEC) and compound hyperbolic 
concentrators (CHC). A CEC is shown in Fig. 13, where the edge of the finite size source is reimaged 
onto the edge of the CEC output aperture. Hottel strings can be used to compute the etendue of the col-
lected radiation (see Sec. 39.2). The CPC is similar to the CEC, except the edge of the source is located at 
infinity for the CPC.

FIGURE 12 A CPC-type reflector for a 
tubular source.
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.15

CHC

A CHC is shown in Fig. 14 where the rays that pass through the finite-size aperture create a virtual 
source. The CHC concentrates the flux. Arrangements where the CHC is just a cone are possible.131 
Gush132 also describes a hyperbolic cone-channel device.

If the virtual source is located at the output aperture of the concentrator, then an ideal concen-
trator in both 2D and 3D can be created (see Fig. 15). Generically, this is a hyperboloid of revolu-
tion and is commonly called a trumpet.133 The trumpet maps the edge of the virtual source to ±90°. 
The trumpet can require an infinite number of bounces for rays that exit the trumpet at nearly 90°, 
which can limit the performance when finite-reflectivity mirrors are used.

DCPC

The CPC construction can also be applied when the exit port is immersed in a material with a high 
index of refraction. Such a device is called a dielectric compound parabolic concentrator (DCPC).134 
This allows concentrations higher than those found when the exit port is immersed in air. In this 
immersed exit port case, the standard CPC construction can still be used, but the exit port area is now 
n times smaller in 2D and n2 smaller in 3D. Another motivation for a DCPC is that the reflectivity 

CEC
entrance

Elliptic shape
CEC output

port

Finite size
source

f2

f1
f1

FIGURE 13 Compound elliptical concentrator (CEC). Rays originating at finite size source and col-
lected at the CEC entrance are concentrated at the CEC output port. Edge of source is imaged onto edge of 
output aperture.

Finite size
aperture

Hyperbolic
reflecting surface

Virtual
source
plane

f2

f1 f1

f2

FIGURE 14 Compound hyperbolic concentrator for use with virtual source. Edge of virtual source is 
imaged onto the edge of the output port.
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39.16  RADIOMETRY AND PHOTOMETRY

losses for a hollow CPC can be minimized because TIR can provide lossless reflections. A DCPC 
is shown in Fig. 16. A DCPC that uses frustrated TIR at the DCPC to receiver interface has been 
investigated.135

A hollow CPC can also be attached to a DCPC to minimize the size of the DCPC.136 Extraction of 
flux from a high-index medium into a lower-index medium has been investigated137,138 using faceted 
structures.

Multiple Surface Concentrators

CPC-type concentrators can produce a long system when qin is small. To avoid excessively long systems, 
other optical surfaces are typically added. Often, a CPC-type concentrator is combined with a primary 
element such as a condensing lens or a parabolic reflector. There are also designs where the optical 
surface of the primary and the optical surface of the concentrator are designed together, which often 
blurs the distinction between primary and concentrator.

Lens + Concentrator There are numerous examples of lenses combined with a nonimaging device 
in the literature. One approach is to place a lens with the finite-size aperture shown in Figs. 13, 14, 
or 15 and illuminate the lens with a relatively small angular distribution. The lens produces higher 
angles that are then concentrated further using the conventional CPC, CEC, CHC, or trumpet. Such 
a combination typically produces a shorter package length than a CPC-type concentrator.

Finite size
aperture

Hyperbolic
reflecting surface

Virtual
source
plane

f2

f1

f2

f1

FIGURE 15 Trumpet with exit aperture located at virtual source plane. Rays “focused” at edge of 
virtual source exit the trumpet at ±90°.

Tilted parabola

Output port of DCPC
is immersed

Rays refract
at input port

FIGURE 16 Dielectric CPC: same as CPC, except output 
port is immersed.
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.17

A lens/CHC can be attractive because the CHC is placed between the lens and lens focal plane, 
whereas the CEC is placed after the lens focal plane. Thus, the lens/CHC provides a shorter pack-
age than a lens/CEC. Both the lens curvature and the CHC reflector can be optimized to minimize 
the effects of aberrations, or the combination can be adjusted so that the CHC turns into a cone. 
Investigations of lens/cone combinations include Williamson,10 Collares-Pereira,75 Hildebrand,139 
Welford,4 and Keene.140 Use of a cone simplifies fabrication complexity.

After the theoretical implications of the trumpet were recognized, Winston141 and O’Gallagher133 
investigated the case of a lens/trumpet.

When TIR is used to implement the mirrors, the mirror reflection losses can be eliminated, with 
the drawback that the package size grows slightly. A design procedure for a lens mirror combination 
with maximum concentration was presented by Ning,142 who coined the term dielectric total internal 
reflecting concentrator (DTIRC) and showed significant package improvements over the DCPC.

Eichhorn143 describes the use of CPC, CEC, and CHC devices in conventional optical systems, 
and uses explicit forms for the six coefficients of a generalized quadric surface.144 A related “imag-
ing” lens and reflector configuration is the Schmidt corrector system.145

Arrays of lenses with concentrators have also been investigated for use in illumination.146

Mirror + Concentrator There have been numerous investigations of systems that have a parabolic pri-
mary and a nonimaging secondary.137,147−150 Other two-stage systems have been investigated.29−31,151−153 
Kritchman154 has analyzed losses due to aberrations in a two-stage system.

Asymmetric concentrators have also been investigated. Winston152 showed that an off-axis para-
bolic system can improve collection by tilting the input port of a secondary concentrator relative to 
the parabolic axis. Other asymmetric designs have been investigated.155,156

Related two-mirror “imaging” systems (e.g., Ref. 60, Chap. 16) such as the Ritchey-Chretien can 
be used as the primary. Ries157 also investigated a complementary Cassegrain used for concentration.

Simultaneous Multiple Surfaces Minano and coworkers have investigated a number of concentra-
tor geometries where the edge of the source does not touch the edge of a reflector. The procedure 
has been called simultaneous multiple surfaces (SMS) and builds on the multisurface aspheric lens 
procedure described by Schultz.67 Minano uses the nomenclature R for refractive, X for reflective 
(e.g., refleXive), and I when the main mode of reflection is TIR. The I surface is typically used for 
refraction the first time the ray intersects the surface and TIR for the second ray intersection. The I 
surface is sometimes mirrored over portions of the surface if reflection is desired but the angles do 
not satisfy the TIR condition. Illustrative citations include RR,158 RX,159,160 and RXI.161,162 Example 
RX and RXI devices are shown in Fig. 17. SMS can be used to design all reflecting configurations.

(b)(a)

FIGURE 17 RX (a) and RXI (b) concentrators. The 
receiver is immersed in both cases. In the RXI case, the central 
portion of the refractive surface is mirrored.
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39.18  RADIOMETRY AND PHOTOMETRY

Restricted Exit Angle Concentrators with Lenses

If the angular distribution of the flux is constant across an aperture and the centroid of the distribu-
tion is normal to the aperture, then the distribution is called telecentric. Many optical systems require 
the transfer of flux from one location to another. If the desired distribution of flux at the second 
location is also telecentric, then the system is called doubly telecentric. An afocal imaging system can 
be modified to provide a doubly telecentric imaging system when used with finite conjugates. An 
example is shown in Fig. 18.

In nonimaging systems, flux must often be transferred from one aperture to another and the 
angular distribution at the second aperture must be constant across the aperture. However, the 
point-by-point mapping is not required in nonimaging systems. A single lens can provide this 
transfer of radiation, as shown in Fig. 19. This type of lens is a collimator and is similar to a Fourier 
transform lens; it has been called a beam transformer.163

The aberrations introduced by a lens can limit the etendue preservation of the aggregate flux col-
lected by the lens. The increase in etendue tends to become more severe as range of angles collected 
by the lens increases. Somewhere around f/1, the change can become quite significant.

p1/p2

q1/q2 concentrator29,163,164 maps a limited-angle Lambertian distribution with maximum angle 
q1 into another limited-angle Lambertian with maximum angle q2. One version of the q1/q2 is a 
compound parabolic construction with a cone replacing part of the small end of the CPC (Ref. 4, 
pp. 72–74, sec. 5.3). A picture is shown in Fig. 20. The length of a q1/q2 is given by the same equa-
tion as the CPC [e.g., Eq. (12)]. If the q1/q2 is hollow and q2 = 90°, then the cone disappears and 
the q1/q2 becomes a CPC.

FIGURE 18 Doubly telecentric system showing a twofold increase in size and a twofold decrease in 
angles.

q in = 2.5°
qout = 30°

Din = 16 mm

Dout = 1.46 mm

FIGURE 19 Condenser to provide an angle to area transformation and 
produce a distribution that is symmetric about the optical axis at both input and 
output planes. Din sin qin = Dout sin qout.
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.19

To reduce losses introduced by nonunity mirror reflectivities, a q1/q2 converter can also be created 
using a solid piece of transparent material. The design is similar to the hollow q1/q2 and must take 
into account the refraction of rays at the input and output port. A dielectric q1/q2 converter is shown 
in Fig. 21.

If the q1/q2 is an all-dielectric device, nearly maximum concentration for an air exit port can be 
obtained without the mirror losses of a hollow CPC; however, Fresnel surface reflections at the input 
and output ports should be considered.

Similar to the lens-mirror combination for maximal concentration, the q1/q2 can be implemented 
with a lens at the input port. Going one step further, the output port of the q1/q2 can also incorporate 
a lens. Similar to a Galilean telescope, the q1/q2 with lenses at both the input and output ports can 
provide a short package length compared to embodiments with a flat surface at either port.164

In many cases, a simple tapered cone can be used to implement a q1/q2 converter. One reason 
is that when the difference between q1 and q2 is small, the compound parabolic combined with a 
cone is nearly identical to a simple cone. By using an approximation to the ideal shape, some of the 
flux within q1 maps to angles outside of q2. In many practical systems, the input distribution does 
not have a sharp transition at q1, so a small mapping outside of q2 has minor impact. In general, the 
transition can be made sharper by increasing the cone length; however, there may be multiple local 
minima for a specific situation.165

Uniformity at the output port of a q1/q2 compared to a CPC has been investigated.166 Tabor118 
describes hot spots that can occur with CPCs used in solar energy systems. Edmonds125 uses a prism 
where hot spots that may occur are defocused after propagating through the prism. Emmons167 discusses 
polarization uniformity with a dielectric 90/30 converter.

Two CPCs can be placed “throat-to-throat” to provide a q1/q2 converter that also removes angles 
higher than the desired input angle.168 The removal of higher angles is a result of the CPCs ability 
to transfer rays with angles less than q1 and reject rays with angles greater than q1. Two nonimaging 
concentrators have also been investigated for use in fiber-optic coupling.169

FIGURE 20 q1/q2 implemented using cone with compound parabolic. (a) Construction information. 
(b) q1/q2, (b) compound parabola + cone.

FIGURE 21 Dielectric q1/q2 implemented using cone with com-
pound parabolic. The rays refract at the input port, total internally 
reflect (TIR) at the sidewalk, and then refract at the output port.
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39.20  RADIOMETRY AND PHOTOMETRY

Tight lightpipe bends are also made possible by inserting a bent lightpipe between the throats of 
the two concentrators.33 In the special case of q1 = q2 = 90°, a bent lightpipe has also been used as an 
ideal means to transport the flux for improved packaging.170

2D versus 3D Geometries

Skew Ray Limits One of the standard design methods for concentrators has been to design a system 
using a meridional slice and then simply rotate the design about the optical axis. In some cases, such 
as the CPC used with a disk receiver, this may only introduce a small loss; however, there are cases 
where the losses are large.

The standard CPC-type concentrator for use with a circular receiver90,171 is an example where this 
loss is large. To assess the loss, compare the 2D and 3D cases. In 2D a concentrator can be designed 
where the input port is 2Rin with a ± qin angular distribution; the size of the tube-shaped receiver is 
2 2π θR Rtube in in= sin . The 2D case provides maximum concentration. In the 3D case where the 2D 
design is simply spun about the optical axis, the ratio of the input etendue to the output etendue 
is π π θ π πR Rin in tube

2/( ) /2 2 24 4 2 5sin . .= ∼  The dilution is quite large. Feuermann172 provides a more 
detailed investigation of this type of 2D-to-3D etendue mismatch.

Ries93 shows how skew preservation in a rotationally symmetric system can limit system perfor-
mance even though the etendue of the source and receiver may be the same. The skewness distribu-
tions (detendue/dskewness as a function of skewness) for an example disk, sphere, and cylinder aligned 
parallel to the optical axis are shown in Fig. 22. The etendues of the disk, sphere, and cylinder are all the 
same. A second example where a cylinder is coupled to a disk is shown in Fig. 22b. This figure highlights 
losses and dilution. For skew values where the skewness distribution for the receiver is greater than the 
source, dilution occurs. Where the source is greater than the receiver, losses occur. If the size of the disk 
is reduced, then the dilution will also decrease, but the losses increase. If the disk is made bigger, then the 
losses decrease, but the dilution increases. Skew ray analysis of inhomogeneous sources and targets has 
also been considered.173

Star Concentrator One way of avoiding the skew ray limit in a system with a rotationally sym-
metric source and a rotationally symmetric receiver is to avoid the use of rotationally symmetric 
optics to couple the flux from source to target. A device called a star concentrator has been devised174 
and shown to improve the concentration. The star concentrator derives its name from the fact that 
the cross section of the concentrator looks like a star with numerous lobes. The star concentrator 
is designed using a global optimization procedure. Performance of the star concentrator, assuming 
a reflectivity of 1, provides performance that exceeds the performance possible using a rotationally 

FIGURE 22 Skewness distributions (Ries93). (a) Skewness distribution for a disk with unit radius, a cyl-
inder with length = 2 and radius = 0.25, and a sphere of radius 0.5. The etendue for all three cases is constant, 
(b) Comparison of the coupling of a disk to a cylinder where the coupled flux is distinguished from the losses 
and the dilution.
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.21

symmetric system. The star concentrator approach has also been investigated for the case of coupling 
from a cylindrical source to a rectangular aperture.7,175

Image Dissectors The problem of coupling flux from a rotationally symmetric source to a spec-
trometer slit motivated some earlier efforts to overcome the skewness limit. Benesch176 shows a sys-
tem with two sets of facets that “dissect” an X by Y aperture into N regions of size X/N by Y and relay 
those images to create an X/N by NY region. The dissection can be done while preserving the NA of 
the input (e.g., the etendue is preserved but the skew is changed). Benesch calls this system an optical 
image transformer and it is similar in function to Bowen’s image slicer.177 Refractive versions are also 
possible (see for example Ref. 178). One issue that must be addressed for some systems, which use 
these dissectors, is that the adjoining regions of the X/N by Y areas can produce a nonuniform illumi-
nance distribution. Laser arrays can also use dissectors to improve performance.179,180

Tandem-lens-array approaches can be used that provide the image dissection and superimpose 
all the images rather than placing them side by side.181,182

An example of a refractive image dissector compared to a lens array is shown in Fig. 23. The 
image dissector breaks an input square beam into four smaller square regions that are placed side by 
side at the output. The lens array breaks the input beam into four rectangles that are superimposed 
at the output. Both systems use field lenses at the output. The lens array does not have a gap between 
mapped regions at the output plane compared to the dissector.

Fiber bundles can also be used as image dissectors. For example, the fibers can be grouped in a 
round bundle at one end and a long skinny aperture at the other end. Feuermann183 has provided a 
recent investigation of this idea. If the fibers in the bundle have a round cross section, tapering the 
ends of each of the fibers can help improve the uniformity at the output.184 Special systems that use 
slowly twisted rectangular light guides have also been investigated for scintillators,185−187 document 
scanning,188,189 and microlithography.190

Bassett191 also shows that arrays of ideal fibers can be used to create ideal concentrators, and 
Forbes192 uses the same approach to create a q1/q2 transformer.

Geometrical Vector Flux

The edge ray design method does not show how the jumble of rays from multiple reflections yields 
a Lambertian output. The geometric vector formalism was investigated in an attempt to understand 
the process. Summaries can be found in Bassett101 and Welford.4 The proof that a trumpet provides 
ideal performance has been performed using the flow line concept.114

(a) (b)

FIGURE 23 Square-to-rectangular mapping with an image dissector (a) and a lens array (b) where 
the output angular distribution is symmetric. The image dissector uses an array of discrete field lenses. The 
lens array uses a single field lens.
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39.22  RADIOMETRY AND PHOTOMETRY

The vector flux formalism provides the lines of flow and loci of constant geometric vector flux J. 
The vector J is the PSA for three orthogonal patches where the PSA on the front side of a patch can 
subtract from the PSA on the back side. The magnitude of J describes what the PSA would be for a 
surface aligned perpendicular to J. The flow line concept uses the idea that an ideal mirror can be 
placed along lines of flow without modifying the flow.

In the context of vector flux, the CPC, q1/q2, and light cone are discussed in Winston.141 The 
light cone is demonstrated using an orange in Winston.95 The 2D CEC and q1/q2 are discussed 
by Barnett.193,194 Gutierrez195 uses Lorentz geometry to show that other rotationally symmetric 
ideal concentrators can be obtained using surfaces that are paraboloid, hyperboloid, and ellipsoid. 
Greenman196 also describes vector flux for a number of ideal concentrators.

Edge Rays

The design of nonimaging optics has been facilitated by the use of the edge ray method4,68,101,197 and 
is sometimes called the string method.4,8 In the design of an ideal concentrator, the main principle is 
that extreme rays at the input aperture must also be extreme rays at the output aperture. Minano198 
describes the edge rays as those that bound the others in phase space. In many cases, the result is 
that the edge of the source is imaged to the edge of the receiver, and the reflector surface to perform 
the mapping is a compound conic. When the location of the source edge or the receiver edge is not 
constant (e.g., a circular source), the required reflectors are not simple conies (e.g., see the preceding 
section). Gordon199 describes a complementary construction that highlights the fact that what is 
conventionally the “outside” of a concentrator can also be used in nonimaging optics.

Davies200 further explores the continuity conditions required by the edge-ray principle. Ries201 
refines the definition of the edge ray principle using topology arguments. Rabl202 shows examples where 
the analysis of specular reflectors and Lambertian sources can be performed using only the edge rays.

Tailoring a reflector using edge rays is also described in the next section.

Inhomogeneous Media

A medium with a spatially varying index of refraction can provide additional degrees of freedom 
to the design of nonimaging optics. In imaging optics, examples of inhomogeneous media include 
Maxwell’s fisheye and the Luneburg lens.4,18 In concentrator design, 2D and 3D geometries have 
been investigated.198,203

39.6 UNIFORMITY AND ILLUMINATION

In many optical systems, an object is illuminated and a lens is used to project or relay an image of 
the illuminated object to another location. Common examples include microscopes, slide projec-
tors, overhead projectors, lithography, and machine vision systems. In a projection system the uni-
formity of the projected image depends upon the object being illuminated, the distribution of flux 
that illuminates the object, and how the projection optics transport the object modulated flux from 
object to image. The portion of the system that illuminates the object is often called the illumination 
subsystem.

Beam forming is another broad class of illumination systems. In beam forming, there is often 
no imaging system to relay an image of the illuminated object. Since the human eye is often used 
to view the illuminated object, the eye can be considered an imaging subsystem. Application 
examples include commercial display cases, museum lighting, room lighting, and automotive 
headlamps.

Approaches to provide uniform object illumination are discussed in this section. The discussed 
approaches include Kohler/Abbe illumination, integrating cavities, mixing rods, lens array, tailored 
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.23

optics, and faceted structures. Many of the approaches discussed in this section can be designed to 
preserve etendue, but the design emphasis is on uniformity so they have been placed in this section 
rather than the preceding one.

Classic Projection System Uniformity

In classical projection systems, there is typically a source, a transparency (or some other item to 
be illuminated), and a projection lens. There are two classic approaches to obtaining uniformity 
in those systems: Abbe and Kohler illumination (see Fig. 24). In both cases, a source illuminates a 
transparency that is then often imaged onto a screen. Transparency is a general term that includes 
items such as spatial light modulators, film, slides, gobos, and microscope slides. 

Some general references regarding Abbe/Kohler illumination include Jones,204 Kingslake,205 

O’Shea,206 Wallin,207 Weiss,208 Ray (pp. 455−461),66 Bradbury,209 Inoue,210 and Born.18 A descrip tion of 
Kohler with partial coherence is included in Lacombat.211

Abbe Abbe (also called Nelsonian and Critical illumination) images the source onto the transparency. 
When the source is spatially uniform, the Abbe approach works fine. A frosted incandescent bulb is 
a good example. Sometimes a diffuser is inserted in the system and the diffuser is imaged onto the 
transparency. Fluorescent tubes are another case where a light source provides excellent spatial uni-
formity. The luminance of sources that are spatially uniform is typically lower than that of sources 
that are not uniform.

Kohler Even though the source’s illuminance distribution may be nonuniform, there are often 
uniform regions of the source’s intensity distribution. This phenomenon is used in the design of 
Kohler-type systems where the source is imaged into the projection lens aperture stop and a map-
ping of the source intensity distribution illuminates the transparency. One reason this approach 
works well is that far from the source, the illuminance distribution over a small area is independent 
of where the flux originated. This tends to provide uniformity over portions of the source’s inten-
sity distribution.

A nearly spherical reflector is sometimes added behind the source to improve the collection effi-
ciency of a Kohler illumination system. Typically, the spherical reflector produces an image of the 
source that is aligned beside the primary source. The direct radiation from the source and the flux 

Kohler

Abbe

Lens to image
source into

projection lens

Lens to image
source onto

transparency

Projection
lens

group

Projection
lens

group

Screen

Screen

Transparency

Transparency

FIGURE 24 Abbe versus Kohler layout comparison.
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39.24  RADIOMETRY AND PHOTOMETRY

from the image of the source then become the effective source for the Kohler illuminator. If the source 
is relatively transparent to its own radiation, then the image of the source can be aligned with the 
source itself. Blockage by electrodes and leads within the bulb geometry often limit the flux that can 
be added using the spherical reflector. Scattering and Fresnel surface reflections also limit the possible 
improvement. Gordon212 provides a recent description of a back reflector used with filament sources.

In Kohler illuminators, tailoring the illuminance distribution at the transparency to provide a 
desired center-to-edge relative illumination can be performed using the edge ray approach described 
by Zochling.213 Medvedev82 also applied the edge ray principle to the design of a projection system. 
The other tailoring approaches described later in this section may also be relevant.

Integrating Cavities

Integrating cavities are an important example of nonimaging optics that are used in precision 
photometry,16 backlighting systems, collection systems (Basset,101 Sec. 7, and Steinfeld214), scanners,41 
and reflectometers.215 They provide a robust means for creating a distribution at the output port 
that is independent of the angular and spatial luminance distributions at the input port, thereby 
removing “hot spots” that can be obtained using other methods. Integrating cavities are limited by 
a trade-off between maximizing the transmission efficiency and maximizing the luminance at the 
output port. The angular distribution exiting the sphere is nominally an unclipped Lambertian, but 
there are a number of techniques to modify the Lambertian distribution.216

Nonuniformities with Integrating Spheres Integrating cavities, especially spherically shaped cavities, 
are often used in precision photometry where the flux entering the sphere is measured using the flux 
exiting the output port of the sphere. For precision photometry, the angular distribution of the exiting 
flux must be independent of the entering distribution. In general, the flux is scattered multiple times 
before exiting the sphere, which provides the required independence between input and output distri-
butions. The two main situations where this independence is not obtained are when the output port 
views the input port and when the output port views the portion of the sphere wall in which the direct 
illumination from the input port illuminates the sphere wall.

Figure 25 shows an integrating sphere with five ports. A source is inserted into the upper port 
and the other four ports are labeled. Figure 26 shows the intensity distribution that exits output 
port 1 of the sphere shown in Fig. 25. The structure in the exiting intensity distribution is roughly 
Lambertian, but there are nonuniformities in the distribution that occur at angles that can “see” the 
source or the other output ports. To highlight this effect, rotated views of the sphere are included in 
Fig. 26. The bright peak in the intensity distribution occurs at the view angle where the output port 

Input port
with source

Output port 2

Output port 1

Output port 4

Output port 3

FIGURE 25 Spherical integrating cavity with one 
input port and four output ports.
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.25

can “see” direct radiation from the source. The dips in the intensity distribution occur at view angles 
where the output port can “see” the unused ports in the sphere.

If the source is replaced by a relatively collimated source that illuminates only a small region 
of the cavity interior (e.g., a collimated laser), then the output port intensity also shows a peak as 
shown in Fig. 27.

Peak from direct view of bulb

Dip from “other” hole

FIGURE 26 Relationship between the intensity distribution from the flux that exits 
an integrating sphere to what you see when looking back into the sphere.

FIGURE 27 Intensity distribution (a) for an integrating sphere (b)
that is illuminated with a highly collimated source. The flux that exits the 
sphere with only one bounce produces a higher intensity than the flux that 
rattles around and exits in a more uniform manner. The intensity distribu-
tion is shown normal to the orientation of the output port.

(a) (b)

Input port with laser

Output
port

2" Diameter sphere
three 0.5" input ports
one 0.4" output port

Flux from 1 “bounce”

Input port “dip”

Intensity distribution

39_Bass_v2ch39_p001-052.indd 39.25 8/24/09 6:18:17 PM

DO
 N

OT
 D

UP
LI

CA
TE



39.26  RADIOMETRY AND PHOTOMETRY

Three methods that are often used in precision photometry to create an output intensity distribu-
tion that is independent of the input involve the use of baffles, satellite spheres, and diffusers. Baffles 
block radiation from exiting the sphere directly, thereby forcing the exiting flux to scatter multiple 
times before exiting the sphere. A satellite sphere is a secondary sphere that is added to the primary 
sphere. Diffusers superimpose flux from multiple angles to provide an averaging effect that removes 
observable structure.

Finite-thickness walls at the exit port will also alter the view angle of external ports and can 
improve the on-axis intensity because light that reflects off of the walls can go back into sphere and 
have a chance to add to the output.

Efficiency versus Luminance An important aspect of an integrating cavity is that structure in the 
angular and spatial distribution of the source’s light flux are removed by multiple reflections from 
the diffuse reflector. Under the assumption that the flux inside of an integrating sphere is scattered 
in a Lambertian manner, Goebel217 has provided a description of the relationship between the frac-
tion of flux that enters the sphere and the fraction of flux that exits the sphere (see also the Technical 
Information chapter in the LabSphere catalog). Goebel’s results can be used to show that the ratio of 
the flux that exits the sphere via one port to the flux that exits out another port is

 
Efficiency output sphere

input input

= =
− −

η
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f R f1 ooutput output sphere sphereR f R−  
(13)

where fsphere = (total sphere surface area – port areas)/total sphere surface area

 foutput = output port area/total sphere surface area

 finput = input port area/total sphere surface area

 Rx = reflectivity of x

When the input and output have zero reflectivity, the result is
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Averaging the input flux over a hemisphere gives a ratio of the luminance at the output port to 
the luminance at the input port of
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When the input and output ports have zero reflectivity, then the result is

 
Output luminance
Input luminance

sphere inp=
R f uut

sphere sphere1− f R  
(16)

The efficiency and the ratio of input to output luminances are shown in Fig. 28 for the case of 
Rsphere = 98.5 percent.

When the fractional input port size equals the fractional output port size, the sphere transmis-
sion is less than 50 percent and the output luminance is less than 50 percent of the input luminance. 
Increasing the output port size provides higher transmission, but the luminance of the output port is 
now less than 50 percent of that of the input port. Reducing the output port size can increase the out-
put luminance to values greater than the input luminance; however, the transmission is now less than 
50 percent. Thus, an integrating cavity offers the possibility of improving uniformity at the expense of 
either luminance or efficiency.

Integrating Cavity with Nonimaging Concentrator/Collectors The flux exiting an integrating cavity 
tends to cover a hemisphere. Adding a nonimaging collector, such as a CPC, to the output port can 
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reduce the angular spread. The integrating cavity can also include a concentrator at the input port 
so as to minimize the size of the input port if the angular extent of the radiation at the input port 
does not fill a hemisphere.

A CEC can be added to the output port of an integrating cavity so that the portion of the sphere 
surface that contributes to the output distribution is restricted to a region that is known to have uniform 
luminance.215 Flux outside of the CEC field of view (FOV) is rejected by the CEC. CPCs and lenses 
with CHCs have also been investigated.215,218,219

Modifying the Cavity Output Distribution Prismatic films can also be placed over the exit port of 
an integrating cavity, which is an approach that has been used by the liquid crystal display commu-
nity (e.g., the BEFII films commercialized by 3M). The prismatic films increase the intensity at the 
angles that exit the sphere by reflecting the undesired angles back into the sphere so that they can 
be rescattered and have another chance to exit the sphere. For systems that require polarized light, 
nonabsorbing polarizing films can also be used to return the undesired polarization state back into 
the sphere.

Another approach to selectively controlling the exit angles is the addition of a hemispherical or 
hemiellipsoid reflector with a hole in the reflector. Webb220 described this approach for use with lasers.

In a similar manner, reflecting flux back through the source has been used with discharge 
sources, and is especially effective if the source is transparent to its own radiation.

Mixing Rods (Lightpipes)

When flux enters one end of a long lightpipe, the illuminance at the other end can be quite uniform. 
The uniformity depends upon the spatial distribution at the lightpipe input, the intensity distribu-
tion of the input flux, and the shape of the lightpipe.306 Quite interestingly, straight round lightpipes 
often do not provide good illuminance uniformity, whereas some shapes like squares and hexagons 
do provide good illuminance uniformity. This is shown in Fig. 29.

Shapes (Round versus Polygon) Square lightpipes have been used very successfully to provide 
extremely uniform illuminance distributions. To understand how a lightpipe works, consider the 
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FIGURE 28 Input to output transmission (a) and relative output luminance (b) for the case of sphere reflectivity = 
0.985. The different curves are for various input port fractional areas.
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illuminance distribution that would result at the output face of the lightpipe if the lightpipe’s side-
walls were removed. Including the sidewalls means that various regions of the illuminance distri-
bution with no lightpipe are superimposed. In the case of a square, the multiple regions add in a 
controlled manner such that there is improved uniformity by virtue of the superposition of multiple 
distributions. If the source distribution is symmetric about the optical axis, then distributions with 
a positive slope are superimposed onto distributions with a negative slope. This means that the uni-
formity from N distributions can be better than the addition of N uncorrelated distributions that 
would provide uniformity with a 1/ N  standard deviation.

One way to view the operation of a rectangular mixing rod is to consider the illuminance distri-
bution that would occur at the output face of the mixing rod if no sidewall reflections were present. 
The sidewalls force subregions of this unreflected illuminance distribution to superimpose in a 
well-controlled manner.221 This is shown in Fig. 30, where a Williamson-type construction is shown 
on the left. The illuminance distribution at the lightpipe output with no sidewalls is also shown, as 
is the superposition of the subregions when sidewall reflection is included. Every other subregion 
is inverted because of the reflection at the sidewall. This inversion provides a difference between a 
lightpipe used for homogenization and a lens array.

Figure 31 shows the results of a Monte Carlo simulation where a source with a Gaussian illumi-
nance distribution and a Gaussian intensity distribution are propagated through a square lightpipe. 
The illuminance at the lightpipe input and output faces is shown in the top of the figure. The illu-
minance distribution in the lower right shows the illuminance distribution if no sidewall reflections 
occurred. Lines are drawn through the no-sidewall reflection illuminance distribution to highlight 
the subregions that are superimposed to create the illuminance distribution when the lightpipe is 
present. The lower left illuminance distribution results from propagating the flux from the output 
end of the lightpipe back to the input end. Multiple images of the source are present, similar to the 
multiple images observed in a kaleidoscope. This kaleidoscope effect is one reason why lightpipe 
mixing is sometimes considered to be the superposition of multiple virtual sources.

In general, if the cross-sectional area is constant along the lightpipe length, and the area is 
covered completely by multiple reflections with respect to straight sidewalls of the lightpipe, then 
excellent uniformity can be obtained. The shapes that provide this mirrored tiling include squares, 
rectangles, hexagons, and equilateral triangles.222 A square sliced along its diagonal and an equi-
lateral triangle sliced from the center of its base to the apex will also work. Pictures of these shapes 

Reflector with
extended source

Lightpipe

FIGURE 29 When flux from a source is coupled into a mixing rod, the illuminance 
at the output end of the mixing rod is significantly affected by the shape of the lightpipe. 
Square and hexagonal lightpipes work much better than round or many other regular 
polygons.
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Flip

Flip

Total illuminance

Illuminance at lightpipe output is the
superposition of subdistributions

Input

Lightpipe

100–2.5
–0.5

0.5
2.5

1.5
–1.5

500

Illuminance at lightpipe
output with no sidewall

reflections

Overlap

Overlap

+ + + + =

FIGURE 30 Flip-and-fold approach221 for use with rectangular mixing rods. Subregions of the illumi-
nance at the lightpipe output with no sidewall reflections are superimposed to create a uniform distribution. 
The lightpipe is shown shaded and a Williamson construction is included. The path of one ray is shown with 
and without sidewall reflection.

FIGURE 31 Example with a source that has a Gaussian 
intensity distribution. If the source is propagated to the end of the 
lightpipe without sidewall reflections, the illuminance distribution 
at the output can be sliced into distinct regions. These regions are 
superimposed to create the illuminance distribution that actually 
occurs with the sidewall reflections. If the flux at the lightpipe 
output is propagated virtually back to the input end, the multiple 
images can be observed.

Lightpipe

Input end

Defocused back
to input end

Output end,
no sidewalls

Output end
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39.30  RADIOMETRY AND PHOTOMETRY

arranged in a mirror-tiled format are shown in Fig. 32. The lightpipe length must be selected so as 
to provide an adequate number of mirrored regions. In particular, the regions near the edge that do 
not fill a complete mirror-tiled subregion must be controlled so that they do not add a bias to the 
output distribution.

Shapes that do not mirror-tile may not provide ideal uniformity as the lightpipe length is 
increased, at least for a small clipped Lambertian source placed at the input to the lightpipe. One 
explanation is shown in Fig. 33.

Round lightpipes can provide annular averaging of the angular distribution of the flux that enters 
the input end. Because of this, the illuminance distribution along the length of the lightpipe tends 
to be rotationally symmetric; however, the illuminance distribution tends to provide a peak in the 
illuminance distribution at the center of the lightpipe. The magnitude of this peak relative to the 
average varies along the length of the lightpipe. If the distribution entering the lightpipe is uniform 
across the whole input face, and the angular distribution is a clipped Lambertian, then the round 
lightpipe maintains the uniformity that was present at the input end. However, if either the input 
spatial distribution or the input angular distributions are not uniform, then nonuniform illuminance 
distributions can occur along the lightpipe length. This presents the interesting effect that a source 
can be coupled into a square lightpipe of adequate length to provide a uniform illuminance distribu-
tion at the lightpipe output face; however, if the angular distribution is nonuniform and coupled into 
a round lightpipe, then the illuminance at the output face of the round lightpipe may not be uniform.

Periodic Distributions If the unmirrored illuminance distribution has a sinusoidal distribution 
with certain periods that match the width of the lightpipe, then the peaks of the sinusoid can overlap. 
A Fourier analysis of the lightpipe illuminance distribution can help to uncover potential issues.221

Length The length of the lightpipe that is required to obtain good uniformity will depend upon 
the details of the source intensity distribution. In general, overlapping a 9 × 9 array of mirrored 
regions provides adequate uniformity for most rotationally symmetric distributions. For an f/1 dis-
tribution with a hollow lightpipe, this means that the lightpipe aspect ratio (length/width) should 
be greater than 6:1. For a lightpipe made from acrylic, the aspect ratio needs to be more like 10:1.

Solid versus Hollow In addition to a solid lightpipe requiring a longer length to obtain a given uni-
formity, the design of the solid case should consider the following: Fresnel surface losses at the input 

FIGURE 32 Mirror-tiled shapes that can ensure uniformity with adequate length.

Hexagon “tiles” Pentagon does not “tile”

FIGURE 33 Diagram showing why pentagon does not tile like 
the hexagon. Simulation results are shown in Fig. 29.
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.31

and output ends, material absorption, cleanliness of the sidewalls (heat shrink Teflon can help here), 
and chipping of the corners. For the hollow case, some considerations include dust on the inside, 
coatings with reflectivities of less than 100 and angular/color dependence, and chips in mirrors where 
the sidewalls join together.221

With high-power lasers and high-power xenon lamps, a solid coupler may be able to handle the 
average power density, but the peak that occurs at the input end may introduce damage or simply 
cause the solid lightpipe to shatter.

Hollow lightpipes can also be created using TIR structures.223,224

Angular Uniformity Although the illuminance at the output end of a lightpipe can be extremely 
uniform, the angular distribution may not be, especially the “fine” structure in the distribution. One 
method to smooth this fine structure issue is to add a low-angle diffuser at the lightpipe output 
end.225 A diffuser angle that is about the angular difference between two virtual images is often suf-
ficient. Since multiple images of the source are usually required to obtain illuminance uniformity at 
the lightpipe output, the diffuser does not increase the etendue much. Making the lightpipe longer 
reduces the angular difference between neighboring virtual images and the required diffuser angle is 
reduced accordingly. Combinations of lightpipes and lens arrays have also been used.226

Tapered Lightpipes If the lightpipe is tapered, meaning that the input and output ends have dif-
ferent sizes, excellent uniformity can still be obtained. Since the lightpipe tends to need a reasonable 
length to ensure uniformity, the tapered lightpipe can provide reasonable preservation of etendue. 
This etendue preservation agrees with Garwin’s3 adiabatic theorem. In general, for a given light pipe 
length, better mixing is obtained by starting with high angles at the light pipe input and tapering to 
lower angles than if the input distribution starts with the lower angles.227 A Williamson construction 
can be used to explain why the tapered pipe has more virtual images than a straight tapered case. 
Tapered lightpipes have been used with multimode lasers228 and solar furnaces.222

An example with a small Lambertian patch placed at the entrance to a tapered lightpipe and a 
straight lightpipe is shown in Fig. 34. The input NA for the untapered case is 0.5/3 for the 100-mm-long 

FIGURE 34 Tapered lightpipe example. The upper and lower rows are for the tapered and untapered cases, respectively. 
Moving left to right, the drawings show the source when defocused from the lightpipe output back to the lightpipe input, a 
Williamson construction, the no-sidewall illuminance at the lightpipe output, the illuminance at the lightpipe output, and 
the angular distribution of the flux exiting the lightpipe.
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39.32  RADIOMETRY AND PHOTOMETRY

straight lightpipe and 0.5 for the 100-mm-long tapered lightpipe. The input size of the straight light-
pipe is a square with a 30-mm diagonal. The input size of the tapered lightpipe is a 10-mm diagonal 
and the output size is a 30-mm diagonal. The Williamson construction shows that the extreme rays 
for the 0.5-NA meridian have almost three bounces for the tapered case, but only slightly more than 
one bounce for the extreme ray in the 0.5/3-NA straight lightpipe case. The illuminance distribution 
that would occur at the lightpipe output if the lightpipe sidewalls were removed is shown in Fig. 34. 
Gridlines are superimposed on the picture to highlight that the tapered case has numerous regions 
that will be superimposed, but the superposition will be small for the straight lightpipe case. The 
tapered case provides superior uniformity, although the output NA in the tapered case is higher 
than 0.5/3 because the angular distribution has “tails.” These results are obtained using a source that 
is a small Lambertian patch. The comparison is typically far less drastic when the input face of the 
lightpipe is better filled.

Applications of Mixing Rods Mixing rods have found use in a number of applications. Examples 
include projection systems,229 providing uniformity with a bundle of fibers using discharge lamps,227 
fiber-to-fiber couplers,230 and solar simulators.222

Mixing rods have also been used with coherent sources. Some applications include semiconduc-
tor processing;231 hyperpigmented skin lesions;232,233 lithography, laser etching, and laser scanning;228 
and high-power lasers.234 If the coherence length of the laser is not small compared to the path 
length for overlapping distributions, then speckle effects must be considered.231,234 Speckle effects 
can be mitigated if the lightpipe width is made large compared to the size of the focused laser beam 
used to illuminate the input end of the lightpipe (e.g., Refs. 231 and 236). A negative lens for a laser 
illuminated lightpipe is described by Grojean;235 however, this means that etendue of the source is 
less than the etendue of the lightpipe output.

Speckle can be controlled in lightpipes by adding a time-varying component to the input distri-
bution. Some methods include placing a rotating diffuser at the lightpipe input end and moving the 
centroid of the distribution at the input end. In principle, the diffuser angle can be small so that the 
change in etendue produced by the diffuser can also be small.

Coherent interference can also be used advantageously, such as in the use of mixing rods of spe-
cific lengths that provide sub-Talbot plane reimaging. This was successfully applied to an external 
cavity laser.237

In addition to uniformity and the classic kaleidoscope, mixing rods can also be used in opti cal 
computing systems by reimaging back to the lightpipe input.238,239

Lens Arrays

Lens arrays are used in applications including Hartmann sensors,240 diode laser array collimators,241 
beam deflection,242 motion detectors,243 fiber-optic couplers,244 commercial lighting, and automotive 
lighting. In commercial and automotive lighting, lens arrays are often used to improve uniformity 
by breaking the flux into numerous subregions and then superimposing those subregions together. 
This superposition effect is illustrated in Fig. 35, where fans of rays illuminate three lenslets and are 
superimposed at the focal plane of a condensing lens. The condensing lens is not used if the area to 
be illuminated is located far from the lens array.

If the incident flux is collimated, then the superposition of wavefronts provides improved unifor-
mity by averaging the subregions. However, when the wavefront is not collimated, the off-axis beams 
do not completely overlap the on-axis beams (see Fig. 35b). Tandem lens arrays add additional 
degrees of design freedom and can be used to eliminate the nonoverlap problem (see Fig. 35c).

Literature Summary Some journal citations that describe the use of lens arrays with inco herent 
sources include Zhidkova’s245 description of some issues regarding the use of lens arrays in micro-
scope illumination. Ohuchi246 describes a liquid crystal projector system with an incoherent source 
and describes the use of two tandem lens arrays with nonuniform sizes and shapes for the second 
lens array. This adjustment to the second lens array provides some adjustment to the coma intro-
duced by the conic reflector.
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.33

Rantsch247 shows one of the earliest uses of tandem lens arrays. Miles248 also uses a tandem lens 
array system and is concerned about the distribution in the pupil. Ohtu249 uses two sets of tandem 
lens arrays in a lithography system where one array controls the spatial distribution of the image 
and the other controls the angular (pupil) distribution of the image. Kudo226 combines a lens array 
and lightpipe to provide the same type of control over the illuminance and intensity distributions. 
Matsumoto250 adds a second set of tandem lens arrays with a sparse fill to correct the fact that an 
odd spatial frequency term in the illuminance distribution can result in a final nonuniformity, inde-
pendent of the number of lenslets. Van den Brandt251 shows numerous configurations using tandem 
lens arrays, including the use of nonuniform sizes and shapes in the second lens array. Watanabe252 
provides design equations for tandem lens arrays in a converging wavefront.

Journal publications that include lens arrays often involve the use of lens arrays with coherent 
sources rather than incoherent sources. Deng253 shows a single lens array with a coherent source and 
shows that the distribution at the target is a result of diffraction from the finite size of each lenslet 
and interference between light that propagates through the different lenslets. Nishi254 modifies the 
Deng system to include structure near the lenslet edges so as to reduce the diffraction effects. Ozaki255 
describes the use of a linear array of lenses with an excimer laser, including the use of lenslets where 
the power of the lenslets varies linearly with distance from the center of the lens array. Glockner256 
investigates the performance of lens arrays under coherent illumination as a function of statistical 
variation in the lenslets. To reduce interference effects with coherent sources, Bett257 describes the 
use of a hexagonal array of Fresnel zone plates where each zone incorporates a random phase plate. 
Kato258 describes random phase plates.

Single-Lens Arrays Single-lens-array designs for uniformity tend to have two extremes. One occurs 
when adding the lens array significantly changes the beam width. This is the beam-forming category 
where the shape of the beam distribution is essentially determined by the curvature and shape of 
the lenslets. The other extreme occurs when adding the lens array does not significantly change the 
beam width. This is the beam-smearing category and is useful for removing substructure in the 
beam, such as structure from filament coils or minor imperfections in the optical elements. There 
are many designs that lie between these two extremes.

(a) (b)

(c)

6 degree input

0 and 6 degree input

Field lenses

0 degree input

Target

Primary lenses

FIGURE 35 Lens arrays used for illumination. (a) Superposition of three subregions of the input wavefront. 
(b) Off-axis angles are displaced relative to the on-axis angles. (c) Tandem lens array case, where the addition of an 
array of field lenses allows the superposition to work with a wide range of angles.
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39.34  RADIOMETRY AND PHOTOMETRY

Figure 36 depicts the beam-forming case where the source divergence is assumed to be small. 
Positive and/or negative lenses can be used to create the distribution. Hybrid systems where mixtures 
of positive and negative lenses are used provide the added benefit that the slope discontinuity between 
neighboring lenses can be eliminated. Slope discontinuities can degrade performance in many systems.

Tandem-Lens Arrays The use of a single-lens array has two issues that sometimes limit its use: 
First, the lens array increases the etendue because the angles increase but the area stays the same. 
Second, the finite size of the source introduces a smearing near the edges of the “uniform” distribution. 
Adding a second lens array in tandem with the first can minimize these limitations.

Figure 37a shows a 1:1 imager in an Abbe (critical) illumination system. Figure 37b shows the 
same imager with two-lens arrays added. Adding the lens arrays has changed the system from Abbe 
to Kohler (see the preceding text). In addition, as shown in Fig. 38, the lenslets provide channels that 
can be designed to be independent of one another. There are three main reasons why two tandem-lens 
arrays provide uniformity:

1. Each channel is a Kohler illuminator, which is known to provide good uniformity assuming a 
slowly varying source-intensity distribution.

2. Adding all the channels provides improved uniformity as long as the nonuniformities of one 
channel are independent of the nonuniformities of the other channels (e.g., a factor of 1/ N  
improvement by adding independent random variables).

3. For symmetric systems, the illuminance from channels on one side of the optical axis tends to 
have a slope that is equal but opposite to the slope on the other side of the optical axis. The posi-
tive and negative slopes add to provide a uniform distribution.

Reflector/Lens-Array Combinations Using a reflector to collect the flux from the source can provide 
a significant increase in collection efficiency compared to the collection efficiency of a single lens. The 

(a) (b)

(c)

FIGURE 36 Superposition using an array of positive lenses (a), negative lenses (b), and also a hybrid sys-
tem (c) that uses negative and positive lenses. A collimated wavefront passing through each lenslet is mapped 
over the target. The hybrid system offers the possibility of a continuous surface with no slope discontinuities.
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.35

drawback is that a single conic reflector does not generally provide uniform illuminance. The use of 
a lens array in this situation allows the illuminance distribution to be broken into multiple regions, 
which are then superimposed on top of each other at the output plane.

Examples showing the illuminance distribution at the first lens array, the second lens array, and 
the output plane are shown in Fig. 39 for the case of a lens collector, Fig. 40 for the case of a parabola 
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5
Magnified input

Lens Lens
Lens
array

Kohler—source is “seen” from all output locations

(a)

(b)

Lens
array 1+2+3+4+5

1+2+3+4+5

1+2+3+4+5

1+2+3+4+5

1+2+3+4+5
Magnified output

1
2

3

4

5
Magnified input

Lens LensFlat Flat

Abbe—source is imaged to output

1
2

3

4

5
Magnified output

FIGURE 37 Critical illumination (Abbe, a) compared to Kohler (b). In Abbe, the source is imaged to 
the output. In Kohler, most of the source is “seen” from all output points.

Lens
array

Lens
array

Each channel images lens
of first lens array onto

output

Superposition of multiple
regions of source intensity

distribution

FIGURE 38 Multiple channels in a tandem-lens array. Each channel images a subregion of the 
flux at the first lens array. The flux from the different channels is superimposed.
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FIGURE 39 Source/condenser/tandem lens arrays/condenser configuration. Illuminance at first lens array is broken into 
subregions that are superimposed at the target by the second lens array/second condenser. All units are millimeters.
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FIGURE 40 Parabola/tandem lens arrays/condenser configuration. Nonuniform magnification from the reflector (coma) is 
seen in the array of images at the second lens array. The illuminance at the target is the superposition of subregions at the first lens 
array. All units are millimeters.

39.36  IMAGINE DETECTOR
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Illuminance at output
(designed for 10 × 10 square)
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FIGURE 41 Ellipse/tandem lens arrays/condenser configuration. Nonuniform magnification from the 
reflector (coma) is seen in the array of images at the second lens array. The illuminance at the target is the 
superposition of subregions at the first lens array. The spacing between lenses is different for the two lens arrays. 
All units are millimeters.

collector, and Fig. 41 for the case of an elliptical collector. These examples show that nonuniform 
illuminance distribution at the first lens array is broken into regions. Each region is focused onto the 
second set of lenses, which creates an array of images of the source. The lenslets in the second array 
image the illuminance distribution at the first lens array onto the output plane. Enhanced uniformity 
is obtained because the distributions from each of the channels are superimposed at the target. The 
discrete images of the source that are seen at the second lens array indicate that the pupil of the output 
distribution is discontinuous.

Improvements to this basic idea include the use of lens arrays where the lenslets in the second 
lens array do not all have the same size/shape.251 The curvature of each lenslet in the first array is 
decentered to “aim” the flux toward the proper lenslet in the second array. When nonuniform lenslet 
size/shapes are used, the etendue loss that results from the use of a conic reflector can be minimized. 
Such a system can be used to create asymmetric output distributions without a correspondingly 
misshaped pupil distribution (see earlier section on image dissectors).

Tailored Optics

The tailoring of a reflector to provide a desired distribution with a point or line source has been 
explored.8,259–265 Some simple cases are available in closed form.88,266,267 Refractive equivalents have 
also been investigated.268,269

In a manner similar to the lens configurations shown in Fig. 36, tailored reflectors can produce 
converging or diverging wavefronts. Examples are shown in Fig. 42. The converging reflector creates 
a smeared image of the source between the reflector and the target. The diverging reflector creates a 
smeared image of the source outside of the region between the reflector and target. This terminology 
was developed assuming that the target is far from the reflector. The terms compound hyperbolic and 
compound elliptic are also used to describe these two types of reflector configurations.270

If the flux from the two sides of the reflector illuminates distinct sides of the target, then there 
are four main reflector classifications (e.g., Ref. 26, pp. 6.20–6.21; Refs. 91 and 260). Examples of the 
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39.38  RADIOMETRY AND PHOTOMETRY

four cases are pictured in Fig. 43. They are the crossed and uncrossed versions of the converging and 
diverging reflectors, where crossed is relative to the center of the optical axis. Elmer271 uses the terms 
single and divided for uncrossed and crossed, respectively. The uncrossed converging case tends to 
minimize issues with rays passing back through the source. The four cases shown provide one-to-
one mappings because each point in the target receives flux from only one portion of the reflector.

Tailored Reflectors with Extended Sources Elmer8 describes some aspects of the analysis/design of 
illumination systems with extended sources using what are now called edge rays (see also Ref. 271). 
Winston266 sparked renewed interest in the subject. The following is a brief summary of some of the 
edge-ray papers that have been published in recent years. Some concentration related citations are 
included. Edge rays were also discussed earlier.

Gordon272 adds a gap between the source and reflector to offset the cosine cubed effect and 
obtain a sharp cutoff. Gordon273 explores the case where the extreme direction is a linear function 
of polar angle. Friedman147 uses a variable angle to design a secondary for a parabolic primary. 
Gordon274 describes a tailored edge ray secondary for a Fresnel primary, in particular for a heliostat 
field. Winston270 describes the tailoring of edge rays for a desired functional rather than maximal 

FIGURE 42 Two main classes of reflector types—diverging (left) and converging (right). The target is 
shown on the right of each of the two figures.

(a)

(c)

(b)

(d)

FIGURE 43 Four types of one-to-one mapping reflectors where the flux from each side of the reflec-
tor does not overlap at the target. (a) Uncrossed converging. (b) Crossed converging. (c) Uncrossed diverging. 
(d) Crossed diverging.
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.39

concentration. Ries275 describes the tailoring based on a family of edge rays. Rabl276 tailors the reflector 
by establishing a one-to-one correspondence between target points and edge rays for planar sources. 
Ong277,278 explores tailored designs using full and partial involutes. Jenkins279 also describes a partial 
involute solution and generalizes the procedure as an integral design method.280 Ong91 explores the 
case of partial involutes with gaps. Gordon281 relates the string construction to tailored edge ray 
designs for concentrators.

Faceted Structures

Nonuniform distributions can be made uniform through the use of reflectors where the reflector 
aims multiple portions of the flux from the source toward common locations at the target. In many 
cases, the resulting reflector has a faceted appearance. If the source etendue is significantly smaller 
than the etendue of the illumination distribution, then smearing near the edges of the uniform 
region can be small. However, if the source etendue is not negligible compared to the target, then 
faceted reflectors tend to experience smearing similar to the case of one lens array.

The term faceted reflector identifies reflectors composed of numerous distinct reflector regions. 
Elmer270 uses the term multiphase and Ong91 uses the term hybrid to describe these types of reflectors. 
If there are more than two regions, then the regions are often called facets. As with lens arrays, there 
are two extremes for faceted reflector designs. One is the beam-smearing category, where the facets 
remove substructure in the beam. The other extreme is the beam-forming category, where each facet 
creates the same distribution. If all facets create the same distribution, Elmer271 calls the reflector 
homogeneous. If the distributions are different, then the term inhomogeneous is used.

For a given meridional slice, each facet can create an image of the source either in front of or 
behind the reflector. Using the convergent/divergent terminology to distinguish where the blurred 
image of the source occurs (see Fig. 42), a meridional slice of a faceted reflector can be composed of 
an array of convergent or divergent facets. These two cases are shown in Fig. 44 a and b. Flat facets are 

(a) (b)

(c)

FIGURE 44 Some faceted reflector profiles. Convergent (a), divergent (b), and mixed convergent/diver gent 
(c) profiles are all shown with five facets for the upper half of the reflector. Rays from the source that hit near the 
edges of the facets are shown. The rays for the upper facets are highlighted for all three cases. The rays for the 
second facet are highlighted in the mixed case.
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often desired because of the simplicity of fabrication and fall under the divergent category because 
the image of the source is behind the reflector.

The intersection between facets of the same type introduces a discontinuity in the slope of the 
reflector. Mixed convergent/divergent versions are possible, as shown in Fig. 44c. Mixed versions 
offer the possibility of minimizing discontinuities in the slope of the reflector curve.

If all the distributions are superimposed, then improved uniformity can arise through superposi-
tion if sufficient averaging exits. Consider a manufacturing defect where a subregion of the reflector 
that is about the size of a facet is distorted. If a superposition approach is used, then the effect of the 
defect is small because each facet provides only a small contribution to target distribution. However, 
if a one-to-one mapping approach is used, then the same defect distorts an entire subregion of the 
target distribution because there is no built-in redundancy.

The effects of dilution should be considered when faceted optics are used. A single-lens array pro-
vides insufficient degrees of freedom to provide homogeneous superposition without introducing 
dilution, which is why a second lens array is often added (e.g., the tandem-lens-array configuration). 
Schering282 shows lenslets placed on a reflector combined with a second array of lenslets. A straight-
forward extension of lenslets on a reflector is the use of concave facets, as pictured in Fig. 45.

Some Literature on Faceted Structures If the source is highly collimated (e.g., a laser) and has a 
Gaussian distribution, then only a couple of regions of the wavefront need to be superimposed 
to provide excellent uniformity. Descriptions of optical implementations that emphasize nearly 
Gaussian wavefronts include a four-surface prism by Kawamura,283 a wedge prism by Lacombat,211 
and a multipass wedge prism by Sameshima.284 Austin285 has described a prism system for an 
excimer laser. Brunsting286 has described a system with nonplanar wedges. Bruno287 and Latta228 
have discussed examples of mirrored systems with very few superimposed wavefronts.

For the more general case, uniformity can be obtained by superimposing a number of different 
regions of the beam. Dourte288 describes a 2D array of facets for laser homogenization. Ream289 
discusses a system with a convex array of flat facets for a laser. Doherty290 describes a segmented 
conical mirror that can be used to irradiate circular, annular, and radial surfaces with a laser source. 
Dagenais291 describes the details of a system with nonplanar facets for use with a laser in paint strip-
ping. Dickey292 shows a laser-based system composed of two orthogonal linear arrays of facets and 
includes curvature in the facet structures to minimize the effects of diffraction. Experimental data 
for two orthogonal linear arrays of facets [called a strip mirror integrator (SMI)] are provided by 
Geary.293 Lu294 has described a refractive structure using a multiwedge prism structure. Henning295 
and Unnebrink296 show curved facets for use with UV laser systems.

Laser-based systems provide the degree of freedom that the wavefront divergence can be small, 
although the effects of diffraction and coherence must be considered in those designs. The diver-
gence of nonlaser sources is often an important issue.

Jolley259 describes a faceted mirror design with disc and spherical sources. David297 describes faceted 
reflectors like the ones used in commercial lighting products and highlights the fact that facets on a 

FIGURE 45 Reflector with array of concave facets and an array of lenslets. The lenslets image the facets.
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conic reflector base can improve uniformity with very little increase in “spot size” for long linear sources. 
Coaton298 provides a brief description of a faceted reflector design with a point source. Donohue299 
describes faceted structures in headlamps.

There are many patents that describe the use of faceted structures for incoherent sources. Examples 
include Wiley,300 who uses the facets to remove filament image structure; Laudenschlarger,301 who 
describes design equations for a faceted reflector; Heimer,302 who uses a faceted reflector in a lithography 
system; and Hamada,303 who uses a faceted structure with a linear lamp.

Ronnelid304 uses a corrugated reflector to improve the angular acceptance of a 2D CPC in solar 
applications. Receiver uniformity can also be improved in CPCs using irregular surfaces (Ref. 4, 
pp. 153–161).

Faceted structures have often been used in complex lightpipes such as those used in the illumination 
of backlit liquid-crystal displays and instrument panels. For instrument-panel application, more recent 
efforts have been directed toward using aspheric surfaces.305
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40.1

40

40.1 GLOSSARY

Illuminance. Luminous fl ux incident on a surface per unit projected area in the direction of emis-
sion relative to the surface normal. 1 lux = 1 lumen/m2.

Intensity. Luminous fl ux emitted by a source per unit solid angle in a given direction. 1 candela = 
1 lumen/steradian.

Luminance. Luminous fl ux emitted in a given direction per unit solid angle per unit projected area 
in the direction of emission relative to the surface normal. 1 nit = 1 lumen/(m2 × steradian).

Luminaire. Lamp or lighting fi xture that includes optical components, baffl es, housing, and electronics.

Display. It refers to many things: a computer monitor, a projected image, and a piece of art or a 
decorative item.

Backlighting. It refers to illumination of an object from behind. The object can be opaque, translu-
cent, or transparent. The light source is usually large in size and diffuse.

40.2 INTRODUCTION

Lighting is an area of science that includes the interaction between light and people in their daily 
lives. The primary goals of lighting are to provide the illumination to perform tasks, direct people 
to desired locations and provide a sense of security. Additionally, lighting has a profound effect 
on mood and sleep-wake cycles of all living beings. As mankind has advanced technologically, the 
needs fulfilled by lighting have also increased to additionally provide relaxation, alter moods, attract 
people, provide entertainment, create virtual environments and improve human productivity.

Unlike most of other fields in optics, lighting is a more subjective field than objective—it is 
based on the emission aspects and how it is perceived within its surroundings. The subjective nature 
is based upon our interactions with lighting shaped by vision biology and brain perception. The 
capabilities of the human eye largely determine the detectable range and variations (in both time 
and space) in colors and brightness. Perception depends upon the brain’s interpretation of the input 
from the eye and is influenced by past experiences. For example, although brightness and the color 
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40.2  RADIOMETRY AND PHOTOMETRY

of lit objects are mathematically represented by luminance metrics as a function of distance, direc-
tion and wavelength, the perception of these quantities is context dependent based upon the observer’s 
experiences and environment. Thus, the same illumination levels in two different environments can 
be perceived as two drastically different lighting outcomes.

The importance of understanding lighting goes beyond the basic need to illuminate objects or 
surroundings. The importance of representing lighting accurately has been exemplified in art over 
the centuries.1 Understanding lighting in the context of human perception and the ability to repre-
sent and simulate lighting on computers has attracted attention in fields such as virtual reality for 
training especially in the fields of medicine, aviation and computer-aided design, and entertain-
ment such as video games and movies. As our understanding and computational capabilities have 
increased over time, so has the sophistication and quality of virtual environments and the entertain-
ment media.

An effective lighting design is contextual, cultural and is well integrated into its surroundings. 
Light interacts intimately with everything it impinges upon. Every object, including humans, plants 
and architectural elements, has distinct scatter, reflective, transmissive, and absorptive properties 
that are dependent upon wavelength and direction of light. As a result, the lit objects contribute to 
the appearance of the scene. Lighting therefore must complement in concert with the architecture 
and its surroundings in form, composition, and style to meet our expectations for the lit environ-
ment. For example, our expectations for the lighting environment of a casino are quite different to 
that of a sports stadium, a retail store, an office or a hospital. In each case, there is a distinct pur-
pose that directs the layout of the light sources with respect to the objects. Therefore, the lighting 
must change in each case as dramatically as the differences between the contexts of lighting. If it 
does not, then responses to the lit environment are often not positive, typically making, for exam-
ple, a poor work environment for an office, a lackluster sales venue for retail, or an uncomfortable 
room in someone’s home. This subjectivity is the most difficult aspect of lighting design. After all, 
the success of any lighting scheme depends upon being able to meet the expectations of its users. 
Simply said, we know a good lighting design as soon as we see it, but it has limited quantifiable 
metrics.

The history of modern lighting traces its origin back to the advent of artificial light sources: 
the incandescent light bulb, more than a century ago. Currently there is a wide variety of sources 
to choose from: incandescent (includes halogen), discharge (fluorescent, high-intensity discharge, 
sodium vapor), lasers, electroluminescent (includes LEDs and OLEDs), and daylight. The choice of 
light source depends on operating characteristics, cost, efficiency, and safety. The luminaire optics 
play a critical role in shaping the light distribution from the source. Thus the choice of the source 
and luminaire optics is an integral part of the lighting design process.

Any lighting design must comply with the relevant government regulations for the specific 
purpose of lighting. For example, safety is critical in transportation lighting, so there are stringent 
regulations on the relative intensity distribution from street lights and automobile headlamps to 
minimize glare and achieve the desired visibility. There are increasing numbers of government man-
dates on using efficient sources in many countries, such as the banning of inefficient incandescent 
sources in favor of fluorescent and LED light sources. In addition to regulations, there are guidelines 
for best lighting practices in various situations. These guidelines are published by national and inter-
national committees such as CIE (Commission Internationale de l’Eclairage or The International 
Commission on Illumination), IESNA (Illumination Engineering Society of North America), SAE 
International (Society of Automotive Engineers), CIBSE (Chartered Institution of Building Services 
Engineers), and many others. These groups publish guidelines on many aspects of lighting in the 
interiors and exteriors of homes, offices, educational institutions, hospitals, entertainment facili-
ties, malls, industrial complexes, sports stadiums, theatres, museum, streets, parks, transportation, 
and even underwater. The goals of these guidelines are to help, at a minimum, to create designs that 
are functional, efficient and provide safe and comfortable lighting. It is in the hands of the lighting 
designer to add to this mandated objective illumination to achieve the desired subjective lighting—
in other words, the aesthetics.

In this chapter, we provide an introduction to many facets of lighting by touching upon the per-
ceptual and biological factors that guide lighting design (Sec. 40.3), design elements and methods 
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LIGHTING AND APPLICATIONS  40.3

to create functional and aesthetically pleasing designs (Sec. 40.4), technology of sources and design 
of relevant optics (Sec. 40.5), and measurement of lighting conditions (Sec. 40.6). We end the chap-
ter with application examples on interior and exterior lighting in Sec. 40.7. These sections provide 
comprehensive data on source selection and guidelines for best practices in general and in specific 
application areas such as lighting for offices, homes, healthcare, retail, and transportation. Although 
very important aspects of lighting engineering, we do not discuss electronic control mechanisms, 
maintenance, and commissioning of a lighting design due to limited space.

We make extensive use of terms used in Radiometry and Photometry. The reader is encouraged to 
refer to the chapters on various aspects of radiometry and photometry in Chaps. 34 to 39 in this volume.

40.3 VISION BIOLOGY AND PERCEPTION

The lighting design is guided by our understanding of perception and vision biology. In this section, 
we touch upon various aspects of biology of vision and perception.

Vision Biology

Biological aspects of human visual system response2 that are parameterized and used in lighting 
design are visual acuity (resolution, vernier, recognition, and stereoscopic), color sensitivity, accom-
modation, field of view, and adaptability to color and brightness changes.

Once adapted, the human visual system response does not change appreciably with time. The 
human visual system responds to over eleven orders of magnitude of luminance. However, at any 
given instance, only 2 to 3 orders of magnitude are adapted to by the eye. It takes up to 60 minutes 
to fully adapt to lighting conditions. Light adaptation takes place via change in the eye pupil size 
that controls the amount of light entering the eye (2 mm to 8 mm), photochemical processes in the 
retinal cells and neural processes that respond to change in the luminance below 600 nits when cone 
cells have not fully bleached. Neural adaptation occurs quickly, within the first 200 ms, and allows 
us to adapt to 2 to 3 orders of magnitude of luminance fluctuation, such as in lit spaces of build-
ing interiors. Pupil adaptation via change in the pupil size takes up to few minutes and allows us to 
adapt up to 1 to 2 orders of magnitude of luminance fluctuation. For tasks that require good color 
discrimination, several minutes to an hour are needed for this color adaptation. The higher the 
luminance, the shorter is the adaptation time. Based upon luminance, three vision conditions exist:

1. Photopic vision occurs when bright illumination conditions in the visible (luminance >3 nits) 
exist. Both the rod and the cone cells in the retina are excited, but the rods are saturated and thus 
effectively ignored except for peripheral vision. Full color vision with highest resolution is pos-
sible. Most indoor lighting conditions ensure photopic enabling lighting conditions.

2. Scotopic vision occurs when low illumination level in the visible (luminance <0.001 nits) exists. 
Only the rod cells in the retina are excited. No color vision occurs and only low-resolution 
peripheral vision is possible. Lighting design is usually not done for the scotopic domain but it 
must take into account our peripheral vision capability wherever possible to help guide the indi-
vidual toward relevant objects.

3. Mesopic vision is described by the transition between photopic and scotopic. The rod cells are 
excited and the cone cells are partially excited. The eye has limited color discrimination and reso-
lution capabilities. Most outdoor artificial lighting conditions operate in this region.

The luminance and color distributions should be such that it includes individuals with impaired 
vision that cannot be corrected such as reduced illumination at the retina (50 percent for a 50-year 
old as compared to a 20-year old) due to smaller pupil size and reduced transmission efficiency of 
the eye, reduced contrast, increased glare sensitivity, loss of accommodation and reduced field 
of view caused by ageing, macular degeneration, cataract, or glaucoma. For most such cases 
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40.4  RADIOMETRY AND PHOTOMETRY

increased illuminance, slow transients from the light to dark regions and an environment with 
reduced glare help considerably.3

Perception

It is the perception of lit environment that eventually determines the acceptability and adequateness 
of lighting conditions. Lighting perception is ultimately determined by the human visual system 
response and brain processes that are individual dependent. It is the latter that brings consider-
able subjectivity to lighting perception. Lighting design criteria for specific environments are often 
guided by studies that determine average perceptual responses. These guidelines are continually 
evolving, in response to geopolitical factors, research on vision biology and technology.

Depending upon an object’s optical and physical characteristics and how it is viewed in relation 
to its surroundings, lighting can alter its perceived visual attributes. Visual attributes of physical 
objects are defined in terms of brightness, lightness, hue, saturation, transparency, and glossiness. 
We explain each of these attributes below and also show that not every object has each of these 
attributes.

Brightness is the perceptual correlate of luminance. Although, in the absence of a background, 
the perception of brightness of an object is proportional to its luminance in a logarithmic manner 
(log of brightness is proportional to log of luminance), the perception of brightness is dependent 
upon adaptation to the surroundings and the relative hue and saturation of the object. Figure 1 
shows an example of how the brightness perception is altered by surroundings.50 Different por-
tions of a uniform luminance bar appear to have different brightness depending upon the local 
background. Similarly, car headlights appear much brighter in the dark than in daylight. Both vision 
biology and perception play a role here. Due to low ambient lighting, the pupil dilates and admits 
much more light (up to 16 times in night than in the day). Therefore, any bright source leads to 
sudden pupil contraction and ensuing discomfort. The sources appear even brighter due to a dark 
background, an effect similar to Fig. 1. Color perception is similarly affected. Color-saturated objects 
tend to appear brighter and vice versa.

Lightness is the perceptual correlate of diffuse reflectance. Our perception of an object being 
dark or light depends upon our estimate of its reflectance. For example, a piece of white paper 
appears white irrespective of the illumination falling upon it as we know from prior experience that 
it has a high reflectance. We tend to perceive it whiter than other objects of lesser reflectance even 
when the flux reflected by white paper in relatively low illumination is lower than a grey object that 
is placed under higher illumination. This confusion would not occur if we view a small region of 
the object through an aperture without knowing anything about the object. The aperture masks the 
contextual information and forces us to make objective judgments.

FIGURE 1 Perception of brightness. The rectangular bar in the center has constant 
luminance yet it seems brighter against a darker background at the right hand side.
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LIGHTING AND APPLICATIONS  40.5

Hue is the perception of dominant wavelength of the color spectrum transmitted or reflected 
by the object. It helps us judge if an object appears close to a known color such as red, blue, yellow, 
purple, green, colorless, or a combination of multiple colors such as bluish-green. Saturation is the 
perception of the extent of color purity. Highly saturated colors have a narrow band of wavelengths, 
centered on the hue. Transparency is the perception of the degree of light penetration into the 
object. Glossiness is the perception of smoothness of a surface relative to a matte finish.

Depending upon the properties of an object, the lighting conditions and how it is viewed, one 
or more visual attributes can be determined. For example, if an object is viewed through an aper-
ture that hides the information of its surroundings or is illuminated such as nothing other than 
the object is visible then only attributes like brightness, hue, and saturation can be observed. A 
self-illuminated object or an object that gives the appearance of being so (such as a lit computer 
monitor) does not display lightness or glossiness, but if it stops emitting light, these attributes can 
be observed under external illumination.

Our brain attempts to maintain a perceptual constancy of shape, color, size, and lightness of lit 
objects based on past experiences and the context in which an object exists. Perceptual constancy 
allows us to maintain a certain perception of an object or a scene under changing viewing condi-
tions. For example, we can recognize an apple as such when viewed at different angles, surroundings, 
or lit conditions. We can perceive a skyscraper as a tall building even if seen from far away and hav-
ing a small image on the retina. Similarly, a tilted book appears rectangular although the image in 
the retina is trapezoidal. We can perceive the colors of common objects around us fairly correctly 
while wearing mildly colored glasses. Lighting can help maintain or alter perceptual constancies. 
To maintain perceptual constancies the lighting conditions must be such as there is adequate 
ambient lighting with high-color-rendering sources and without any disability glare. We discuss 
the terms such as color rendering, glare, and the impact of ambient lighting in the next section. The 
position of the light sources must be obvious to the observer even if not directly visible to establish 
the directionality of illumination. Direction of illumination is important as we tend to expect light 
to come from above and our perception of lit objects takes that into account at a subconscious 
level.

The relative distribution of light can impact the perception of the space itself and as such can 
impact human behavior.4 For example, there is a general tendency among humans to be attracted to 
brighter regions of space. It can be demonstrated by viewing people that there is a clear trend toward 
walking on brighter areas of pathways or facing brightly illuminated areas of a restaurant. That is 
why brightly lit shopping malls are quite effective in attracting traffic as compared to a poorly lit 
shopping complex. The knowledge of human behavior toward lit space is also used in making more 
effective lit object displays and navigational aids. There are four distinct categories of light distri-
bution5 that affect the perception of space: privacy, relaxation, visual clarity, and spaciousness. An 
effect of privacy can be created by utilizing nonuniform high-brightness illumination across the 
vertical surfaces in the room with dark spaces in the occupant domains and low ambient luminance. 
An effect of relaxation can be created by using nonuniform warm (correlated color temperature 
(CCT) <3500 K) ambient light across the room. Visual clarity in the environment is emphasized 
with cool light (CCT >4000 K), high and uniform brightness near the center of the room and at 
all task planes. In addition, higher emphasis is given to ceiling and horizontal surfaces. A sense of 
spaciousness can be implemented with uniform room illumination and relatively higher levels of 
brightness on the walls and ceilings.

Summary

Understanding perception and biology of vision helps us develop models to describe desired light-
ing conditions. An example is the development of the relative visual performance (RVP) model. This 
model has been extensively developed by Mark Rea and his colleagues over the last few decades6 to 
obtain the relative visual performance of a given task under different lighting conditions and estab-
lish lighting guidelines. RVP is provided as a probability of performing a visual task successfully 
under given lighting conditions. Task performance depends upon both visual and nonvisual aspects 
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40.6  RADIOMETRY AND PHOTOMETRY

of the task. To obtain the true impact of lighting conditions on task performance, it is necessary to 
isolate those tasks for evaluation that are dominated by the visual component. The impact of the 
nonvisual components is minimized by quantifying their effect to the fullest possible extent and 
subtracting it from the overall task performance. A key finding of the RVP model is that the visual 
performance improves rapidly as the luminance contrast between the task and the background 
increases up to 40 percent. Beyond this value, the improvement in visual performance is negligible 
with increase in contrast. Luminance contrast in this context is defined as

 Luminance contrast /Task background= −100( )L L Lbbackground  (1)

Visual performance curves (performance metric versus luminance contrast) can be evaluated for 
various task sizes and background luminance. A major limitation of the existing RVP model is its 
limited validity to only those tasks that are quantifiable by task size, luminance contrast, and back-
ground luminance and only under the conditions of foveal vision. We need more sophisticated task 
performance models to cover a larger range of tasks.

In the sections to follow, design guidelines make use of the understanding of lighting perception 
and vision biology to justify their development.

40.4 THE SCIENCE OF LIGHTING DESIGN

The lighting design process begins with identifying the needs to be addressed. An understanding of 
the functions of lighting and knowledge of basic building blocks helps us in making a preliminary 
design. The quality of lighting is determined by its ability to fulfill human needs in an economi-
cal and environmental friendly manner while at the same time complementing the architecture in 
form, composition, style, codes, and standards. We discuss the lighting design process in the follow-
ing subsections:

Design considerations. We discuss the factors involved in creating a lighting environment for an 
application. The categories discussed are: goals, context, illuminance, color, visual discomfort, 
trespass and light induced damage of objects.

Functions of lighting. Here we discuss the four primary functions of lighting: ambient, task, 
decorative and accent.

Lighting geometries to achieve specific functions of lighting. Here we discuss the building blocks 
for lighting design.

Properties of objects and their impact on lit scene are discussed.

Modeling. Here we discuss the techniques used to simulate a lit environment in order to achieve 
the best design.

Design Considerations

Goals Lighting for any application must take into account the needs (both human and nonhuman 
such as plants or animals), lighting economics, environment impact, and architectural aspects of the 
application. Human needs include the desired degree of visibility, comfort, ability to perform the 
needed tasks, social communication, ambience, and aesthetics.

Context Lighting helps create a perceptual environment or ambience to suit a specific application 
such as office, home, lobby, restaurant, casino, or a sports stadium. Appropriate selection of lighting 
schemes and luminaires that complement the architecture and interior design helps in achieving the 
desired ambience.
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LIGHTING AND APPLICATIONS  40.7

Illuminance—Horizontal and Vertical Horizontal and vertical illuminances refer to illuminance 
distribution on horizontal and vertical planes respectively. Table 1 describes IESNA guidelines on 
illumination categories and average illuminance levels needed for each.7 These guidelines do not 
apply to special situations that involve setting up a particular ambience or focusing on an object for 
emphasis.

The uniformity of luminance/illuminance is generally defined by the ratio of maximum to mini-
mum luminance/illuminance. The need for uniformity across the field of view and across the entire 
space depends upon the application. The human eye is a brightness detector and is thus responsive 
to changes in luminance. To calculate luminance, illuminance, and the reflectivity of surfaces must 
be taken into account. For Lambertian surfaces (surfaces of constant luminance, independent of the 
viewing direction),

  Luminance illuminance surface reflectivit= ×( yy)/π   (2)

Generally, a luminance uniformity of 0.7 within the field of view across the task is considered 
adequate as the eye is unable to detect these variations. Not all tasks require high luminance uni-
formity. For example, in tasks involving inspection of 3D objects, nonuniform illumination is able 
to highlight the geometrical features, especially surface textures much better due to being able to 
provide better depth perception. In lit environments, a nonuniform light distribution is used to 
provide perceptions of privacy or exclusivity, for example in retail lighting or in restaurants. A 
luminance ratio (maximum luminance: minimum luminance) of greater than 15:1 is generally con-
sidered undesirable. In the applications section, we discuss the recommended luminance ratios for 
several scenarios in a variety of applications.

Color Lighting influences the color appearance of lit objects. For most lighting applications, 
white light is the standard form of illumination: exteriors (landscape, roadways, buildings, city, and 
stadiums) and interiors (homes, offices, restaurants, museums, industrial complexes, and shopping 
malls). Saturated colors in lighting are used only in special applications like indicators or signals, 
displays, color-specific industrial applications such as those involving color discrimination, special 
effects in casinos, hotels, malls, or discotheques, and so forth. The chapter on colorimetry in this 
Handbook (Vol. III, Chap. 10) provides an excellent introduction to the subject of color.

Depending upon needs such as aesthetics, task performance, and color-dependent reflective 
properties of objects, an appropriate light spectrum must be selected. The desired light spectrum 
can be achieved by using light sources that emit in that spectrum, by using static filters on the 
sources to tailor the spectrum or by spatial and time-averaged color mixing. Spatial color mixing 
involves using multiple light sources that emit in different portions of the desired spectrum but 
are laid out in such a manner that the lit environment or object appear to be illuminated by light 

TABLE 1 IESNA Guidelines on Illumination Categories and Average Illuminance Levels

  Average Illuminance
 Category (lx)

Public spaces 30
Simple orientation or short visits in a new environment 50
Working spaces where simple visual tasks are performed 100
Performance of visual tasks of high contrast and large size 300
Performance of visual tasks of high contrast and small size, or  500
 visual tasks of low contrast and large size
Performance of visual tasks of low contrast and small size 1,000
Performance of visual tasks near vision threshold 3,000–10,000

Large size: Object’s projected solid angle subtense at the eye >4.0 × 10−6 sr.
Small size: Object’s projected solid angle subtense at the eye ≤4.0 × 10−6 sr but not near the visual acuity limit.
Low contrast: ≤0.3 but greater than visual threshold.
High contrast: >0.3.
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40.8  RADIOMETRY AND PHOTOMETRY

having the combined spectrum of individual light sources. Time-averaged color mixing involves 
high-frequency (>60 Hz) mixing of different portions of the light spectrum in different propor-
tions. If the frequency of color mixing is high enough, the brain perceives a specific color based on 
the time average of the varying spectra used in their respective strengths. For example, in modern 
digital projectors, a color wheel is used that has various segments of different spectral transmis-
sion. When it rotates through those segments, one can create the appearance of any color within the 
color gamut of the light source. In the section on LEDs, we discuss color mixing to create white light 
or any desired color. Spatial and temporal color mixing can be used together to create a variety of 
effects. Although color mixing can achieve the visual perception of any desired color in emission, its 
ability to color render the object it illuminates depends upon the product of incident light spectrum 
and wavelength-dependent reflectance of the object. In this section we discuss how white light is 
specified and how its ability to render objects is estimated.

It is tedious to choose light sources if we have to analyze the spectrum and its impact on com-
mon objects. For white light, the color rendering index (CRI) and the correlated color temperature 
(CCT) help provide a quick estimate of the appearance of light and its color rendering of lit objects. 
For example, at a CCT of 2700 to 6500 K, a CRI ≥70 is adequate for common situations such as 
in offices and homes, a CRI ≥50 is sufficient for most industrial tasks and a CRI ≥90 is needed for 
stringent color discrimination tasks such as hospital surgery, paint mixing, or color matching. In the 
future, it is likely that different metrics based on color-appearance models would be in use. This is 
especially true with the increasing use and availability of a variety of light sources, especially LEDs, 
which have significantly different emission spectra from incandescent sources.

The CCT is the temperature of the planckian (perfect blackbody) radiator in Kelvin whose per-
ceived color most closely resembles that of a given stimulus at the same brightness and under speci-
fied viewing conditions.8 To find the CCT, the nearest point on the planckian locus is considered but 
only in a perceptually uniform color space. The isotherms across the planckian locus in a uniform 
color space are represented as normal to locus curve but in a nonuniform color space such as XYZ, 
these are no longer perpendicular to the locus.

Color rendering is defined as the effect of an illuminant on the color appearance of objects by 
conscious or subconscious comparison with their color appearance under a reference illuminant.8 
Two functional reference illuminants are currently used for calculating CRI: (1) for a source CCT 
up to 5000 K, a blackbody at the same color temperature is used and (2) for a source CCT above 
5000 K, one of the phases of daylight is used. The phase of daylight selected is such that its chroma-
ticity is within 1/(15E6 K) to that of the test source. It is defined by a mathematical formula based 
on the CCT of the test source.9 For all cases, a CRI value of 100 is considered to be a perfect match 
between the test source and the illuminant. The precise steps and calculations needed to calculate 
the CRI are recommended by the CIE.10 Here we summarize the results:

  CRI UVW( ) .R Ea = −100 4 6   (3)

where Ra refers to the general CRI and E UVW is the average of the Euclidean distances between the 
color coordinates of the reflected reference and test light sources from the first 8 out of the 14 CIE-
prescribed test samples (see Ref. 10). The color coordinates of the test source are chromatically 
adapted to the reference source and are expressed in the CIE 1964 color space. The CRI calculation 
is valid only when the color difference between the test source and the reference source is not large.

Although CRI is a useful metric and is widely used, it has several shortcomings. The existing 
method of calculating CRI is not perceptually well correlated. The high CRI predicted for sources 
with extreme CCT do not have good color-rendering properties. CRI is not valid for sources such 
as discrete spectral LEDs where CCT cannot be defined. CRI cannot be used to evaluate white-light 
LEDs with nonuniform spectra; the CRI predicted is quite low although the quality of white light 
appears to be better. The practice of using only eight test samples, none of which are saturated cre-
ates situations where high CRI sources do not color render color-saturated objects correctly. The 
CRI formulation can be modified to include the impact of different reference illuminants for dif-
ferent source types, color spaces, test sample set, different chromatic adaptation formulas or even a 
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LIGHTING AND APPLICATIONS  40.9

reduced focus on absolute color fidelity. CIE reviews various propositions in this regard and updates 
its recommendations.

Visual Discomfort Visual discomfort can be caused by a variety of reasons.11 Many of these rea-
sons are context dependent where the expectation of the nature of lit environment determines the 
suitability of lighting. It also depends on cultural differences between various groups of people. For 
example, lighting flicker in a dance club may be desirable as opposed to almost all other situations. 
Similarly, the preference of color among different cultural groups varies considerably. Visual dis-
comfort occurs when lighting creates perceptual confusion. For example, if the pattern of illumina-
tion is such that surfaces of higher reflectance reflect less light than the surfaces of lower reflectance, 
perceptual confusion may result. The causes of visual discomfort that are more specific to lighting 
are summarized as follows:

Insufficient lighting Insufficient lighting, especially for task performance, results in eye strain 
besides reduced task performance. For different tasks, there are different levels of horizontal and 
vertical illuminance necessary to be considered adequate. Table 1 describes suggested horizontal 
illuminance levels needed for certain situations. Lighting communities across the world have estab-
lished guidelines for illuminance levels for a wide variety of specific tasks and environments.

Uniformity Visual discomfort occurs when the uniformity across the field of view is not as 
expected. A high uniformity can be as undesirable as a high degree of nonuniformity especially 
when considered across the entire visual field of view. Both can cause severe eye strain. In the section 
on applications, we provide examples of preferred luminance ratios between task and its vicinity.

Glare Glare results when there are regions of unexpected very high levels of luminance in the 
field of view. Glare can be direct or indirect. Direct glare occurs when a light source or a portion of 
it visible such as in overhead lamps, automobile headlights, or direct sunlight. Indirect glare occurs 
when the light is reflected or scattered directly into the eye, such as the sky reflecting off a lake sur-
face and obscuring the view beneath the water surface. Glare comes in many forms:12

1. Flash blindness: This is caused by a sudden onset of bright light leading to temporary bleaching 
of retinal pigment.

2. Paralyzing glare: This is caused by sudden illumination with bright light that can temporarily 
“freeze” the movements of the observer.

3. Distracting glare: This is caused by flashing bright sources of light in the peripheral vision field.

4. Retinal damage: When the light is bright enough to cause retinal damage.

5. Saturation or dazzle: When a large portion of the vision field is dominated by bright source(s), 
which can be alleviated by wearing low transmittance eye glasses.

6. Adaptation: When one enters from a low ambient illumination region to a bright ambient illu-
mination region without a transition region to help in vision adaptation.

7. Disability: This is caused by intraocular light scattering which reduces the luminance contrast 
[See Eq. (1)] of the task image at the retina. The impact is loss in task performance due to 
reduced visibility.

8. Discomfort: When the glare causes discomfort or distraction but does not affect the task visibil-
ity to the extent of limiting its performance 

Note that several forms of glare can exist concurrently, especially discomfort with the other 
types. Discomfort and disability glare are the most commonly experienced glare forms. There are 
several mechanisms available to estimate the impact of these forms of glare. We discuss briefly the 
CIE-recommended models for disability and discomfort glare.

Disability glare Disability glare occurs when the luminance contrast [Eq. (1)] of the task 
image at the retina falls due to the superposition of intraocular scattered light on the retinal image. 
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40.10  RADIOMETRY AND PHOTOMETRY

This background noise from scattered light can be thought of as viewing through a veil. Therefore, 
it makes sense to define an equivalent glare (or veiling) luminance (EVL) that mimics the impact of 
disability glare. The luminance contrast C is described as

  C
L L L L

L L

L Lb

b

b=
+ − +

+
=

−( ) ( )

( )
EVL object EVL

EVL

objeect

EVLL Lb +
  (4)

where L is object luminance and b is background.
As the equivalent veiling luminance LEVL increases, contrast at the retina C reduces. The contrast 

reduction is especially severe during difficult viewing conditions such as fog or nighttime when the 
object luminance is low. That is why car headlights are a much stronger glare source in the night 
than in the day.

Equivalent veiling luminance LEVL is defined as:13
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where  Ei = illuminance at the eye due to ith glare source
 qi = angle of the glare source (in degrees) from the line of sight, 0.1° < qi < 100°
 p = eye pigmentation factor (0 for black eyes, 0.5 for brown eyes, 1.0 for light eyes, and 1.2 

for very light-blue eyes)
 A = age of the viewer in years

For young adults (<35 years of age) and for glare source angle, 1° < qi < 30°, Eq. (5) approxi-
mates to

  L Ei i
i

EVL /= ∑ ( )10 2θ   (6)

The EVL as described above is strictly due to intraocular scatter. In practice, it is necessary to add 
to this the luminance from external scatterers, such as fog or dust in the atmosphere, to yield the 
correct retinal contrast.

Equation (5) is currently the most sophisticated recommended treatment for disability glare. It 
can be applied toward a wide variety of circumstances, including indoor lighting, street lighting, and 
bright sky at a tunnel’s exit.

For road lighting, the CIE recommendation on disability glare14 is given by a percentage thresh-
old increment (TI) described by Eq. (7). TI is limited between 10 and 15 percent.

  TI L L= 65 0 8( ).
EVL /   (7)

where LEVL = equivalent veiling luminance as described by Eq. (5)
 L = average road surface luminance

Discomfort glare There are many formulations that describe discomfort glare. Each model is 
prescribed for well defined geometries and sources. Discomfort glare has been described by the 
visual comfort probability (VCP) model15 in North America, British Glare Index system16 (CIBSE) 
and the European glare limiting system.17–19 Each of these systems has validity under specific con-
straints. Many luminaire manufacturers in North America and Europe provide VCP or glare index 
tables for worst case scenarios. CIE has proposed a Unified Glare Rating (UGR) model20 to replace 
these systems. We describe here the formulation recommended by CIE.

The UGR formula is described by Eq. (8). UGR values range from 5 to 30, the higher values sig-
nifying a greater level of discomfort. For home and offices, UGR is specified at <20 and for industrial 
application it is >20. This formula is valid for source areas between 0.005 and 1.5 m2. For smaller 
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LIGHTING AND APPLICATIONS  40.11

sources, UGR overestimates the glare and for larger sources, UGR underestimates the glare. Therefore, 
for ranges outside the validity of UGR, CIE has provided detailed prescriptions to tackle small, large, 
and complex luminaires.21 For source areas smaller than 0.005 m2, Eq. (9a) is recommended. In 
practice, any bare incandescent lamp, frosted or clear qualifies as small. For source areas larger than 
1.5 m2, but not as large as an illuminated ceiling or uniform indirect lighting (see Section, “Lighting 
Geometries,” for a definition of indirect lighting), UGR is modified into a large room glare rating 
(GGR) and is described by Eq. (9b). The same UGR and GGR values represent an identical level of 
discomfort. For very large sources, only the maximum average illuminance values correspond to a spe-
cific UGR rating, as shown in Table 2. For nonuniform indirect source, CIE has provided guidelines.21 
Each of the glare formulations discussed in this section are independent of the light spectrum.

Equations (9a) and (9b) are expressed for a single small and a single large source, respectively. 
Equation (9) is valid for viewing angles greater than 5° from the line of sight. For a combination of 
sources of different sizes, Eq. (8) must be modified to include glare from sources specified by equa-
tions (9a) and (9b).
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  GGR UGR /CCSingleLargeSource = + −{ . ( . )} l1 18 0 18 8 oog[ . { ( )} { ( )}]2 55 1 220 1+ +E E Ed d i/ / /   (9b)

where  Lb = average luminance of the field of view without the luminaire or glare source
 Li = luminance of the ith luminaire in the observer’s direction
 wi = solid angle of the ith luminaire subtended at the observer’s eye
 Pi = Guth Position index22 of the ith luminaire. [It is a function of angular deviations (vertical 

and horizontal) from the line of sight and valid up to 53° of deviation from the line of 
sight. See Eq. (10).]

 I =  luminous intensity of the small source expressed in lumens per steradians. The source 
must be >5° away from the line of sight

 Ed = direct illuminance at the eye due to the source
 Ei = indirect illuminance at the eye = πLb
 CC = ceiling coverage = (area projected by the source at nadir)/(area lit by the source)

  P ei = − − + +− −exp{( . . . ) (/35 2 0 31889 1 22 10 212 9 3α βα 00 26667 0 002963 102 5 2. . ) }α α β− −   (10)

where a = angle of the plane containing the observer’s line of sight and a line from the observer to the 
source from the vertical direction. [Vertical direction is the height above (orthogonal to) 
the floor on which the observer is positioned.]

 b = angle between the observer’s line of sight and the line from the observer to the source

TABLE 2 Glare Specification for Large 
Sources Such as an Illuminated Ceiling

 Maximum Average
 Illuminance (lx) UGR

  300 13
  600 16
 1000 19
 1600 22
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40.12  RADIOMETRY AND PHOTOMETRY

For roadway lighting, the glare rating is affected by driver fatigue, vehicular speed, and whether 
the person in the car is driving or not. All these effects must be dealt with comprehensively to for-
mulate a single glare rating model that is largely driver independent. There is ongoing research in 
this field to develop better models for evaluating glare for road and vehicular lighting.23,24 Current 
CIE recommendation for limiting the discomfort glare for road lighting is identical to disability 
glare as described by Eq. (7).

Veiling reflections Veiling reflections are reflections from the task surface that result in the 
luminance contrast [Eq. (1)] reduction of the task itself. Veiling reflections can be evaluated from 
the source-task-eye geometry. It has been found that 90 percent of test subjects find a luminance 
contrast reduction of 25 percent as acceptable.25 Veiling reflections are sometimes used as highlights 
to reveal the specular nature of a display (a lit object).

Miscellaneous Design Issues Other issues include designing against unacceptable light pollution 
or trespass, light-induced degradation or damage of objects and flicker from light sources. UV and 
IR filters are used with luminaires when there is a potential of damage to artwork or object displays. 
Flicker is more noticeable with high levels of the percentage modulation, area of visual field that is 
impacted by it, or the adaptation luminance. The impact of flicker can be reduced by using high fre-
quency electronic ballasts or multiphase power supplies for different sources.

Functions of Lighting

There are four functions of lighting: ambient, task, decorative, and accent.26 For each function, there 
are several implementation geometries. For most applications, more than one of these functions is 
necessary. We first discuss each of these lighting functions and then the lighting geometries used to 
accomplish these functions.

Ambient lighting fills up the space and is integral to almost any lighting scheme and yet is com-
monly ignored. It reduces the difference between the magnitudes of vertical and horizontal illumi-
nance. As a result, it reduces glare, softens shadows, and provides a well-lit appearance. A common 
mistake is to consider any light that is illuminating the space as ambient light. For example, ceilings 
with recessed down lights with a narrow angular spread cause harsh shadows of objects on the 
ground. Even facial features show unflattering shadows. This is a result of insufficient level of ver-
tical illuminance. So although there seems to be enough light to illuminate the space, it does not 
achieve a proper balance between vertical and horizontal illuminances resulting in cast shadows. 
To achieve proper ambient illumination, it is necessary to use those lighting geometries that spread 
light into large angles and from many directions. Ambient lighting is provided by large overhead 
luminaires with diffusers, torchieres, wall sconces, cove lighting, cornice lighting, valence and wall 
slot lighting, illuminated ceilings and wall washings. Figure 2 illustrates some of these schemes. 
Figure 4 illustrates ambient lighting with wall sconces.

Task lighting is used to provide sufficient illumination at the task plane such as a desk or work 
plane. Task lighting should be free of glare and shadows caused by the illuminated objects such as 
shadows from the hand and body or shadows from machine parts. Several lamp types and lighting 
geometries are available to reduce the impact of shadows. Lamps such as Banker or Bouillotte (Fig. 24) 
or large overhead luminaires with diffusers are good choices. The light emanating from these lamps is 
spread over a wide range of angles from an effectively large source. In a Banker lamp, a significant por-
tion of light from the source undergoes multiple reflections from the inside of the luminaire before 
exiting. Large fluorescent light sources in a vertical configuration in the Bouillotte lamp provide 
excellent vertical and horizontal illuminance. Lamps with batwing lenses achieve cross illumination 
or lighting from two different directions overlapping in the task region. A batwing lens has a linear 
prism array (Fig. 23c) at the front of the source that leads to spreading of the light in predominantly 
two directions from each source point. Side lights installed in the vicinity of the task region increase 
vertical illuminance, and when used with overhead lighting provide excellent task lighting. Sometimes 
backlighting is necessary for certain tasks that involve transparent objects. Task lights must have 
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Valance
Valance

Lip to conceal 
fixture

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Cornice 
board

(j) (k)

Wall grazing

Wall washing

FIGURE 2 Various lighting geometry components. (a) and (b) Valence lighting. (c) Cove lighting. (d) and (e) Wall slot and 
Cornice lighting for wall illumination. It can be used to create an effect of a floating ceiling. ( f ) Illuminated ceiling. There is a 
diffuser below the row of line sources. This scheme can also be used to create illuminated wall panels. Backlighting is another 
technique. ( g) Overhead luminaire. (h) Suspended luminaire. (i) Recessed downlight. ( j) Wall-grazing and wall-washing illu-
mination emphasizes and flattens the wall textures respectively. (k) Furniture-integrated lighting system. In cases (a) to (i), the 
sources are lines sources such as fluorescent tubes along the length of the wall. In each case, the neighboring surfaces whether 
wall or shielding surfaces are coated with high reflectance diffuse paints. The distance of light source from the ceiling/wall deter-
mines the uniformity of illumination across the respective regions.
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40.14  RADIOMETRY AND PHOTOMETRY

the light sources well shielded by the luminaire and baffles to avoid direct glare. For large overhead 
sources, louvers (Fig. 24e) are used to limit the direct source view. Veiling reflections are avoided by 
ensuring that the source-task-eye geometry does not direct the reflections off the task into the eye.

Decorative lighting, as the term implies, is used to add sparkle to the lit environment. Decorative 
lighting is most effective when it appears to provide most of the lighting in a scene. Using decora-
tive lighting to provide other functions of lighting by increasing the lamp brightness is not a suitable 
solution, although it increases the illumination in the region. It draws too much attention toward 
the lamp itself and creates undesirable levels of source brightness against the background leading 
to glare and unsightly shadows; therefore, decorative lighting must be immersed in an environment 
with good ambient light. Decorative lighting is provided by low-wattage table or floor lamps, gas 
lights, chandeliers, sconces, bare light sources, backlighting, light art, and torchieres. See the use of 
chandelier in Fig. 5.

Accent lighting primarily provides highlighting of objects such as artwork (Fig. 3), plants and 
decorative objects within a lit environment. Track lights, adjustable recessed lights, uplights, and 
backlights are commonly used to provide accent lighting.

Lighting Geometries

Lighting geometries can essentially be broken down into four broad classifications. These classifica-
tions are not mutually exclusive.

1. Direct Lighting: Most of the light (>90 percent) from a luminaire is targeted toward a certain 
region such as in downlighting in an office by overhead light fixtures. Applications of direct 
lighting include all the lighting functions such as ambient, task, decorative, and accent.

2. Indirect Lighting: An object or a region is illuminated by light that is not directly coming from 
the source. For example, the light from a lamp is directed toward the ceiling, wall, or even a 

FIGURE 3 Accent lighting. (See also color 
insert.) (Courtesy of Pegasus Associates Lighting, 
www.pegasusassociates.com.) 
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LIGHTING AND APPLICATIONS  40.15

diffuse reflecting region of the luminaire. The reflections illuminate the space around the lumi-
naire. Indirect lighting tends to give a more spacious appearance and eliminates shadows. Its 
primary application is to provide ambient lighting. See Figs. 4, 5, and 24c.

3. Diffuse Lighting: When lighting does not appear to come from any specific direction. Examples 
of diffuse lighting include indirect lighting and certain direct lighting geometries such as overcast 
skies, large area lighting fixtures with diffusing or prismatic optics or large spatial extent fluores-
cent lamps. It is mostly used for ambient illumination but can also be used to create local areas 
of high and uniform brightness for task lighting or accent lighting.

4. Direct-Indirect/Semi-Direct/Semi-Indirect Lighting: These terms typically apply to lamps that 
distribute some portion of their light toward the target and the remaining portion toward a sur-
face that reflects (specular and/or diffuse) light toward the target. Semi-direct typically refers to 
the case where 60 to 90 percent of the light is directed toward the target while semi-indirect refers 
to the case where 60 to 90 percent of the light is directed away from the target. Applications 
include all the lighting functions: ambient, task, accent, and decorative. See Fig. 24d for an exam-
ple of direct-indirect lighting fixture.

Figure 2 illustrates several implementations of these lighting geometries5 within the confines of 
indoor lighting. A practical lighting layout is likely to include one or more of these concepts.

FIGURE 4 Wall sconces for providing ambient lighting and the much needed vertical illumination in various 
situations. (See also color insert.) (Courtesy of Lightcrafters Inc., www.lightcrafters.com.)
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40.16  RADIOMETRY AND PHOTOMETRY

Properties of Objects and Their Impact on Lit-Scene

Objects in a lit-scene have geometrical (shape, location, and orientation) and optical properties 
(wavelength dependent absorption, reflection, transmission, and diffraction). Reflection and trans-
mission include both diffuse and specular components. Lit-scene characteristics are then in-part 
determined by geometrical and optical properties of the objects and also in part determined by the 
interaction of these characteristics with the light sources in the environment. The object-light source 
interaction gives rise to such phenomena as glare, nonuniform illumination and color change. 
Major indoor features that impact a lighting environment are walls, floors (including large area 
carpeting) room partitions and ceilings. Minor features consist of temporary objects such as wall 
coverings, furniture, partitions, art, displays and plants. Major outdoor features that impact lighting 
environment are ground, buildings, vegetation, distant and close landscape features. Minor outdoor 
features are temporary objects.

System Layout and Simulation

Based upon the lighting design criteria, appropriate lamps with desired lighting schemes are 
selected. However, to obtain the desired illuminance distribution over time, appropriate calculations 
and simulations are needed. In this section, we discuss the tools for system simulation.

For any given system layout, a certain light level is needed. Equation (11) provides an approxima-
tion of the number and type of luminaires needed to obtain a certain horizontal illuminance over a 
work plane. This equation is useful when expressed as a summation of individual luminaires with 
their specific constants.

  E Fn Amaintained LLF CU/=   (11)

where  Emaintained = average illuminance maintained
 F = total rated luminaire lumen
 n = number of luminaires

FIGURE 5 Indirect lighting with cove lighting in 
a restaurant using light strips. The chandelier provides 
the decorative lighting without significantly contribut-
ing to any other lighting function. (See also color insert.) 
(Courtesy of Pegasus Associates Lighting, www.pegasusas-
sociates.com.)
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LIGHTING AND APPLICATIONS  40.17

 CU =  coefficient of utilization (It defines the percentage of light from the lamp reaching 
the work plane. CU depends upon the relative placement of lamp and work plane 
and illuminance distribution at the work plane corresponding to the geometry.)

 A = work plane area
 LLF = total light loss factor

LLF27 accounts for the lamp output reduction over time. LLF has both recoverable and nonrecover-
able components. Nonrecoverable factors are due to permanent degradation of the luminaire surface, 
reduction of output due to deviation from ideal operating temperature and environment (convection 
and ambient temperature), inefficiency of the electronic drive components and deviation in the operat-
ing position (tilt) from the ideal position. Recoverable factors are those whose effects can be mitigated 
by regular cleaning of the luminaire, operation in a clean environment, and regular replacement of 
bulbs or sources upon their natural degradation with time. LLF is a product of all these factors. Many 
of these factors also affect the intensity profile of the lamp output and can therefore affect the CU. The 
Lighting Handbook by IESNA28 lists a detailed procedure for calculating the room surface dirt deprecia-
tion factor and luminaire dirt depreciation factor. Other factors can be obtained either by lamp manu-
facturer specification data or by measurement in an as-used configuration of each lamp before use.

System simulation can be done in two ways: manually or using specialized software. To do it manu-
ally, the lumen method [see Eq. (11)] and the zonal cavity method are used. The zonal cavity method29 
involves modifying the CU by calculating the effects of room geometry, wall reflectance, luminaire 
intensity, luminaire suspension distance and workplane height. The impact of various parameters is 
available in the form of look-up tables that can be consulted to provide estimates. These methods are 
quite powerful but outside the allowable space in this chapter, please consult the mentioned references.

System simulation with specialized software allows unparalleled accuracy and flexibility. Modern 
software tools allow easy modeling of 3D geometries, material and source properties. Sophisticated 
analysis tools allow for calculation of luminance, intensity, illuminance and chromaticity at any 
location, and they also provide photorealistic rendering of lit models that account for specular as 
well as diffuse reflections. Accurate system modeling involves the following steps:

1. Model the 3D geometry of the lit region. Windows, skylights, and light shelves must be modeled 
with their coverings: blinds or glazings with their optical properties.

2. Model the surfaces and paints. The reflectance is a combination of specular and diffuse compo-
nents. For those surfaces and paints that cannot be simply described by specular or Lambertian 
properties, the bidirectional reflectance distribution function (BRDF) is used.30 The dependency 
of BRDF is composed of the incident direction and the direction of observation. This concept 
has been explained in much more detail in Chap. 7, “Control of Stray Light,” in this volume. 
BRDF measurements are mostly obtained experimentally. These measurements are available 
sometimes by paint vendors or makers of specific surfaces. It is also possible to simulate BRDF 
approximately by assigning texture and reflective properties to the surface and performing a ray 
trace. Once the reflectance properties of each surface are available, they are assigned to the sur-
faces in the optical model and allow accurate photorealistic rendering of the model for all cases 
of source and viewer locations.

3. Model the lamps: luminaire geometry and source model. Source models are increasingly being 
made available by the lamp vendors. If the model is not available, source measurements may be 
needed. Source models consist of a collection of rays that represent the output from the source. 
Each ray is described by its position and direction cosines in 3D space. Daylight can be simulated 
by creating two sources outside the model: sun and sky and assigning diffuse reflective properties 
(10 to 20 percent) to the ground outside the model. There are a variety of ways to model the 
sun. One way is to represent it as a Lambertian disk of its angular extent (0.52°) and a luminance 
value that provides the insolation on the earth’s surface at the geographic location (~1000 W/m2). 
The final step is to locate the Sun’s position relative to the model. The sky is modeled as a large 
Lambertian disk of a prescribed luminance. For example, a clear sky is represented by 8000 nits 
and an overcast sky is represented by 2000 nits.

4. Decide upon the location of the measurement surfaces. These could be real or virtual. A photo-
realistic scene rendering helps in realizing the most promising layouts.

40_Bass_v2ch40_p001-076.indd 40.17 8/24/09 11:23:08 AM

DO
 N

OT
 D

UP
LI

CA
TE



40.18  RADIOMETRY AND PHOTOMETRY

Figures 6 and 7 show an example that illustrates the above steps.31 We simulate a room with one 
window. All the light received in the room is daylight from a clear sky. In this example, we calculate 
the light distribution across the floor for two cases: with and without assuming that the room sur-
faces are diffuse reflective. Figure 7 shows the impact of including reflectances from various objects 
which results in a wider spread of illumination across the floor.

It is easy to make the model more complex by adding internal light sources, objects with a vari-
ety of surface properties, skylights, influence of sun and so forth. Next, we discuss the software tools 
available to perform such simulations.

Software Tools There are extensive software tools to assist the lighting designer in simulating illu-
mination systems. The software includes computer-aided design (CAD), source modeling, optical 
analysis and design, and computer graphics. Each of these plays a crucial role in the design process, 
so they are described in the following subsections. Some of the software areas have applicability 
in a number of aspects of the design process. Finally, we do not mention the explicit names of the 
software packages since they are continuously evolving, and we make use of certain ones in our daily 
lives, so we do not want to bias the discussion presented here.

FIGURE 6 System layout. (Source: Clear sky 8000 cd/m2. Room Size: 3 m × 3 m. Window size: 
1 m × 1 m. Window location: center of the wall. Wall reflectance: 35 percent. Roof Reflectance: 60 percent. 
Floor reflectance: 40 percent. Ground reflectance exterior to room: 20 percent.)
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FIGURE 7 Horizontal illuminance (lux) on the floor (a) with and (b) without taking into account the room 
reflectance.
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LIGHTING AND APPLICATIONS  40.19

CAD software Computer-aided design software is used to build the geometry of any system and 
is then interfaced with machine tools to fabricate the components. Lighting design makes great use 
of CAD software to ease the process of integration of complex optical components and the mechan-
ics that hold them and the electronics. Not only are there self-standing, mechanical CAD software 
packages, but native CAD geometry generation capabilities in the optical analysis software packages 
discussed later. The latter provide a wealth of tools for the generation of complex illumination sys-
tems, but they do not have the range of tools that mechanical CAD software provides. The software 
can be broken down into two subsets: surface based and solid based. The former implies that each 
surface is defined separately (e.g., a cube is made up of six separate surfaces), while the latter implies 
that each object is defined (e.g., a cube is made from one function call). Of course tools are provided 
in each code such that the design process is simplified (e.g., in a surface-based code a macro could 
generate all of the six surfaces of the cube with one function call). Solid-based codes tend to provide 
a more efficient process to enter the geometry of the system, but surface-based codes have a longer 
market history. None of the mechanical CAD packages provide optical analysis and design tools, but 
they do provide hooks to integrate into them. In fact, some of the optical analysis and design soft-
ware companies have developed plug-ins that allow the user to specify optical characteristics such 
as materials and surfaces. These tools assist with the design process by requiring only one iteration 
of assigning such properties and simplify the transfer of the geometry to the optical analysis soft-
ware. The transfer of the geometry is typically accomplished by two formats: International Graphics 
Exchange Specification (IGES) and Standard for the Exchange of Product model data (STEP). Other 
protocols including proprietary ones, DXF, DWG, STL, and SAT are understood by certain optical 
design and analysis tools.

IGES IGES is a standard first published in 1980 by the National Bureau of Standards (now the 
National Institute of Standards and Technology, NIST) as NBSIR 80–1978, and then approved by an 
ANSI committee as Version 1.0.32 It was first known as Digital Representation for Communication 
of Product Definition Data. It is essentially a surface/curve-based method to represent the geometry 
that comprises a component or system. The IGES standard was updated through the years, with 
Version 5.3 in 1996 being the last published version.33 STEP (see the next section) was to replace 
IGES, but IGES remains the prevalent neutral-based method to transfer geometry data. Most optical 
analysis codes can read and interpret various versions of IGES, but the surface-based optics codes 
tend to have better performance (i.e., fewer import errors).

STEP STEP is a standard first published in 1994 by the International Standards Organization 
(ISO) as ISO 10303 with the goal of replacing IGES. It is essentially a solid-based method to rep-
resent a system, but it also has 2D and database aspects.34 It has been updated through the years 
and is now comprised of many part and application protocols. STEP is developed and maintained 
by the ISO technical committee TC 184, Technical Industrial automation systems and integration, 
subcommittee SC4 Industrial data.35 Most optical analysis codes can read and interpret various ver-
sions of STEP, but the solid-based optics codes tend to have better performance (i.e., fewer import 
errors).

Source modeling software In order to perform accurate simulation of a lighting system it is 
imperative that an accurate source model is used. There are essentially three methods to accomplish 
this:

• Generation of ray data based on manufacturer data sheets

• Experimental measurements of the emitted radiation to create ray sets

• Modeling of the geometry of the source and the physics of emission to create ray sets

The first method creates either ray sets or Illuminating Engineering Society (IES) intensity 
distributions that can be used to model the performance of a lighting system that incorporates the 
prescribed source. The second, experimental measurement uses a goniometer or similar device to 
measure the output of the source both as a function of position and angle; therefore, it measures 
the luminance distribution of the source. The last is based on modeling of the source components, 
such as filament, base, and glass envelope in an incandescent bulb; electrodes, glass envelope, and 
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40.20  RADIOMETRY AND PHOTOMETRY

base for an HID lamp; and die, epoxy dome, and reflector cup for a LED. Based on the physics of 
the source, rays are assigned to the emission areas. A number of optical analysis software compa-
nies are providing geometrical and ray source model libraries to their customers. All three methods 
are based on the data, measurements, or model of a single source, called the nominal source. Thus, 
there is the opportunity for error between the nominal source and what is used in your fabricated 
system.

Source manufacturers and architectural lighting software tend to use the IES source files to 
specify their sources. These files are not as precise as the other two methods, but they provide a 
good enough and fast method to implement the source emission characteristics into the design 
process. Companies that make these accurate experimental measurements keep libraries of the data, 
so that their customers can include them in their lighting system models. The CAD software allows 
a designer to make a complex model of the source, and then the optical analysis software allows 
the rays to be generated. This method also provides accurate source models, but with the only time 
expenditure to develop such models. It has been found that methods that employ both the geometry 
and experimental emission measurements provide the highest level of accuracy while also giving an 
avenue to model the tolerances of the emission.36,37

Optical modeling software As previously stated, optical analysis and design software not only 
allows for the modeling of optical systems, but it also provides tools for inclusion of geometry, 
source modeling, and rendering (discussed later). There are both solid-based and surface-based 
codes. Most optical phenomena occur at the surface interfaces, such as reflection, refraction, scat-
tering, and diffraction, but there are volume effects, such as scattering, absorption, and emission. 
Therefore, though a single software packages is based around solids or surfaces, it must be able to 
effectively model the other type of phenomena. A number of the codes are generic in nature, such 
that they can handle virtually any type of system or application, from backlights to luminaires to 
biomedical applications. There are application specific codes in a number of areas, especially exter-
nal automotive lighting and architectural illumination. The software is increasingly adding tools 
such as source modeling macros, optimization, tolerancing, and rendering.

There are essentially three types of software packages that can be used to model a lighting system: 
optically based ray tracing, lighting-based radiosity, and computer graphics rendering. Ray trac-
ing is simply the tracing of a multitude of rays from sources through the optical system. It is quite 
accurate, only limited both by the characterization of the geometry and the assigned optical proper-
ties within the model and the number of rays that are traced. Radiosity algorithms are essentially 
scatter-based methods that propagate approximate wavefronts from one object to another. Initially, 
Lambertian scatter properties of all objects were assumed, but more recently radiosity implementa-
tions propagation based on the bidirectional surface distribution function (BSDF), generally, or the 
respective reflective (BRDF) or transmissive (BTDF) forms, specifically, have been developed.38 Ray 
tracing can handle both specular and diffuse reflections, but radiosity is limited to diffuse reflec-
tions. Ray tracing has a number of benefits including accuracy and utility from the near field to far 
field. Radiosity is for the most part limited to far field calculations, where the approximations of the 
propagation model are minimized. As the distance between the source and target is reduced, the 
limitations of the scatter-based propagation inhibit accuracy. The primary limitation of ray trac-
ing is the calculation time, which is several orders of magnitude more than radiosity. Thus, hybrid 
methods that employ both ray tracing and radiosity are in use. The goal of hybrid methods is to 
obtain the benefits of both ray tracing and radiosity in a single algorithm.

In the next three subsections the three types of software packages are discussed in more detail. 
Notably, the lines between these three types of software packages is disappearing, especially between 
the lighting design and computer graphics sectors. In each of these sections the applicability to light-
ing design and modeling is provided. These software packages are seeing rapid growth, so consulta-
tion of the literature on active research on future development is suggested.

Optical design and analysis software There are two types of optical design and analysis soft-
ware: imaging system software and general analysis software. The first is typically called lens design 
software, and has limited utility to the design of lighting systems. The second uses nonsequential 
ray tracing from the source to the target. This process allows the illumination distribution at the 
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LIGHTING AND APPLICATIONS  40.21

target to be accurately determined. This type of software often includes, at the discretion of the 
user, such features as spectrum, coherence, polarization, and so forth. Thus, the accuracy is only 
limited by the user input. The design of the actual luminaire is best done with this type of software. 
It allows the designer to design efficient systems that effectively couple and broadcast the emission 
from the light source. These codes also provide tools for optimization and tolerancing of the lumi-
naire. However, due to lengthy computation time, optical design and analysis codes have limited 
(but increasing, due to the advances in computer speeds) utility in determination of a lit scene (i.e., 
rendering).

Lighting design software Unlike optical design and analysis software, lighting design software 
typically makes use of radiosity algorithms.39 Radiosity codes are quite fast and have acceptable 
accuracy in the far field. The use of Lambertian or BSDF scatter properties allows the diffuse reflec-
tion from objects to be quickly ascertained and propagated further into the system. The diffuse 
emission is both collected at the observation location and is cascaded to other objects in the scene. 
In order to obtain a higher convergence speed objects are typically parameterized with polygons, 
while optical phenomena such as refraction or specular reflection are approximated or even ignored. 
This type of software thus provides at worst a first-order approximation of the lit appearance such 
that architects and lighting designers can view the results of their design work. Lit-scene render-
ing or illumination in the far field of a luminaire is the best use of lighting design software. More 
advanced software packages can then be employed, such as those that employ some semblance of 
ray tracing—see the previous and next sections.

Computer graphics software In the past two decades the computer graphics community has 
grown rapidly. The tools they develop and employ are useful in the illumination community of 
optics. Foremost they have tools to model the simulated look of an unlit or lit lighting system, called 
unlit-and lit-appearance modeling respectively. These tools are important in illumination since 
acceptance of a system is often based on subjective criteria such as appearance. Thus, these tools 
provide such before potential costly and time-consuming manufacture. Additionally, the computer 
graphics community uses both ray-based and scatter-based radiosity methods, while also employ-
ing hybrid methods. These methods are especially geared to the rendering of scenes in video games, 
movies, and other types of visual media. Thus, they tend to have the least amount of accuracy since 
the completion of numerous images in a timely manner is demanded.

Computer graphics software makes direct use of forward ray tracing (from the source to 
observer) and reverse ray tracing (from the observer to the source). The latter is especially use-
ful for the rendering of scenes where there is a discrete viewpoint, like that of a virtual observer. 
These codes and algorithms are increasingly being used to model the lit appearance of illumina-
tion systems such as luminaires and lightpipes. This process involves some form of ray tracing 
and/or radiosity calculations and then employs vision biology (Sec. 40.3). As an example, con-
sider a star-shaped taillight as shown in Fig. 8.40,41 The taillight is oriented at several angles such 
that the effects of changing ones aspect to the lit taillight is taken into account. The combination 
of these different angular views of the taillight provides the luminance distribution, or essentially 
what an observer would see by walking around the lamp. A ray tracing method employing a pupil 
collection of 15° is used for each of the plots within Fig. 8. Note that saturation of the retinal 
cones is included, which is evidenced by the whitish appearance of the filament at the center of 
the lit patterns.

Furthermore, the resulting intensity pattern for the lit-appearance model can be projected into 
a scene to provide a rendering of what the illumination from the lamp will look like. For example 
consider Fig. 9, which shows three view aspects of an automobile headlight designed to meet stan-
dards (see section on vehicular lighting): (a) the driver’s perspective, (b) 20 m above and behind 
the drive, and (c) the bird’s eye view.42 These renderings are quite accurate since the goal is to 
completely mimic the lit-scene appearance prior to fabrication. These types of renderings can be 
extended to any scene that involves sources and objects with accurate optical characteristics applied 
to them. Figure 10a shows the rendering of a south-facing office room43 in Tucson, Arizona. The 
illumination was modeled from average direct and diffuse insolation data for November 15 at noon 
for this location. The CAD model was generated from architectural blueprints of the facility. Surface 
reflectances were determined from first principles. The scene outside the window was created from a 
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FIGURE 8 Views of the lit appearance (upper) of a star-shaped taillight (lower) at four hori-
zontal angles of (a) 0°; (b) 10°; (c) 20°; and (d) 30°. (See also color insert.) (Used with permission 
from SPIE;40 Developed with Advanced Systems Analysis Program from Breault Research Organization.)
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LIGHTING AND APPLICATIONS  40.23

digital photograph taken in the mountains outside of Tucson. 100,000,000 rays were traced from the 
source throughout the model. Similarly, Fig. 10b shows the rendering of a desk surface lit by interior, 
incandescent lighting.44 All surfaces, except the three objects on the desk (shown in wireframe to 
ease view through the objects), are diffuse Lambertian reflectors. The three objects: wine glass, ice 
cube, and crystal ball, display the effects of specular refraction and total internal reflection.

FIGURE 9 Three perspectives of lit-scene renderings from a low-beam headlamp: (a) driver’s view; (b) 20 m above 
and behind automobile; and (c) bird’s eye view. (See also color insert.) (Developed with LucidShape and LucidDrive from 
Brandenburg, GMBH.)

(a) (b) (c)

FIGURE 10a Rendering of a lit office room. (See also color insert.) (Developed with LightTools from Optical Research Associates.)
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40.24  RADIOMETRY AND PHOTOMETRY

40.5 LUMINAIRES

A luminaire is a packaged light source consisting of emitter, optics to baffle or redirect light, fixture 
and electrical components. Luminaires form an integral part of the lighting design by the virtue of 
the illumination they provide and also by their appearances. In this section, we discuss the opti-
cal components of luminaires: types of light sources, both artificial and natural (daylight), and the 
design of luminaires with optical components such as reflectors, lenses, lightguides, fibers, windows, 
skylights and baffles to achieve the desired light distribution.

Types of Light Sources

Light sources are optically characterized by their luminous spectrum (lumens as a function of wave-
length), intensity (in candela), and efficiency (lumens per watt, lpw). For white light, CCT and CRI 
are derived from the spectrum of the source and are typically reported on the data sheets to give an 
estimate of its appearance and its ability to color render lit objects. Other source characteristics are 
cost, safety, government regulations, package size/type, lamp sockets, electrical driver requirements 
and constraints related to environment or operating conditions. Cost is defined in terms of lumi-
nous flux per dollar per hour of use, replacement, and initial installation costs.

We discuss daylighting and the following artificial light sources: incandescent, fluorescent, 
high-intensity discharge (HID), light-emitting diode (LED), electrodeless HID, electroluminescent, 
nuclear, laser, bare discharge, low-pressure sodium (LPS), and short arc sources. In the next few sub-
sections we discuss various light sources in terms of operating principles, construction, and packaging. 
Refer to Table 3, which provides the performance comparison of various lamps; and Table 4, which 

FIGURE 10b Rendering of a lit desk with three objects located on it (wine glass, ice cube, and 
crystal ball) to show both diffuse and specular effects. (See also color insert.) (Developed with FRED 
from Photon Engineering.)
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LIGHTING AND APPLICATIONS  40.25

lists various lamp types, currently available packages and their applications. Figure 11 shows various 
lamp packages. The alphabetic designation is explained in Fig. 11. The numeric designation with 
the letters is the diameter specified in 1/8th of an inch. For example, MR16 refers to a multifaceted 
reflector, 2 in. in diameter.

Incandescent Sources These are thermal sources that emit electromagnetic radiation from a heated 
filament, which is a phenomenon known as incandescence. Incandescent light sources are being 
steadily replaced with fluorescent lamps, LEDs, and potentially with electrodeless lamps. Other 
sources are able to provide similar or improved performance at higher efficiency and lifetime lead-
ing to reduced operational costs.

Modern day incandescent sources use a tungsten filament.45 Tungsten has a high melting point 
(3382°C), high ductility, high conductivity, and low thermal expansion that make it a preferred 
material for use as a lamp filament. Tungsten is alloyed with tiny amounts of potassium (60 ppm), 
aluminum oxide (10 ppm), and silicon (1 ppm) to give it high strength near its melting point. This 
allows lamp operation close to the melting point, thus improving its efficacy. Sometimes tungsten 

TABLE 3 General Lamp Characteristics for Most Lighting Applications

  Efficacy   Lifetime 
 Watts lpw CCT K CRI K hours Notes

Standard 40–100a 10–17T 2700 >95 0.75 Undesired IR radiation, fire hazard.
 Incandescent        Naturally low flicker, instant-on and 

dimming to 0.
Tungsten- 300a 20 2850–3200 >95 <6 Same as standard incandescent.
 Halogen
Fluorescent/  5–55 15–100 3000–6500 50–98 5–20b Complex ballasts for good dimming
 CFL  60–70T 4100T 70–85T    range, short start-up, low hum, low 

flicker. Hg disposal issue, EMI.
HID-Hg 50–1000 30–65 3900–5700c 15–20 higher  16–24 Complex ballasts for start-up and flicker
     with phosphor    control, poor dimming, high flicker,
     coatings    explosion, fire and UV hazard, lamp 

disposal issue, high start-up and re-
strike intervals, poor color stability 
with time, operating position affects 
performance.

HID-MH 30–18 K 75–125 2500–6000 60–70 7.5–20 Same as HID-Hg. Lifetime <1 K hours
 50–1000T      for >10 kW lamps.
HID-HPS 175–1000 45–150 1900–2700 22–85 7.5–24  Same as HID-Hg, CRI is inversely 

  proportional to efficacy. 110 lpw corre-
sponds to CRI 20, CCT 1900–2100 K.

HID-CMH 20–400 70–90 3000–4200 80–96 7.5–20  Same as HID-Hg except for good color 
  stability with time and performance 

independent of operating position.
Electrodeless 4 60+ 2700–6500 50–98 15–30d,  Complex ballast, EMI.
      <100e

LPS 20–100 80–150 1800 0 14–18
LEDf   LEDs (large chip or arrays) are likely to replace most of the existing lamp sources. Efficacy can reach up to and 

  beyond 200g lpw with the theoretical limit being the CIE standard observer luminous efficacy curve, lifetimes 
up to 100 K hours. Key advantages are: fast turn-on times, color tunability, high dimming range, low voltage 
operation, no Hg or Lead, no UV or IR, no catastrophic failures and scalable packages. Phosphor coated LEDs 
can provide white light at desired CRI and CCT.

HID—high-intensity discharge, Hg—mercury, MH—metal halide, HPS—high-pressure sodium, CMH—ceramic mercury halide, Xe—xenon, 
LED—light-emitting diode, CFL—compact fluorescent lamps, T—typical.

aAlso available in kW. Lifetimes shrinks to a few hundred hours, bRegular Fluorescent have typical lifetimes >10 K hours, Compact Fluorescent 
lamps have lifetimes >5 K hours, cCCT 5700 K at CRI 15, CCT 3900 K at CRI 50, ddeveloping technology, ewith integrated ballasts, fseparate ballast, 
gonly light generation efficiency inside the LED die.
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TABLE 4 Common Lamp Packages and Applications

 Available Packaging Current Applications

Tungsten  A-line, elliptical, decorative  General purpose, 3-way, reader, decorative (chandelier, Globe, ceiling
  (B, C, CA, F, G, M), PAR,   fan), Track and Recessed (Indoor floodlight and spot light), outdoor

reflector (R, BR, ER), appliance   (post & lantern, pathway, garden & deck, motion-sensing & security, 
and indicators (S), tubular (T)   bug light, yard stake), appliances, colored lamp, display, exit sign, 

freshwater and saltwater aquarium, heat lamp, marine, nightlight, 
party, recreation vehicle, plant, rough service, sewing machine, shatter 
resistant, terrarium, vacuum cleaner, airport, emergency, city lighting, 
projection, photoflood, filmstrip, retail display, restaurants.

Tungsten- A-line, decorative (B, G, F, T10),  General purpose, 3-way, reader, decorative (chandelier, Globe, ceiling
 Halogen  PAR, AR, MR, single ended,   fan), Track and Recessed (Indoor floodlight), outdoor (post & lantern,
  double ended   pathway, garden & deck, motion-sensing & security, yard stake), 

camera light, microfilm, curio cabinet, display, enlarger & printer, 
equipment, fiber optics, landscape lighting, projection, stage & studio, 
torchiere, airport, emergency, city lighting, special service, monuments, 
museums, heat lamp.

Fluorescent Straight linear (T5, T6, T8, T10,  Kitchen, bath, shop, work light, Appliances, blacklight, blacklight blue, 
 (Linear)   T12), circular (T9), U-shaped   cold temperature, colored lamp, freshwater and saltwater aquarium, 
  (T8, T12), grooved (PG17)   plant, shatter resistant, terrarium, stage & studio, projection, diazo 

reprographic, germicidal, gold UV blocking, superstores, warehouses.
Compact  Plug-in (2-pin, 4-pin, proprietary),  General purpose, reader, decorative (chandelier, Globe, ceiling fan), 
 Fluorescent   self-ballasted (decorative, reflectors,   Track and Recessed (Indoor floodlight and spot light), outdoor (post

proprietary)   & lantern, pathway, garden & deck, bug light), appliances, blacklight 
blue, facilities, hospitality, office, plant, restaurant, retail display, saltwa-
ter aquarium, terrarium, torchiere, warehouse.

HID - Hg A-line, elliptical, reflector Street lighting.
HID - MH  Elliptical, PAR, single ended, double  Street lighting, sports lighting, decorative lighting of architectural

 ended, tubular   wonders.
HID - HPS Elliptical, double ended, tubular Street lighting, horticulture.
HID -CMH  Elliptical, par, single ended, double  Track and Recessed (Indoor floodlight and spot light), retail display.

 ended, tubular
Miniature  B, G, R, RP, S, T, TL, discharge  Outdoor (post & lantern, pathway, garden & deck, motion-sensing & 

  security, yard stake), automotive (headlamp, fog, daytime running, 
parking, directional front & rear, tail, stop, high mount stop, side-
marker front & rear, backup/cornering, instrument, license plate, glove 
compartment, map, dome, step/convenience, truck/cargo and under 
hood), flashlight, landscape lighting, low voltage, marine, telephone, 
traffic signal, emergency.

Sealed Beam PAR, rectangular  Outdoor (motion-sensing & security, yard stake), automotive headlamp, 
  railway, shatter resistant, stage & studio, directional lighting, aircrafts, 

tractors, airport, emergency, city lighting.
LPS Tubular Street lighting, parking lots.
Electrodeless T, P  Any application where long lifetimes and high efficacy are needed due to 

  high replacement costs and/or difficult access. Road signs, warehouses.
LED MR16, miniature (2, 3, 5 mm)  LEDs can potentially replace most of other light sources being used for 

  various applications. Currently being used in building interiors 
(homes, offices, commercial places such as health clubs, hospitals 
rooms) stairways and pathways, flashlights, traffic lights, signs, digital 
projection, instrument indicator panels, backlighting applications, 
decorative, display.
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is alloyed with rhenium (3 to 25 percent) to make it more ductile at low temperatures and achieve 
higher recrystallization temperatures thereby giving the lamp a longer life. Alloying tungsten with 
thoria provides increased strength, better machinability and high recrystallization temperatures. 
Such filaments are used for very high voltage applications.

Figure 12 shows the radiating characteristic of tungsten at 3000 K and its comparison with a 
blackbody emitter. It differs from the blackbody due to wavelength-dependent low emissivity. A per-
fect blackbody has an emissivity of one for all wavelengths. The hotter the filament, the higher are the 
luminous flux radiated per watt, the percentage of luminous flux of the total radiation, and the CCT. 
However, the lifetime is inversely proportional to the filament temperature as filament evaporation is 

S TCT BT TB PARBR ER

CMH: BD, ED

Sealed beamMR AR

Single endedDouble ended

A PS F G ME CB RCA

FIGURE 11a Various lamp package representations. Shape and sizes are not to scale. Various sizes are available for 
each package type. For each bulb shape, a variety of bases are available. A—arbitrary spherical shape tapered to narrow neck, 
B—bulged or bullet shape, BT—bulged tubular, C—conical, CA—conical with blunt tip, E—elliptical, blunt tip, ED—elliptical 
with dimple in the crown, F—flame shaped, decorative, G—globe, M—mushroom-shaped with rounded transitions, MR—
multifaceted reflector, PS—pear shaped with straight neck, PAR—parabolic aluminized reflector, BD—bulged with dimple 
in crown, S—straight, T—tubular, TB—Teflon bulb, TL—tubular with lens in crown. (Illustration courtesy of General Electric 
Company.)
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Fluorescent T, U-line, circline and grooved PG

CFLs: Biax, double biax, triple biax, 2D, spiral

Miniature: neon, festoon, automotive, TL

FIGURE 11b Various lamp package representations. Shape and sizes are not to scale. (Illustration courtesy of General Electric 
Company.)

FIGURE 12 Blackbody at 3000 K versus tungsten filament at 3000 K.
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the primary mode of lamp failure. The best engineered solution consists of the hottest possible lamp 
filament at an acceptable lifetime, voltage rating, and packaging. Near its melting point, an uncoiled 
tungsten wire has a luminous efficacy of 53 lm/W. To achieve an acceptable lifetime, the tungsten fila-
ment is operated at much lower temperatures. The luminous efficacy of typical incandescent lamps 
with tungsten filaments ranges from about 5 to 20 lm/W for lamp wattages 5 to 300, respectively.

A typical incandescent lamp consists of an evacuated glass envelope; filament, with or without 
fill gases; filament leads; and base. Figure 13 shows the key characteristics.

The bulb material is application dependent. For most applications soda lime glass is used. For 
applications requiring heat resistant glass, borosilicate, quartz, or aluminosilicate is used. When the 
bulb envelope is frosted from the inside or coated with powdered silica, it provides diffuse illumi-
nation from the bulb surface and masks the bright filaments from direct view. The bulb envelope 
material can be used to filter the radiation to alter the CCT. Daylight application bulbs filter out the 
longer wavelengths to provide a higher CCT.

Lead-in wires are made of borax coated dumet (alloys of nickel, copper, and iron). Dumet is able 
to form a glass-metal seal. It is important to match the thermal expansion of the lead-in wires with the 
envelope material. When high bulb-envelope temperatures are involved, molybdenum strips bonded 
to lead-in wires are used for glass-metal seals. The bulb base is cemented to the bulb envelope and is 
designed to withstand the operating temperatures. The filament itself comes in various configurations 
depending upon the application. Various filament configurations are a straight wire (designated as S), 

FIGURE 13 An incandescent bulb. (MOL—maximum overall length, LCL—light center 
length.) (Adapted from Wikimedia Commons.)
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40.30  RADIOMETRY AND PHOTOMETRY

a coiled wire (designated as C) or a coiled coil (the coiled wire is further coiled onto itself, designated 
as CC). See Fig. 16 in Chap. 15, “Artificial Sources,” in this volume. Coiling increases the surface area 
per unit length of the filament as well as volume packing density. This allows higher operation tem-
perature at higher efficiency due to relative reduction in heat lost to convection. Multiple supports are 
used to reduce filament vibration. The number and type of supports depend upon the bulb operating 
characteristics. A higher number of supports is needed for rough/vibration service lamps. These lamps 
have low wattages and efficiency and operate in environments that involve shock and vibration for the 
lamp. Heavier filaments withstand vibrations much better and need fewer filament supports.

Fill gases at low pressure are used to prolong the lamp life at high operating temperatures (high 
efficacy and power) by reducing the evaporation rate of tungsten. For most applications, mixtures of 
argon and nitrogen are used as fill gases. More expensive gases such as krypton and xenon are added 
to the mixture when the higher efficacy justifies the cost increase. Bromine is added to create a new 
class of lamps called tungsten-halogen lamps which we discuss next.

Tungsten-halogen lamps operate at substantially higher temperatures leading to higher CCT and 
efficacy. In addition, they have longer lifetimes. At high temperatures, evaporated tungsten combines 
with the halogen gas and forms a gaseous compound. This gaseous compound circulates through-
out the bulb via convection. When this gaseous compound comes in contact with the hottest parts 
of the lamp such as electrodes the halogen compound breaks down. Tungsten is re-deposited on the 
electrodes and the halogen is freed up to take part in the halogen regenerative cycle. For the halogen 
regenerative cycle to work, the bulb envelope must reach a high temperature (>250°C). At lower 
temperatures, the tungsten will deposit on the bulb envelope instead and lead to lamp blackening 
and filament thinning, a common failure mode of incandescent lamps. Operating a tungsten-halogen 
lamp at less than the rated voltage inhibits the halogen regenerative cycle and takes away the longev-
ity advantage. Tungsten halogen lamps have relatively compact bulb envelopes to allow for high 
bulb-envelope temperatures. The bulb envelope may also have an IR reflective coating to enhance 
the heat density inside the bulb. Compact bulb sizes make them good candidates for use with reflec-
tors (such as a PAR) to provide directional properties for the lamp emission. The bulb envelopes for 
such lamps are made of heat resistant material to withstand high temperatures. The high filament 
temperature in halogen lamps generates UV. The UV rays must be blocked by a UV absorbing lamp 
cover or UV absorbing but heat resistant bulb envelope such as high-silica or aluminosilicate.

Flicker in incandescent lamps is naturally very low due to slow response of filament temperature 
to voltage fluctuations caused by power supply frequency or noise.

Incandescent lamps fail when bulb blackening or filament notching (thinning of the filament 
by evaporation) reduces the output substantially or the filament breaks either by vibration or by 
complete evaporation of some filament portion. With the exception of halogen lamps, operating the 
incandescent lamps at less than rated voltage dramatically extends the lifetime (by reducing the fila-
ment evaporation rate) at the cost of reduced efficacy, CCT, and luminous flux. In situations, where 
long lifetimes are needed such as when the lamps are located in a hard to replace areas and/or under 
tough environmental conditions, heavy filament lamps that are operated at less than the rated volt-
age are used. But using lower operating voltage to extend the lifetime is not always economical once 
the increased cost of electricity due to reduced efficacy and compensation of the reduced flux by 
using more bulbs is taken into account.

Fluorescent Lamps These are luminous sources based on light emission by excited states of phos-
phors, a phenomenon known as fluorescence. These phosphors are typically excited by UV emission 
due to spectral line transitions across gases such as mercury vapor and/or rare gases such as Xe and Ar. 
Most commonly available fluorescent lamps are mercury-vapor-based although mercury-free fluores-
cent sources are available. Phosphors are now available that are excitable by visible light. Such phos-
phors are also being used for LED-based light sources to produce white light. Fluorescent lamps are 
actively replacing incandescent light sources and in many cases are themselves being replaced by LEDs. 

As shown in Fig. 14, a fluorescent lamp consists of a closed tubular fluorescent material coated 
glass envelope filled with low-pressure mercury vapor, electrodes at each end of the tube and a bal-
last to provide high-strike voltage across the electrodes and limit the current during operation. A 
high-strike voltage across the electrodes initiates a gas discharge in the mercury vapor with light 
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LIGHTING AND APPLICATIONS  40.31

emissions across various wavelengths. The UV emission lines of mercury, mostly at 254 nm, excite 
the phosphors coated on the inside of the tube, cause them to fluoresce and lead to emission in the 
visible. The fill gases consist of mercury vapor at low pressure (10–5 atm) for UV emission and mix-
tures of inert gasses such as argon, krypton, neon, or xenon at a relatively higher pressure (10–3 atm). 
Inert gases help in lowering the strike voltage across the electrodes as discussed later.

Mercury-free fluorescent lamps mostly use excimers (excited dimers of rare gases and/or their 
halides with Xe being popular) to produce UV to excite the phosphors. High-wattage operation and 
high lifetime is achievable but the efficacy is low as compared to the mercury-based lamps. Xenon-filled 
fluorescent lamps are also available but far less efficient than excimer based. Both excimer and Xe-based 
fluorescent lamps have additional advantages: instant-on, instant restrike, and color stability.

Fluorescent lamp envelope material is made of soft soda lime glass. This glass material blocks all 
UV. The length and diameter of the fluorescent tubes affect the efficacy and operating characteristics 
(voltage, current, and temperature). Longer tubes need higher voltage and power but provide higher 
efficacy. The efficacy is optimized for a certain tube diameter. To reduce the angular extent of emis-
sion, fluorescent tubes are coated across a prescribed region for high reflection in the visible. In such 
cases, only the uncoated regions of the tube emit light.

The fluorescent coating consists of different mixtures of phosphor salts.46,47 Phosphor salts consist 
of oxides, sulfides, selenides, halides, or silicates of zinc, cadmium, manganese, aluminum, silicon, or 
rare earth materials. Inclusions to the base phosphor material help tailor the emission characteristics. 
There is a large variety of phosphors available. Each phosphor emits light in one or more narrow 
wavelength bands. A fluorescent coating consists of one or more phosphor materials to produce a 
desired CRI and CCT for white light emission or specific spectral characteristics. Halophosphates 
(wide band) and triphosphors (blends of three narrow band red, green, and blue rare-earth phos-
phors) are commonly used for general lighting applications. Figure 15 shows an example of the spec-
trum from a halophosphate phosphor. Figure 17 shows the spectrum of a standard fluorescent lamp.

Due to the variety of fluorescent lamp spectra available, it is possible to achieve the desired CCT, 
CRI, and color requirements of an application. For example, an application may require a specific 
blend of white light such as “warm white” (CCT 3000 K, CRI 53), “cool white” (CCT 4100 K, CRI 62), 
“daylight” (CCT 6500 K, CRI 79), or special requirements such as aquarium lighting for providing 
optimal plant and coral growth and color enhancing of the display. CFLs use triphosphor coating to 
produce a high CRI (>90) in order to effectively replace the incandescent lamps. Special application 
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FIGURE 14 A preheat fluorescent lamp circuit using an automatic starting switch. 
A—fluorescent tube with fill gases, B—power, C—starter, D—switch (bimetallic ther-
mostat), E—capacitor, F—filaments, and G—ballast. (Courtesy of Wikipedia Commons.)
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40.32  RADIOMETRY AND PHOTOMETRY

fluorescent lamps include backlight and tanning lamps. These lamps have phosphors that convert 
short-wave UV into long-wave UV for applications in tanning (UVA and UVB), detecting materials 
that fluoresce at long UV (urine, paints, or dyes), or attracting insects.

The lamp electrodes are coated with materials such as oxides of barium, calcium, and strontium 
to provide low-temperature thermionic emission (electron emission from a heated electrode). Under 
a potential, these electrons accelerate and ionize the inert gas atoms by impact ionization. Each ion-
ization event generates more electrons that are available to accelerate and further ionize leading to an 
avalanche that rapidly lowers the gas conductivity. Eventually mercury atoms are ionized. The oper-
ating voltage drops and a steady current is established. UV is emitted by transitions across the excited 
states of mercury atoms. The electrodes can be operated in either of the two modes: cold cathode 
(arc mode) or hot cathode (glow mode). In the hot cathode mode, the electrodes are preheated to 
improve the thermionic emission and lower the strike voltage. To enable preheating, electrodes at 
each end are in an incandescent bulb-like configuration with a tungsten filament (straight wire or 
coiled). The ballast circuitry allows for preheating (up to 1100°C) before the voltage strike. Hot cath-
ode operation allows operation at relatively higher power and over larger tube sizes. In contrast, cold 
cathode can be a single cylindrical pin electrode at each end. The strike voltage across the electrodes 
is relatively higher (~10×). The high voltage strips the electrons from the cathode at ambient temper-
ature and initiates the breakdown process of the gas. The coatings on the electrode surface amplify 
production of secondary electrons, which are produced when high-energy ions and electrons collide 
against the cathode. These electrons further increase the gas conductivity. Cold cathode fluorescent 
lamps (CCFL) are compact (~3-mm diameter) and are used in applications such as thin monitors 
(i.e., LCDs), backlights, timers, photocells, dimmers, closets, and bathrooms. CCFLs are less efficient 
(<50 lm/W) but provide instant-on and have long lifetimes (50,000 hours). CCFLs operate at high 
surface temperatures and require complex power supplies which are fairly compact.

The primary functions of the lamp ballast are to provide a high-strike voltage to start the lamp, 
give regulated current supply during lamp operation and sometimes provide for cathode preheating 
for rapid restart applications. Often starter circuitry is deployed to preheat the electrodes. It is criti-
cal to use the correct lamp-ballast combination for proper operation. Lamp ballast can be a current 
limiting resistor, magnetic ballast or electronic high-frequency ballast (most modern ballasts). 
Due to high-frequency operation of electronic ballasts, flicker in fluorescent lamps is reduced to 
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FIGURE 15 Emission spectrum of halophophate phosphor:47 Sb3+, 
Mn2+ activated Ca5(PO4)

3(Cl, F). The ratio of Sb3+ and Mn2+ species can be 
adjusted to adjust the spectral distribution. 
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LIGHTING AND APPLICATIONS  40.33

almost unnoticeable. Flicker is caused by fast response of the fluorescent lamps to the voltage fluc-
tuations in the lamp power supply caused by noise or operating power supply frequency.

Lamp failure mode consists of thermionic emission electrode coating degradation (a function of 
strike voltage and the number of strikes), phosphor degradation, mercury loss (diffusion or absorp-
tion by lamp materials) and ballast malfunction. Fluorescent lamps fail to operate far outside the 
ambient temperature range for which they are designed. Most fluorescent lamps are designed to 
operate in an ambient temperature of ~20°C. For operation at low temperatures, special cold start 
circuitry and mercury amalgams are needed.

High-Intensity Discharge (HID) and Low-Pressure Sodium (LPS) Lamps These sources emit light 
across the spectral line transition of enclosed gases by electrical discharge. The source spectrum also 
includes background thermal radiation due to the heated electrodes and plasma. These sources are 
similar to fluorescent sources in basic physics involving discharge and emission of light in the UV 
and visible due to transitions between the excited states of gas atoms. Unlike fluorescent lamps, the 
electrodes are separated by less than 1 mm up to a few inches. The enclosed gases are at a pressure 
that is three orders of magnitude higher than in fluorescent sources. As a result, HID sources are 
far brighter than fluorescent sources with much higher lumen output. The following types of HID 
lamps are commonly available: mercury vapor (Hg), metal halides (MH), high-pressure sodium 
(HPS or nicknamed as White SON), and ceramic metal halides (CMH). CMH combines the advan-
tages of MH and HPS technologies. Each HID lamp technology has very different performance and 
operating characteristics. An LPS lamp is similar to HID lamps in construction and operation with 
some differences that are identified as we describe the HID lamps below. Figure 16 describes the 
construction of various HID and LPS lamps. Figure 17 shows the relative spectrum of various HID 
lamps and comparison with the fluorescent lamp spectrum.

Main electrode 
(one at either end of 
the arctube)

Starter electrode

Arctube

N2 fill gas

Hg with Ar 
fill gas

Outer bulb

Mogul base

Molybdenum strip for glass 
metal seal

FIGURE 16a Mercury lamp construction. (Illustration courtesy of General Electric 
Company.)
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FIGURE 16c (a) High-pressure sodium lamp construction and (b) low-pressure sodium lamp 
construction. (Illustration courtesy of General Electric Company.)

FIGURE 16b Mercury halide lamp construction. (Illustration courtesy of General Electric Company.)
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An HID lamp consists of two glass envelopes: inner and outer. The inner glass envelope or the 
arc tube is made of quartz for MH and Hg and alumina ceramic for HPS, LPS, and CMH lamps. The 
arc tube houses the discharge gases at high pressure (several atmospheres) and the tungsten electrodes. 
The outer glass envelope is made of borosilicate and sometimes with soft glass in Hg lamps. It 
absorbs UV and insulates the arc tube from outer convection currents and from large ambient tem-
perature ranges. It houses the lead-in wires, circuitry to help initiate the high-voltage discharge, get-
ters in case of MH to absorb impurities and has a vacuum (HPS) or low-pressure nitrogen (MH and 
Hg) to prevent shorting of the lead-in wires. The outer-envelope Hg lamp is sometimes coated with 
phosphors to provide white light at high CRI and CCT like in regular fluorescent lamps.

Tungsten electrodes are coated with various oxides in a tungsten matrix (except in MH lamps 
where gases can react with such electrodes) to slow down evaporation and assist in thermionic 
emission when heated. Starter electrodes, when used in MH and Hg lamps, assist in arc initiation via 
an electric field between the starter electrode and the adjacent main electrode. During operation the 
starter electrode is removed from the active circuitry with a bimetallic strip, otherwise premature 
lamp failure results.

An LPS lamp is similar in construction and operation to HID lamps. Key differences are lower 
arc tube pressure (0.7 atm), long arc length with a U-shaped arc tube. The arc tube gases include 
sodium vapor and small amounts of Ne, Ar, or Xe as startup gases.

Different HID lamp types have different gas mixtures. An easily ionizable gas such as Argon (Ar), 
Neon (Ne), or Xenon (Xe) is used in the arc tube to help in arc initiation. Similarly, mercury is used 
in most HID lamps to achieve high pressure and improved color rendering. An HPS lamp used 
sodium (Na)-Hg amalgam. Mercury-free HPS lamps are also available. An LPS lamp uses sodium 
vapor. The MH lamps use halides of metals in addition to mercury, argon, and xenon.

A low-pressure sodium lamp (LPS) has a CRI of zero due to spectral emission only at 589.0 nm 
and 589.6 nm (sodium-D line). An HPS lamp has broader spectrum and thus better CRI due to 

FIGURE 17 Representative lamp spectra of standard fluorescent, bare mercury, bare xenon, and metal halide 
lamps.
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40.36  RADIOMETRY AND PHOTOMETRY

pressure broadening of the sodium-D line. At very high pressures (27 atm), the sodium-D line is 
self absorbed by the cooler outer layers of the arc leading to a narrow spectral hole around 589 nm. 
Mercury atoms help in further broadening of the red end of the pressure broadened sodium-D line 
due to Van Der Walls forces. A CRI from 22 to 85 is achievable depending upon the pressure which 
can be greater than 90 atm. MH lamps achieve a rich spectrum due to the line spectra of metals like 
sodium, tin, dysprosium, holmium, thulium, scandium, iron, or cesium. An MH lamp may have 
mixtures of halides of one or more metals to achieve the desired efficacy, CRI, and CCT. 

An MH lamp using a single metal halide compound can also be used to generate discrete spectral 
output: orange (sodium), green (thallium), blue (indium), and UV (iron). The metal-halide com-
pound is stable at low temperatures and does not react with the arc tube material unlike some metals. 
At high temperatures, near the arc, the metal-halide compound breaks down and provides the spec-
tral line emission from the metals. The operating temperature is lower than would be the case where 
the metals are evaporated to see the spectral emission lines. CRI is usually traded for lifetime and 
efficacy. CMH lamps combine the advantages of MH and HPS by using a poly crystalline alumina 
as the bulb envelope material. This material does not allow diffusion of metals, especially sodium or 
reaction of metals with the bulb material. The bulb is operated at a much higher temperature and 
pressure than the MH lamps. These advantages lead to high color stability with high CRI, uniformity, 
and efficacy over the lifetime in spite of the bulb material allowing only ~90 percent transmission.

HID lamps require several minutes of start-up time (time to reach stable output) and restrike. 
A long start-up is due to the time taken to reach a stable operating temperature and pressure within 
the arc tube. The restrike time interval results from the need to have low pressure inside the arc tube 
for arc initiation. Complex ballasts are needed to provide startup, restrike, and stable operation with 
constant current. To improve startup, restrike, and operations at low voltage, a high voltage-low 
current pulsed start is used. Sometimes, multiple arc tubes within the outer bulb envelope are used 
to provide faster restrike. Only one arc tube operates at a time in such lamps. Xe-based HID lamps 
are capable of instant-on and restrike. Automotive HID lamps use Xe with metal halides to improve 
the start and restrike times dramatically.

The physical orientation of HID lamps such as Hg and MH during operation is far more impor-
tant than with the other lamps. Due to convection, within and outside the lamp, different portions of 
any lamp, not just HID, are heated to different temperatures. The lamp engineering must take this into 
account and ensure that the hottest regions do not constitute a failure mode either by design or by 
providing instructions to the user for best operating configuration. In MH and Hg HID, the high con-
vection roll within the long arctube has an overwhelming effect on the arc shape and position under 
gravity. It can make the arc shape curved and lead to nonuniform degradation of the electrode tips and 
impact the light output, lifetime, and light distribution patterns. HPS lamps, however, can be operated 
in any position primarily due to a compact arc tube at high gas pressure (5 to 27 atmospheres).

Lamp degradation and failure occur due to electrode degradation by evaporation, arc tube black-
ening due to electrode material deposition, loss of gas pressure, and selective diffusion of gases lead-
ing to change in the lamp color. Arctube blackening also leads to the rise in the arctube temperature 
leading to an analogous rise in pressure and operating voltage. The effect is especially pronounced in 
HPS where lamp cycling can occur: as the lamp cools down, it is able to restrike but after some time 
temperature rises to the point that it shuts down.

Electrodeless Lamps As the name suggests, electrodeless lamps do not have any electrodes internal 
to the bulb envelope. As a result lifetime is not limited by electrode degradation. The concept behind 
these sources is over a century old.48 These sources are being sought to replace conventional light 
sources where high flux is needed at low operational costs (long lifetimes and high efficiency). There 
are two kinds of electrodeless lamps: induction lamps (IL) also known as electrodeless fluorescent 
lamps and microwave powered lamps also known as electrodeless sulfur lamps (ESL). Extraordinary 
high bulb life times (>25,000 hours) are possible due to lack of electrodes that degrade under opera-
tion. The causes of lamp failure are due to electrical components rather than the bulb itself, which 
implies a greater lifetime.

In each case, the goal is to excite a discharge with an EM field without the need of electrodes 
inside the bulb. Alternating magnetic fields in IL or microwaves in ESL initiate the discharge by 
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accelerating the free electrons of a gas with low ionization potential, such as argon or krypton. Free 
electrons are created in the gas by a spark from a high-voltage pulse across two electrodes in the 
vicinity of the bulb. These free electrons ionize the gas atoms by impact ionization. Ionization yields 
more free electrons and ions and the process resumes, eventually resulting in plasma formation. 
Excited states of gas atoms produce light via spectral transitions across various wavelengths. In case 
of IL, mercury is present in addition to argon/krypton to produce UV from excited mercury atoms. 
The UV excites the phosphor coating on the inner surface of the bulb envelope and emits white light 
just like a regular fluorescent lamp.

In ESL, microwaves are used to produce an intense plasma inside a rotating quartz ball contain-
ing argon/krypton and sulfur. The rotation of the quartz ball helps in stabilizing the fill for uniform 
emission as well as convective cooling with a fan to prevent its meltdown. Initially, the microwaves 
create a high-pressure (several atmospheres) noble gas plasma. This heats sulfur to a high tempera-
ture resulting in brightly emitting plasma. Light emission by sulfur plasma is due to the molecular 
emission spectra of the sulfur dimer molecules (S2). The spectrum is continuous across the visible 
and has >70 percent of its emission in the visible. It peaks at 510 nm, giving a greenish hue. The 
resultant CRI is 79 at a CCT 6000 K. The lamp spectrum can be modified with additives such as cal-
cium bromide, lithium iodine, or sodium iodide or by using an external color filter.

Electroluminescent Sources Electroluminescent sources are materials that emit light in response to 
an electric field. Examples of such materials include powdered ZnS doped with copper or silver, thin 
film ZnS doped with manganese, natural blue diamond (pure diamond with boron as a dopant), 
III-V semiconductors or inorganic LED materials such as AlGaAs, phosphors coated on a capacitor 
plane and powered by pulsating current, organic LED (OLED) also known as light-emitting polymer 
or organic electroluminescent. The sources can operate at low electrical power with simple circuitry.

Electroluminescent sources are commonly used for providing illumination across small regions 
such as indicator panels. LEDs are already a major lighting source that is rapidly replacing incandes-
cent and fluorescent light sources. The remainder of this section discusses LEDs and OLEDs.

LEDs emit light by electron-hole pair recombination across the P-N junction of a diode. The wave-
length of the emitted light corresponds to the band gap (energy gap between valence and conduction 
bands) across which the electron hole pair is created. The degeneracy in the valence and conduction 
bands leads to a closely spaced band of wavelengths that constitute light from the LED. Narrow spec-
tral bandwidth enables applications that require saturated colors. Although LEDs are not available for 
every desired color, it is possible to combine LEDs of different colors to create any color within the 
color gamut defined by these LEDs. As such, color mixing has become an important field. LEDs emit-
ting in specific bandwidths can be combined with sources with continuous spectra to either enhance 
a certain spectral region or to provide an easy dynamic color control. One easy method of combining 
multiple LEDs is using lightguides. Lightguides with rippled surface texture along the cross section are 
particularly efficient in combining multiple colors with excellent uniformity in a short path length.49,50

LED lamps may have an array of small LED chips or a single large chip to achieve the desired 
power levels. The directionality is controlled by appropriately mounted optics. DC operation of 
LEDs makes them flicker free sources. Figure 18 shows the structure of a simple packaged LED. 
Chapter 17 in this volume is dedicated to the subject of LEDs.

LED packages come in various sizes and shapes. Surface mount LEDs (SMD) have minimum 
packaging and are almost a bare die. LED packages are also offered in multicolored die formats.

Over the years, a variety of materials for LEDs have been used with the goal of obtaining higher 
efficiencies and different colors across the visible spectrum. LED technology is fast evolving with 
ever increasing brightness, lifetime, colors, and materials and decreasing costs. The available materi-
als, at the time this chapter was written, are listed in Table 5.

Most lighting applications require white light. Some of the processes for making white-light 
LEDs are listed below:

• Arrays of small red, green, and blue dies placed in close proximity in a single LED package. Good 
color mixing takes place in angular space.

• Color-mixing of red, green, and blue colors using lightguide or other optical means.50,52
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• Phosphor excitation by blue or UVEDs.

• Novel techniques like quantum dot blue LEDs or homoepitaxially grown ZnSe blue LEDs on a 
ZnSe substrate. The active region emits blue light while the substrate emits yellow light.53,54

There is a continuous push to improve the LED efficiency and brightness while keeping the life-
times high. High brightness LEDs became possible due to large area chips, efficient heat extraction 
and better light extraction from the chip. Internal quantum efficiency of LEDs can be increased by 
placing emitters inside a cavity55 to increase the radiative recombination rate. Due to the high inter-
nal Fresnel reflections and lateral waveguiding, a lot of light fails to exit the chip. Techniques such 
as texturing the surface with photonic crystals assist in increasing the light extraction from large 
dies.56–58 Figure 19 shows the internal structure of a photonic crystal LED.

Organic LEDs (OLEDs)59,60 in contrast to inorganic LEDs are size-scalable light sources with 
richer color spectra. OLEDs can be used to create flexible transparent lighting solutions as they can 
be printed on a malleable substrate with transparent electrodes. Currently OLEDs are being used for 
displays and are competing with LCD flat panels. Conceptually, OLEDs are no different from inorganic 

FIGURE 18 Structure of a simple pack-
aged LED.
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Chip Wire
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TABLE 5 LED Materials and Emitted Colors

 Material Color

AlGaAs red, infra
AlGaP green
AlGaInP higher brightness orange, orange-red, yellow, and green
GaAsP orange, orange-red, orange, and yellow
GaN green and blue
InGaN blue (450–470 nm), near UV, bluish-green, and blue
SiC (as substrate) blue
Si (as substrate) blue
Sapphire (as substrate) blue
ZnSe blue
Diamond UV
AlN, AlGaN, AlGaInN UV(<210 nm)51

Organic light-emitting diodes (OLED) Red, green, and blue
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LIGHTING AND APPLICATIONS  40.39

semiconductor based LEDs. An OLED deploys layers of organic materials on polymer substrates to 
form conductive and emissive layers connected to a cathode and anode respectively. Much of the 
OLED research is aimed at making them brighter and longer lasting.

LED failure causes include damage due to degradation of the active layers with time (spontane-
ously or in operation); plastic package degradation due to ambient UV; electrostatic discharge; cur-
rent crowding or inhomogeneous current distribution across the junction leading to hot spots; and 
thermal stresses causing rupture of the LED package, diffusing of the metal contact material into 
the die material at high currents, high output leading to facet melting and phosphor degradation in 
white LEDs, and degradation of organic layers in OLEDs.

Miscellaneous Artificial Light Sources Neon signs are essentially cold cathode-like operation of a 
fluorescent tube without phosphors. A low-pressure mixture of noble gases such as neon, argon, 
helium, xenon and a small amount of mercury is used in the discharge tube. Neon emits a reddish-
orange color; argon emits blue; and krypton, helium, and xenon emit over a wider spectrum. 
Colored filter glass can be use for making different colors.

Short arc sources function almost identical to HID lamps with the only difference being that 
the electrodes are much closer (less than 1 mm to 12 mm). The gases are mercury (with argon), 
mercury-xenon, pure xenon, or metal halides (with mercury and argon). These lamps are primar-
ily used in illuminating high loss systems where the source étendue needs to be as small as possible. 
Projectors, medical optical instruments, metrology instruments, and daylight or solar simulators 
use such lamps. These lamps have lifetimes from a few hundred hours up to 10,000 hours. The light 
sources are typically used with a reflector (parabolic or ellipsoidal). Sometimes the reflector is an 
integral part of the source/lamp package.

Pure Xe arc lamps have an instant-on capability and provide high CRI (>80) at high CCT (>6000 K). 
Digital cinema projectors and flash tubes (for warning signs, entertainment applications, camera 
flash lights, and warning or emergency signs and indicators) often deploy pure Xe-arc sources.

Lasers are used for visual displays for entertainment. The subject of Lasers is discussed in Chap. 16 
in this volume.

Nuclear sources are self luminous light sources that function by phosphor excitation caused by 
beta radiation from radioactive materials such as tritium. These light sources are used to illuminate 
tiny spaces such as watches or displays of instrument panels in very low ambient light.

Glow lamps are low wattage arc sources with gases such as argon emitting in the UV to excite 
UV-excitable materials or neon to emit orange light to be used as indicator lights.

Sapphir

Light emission
Insulator

p-contact
Thin transparent

p-contact

n-contactp-GaN

n-GaN MQWs

FIGURE 19 Internal Structure of a Photonic Crystal LED. MQW 
refers to “multiple quantum wells.” (Courtesy: Seoul National University, 
Korea, http://optics.org/cws/article/research/23635/1/sem_image.)
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40.40  RADIOMETRY AND PHOTOMETRY

Carbon arc sources are now obsolete but still find applications in illuminating small areas with 
bright light under demanding environmental conditions (such as outer space). An arc is struck 
across a pair of carbon rods and the incandescence from the heated carbon rods provides the light.

Gas lights that operate by the burning of gases like methane, ethylene or hydrogen are used with 
appropriate lanterns primarily for decorative applications.

Natural Sources: Daylight Daylight can be utilized in the lighting design of buildings to provide 
a pleasing environment that enhances physiological well-being and productivity and also energy 
savings during the day by reducing the need for artificial lighting and solar influx contribution 
to building heating. Daylight is primarily used for ambient lighting. It can be used for task light-
ing when integrated with electrical lighting. Daylight constitutes direct sunlight, scattered sunlight 
from the atmosphere, reflected sunlight from the clouds, and reflected light from the surroundings 
such as ground (especially snow) and objects such as buildings. The solar spectrum changes with 
atmospheric conditions and so does scattered light from the sky or reflected light from the ground. 
The CCT of Sun is 1000 to 5500 K, clear blue sky is 10000 to 100000 K, overcast sky is 4500 to 7000 
K and clear sky with sunlight is 5000 to 7000 K. Figure 20 shows an example of the solar spectrum 
at the ground, at noon, at Golden, Colorado. Note the IR content in the spectrum and the shift in 
spectrum from noon to evening.

Designing for daylight requires close attention to many factors:

• Goals of providing daylight: physiological well being of occupants and/or energy savings.

• Intended distribution of light inside the building during the day and in the night. Penetration of 
daylight into the interiors and the impact of reflectivity from various surfaces.

• Impact of daylight on materials such as wall paints, artwork, plastic materials, furniture, and 
plants. The UV component of daylight is generally harmful to most materials via solarization of 
plastics or fading of paints and stains. If the impact of UV is not known and acceptable, then the 
UV should be rejected by the optical system components through coatings or materials.

• Integration of daylighting-based building design with other controls such as for electrical light-
ing, cooling and any automated systems.

FIGURE 20 Solar spectrum recorded at ground at Golden, Colorado at two different times during the day. 
(Courtesy of National Renewable Energy Laboratory, USA.)
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LIGHTING AND APPLICATIONS  40.41

• Location (latitude and longitude) and orientation of the building relative to the surroundings. 
Simulating the daylight entering the building during various times of the day and the year.

• Design for reduction or elimination of glare from daylight sources. Internal layout of the build-
ing during intended use will play a key role.

• Outside view requirements via windows. A minimum window size61–63 is needed for a given 
geographic location, and a certain window location is dictated by aesthetic reasons including the 
desired view from the window. The minimum window size can also depend upon the prevalent 
building regulations based on wall size or floor size. Under such circumstances, the daylight 
entering must be controlled or balanced with interior lighting and cooling for uniformity, glare, 
and heat management. Daylight can be controlled by providing appropriate window shades, 
glazings, or even additional windows or skylights at appropriate places.

It is not always possible to obtain energy savings with daylight due to increased heat load, espe-
cially during summers and the need to supplement daylight with electrical lighting during the 
night. Infrared rejection is achieved by using special glazings. To limit glare, glazing such as high 
reflectance, low transmittance, electrically controlled transmission, tilted glazings with angularly 
dependent transmittance or IR reflecting films are used. Adequate consideration must be given to 
the window view impact due to any of the daylight control mechanisms. A very low-transmittance 
glazing can make the outside view appear gloomy on a bright day.

Luminaire Design

The source is the starting point of the luminaire design. The optics performs at a minimum two 
functions: first to capture the light from source and second to transfer light efficiently to the desired 
distribution at the target (i.e., illuminance, intensity, and/or luminance). The choice of the optics is also 
a challenging process. First, the designer must select if refractive, reflective, or both types of optics (i.e., 
hybrid) are to be used in the design. Reflective optics have been a standard for most sources, with flat 
refractive optics used at the output aperture in order to protect the other optics. Until recently reflec-
tors were standard conics such as ellipses, hyperbolas, parabolas, or spheres. Standard refractors in use 
include cover plates (still called a lens), pillow lens arrays, Fresnel lenses, and other faceted designs. 
However, with advances in LEDs, refractive optics are increasingly being used for advanced function. 
Solid-state lighting optics are either plastic or glass that surround individual or a limited number of 
LEDs. They are hybrid optics that use at least total internal reflection (TIR) and refraction at the input 
and output facets, but they can also use reflection, scattering, and even diffraction. With the advent of 
better technology, especially manufacturing capabilities and software for modeling, faceted and con-
tinuously smooth surfaces parameterized with nonuniform rational B-splines (NURBS) are being devel-
oped. For high-performance, injection molding of plastic or glass is being increasingly used. For refrac-
tive optics, the surfaces are left bare, but for reflective optics there is vacuum metallization of the surfaces. 
Reflectors are also made with stamping methods, but these optics tend to have lower performance.

Baffles (louvers) are often considered by many to be optics of the system; however, many, rather 
than shaping a distribution through redirection of the light, block or even absorb incident radiation. 
Thus, while some baffles are reflective and provide some shaping of the illumination distribution, 
they most often achieve shaping through subtraction rather than addition. They are primarily added 
to alleviate glare, trespass, and pollution, but they are also included for aesthetic reasons, correcting 
errors in the design process, and to hide structure within the luminaire.

The source coupling aspect is the focus of the next section, following that is a discussion of the 
design of the optics and subsections on baffling in the form of luminaire cutoff classification and 
types of luminaires. Following this process from the source to the optics to the baffle to the target, 
while always considering the perception aspects of the illumination (see Sec. 40.3), means that aes-
thetically pleasing while technically sound lighting can be developed.

Étendue and Source Coupling For reflective optics, the source-coupling components also act as 
the transfer optics, often in conjunction with a front, protective lens. With the advances in source 
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40.42  RADIOMETRY AND PHOTOMETRY

technology that use hybrid, dielectric components, coupling of the sources, is increasingly impor-
tant in order to improve upon system efficiency. Typically, individual LEDs are placed in recesses in 
the dielectric optic, and by obeying the conditions for TIR, all of the emitted light can be captured 
by the coupler and then transferred to following optics that shape the emitted distribution.

In all cases, the term étendue describes the flux transfer characteristics of the optics, starting with 
the coupling optics, of an optical system, such as a luminaire. Étendue is a geometrical quantity that 
is the integrated product of an area and solid angle. In paraxial form it is the Lagrange Invariant, but 
in nonparaxial form it is given by

  	= ∫∫n dAd2

pupil

cosθ Ω   (12)

where 	 is the étendue, dA is the differential area, d Ω is the differential solid angle, q is the angle 
with respect to the surface of interest (i.e., normal), and n is the index of refraction of the space. 
The limits of integration in area are over some aperture (e.g., a lens clear aperture or a reflector exit 
aperture), while the solid angle integration is over the limits that are passed by the aperture. For 
example, consider a source of area As that emits into a half angle of q0 from every point on the surface. 
The étendue for this source is

  	= =∫∫n A d d n As s
2 2 2

0
00

2 0

cos sin sinθ θ θ φ π θ
θπ

  (13)

In lossless optical systems, étendue is conserved. Thus, in order to design the most efficient lumi-
naire, one must continue to match the étendue as one progresses through the optical components of 
the system. For example, if the source of Eq. (13) is used for a luminaire, one must keep this étendue 
quantity consistent. If one desires to reduce the angular spread of the output from an optic (q0 > qoptic), 
then the area of the optic must be increased (As < Aoptic). The counter also holds true: to reduce the 
real extent (As > Aoptic), one must increase the angle (q0 < qoptic). An expression for conservation of 
étendue in a generalized form is

  dxdydpdq dx dy dp dq= ′ ′ ′ ′   (14)

where the dx and dy terms are the differential position terms and the dp and dq terms are the differen-
tial optical direction cosine terms, which are equivalent to ndL and ndM respectively. More informa-
tion about étendue can be found in Chap. 39, “Nonimaging Optics: Concentration and Illumination,” 
in this volume. Another factor related to étendue through a differential is skewness, which denotes 
the twist on individual rays of light in an optical system. Skewness is also invariant and implies that 
transfer from one source geometry (e.g., a square) cannot be transformed to another source geometry 
(e.g., a circle) without loss except if some rotational asymmetry is added to the optical system. Further 
information about étendue and associated terms like skewness can be found in the literature.64

Luminaire Design Methods There are a multitude of design principles for the design of the optics of a 
luminaire. Fundamentally, most design methods are based on the basic conic shapes as listed in Table 6. 
Each of these shapes provides a basic intensity distribution at its output aperture. However, increasing 
demands of tailored light distributions and also increased efficiency require perturbations to these basic 
design forms. Furthermore, the topics of light trespass, light pollution, and glare are receiving a wealth 
of attention from ordinance and regulatory agencies. To reduce glare issues it is best to use diffuse 
optics with a well-defined cutoff. In the field of nonimaging optics (see Chap. 39), the edge-ray theorem 
provides a means to have a well delineated cutoff. The edge ray is defined by the maximum extent of the 
source, thus providing a maximum cone of light from the reflector designed around the source shape. 
However, the edge-ray principle is passive with respect to the luminance distribution of the source—it 
contends for the maximum extents but not the physical distribution of light in the radiation pattern.

Thus, tailoring methods have been developed. The tailoring methods specify the shape of the 
optics based upon the luminance distribution of the source and the desired illumination pattern 
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LIGHTING AND APPLICATIONS  40.43

(i.e., luminance, illuminance, and/or intensity) at the target. These methods are extensive and 
beyond the confines of this chapter. The reader is encouraged to consult the Handbook chapter on 
nonimaging optics (Chap. 39) for a brief introduction, the theoretical book on nonimaging optics 
by Winston, Miñano, and Benítez,64 and the applied book on nonimaging optics by Chaves.65

Luminaire Cutoff Classification A cutoff ensures that light from the luminaire is restricted above the 
horizon with respect to the lamp geometry. Cutoff is designed into the luminaire through the optics 
(i.e., edge-ray designs) and/or the integration of baffles. While most applications do not require cutoff 
classification, except for those used on the exterior, such as automotive, roadway, and landscape light-
ing, most designers include such to make effective lighting systems by alleviating potential glare, tres-
pass, and pollution concerns. Often strict cutoff guidelines are mandated by governmental standards, 
such as for automotive, traffic signal, and roadway lighting. The goals are to provide the required 
lighting level to its users, while also alleviating light pollution and light trespass. Light pollution is 
light that is directed up into the atmosphere, causing sky glow, which is especially present in urban 
settings. The reduction of light pollution is a growing trend being addressed by the astronomy com-
munity. When light is incident on surfaces outside the intended illumination region, it is called light 
trespass. The impact of light trespass from roadway lighting is a major concern in residential areas.

For both trespass and pollution the luminaire cutoffs provide a protocol to reduce both. 
Automotive lighting does not use the criteria presented here, but rather use a set of governmental 
standards. Roadway and external lighting make the most use cutoff criteria as shown in Table 7. See 
Fig. 22 for a depiction of the angles listed in Table 7.66

Luminaire Classification System In 2007 the IESNA published research results for refinement of 
the cutoff classification system of the previous section.67 This study focused on light distribution in 
front of the luminaire (forward light), behind the luminaire (back light), and above the luminaire 
(uplight) as shown in Fig. 21. They found the photometric luminaire efficiency (hluminaire) to be

  ηluminaire

forward back uplight

sourc

=
+ +

100
Φ Φ Φ

Φ ee

  (15)

where Φforward, Φback, Φuplight, and Φsource are the integrated fluxes in lumens over the solid angles 
shown in Fig. 21 for forward light, back light, uplight, and the bare source, respectively.

TABLE 6 Basic Conic Shapes, Their Conic Provide at Their Output 
Aperture Constant, and the Basic Intensity Distribution That They Provide at 
Their Output Aperture

 Conic Constant Base Intensity
 Shape (k) Distribution

Hyperbolic  k <−1  Diverging; far-field applications
Parabolic  k = −1  Collimating; pseudocollimation applications
Elliptic  −1 <k<0  Converging; near-field applications
Spheric k = 0 Converging; self-imaging applications

TABLE 7 Amount of Emitted Light Criteria for the Luminaire 
Cutoff Classification66

 Horizon and above  10° below Horizon Remainder
 Type (90° and greater) (80° to 90°) (0° to 80°)

Full Cutoff 0% ≤10% ≥90%
Cutoff <2.5% ≤10% ≥87.5%
Semicutoff <5% ≤20% ≥75%
Noncutoff  No restrictions over entire angular space
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40.44  RADIOMETRY AND PHOTOMETRY

FIGURE 21 Lighting classification system zones for forward light, back 
light, and uplight based upon the exit aperture of the luminaire.
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FIGURE 22 Layout of the light classification system subzones. (See also 
color insert.)
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LIGHTING AND APPLICATIONS  40.45

These three zones are then broken down into a total of 10 subzones as shown in Fig. 22. The 
lumens in each subzone is measured with respect to the bare source flux, as in Eq. (15), in each of 
these subzones and then reported as an evaluation of the luminaire. These subzones indicate the 
distribution of light over several regions rather than restricted to the 80° and greater as per the pre-
vious section. Standard goals include reduction of light above the horizon (i.e., all uplight subzones 
and the BVH and FVH subzones) and the desired uniformity over the other zones. This new classi-
fication system provides for better control of the illumination such that both vertical and horizontal 
surface illuminances can be addressed in the design process. Horizontal surface illuminance criteria 
are met by increasing the flux in the BM to FM subzones. Vertical surface illuminance criteria are 
met by increasing the flux in the BM, BH, FM, and FH subzones.

Luminaire Optics There are innumerable schemes to the design and availability of luminaire 
optics, both for artificial and natural sources. Methods employing reflectors, refractors, TIR optics, 
and combinations thereof have been developed. Additionally, the optics are both specular and dif-
fuse or a combination of these two are used. In the next few subsections, we provide examples of 
commonly available luminaire optics. Finally, as per Table 6, the shapes of the optics are typically 
based on conic shapes.

Luminaire optics for artificial sources While the design of the optics of the luminaire is to pro-
vide a desired illumination distribution, we learned from the previous sections that light cutoff is 
important in the design of the luminaire. In fact, the ability to hide or shield the source from direct 
view in order to reduce glare concerns is as equally important as obtaining the desired illumination 
distribution. A reflector as shown in Fig. 23a has a fairly wide direct view of the source, denoted 
as the shielding angle or similarly the cutoff angle. Room lamps are perfect examples of this dual 
requirement since it is typical to use a diffuse shade around the source. The source and shade (which 
also acts as a diffuse reflector) provide the desired general illumination, while the shade provides the 
requisite cutoff. Besides using the body of the reflector to hide the direct view of the source, louvers 
or baffles (see Fig. 23b), a prismatic or Fresnel lens (see Fig. 23c), or a bulb shield (see Fig. 23d) are 

Source 

Shielding 
angle 

Cutoff 
angle 

Shielding
angle Louvers 

Bulb shieldPrism lens
array

(a) (b)

(c) (d)

Reflector 

FIGURE 23 Glare issues of four luminaire geometries: (a) the reflector 
providing the cutoff; (b) louvers, flat or parabolic, increasing the shielding 
angle; (c) a lens array, prismatic or Fresnel, which directs more of the light 
emission downward thus reducing the direct intensity level of the source; and 
(d) the inclusion of a bulb shield to ensure that all emission strikes the primary 
reflector at least once. (Adapted from Ref. 5, p. 71.)
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40.46  RADIOMETRY AND PHOTOMETRY

added to the luminaire. For the baffle case two standard options are typically used: vertical, strongly 
absorbing louvers, or specular reflecting parabolic louvers. The former inhibits direct view of the 
source in the luminaire while also absorbing the glare-inducing light. The latter also reduces the 
direct view angle of the source, but it uses the parabolic, specular louvers to direct the glare-producing 
light into directed radiation typically outside the direct view of an observer. The lens, prismatic or 
Fresnel, coupled to a reflector causes most of the emission to be directed downward, thus frustrat-
ing the direct imaging of the source. This obscuration of the source means glare effects are reduced. 
The bulb shield, which is typically spherical, ensures that all light from the source is incident on the 
primary reflector of the luminaire, thus completely hiding the source from direct view and in turn 
greatly reducing the glare potential.

The specifics of the lamp design depend on the application. Figure 24 shows some representative 
luminaire designs. Figure 24a shows a banker’s desk lamp, which has multiple bounces within the 
glass envelope optic. It creates a wide illumination distribution, but the colored glass and the multi-
ple bounces softens the appearance of the bulb located within. The envelope optic can be positioned 
by the user to alleviate source glare while also providing the desired illumination over a desk surface. 
Figure 24b shows a Bouillotte table lamp, which uses two vertically oriented fluorescent lamps. The 
shade hides part of the bulbs from direct view, and the coating on the fluorescent tubes causes near-
Lambertian emission; therefore, the illumination for this lamp is wide and glare issues are minimal. 
Figure 24c shows an indirect RLM lamp fixture that is suspended from a ceiling. The indirect nature 

FIGURE 24 Depictions of luminaires: (a) Bankers lamp: multiple bounces inside the reflec-
tor create a wide angled uniform illumination; (b) Bouillotte lamp: vertical fluorescent tubes pro-
vide diffuse illumination; (c) indirect lighting with RLM fixture where the top surface reflects light 
into a wide angular range; (d) overhead direct-indirect lighting fixture using fluorescent tubular 
bulbs; and (e) parabolic louvered trough reflector for fluorescent tubes. (See also color insert.)

High reflectance
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                      (a) 

                      (d)                       (e) 
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LIGHTING AND APPLICATIONS  40.47

is due to the inclusion of a bulb shield and a highly reflective diffuse primary reflector thus alleviat-
ing glare. Figure 24d depicts a direct-indirect overhead, fluorescent lamp fixture. The white, diffuse 
wing structures provide indirect lighting, while the central section is louvered direct lighting. The 
direct lighting provides task illumination needs, while the indirect lighting provides a general light 
level for the room. Finally, Fig. 24e shows a standard overhead office luminaire: a series of parabolic 
troughs (called a troffer) in which long, tubular fluorescent lamps are located. The parabolic louvers 
reduce glare concerns by increasing the shielding angle, while also increasing the task illumination 
due to the specular reflectivity of the vanes. Instead of using the louvers, a pillow lens array or pris-
matic lens can be used; however, computer monitor glare issues can arise with these lenses. Other 
luminaire geometries not presented here include track lighting, recessed lights, chandeliers, and spot 
lamps. Please see Refs. 71 and 5 for more information.

Backlighting Backlighting is used extensively in photography to separate the background from the 
subject and create 3D effects. It can be used for the same purpose in interior lighting to illuminate 
displays from behind. Backlighting is used extensively in signage, to illuminate instrument panels 
and device display panels such as laptop and cellphone screens. A typical edge lit backlight operation 
is illustrated in Fig. 25. Light enters the planar lightguide68 (for example, 50 mm × 50 mm × 5 mm) 
from the thin edges and bounces around. Carefully designed and positioned light extraction features 
such as prism or spheres deflect the light out of the lightguide. As a result the entire planar surface 
is lit and appears as a planar light source. Modern backlights use sources such as CCFLs and LEDs. 
With LEDs, dynamic multicolored backlit displays are possible as lightguides allow for efficient 
color mixing. Edge lit backlighting can be used in direct lighting of large spaces such as living rooms 
by creating illuminated ceilings, walls, or artificial windows. Figure 26 shows one such application 
where backlit ceiling tiles are used to create an illuminated ceiling or an artificial skylight. A picture 
of sky and vegetation is superimposed on the tiles to create an effect of natural sky with vegetation 
on the roof. Backlights could be replaced by OLEDs which provide not only illumination but also 
information content.

Luminaire optics for daylight sources Daylighting schemes69,70 involve careful layout of windows, 
skylights, skytubes, and controls such as shades, window overhangs, window depths, light shelves, 
and hybrids with electrical lighting. For effective daylight illumination, it is necessary to determine 
the access to sunlight by taking into account the sun path across the sky during the day and across 
different months and the impact of neighboring buildings and ground features. Daylight can be 
used for city lighting too with careful planning. Heliostats or large plane mirrors have been used 
atop buildings or even mountains to direct sunlight into the city interior.

Layout of windows and skylights can utilize schemes such as side lighting, top-level lighting, 
and clerestory lighting. Placement of nonview providing windows for providing daylight must be 
designed carefully for maximum daylight penetration and controlled glare. Side lighting allows day-
light in from the walls usually at eye level, top lighting allows daylight in from skylights, and clere-
story lighting allows daylight in from the side windows near the roof above the eye level. Clerestory 
windows provide more uniform ambient illumination over a larger region. However, proper atten-
tion must be given to glare from the sky or direct sun by using baffles. The depth of windows near 
the ceilings or window overhangs also helps in limiting such glare. Figure 27 shows several different 

FIGURE 25 An edge lit backlight. (BEF: Brightness enhancing films.)
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Lightguide with sides coated
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surface has light extraction
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40.48  RADIOMETRY AND PHOTOMETRY

FIGURE 26 A conference room with 
artificial skylight made up of backlit ceiling 
image tiles. (See also color insert.) (Courtesy 
of The Sky Factory, LLC.)

layouts of windows and skylights that bring daylight into the interiors. 71,72 The location and number 
of openings for daylight determine the penetration and uniformity of the illumination achieved. 
The height and the slope of the ceilings determine the penetration and the illumination gradient 
achieved inside the room. For example, for daylight from windows located near the ground, having a 
tall ceiling allows light to penetrate to the farthest ends of the room. Similarly a sloping ceiling with 
windows located near the ground allows a gentler illumination gradient from the window to interior.

The reflective properties of the walls and the ceiling must be taken into consideration when sim-
ulating the impact of daylight. High reflectance paints on the ceiling can be used to spread the day-
light entering from the window portion near the ceiling into the building interiors. Window blinds, 
shades, and mechanical louvers are commonly used to control daylight. Sometimes partition walls 
around certain window sections are used to control glare or even limit the extent of illuminated 
region such as artwork in museums.

Light shelves are used interior or exterior to the windows to allow daylight from the sky in 
without glare. Light shelves consist of large horizontal sections hanging below the top edge of the 
window. A layout of mirrors or even just a plane aluminum sheet directs the daylight from the sky 
toward the ceiling or deep into the room without hitting the ground. A reflective ceiling will scatter 
daylight into the room. Combinations and variations of these schemes can be used to suit a particu-
lar situation. Figure 28 illustrates the concept of light shelves. Suncatchers are similar in concept as 
shown in Fig. 29.

Skytubes are lightguides that carry daylight into the building interiors. The inside walls are spec-
ular with high reflectance. These tubes may be straight or curved, as needed, to transport daylight 
to different regions. Curved lightguides have a symmetric cross section to maximize light transfer 
efficacy across the bends.

Hybrid daylighting systems consist of daylight integrated with electrical light as shown in Fig. 30.
Solar lighting systems include the use of tracked or untracked mirrors, lenses or apertures for 

collecting sunlight and channeling it into the building interior via skytubes, lightguides or fiber-
optical cables. Heliostats or large plane mirrors are used at locations with access to the Sun and they 
direct that light into building interiors or even city interiors. Optimally, these mirrors track the Sun.
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LIGHTING AND APPLICATIONS  40.49

Figure 31 shows use of a solar light pipe (SLP) to bring sunlight deep into the building interior. 
The atrium is 140 ft deep, 60 ft long, and 9 ft across. Without the SLP, the view in the building 
interior was a dark concrete wall. A rooftop heliostat captures sunlight and directs in down into a 
prismatic glass cone. The glass refracts the incoming sunlight horizontally onto an outboard cylin-
der of open weave fabric; creating a glowing, translucent, 120-ft-long tube of diffuse sunlight. This 
display is visible from the 14 floors of atrium offices and also from the ground floor lobby, elevator 
lobbies, and the library. The SLP projects a 10-in diameter sunburst onto the lobby floor (Fig. 31b). 
Besides injecting daylight into dark spaces, the SLP’s unique design provides a compelling and a very 
dynamic visual focus for the atrium occupants. It constantly updates their understanding of the Sun, 
the sky, and the weather patterns and reconnects them to the otherwise solar rhythms of the day and 
seasons. At night, powerful searchlights use the “at rest” heliostat and SLP to inject a shifting palette 
of colored light into atrium.

(b) 

(e )

(h)

(a) (c) (d) 

(i ) (j ) (k )

(l ) (m ) (n ) (o )

(p ) (q ) (r ) (s )

(g)(f) 

FIGURE 27 Windows for gathering daylight: (a) Unilateral, side 
lighting. (b) Bilateral, side lighting (c) Roof monitoring. (d) Clerestory. 
(e) Sawtooth skylighting. ( f ) Atrium. (g) Litrium. As opposed to atrium 
it provides best light distribution to adjacent spaces. (h) Top skylighting. 
(i) Skywells: straight and splayed sections. Shaded region shows the lit region. 
Splayed section distributes light farther, more evenly and with reduced peak 
brightness. ( j) Window near the ground. Deep ceiling allow deeper light pen-
etration. (k) Tilted ceiling reduced the illumination gradient from the window 
to interior. (l) Window in the mid-section allows direct skylight and ground 
reflected skylight. (m) “Greenhouse” opening for overcast sky. (n) “Overbite” 
opening for ground reflected skylight. (o) Tilted glazing with clerestory open-
ing to allow sunlight from a wider range of elevations. (p) Capturing daylight 
via top lighting. (q) Using high reflectance wall adjacent to top lighting to 
provide glare free light. (r) and (s) Top lighting via lightguiding.
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40.50  RADIOMETRY AND PHOTOMETRY

The use of modern CAD software, especially radiosity based, makes it easy simulate the daylight 
(that includes sun-tracking, scattered and reflected light from the sky, ground, and neighboring 
buildings throughout the day and the year), its interaction with optical components such as opti-
cal fibers, lightguides, lenses, and diffusers; its penetration through the windows into the interior; 
impact of reflection from walls, ceilings or furniture, and interaction with interior lighting.

FIGURE 28 Light shelf to limit glare from direct skylight and 
redirect light to the ceiling.72 The light shelf can be curved in shape 
and moveable angularly. The position of the light shelf relative to the 
window can be interior, exterior, or both. Exterior light shelf provides 
shading while interior light shelf limits glare. Blinds or moveable 
shades can further help in glare control.

Diffuse white
surface; angled
to eliminate
reflected glare

Specular white
surface 

Diffuse white
surface

Light shelf

Light shelf

Suncatcher

FIGURE 29 The concept of suncatcher. The sur-
faces of suncatcher and light shelf are of high reflec-
tance specular or diffuse finish. Light shelf is optional. 
Suncatcher reduces the view, eliminates direct glare and 
increased illumination when the sun is at a particular 
location.

Daylight 

Diffuser

Reflective walls

Electrical lighting

Light entering the room

FIGURE 30 A skytube or skywell with integrated 
Daylight and electrical light.
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LIGHTING AND APPLICATIONS  40.51

40.6 LIGHTING MEASUREMENTS

In this section, we discuss briefly the tools and techniques used for measuring light, 3D object pro-
files and optical properties of objects, in the context of lighting applications. The quantities most 
relevant for light measurement are horizontal/vertical illuminance and luminance of lamps and lit 
objects as a function of wavelength. To measure the optical properties of objects, luminance mea-
surements in transmission and reflection as a function of wavelength, magnitude, angle of viewing, 
and direction and angle of incident light are needed. To model the objects in CAD software, mea-
surement of 3D object profiles is needed. These measurements help in picking the lamps and their 
placement geometry to achieve desired lighting goals.

For measuring light from the source, we discuss the following instruments: illuminance meters 
and goniometers. For measuring the optical properties of objects, including luminaire optics, in 
reflection or in transmission, we discuss instruments such as reflectometers and luminance meters. 
For the measurement of luminaires conformance to the design, we present two methods: CMM and 
laser scanning.

Illuminance Meters

Illuminance meters or luxmeters measure illuminance in lumens/area. These are typically handheld 
devices, as shown in Fig. 32 that consist of a photodiode with a photopic correction filter and a 
cosine corrector on top of it. The photopic correction filter multiplies the incident light spectrum 
by the eye’s photopic response to convert the incident energy in watts into lumens. The cosine cor-
rector consists of a diffuser such as a plastic disk or flashed opal disk or a small integrating sphere 
with a knife edge entrance port. The goal of the diffuser is to provide a constant relative distribution 
of angles to the detector regardless of the incident angle of light on the diffuser. High Fresnel losses 
at high angles of incidence at the surface of the diffusers such as plastic disk or opal glass can still 
introduce errors. These errors can be minimized by allowing some light to leak through the edges of 
the diffuser and then using a screening ring to prevent additional error due to leaked light.73

(a) (b)

FIGURE 31 A Solar light pipe. (a) A 140-ft-tall light gathering and distributing 
device that presents daylight down into the core of a building that has no other access 
to daylight. (b) Light projected (10-in diameter) on the floor. (See also color insert.) 
(Photograph by Paul Warchol; Courtesy of Carpenter Norris Consulting.)
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40.52  RADIOMETRY AND PHOTOMETRY

Luminance Meters

Luminance meters measure luminance in lumen/area/solid angle. These are handheld instruments 
(Fig. 32) and are equivalent to using a lens and placing a luminance meter at the image location 
of the image formed by the lens of the target object. Thus it consists of a detector, a photopic cor-
rection filter or a color filter, a cosine corrector and an imaging lens. The lens is used to image the 
region of the object to be measured on the entrance to the detector (or the cosine corrector surface). 
Since the NA of the lens is known, the solid angle is known. This allows us to obtain the luminance 
by dividing the detected illuminance by the solid angle. Care must be taken to focus the lens only on 
the region whose average luminance has to be evaluated. Apertures with different field of view are 
provided to limit the region over which luminance is evaluated.

These instruments can be made more sophisticated by using a high-quality CCD detector array 
to image an entire scene and provide luminance distribution across it. The imaging lens has a flat 
field and is telecentric in image (detector) space.

The use of neutral density filter helps in expanding the dynamic range of the instrument. The 
measurement on color coordinates in various colors spaces is provided by using multiple detectors, 
each with a characteristic color filter. The incoming spectrum is multiplied by the transmission 
spectrum of the color filter for each detector. The relative signals on the detectors help in determin-
ing the color coordinates. Similarly the CCT can be evaluated.

Reflectometers

Reflectometers measure the reflectance from samples for cases such as reflectance as a function of 
wavelength, angle of incidence, angle of viewing and polarization. Depending upon the require-
ments, not all of these parameters are needed. The sample surfaces may be diffuse, specular, or a mix 
of two. When samples must be characterized by BRDF, scatterometers are used. Reflectometers are 
discussed in Chap. 35 in this volume and Scatterometers are discussed in Chap. 1 in Vol. V of this 
Handbook.

Goniometers

Goniometers are instruments that measure the irradiance or illuminance distribution of a source 
or luminaire. They accomplish this by measuring the illumination distribution at a number of 
points. By locating the detector in the far field with respect to the source or luminaire, one is 
actually measuring the intensity distribution. The far field is when the irradiance/illuminance 
distribution closely matches that of the respective intensity distribution, which means the inverse 

FIGURE 32 Handheld lighting measurement instruments. (a) Simple 
Luxmeter; (b) Luxmeter ( from Labsphere) with an integrating sphere as a diffuser; 
and (c) luminance meter ( from Konica Minolta).

(a) (b) (c)
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LIGHTING AND APPLICATIONS  40.53

square law applies. A good rule of thumb is ten times or greater the greatest extent of the emitter. 
For example, a luminaire with a 100-mm-diameter aperture indicates that measurement should 
be made at no closer than 1 m. Of course, better results are obtained as the distance between the 
source and detector is increased. By rotating either the source or detector with respect to the other, 
the full intensity distribution can be measured. The inclusion of a rotation device on either the 
luminaire or detector while the other remains fixed defines a goniometer. For the purposes of 
the lighting community, the luminous intensity is measured, so goniometers are better known as 
goniophotometers in the community.

There are three standard types of goniophotometers (Type A, Type B, and Type C), which are 
listed with their design criteria in Table 8. There are also three coordinate systems used for the pur-
poses of the measurement reporting. These spherical coordinate systems are also labeled Types A, B, 
and C, and they typically conform to the type of goniophotometers.74 However, individual gonio-
photometers may be of one type and report measurements in another coordinates system. Table 8 
assumes that the goniophotometers types and coordinates systems agree.

For Types A and B goniophotometers the detector is held fixed while the luminaire is located in 
the rotating device. Typically guidelines or standards define the distance that the detector is located 
away from the luminaire. For example, for U.S. and European automotive headlamps this distance is 
75 ft and 25 m, respectively. Type C goniophotometers have the detector rotate around the horizon-
tal axis of the luminaire while the luminaire is rotated around its vertical axis. This setup is impor-
tant for sources that have limitations to orientation (e.g., metal halide arc lamps). Figure 33 shows a 
Type C goniometer that is used to measure the luminance distribution from sources.

There are many other types of goniophotometers, especially those labeled as snapshot systems. 
Snapshot systems capture an “image” of the intensity distribution through one measurement. 
Examples include systems with several detectors; rapid scanning systems for smaller sources such 
as LEDs; camera-capture systems that incorporate an intermediate diffuse, reflective screen; and 
tapered-fiber bundles integrated to detector arrays.74

Surface Measurement Systems

Not only are the illumination distributions, spectra, scatter distributions, and optical characteristics 
measured, but also the geometry of the optics. These measurareements are done to characterize the 
geometry of the fabricated optic in regard to the design. This step is done, in conjunction with tests 
from the previous testing sections, when there is a disagreement between the laboratory and model-
ing results. There are essentially two methods in use: coordinate measurement method (CMM) and 
laser scanning. 75,76 CMM uses a probe that is drawn across the surface of the optic, which provides 
the (x, y, z) data at a series of points on the surface. This method is analogous to using a sphereometer 

TABLE 8 Three Types of Standard Goniophotometer with Their Respective Standard Coordinate 
Systems74

 Type A Type B Type C

Polar axis Vertical Horizontal Vertical
Vertical angle designation Y V V
Horizontal angle designation X H L
Range of vertical angles∗ Y Œ [−90°, 90°] V Œ [−180°, 180°] V Œ [0°, 180°]
Range of horizontal angles X Œ [−180°, 180°]† H Œ [−90°, 90°]∗ L Œ [0°, 360°]‡

Straight ahead/down Ahead: Ahead: Down:
 Y = 0°, X = 0° V = 0°, H = 0° V = 0°, L = 0°
Primary applications Optical systems Floodlights Indoor lighting
 Automotive lighting  Roadway lighting

∗The lower angle is in the nadir direction while the upper angle is in the zenith direction.
†The lower angle is measured to the left from the perspective of the luminaire.
‡Measured from the primary axis of the luminaire.
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40.54  RADIOMETRY AND PHOTOMETRY

to measure the sag and thus curvature of a lens surface. CMM is a contact method so the optic 
under test can be detrimentally affected (e.g., scratched) during measurement. Noncontact meth-
ods such as laser scanning essentially replace the mechanical probe with a laser beam. The position 
is measured through location of the reflected spot, triangulation, and/or time of flight as the laser is 
scanned across the part. Software can then determine the slopes of the test points, and thus rebuild 
the shape through a point cloud. If the component under test reflects well, then the surface must be 
coated or a fine, white powder can be placed across the surfaces. Laser scanning is a rapid method 
to ascertain the part shape. It provides a multitude of points in a short time; however, laser scanning 
accuracy is currently limited in comparison to CMM.

40.7 LIGHTING APPLICATION AREAS

In this section, we discuss several lighting application areas. We broadly divide the applications into 
two areas: interior lighting (office, residential, retail and healthcare) and exterior lighting (industrial 
and transportation). This set of applications is limited; we provide design concepts, metrics and data 
reference on major application areas. These ideas could be readily applied to other areas of lighting 
such as entertainment, sports, theatre, and so forth. Each field has its own region-specific and time-
dependent guidelines and standards to implement.

The data provided here is primarily from IESNA suggested guidelines, thus exceptions are 
expected. For example, an office lobby is likely to have far dimmer ambient lighting than dictated by 
general office lighting guidelines. In essence high-end retail guidelines provide the design goals in 
order to provide a desired ambience. Although we have provided the guideline data to indicate the 
relevant specification parameters, by no means is this complete and the guidelines and standards are 
evolving with time, place, and technology advances. The reader must check the prevalent guidelines 
for the exact numbers to use. Previous sections of this chapter describe in detail the general aspects 

FIGURE 33 Photograph of a source measurement 
goniometer that is used to ascertain the luminance 
distribution of the source. The system wobble (electro-
mechancial-software runout) is 15 μm to allow for 
measuring small light sources like LED die. (See also 
color insert.) (Courtesy of Radiant Imaging, Inc., model 
SIG 400.)

16-bit, 1-M pixel
imaging

Rotating arm

Lens 

Sample 

Rotating
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LIGHTING AND APPLICATIONS  40.55

of the lighting design process, principles, and techniques for the applications described here. Each 
of the following subsections provides insights into the specifics of the lighting design process for the 
given application.

Interior Lighting

Interior lighting includes the office, retail, residential, and health-care facility subfields. In each of 
these areas there are established guidelines to provide a pleasing environment to the users of the 
space. Of special importance are required illuminance levels, luminance ratios, and the reduction of 
glare. The following four subsections describe each of these application areas in more detail.

Office Lighting Modern office lighting has assumed greater importance than in the past as more 
people work in them. The goals of office lighting include efficient task performance, energy-efficient 
lighting, nonmonotonic ambient lighting that provides a balance between horizontal and vertical 
illuminance and minimum glare.

The task surface in offices has historically been the horizontal desk surface. However, computer 
monitors are ubiquitous these days and present a self luminous vertical task surface. In addition 
it is specular and reflects light which can cause glare. Lighting goals are to provide adequate task 
illumination and adequate light in the task vicinity to eliminate eye strain due to varying brightness 
and disability glare. This is ensured by limiting the maximum luminance ratio of task to nontask 
regions. Veiling reflections (see section on glare) from computer monitor screens and paper surfaces 
must be avoided by taking into account source task and eye geometry. The glare from the computer 
monitor arises typical from ceiling source, and it is avoided by putting a limit upon the maximum 
ceiling luminance. Glare across the horizontal surface can be eliminated by using low luminance, 
wide-area lighting from overhead luminaires or special desk lamps (Fig. 24). Daylight from windows 
at desk level or near the ceiling can be a source of glare and steps such as daylight control via blinds 
or changing the task-eye geometry with respect to the glare source must be taken into account.

Balancing of daylight with electrical lighting, preferably with automatic controls, is not only 
energy efficient but also preferred by the workers. Therefore electrical lighting with high CRI (>70) 
is desirable as it mimics daylight illumination quality better.

Table 9 summarizes the common specifications and major guidelines on office lighting. The 
reflectivity of room parameters such as walls and ceiling is provided to aid in room modeling to aid 
in determining the layout of luminaires.

Retail Lighting The goal of lighting for the retail environment is to attract the customer, facilitate 
evaluation of the merchandise by the ucstomer, and provide light for completing the transaction.77 
There are varying lighting methods dependent on the type of retail store, what goods are being illumi-
nated, and the background. Table 10 provides various guidelines on lighting levels dependent on the 
type of store and what is being illuminated. Note that this table is not complete by any standard, so the 
reader is encouraged to consult the literature (see, for example, Ref. 77) for more specific information 
for a given retail lighting environment. Note that there are particular design issues that have varying 
importance levels for each type of retail outlet, such as, glare reduction in jewelry and china stores.78

The circulation areas are those not typically used for the display of merchandise such as walk-
ways, aisles, and foyers. The general areas are those for the generic display of merchandise. Perimeter 
areas are the walls where merchandise is placed for sale. Feature areas are where important displays 
are positioned. Horizontal illuminance values are listed for all of the columns in Table 10 except the 
perimeter areas, which provide vertical illuminance values. The feature areas have peak illuminance 
values of 5:1 to 10:1 compare to the respective general area peak illuminance. Of particular note in 
Table 10, the trends indicate

• Bulk stores, or those described as “big box,” tend to have much higher illuminance levels with 
higher uniformity across areas. This type of illumination provides the user with an abundance of 
light to fully inspect the merchandise, associated labeling, and compare to similar products.
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40.56  RADIOMETRY AND PHOTOMETRY

• More specialized or exclusive, the lighting levels tend to be reduced. This type of lighting pro-
vides a more intimate environment between the customer and the salesperson with illumination 
to highlight the item under evaluation.

Essentially, Table 10 can be broken down into three categories: mass merchandising, department, 
and exclusive stores. At the lower end, mass merchandising, one typically specifies ambient illuminance 

TABLE 9 Summary of Specifications and Guidelines for Office Lighting

 Specifications Goals

Maximum luminance ratios:
 Task to neighboring areas 3:1 to 1:3
 Task to distant regions 10:1 to 1:10
Max ambient illuminance (lx) 500
Max ceiling luminance (nits) <1000 (in the presence of computer monitors)
 <425 nits does not cause glare
Reflectivity of room objects* (%)
 Ceiling ≥80
 Walls 50–70
 Partition 40–70
 Furniture 25–45
 Floors 20–40
 Corridor Floors >20 (of the illuminance of the adjacent areas)
CRI >70
 Lighting schemes Direct, indirect and direct-indirect
  Key considerations  Eliminate shadows on faces or tasks, glare control, provide 

 a spacious ambience
  Ceiling uniformity (max: min) <8:1 (for indirect lighting only)
 Common light sources Daylighting, LED, CMH, fluorescent, and CFL
 Glare sources to be eliminated or reduced  Veiling reflections from direct sources or ceilings on 

  computer monitor screen, reflections from any specular 
surface including walls and desks

*Valid for matte or diffuse finish.

TABLE 10 Suggested Illuminance Levels for Circulation, General, Perimeter, and Feature 
Areas for Various Types of Retail Stores77

 Type of Circulation Area General Area Perimeter Area Feature Area
 Retail Store Illuminance (lx) Illuminance (lx) Illuminance (lx) Illuminance (lx)

Warehouse 250–300 750–850 750–850 3750–8500
Supermarket 250–300 750–1000 750–1000 3750–5000
Discount 250–300 750–850 750–850 3750–8500
Mass merchant 200–250 500–600 750–850 2000–5000
Department 200–250 400–500 500–750 2000–3500
Upscale 150–200 300–400 400–800 1500–4000
Specialty 200–250 400–500 500–750 2000–3500
Upscale 150–200 300–400 400–800 1500–4000
Boutique 80–120 200–300 200–600 1000–3000
Jewelry 80–120 200–600 200–600 1000–6000
Upscale China 80–120 200–600 200–600 1000–6000
Drugstore 250–300 750–850 750–850 3750–8500
Home 200–250 400–500 500–750 2000–3500
Furniture 80–120 200–300 200–600 1000–3000

40_Bass_v2ch40_p001-076.indd 40.56 8/24/09 11:23:19 AM

DO
 N

OT
 D

UP
LI

CA
TE



LIGHTING AND APPLICATIONS  40.57

between 750 and 1000 lx and a CCT of 3500 to 4100 K. Department stores are in the range of 400 to 
600 lx with a color temperature around 3500 K. High-end stores have ambient light levels of 150 to 
300 lx and color temperatures of 2700 to 3000 K.

The values provided in Table 10 are guidelines, and values are expected to vary dependent on 
the background, the items being illuminated, and any external lighting. The reasoning behind this 
is that observers see luminance rather than illuminance. Thus, the lighting designer must take into 
account the reflectance, both diffuse and specular, from the merchandise and background. Thus, 
Table 10 assumes that there is constant reflectance between the features and the background, such 
that illuminance ratios of 5:1 to 10:1 are specified, when in actuality luminance ratios in this range 
are prescribed.

Within any type of store there are different lighting levels dependent on the application. 
Consider, for example, a department store, which is made up of several different environments, 
from the entrance areas to fitting areas, to general displays areas. Table 11 provides illuminance level 
guidelines for typical areas in a department store. It also includes the very important design issues 
for each of the retail areas.

The methods of lighting a given area are dependent on the application of the space. Ambient 
lighting provides the baseline lighting level, while the addition of secondary lighting units provides 
the increased illuminance values as listed in Tables 10 and 11. Table 12 provides a synopsis of these 
other application space lighting demands, including the typlical luminaire used and design issues.

As previously noted the lighting designer must remain cognizant of external lighting conditions 
when specifying the artificial retail lighting environment. A large facet of external lighting is better 
known as daylighting, and of particular concern are the varying light level that is provided through 
the day, direct glare through windows and doors, and the strong background to incorrectly situated 
merchandise. Other aspects of the retail lighting environment include

• The CRI should be 70 or greater for most environments.

• Transitions between spaces in stores should have luminance ratios of no greater than 3:1 for 
similar neighboring spaces, greater than 3:1 when there is a distinct transition between the 
neighboring spaces, and 5:1 to 10:1 for abrupt transitions.

• The perimeter area illuminance should be greater than the overhead area in order to draw the 
attention of the shopper to the merchandise.

• Calculating baseline lighting levels for retail spaces one should use diffuse reflection values of 
office spaces.

Residential Lighting The goals of residential lighting are to provide ambient illumination to cre-
ate a pleasing ambience due to a well-lit environment; sufficient task lighting in workspaces such 

TABLE 11 Suggested Illuminance Values for Areas within a Department Store77

 Department  Horizontal Vertical Very Important
  Store Area Illuminance (lx) Illuminance (lx) Design Issues

Alteration room 500 300 Color appearance and source geometry
Dressing area 300 50 Color appearance and object modeling
Fitting area 500 300 Color appearance and object modeling
Stock room 300 50
Sales area 300  Direct glare
General merchandise area 500  Color appearance
Feature display 2,500   Appearance of area, color appearance, 

 direct glare, and object modeling
Display window 2,000 (day)  Appearance of area, color appearance,
  500 (night)    daylighting, object modeling, and
 Feature 10,000 (day)   reflected glare
 5,000 (night)
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40.58  RADIOMETRY AND PHOTOMETRY

as office, garage, kitchen, and workshop; and decorative lighting and accent lighting for lit object 
displays. A variety of lighting techniques are used to create layers of lighting that perform different 
lighting functions (see book by Whitehead on “Residential Lighting” in Ref. 26). Like retail light-
ing, residential lighting can be quite complex and creative. Although we summarize many common 
guidelines for residential lighting requirements in Table 13, other specialized guidelines are more 
relevant in some areas of the house, such as retail lighting guidelines for the kitchen, office lighting 
guidelines for the home office, industrial lighting guidelines for task lighting in garage or workshop 
and exterior lighting guidelines for landscaping and the house facade. Thus depending upon the 
purpose of a specific region of the house the lighting scheme must be tailored. However, the differ-
ent lighting schemes used across the house must be gently blended into one another. For example, 
exterior lighting for residences includes the lighting of entry, walkways, and landscape. Although the 
primary goals are to provide direction, safety, identification and aesthetic appearance, achieving a 
balance between interior and exterior lighting makes the interior and exterior spaces extensions of 
one another. Residential lighting should be customized to maximize the comfort of the inhabitants 
especially when the inhabitants are disabled or elderly. For example, elderly people require much 
higher levels of illumination especially for task performance.

Other than those areas that require excellent task lighting such as offices or workshops, the limits 
on luminance ratios are relatively relaxed when compared to other lighting applications, such as the 
maximum residential luminance ratio of 5:1 between Task and neighboring areas is higher than that 
of office lighting of 3:1. The idea of limiting the maximum luminance ratio is to minimize visual 
discomfort caused by disability glare and adapting to variations in brightness. The integration of 
daylight with artificial lighting is highly desirable.

Health-Care Facility Lighting The lighting in health-care facilities, which includes hospitals, out-
patient clinics, chronic and extended care centers, and other facilities, requires careful understand-
ing of the lighting requirements for not only the patients but also the individuals working therein. 
The lighting must be pleasing and comforting to the patients in order to put them at ease and assist 
in their healing. The patients and visitors have a wide range of ages, with the majority being elderly; 

TABLE 12 Specific Application Space Lighting for Illumination of Merchandise Locations

 Application 
 Space Lighting Typical Luminaires Used Design Issues

Ambient Light
 Mass merchandising Fluorescent and halogen Uniformity
  department  fluorescent, recessed
  fluorescent and halogen
 High end Recessed fluorescent and halogen,  Flexibility for change
  track lighting
Perimeter Fluorescent, incandescent, or Uniform vertical illuminance, hidden
  HID wall wash, track or  luminaires
  recessed spot lighting
Rack Recessed or track dpot lighting Direct glare reduction
Shelf Ambient lighting with recessed Direct glare reduction, hidden luminaires
  surface lighting
Counter Focused downlighting  Direct glare reduction, 3 to 5 times 

 ambient lighting
Mirror Downlighting  Glare reduction, color appearance, object 

  modeling, and consistent lighting with 
use of product

Showcase Fluorescent and fiber-optic lighting Hidden luminaires
Accent Small (point-like) sources Provide luminance ratios of 5:1 to 15:1
Decorative Sconces, chandelier, table, and For high-end stores to provide a desired
  torchiere lamps  look and feel
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therefore, there is a large variance in the response to lighting, especially increased glare sensitivity, 
loss of contrast sensitivity, the need for higher lighting levels, and slow adaptation to changes in 
brightness as one ages.79 The lighting levels also need to provide for the medical staff such that they 
can effectively carry out their job—from meticulous and demanding surgery to patient interviews 
and diagnoses to manning the check-in desk. Finally, since in a number of these facilities patients 
may be there for extended periods, circadian system illumination levels that conform to the human 
biological clock are the norm. As can be seen, there is an extensive range of tasks, observers, and 
daily requirements for illumination in health-care facilities, thus, making the lighting design a chal-
lenging assignment.

Foremost is the need to specify the light requirements for a given location based on the tasks to 
be performed there. Table 14 provides a synopsis of the illuminance level guidelines and important 
design issues for a number of locations in health-care facilities; however, since these are only guide-
lines, controls for the area illumination are often available to the medical staff and/or patients. This 
flexibility in the control of lighting levels based on the specific function of the environment and 
even mood of the occupants is important in health-care facilities. Note that there are many other 
areas and functions than can be included in Table 14, so the reader is encouraged to see Ref. 79 for 
this additional information.

The operating room environment is especially challenging since the lighting is preferentially 
directed to the task area; however, this has the potential of creating large luminance ratio variation 
within the room. Practices suggest three regions within the operating room with the following lumi-
nance ratios: task area to the surgical table of 3:1 or less and task area to the background (i.e., walls) 
of 10:1 or less. Additionally, there are specific guidelines for the finishes for the surfaces within 
the surgery theatre as provided in Table 15. In most cases all surfaces are white or pastels with a 
matte finish to reduce reflected glare. The lighting in an operating room is provided by a multitude 
of sources including ambient and even daylighting, directed spotlights, surgeon headlamps, and 
increasingly fiber-optic lighting.

Concurrent to the design guidelines of Table 14, the lighting designer must remain cognizant of the 
specifications for reflectances of the walls, floor, ceiling, and other objects that occupy the design area. 

TABLE 13 Summary of Specifications and Guidelines for Residential Lighting

 Specifications Goals

Maximum luminance ratios
 Task to neighboring areas 5:1 to 1:5 (in general)
 3:1 for demanding tasks such as sewing
 Task to distant regions 10:1 to 1:10
 Lumnaire to ceiling 20:1
 Hallway or stair to adjacent area 1:5
Reflectivity of room objects∗ (%)
 Ceiling 60–90
 Walls, curtains, draperies† 35–60
 Floors† 40–70
Average luminance for luminaire (nits) 1700
Maximum luminance for luminaire (nits) 2700 (in utility areas)
CRI >80 (kitchen and clothing closets)
Lighting schemes Direct, indirect, and direct-indirect
 Key considerations  Eliminate shadows on faces or tasks, glare control, providing 

 a spacious and cozy ambience as well cozy as desired
Common light sources Daylighting, LED, fluorescent, and CFL.
Glare sources to be eliminated or reduced  Direct glare from light sources, veiling reflections, indirect 

 glare from shiny objects

∗Valid for matte or diffuse finish.
†Reflectance of walls and floor can be increased by 40% and 25%, respectively, to improve visual task lighting where needed.
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40.60  RADIOMETRY AND PHOTOMETRY

Table 15 provides this data for two locations, general and operating room. Using these values in con-
junction with the optical design process one can find suitable illumination configurations to provide 
the Table 14 guidelines.

Industrial Lighting The goals of trial lighting are to provide energy efficient lighting with adequate 
task and ambient lighting, direction, safety, and visual comfort. Many common requirements for 
industrial lighting requirements are summarized in Table 16.

TABLE 15 Suggested Reflectances for the Various 
Objects in a Health-Care Facility Room for a General 
Application and the Operating Room Environ79

 General Operating
  Surface Reflectance Room Reflectance

Ceiling 70–80% 90–100%
Walls 40–60% 60%
Furniture/fabrics 25–45% 0–30%
Equipment 25–45% 25–45%
Floors 20–40% 20–30%

TABLE 14 Suggested Illuminance Values and Other Criteria in Health-Care Facilities79

 Health Care Horizontal Vertical
 Facility Area and Illuminance Illuminance
 Current Function (lx) (lx) Important Design Issues

Patient room 
 Normal 200+, as home 30+, as home Patient control, CRI >80, daylighting
 Examination 1000 300  Glare reduction, CRI >80, CCT>3000 K, 

 doctor control
 Observation (night) 30 30  Red/amber CCT, no higher than 18” off 

 floor
Nursing station 300 50 Glare reduction, CRI>80
Critical care unit
 Normal 300 50 Patient control, CRI>85, daylighting
 Examination 1000 300  Glare reduction, CRI>85, CCT>3000 K, 

 doctor control
Nursery 100 30  Glare reduction, CRI>80, lighting control, 

 daylighting
Mental health center As per other  As per other Daylighting, CRI >80, CCT of 
  functions   functions    4100–5000 K with fluorescent, 3500 K

 otherwise, glare reduction
Operating room
 Normal 1000 500 CRI >85, matched light
 Table 25000+ in 20-cm  1000 Sources for illumination, shadow, and
  spot (adjustable)    glare reduction, doctor control, CCT of 

3500–6700 K, high uniformity
Dental unit
 Normal 300 50
 Examination 24000+ in central 500 As operating room
  spot
Radiography unit 50, but depends  30, but depends CRI >80, glare reduction, doctor
  on test  on test   control
Pharmacy 300 100  Glare reduction, high uniformity, 

 CRI >80
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The ambient lighting is provided by daylighting and/or large area, overhead, wide angle lumi-
naires (direct and semidirect). Task lighting is provided by fixed and portable direct or diffuse light 
sources. Backlights are used for translucent task surfaces. Direction of illumination with respect 
to the view angle(s) is important in tasks where surface features of the object cause shadows to 
enhance depth perception. Illumination at grazing incidence is used to highlight specific feature that 
can scatter light and render themselves visible. To emphasize specular but uneven surfaces, specific 
patterns of light (like bright and dark lines) can be projected onto the task surface to be reflected 
into the viewer’s eyes. For lighting in regions where there is a high density of workstations or areas 
where there are several similar process, a high level of uniformity in horizontal illuminance is rec-
ommended. In such areas, variation of horizontal illuminance should be less than 1/6th the aver-
age horizontal illuminance. Otherwise, the variations in luminance across the work space must be 
within the luminance ratios prescribed in Table 16. The level of horizontal illuminance needed var-
ies with task. In industrial lighting, the quality of horizontal illuminance is of special importance as 
efficient and safe task performance is needed. The reader is referred to IESNA published guidelines 
for horizontal illuminance values for a wide variety of tasks in different industries.80

In addition to providing the task lighting and ambient lighting, it is often necessary to provide 
additional lighting dedicated for emergency, safety, and security within the industrial complex and 
its exteriors.

Visual discomfort must be avoided especially during task performance and in situation where 
safety could be compromised. Special attention should be given to situations causing veiling reflec-
tions and glare. The various limits placed on the luminance ratios in Table 16 between task and non-
task regions help eliminate the impact of glare.

Exterior Lighting

Of course the primary aspect of exterior lighting is to provide illumination during hours of dark-
ness. The lighting not only provides illumination for general use, it also provides safety and security; 
indication of direction of travel for paths, roadways, and so forth; and architectural enhancement. 

TABLE 16 Summary of Commonly Suggested Specifications and Guidelines for Industrial Lighting

 Specifications Goals

Maximum luminance ratios
 Task to neighboring areas  3:1 to 1:3 (in general)
 Task to distant regions  10:1 to 1:10
 Luminaire (including daylight  20:1
  sources) to adjacent surfaces
 Anywhere within the FOV 40:1
Reflectivity of objects∗ (%)
 Ceiling 80–90
 Walls 40–60
 Floors ≥20
 Desk/bench tops, machines, equipment 25–45
CRI >65
Lighting schemes Direct, indirect, and direct-indirect
 Key considerations  Eliminate shadows on faces or tasks, provide high illuminance 

 uniformity, sufficient illuminance, and glare control
Common light sources Daylighting, LED, fluorescent, HID, and CFL
Glare sources to be eliminated or reduced  Direct glare from light sources, veiling glare, indirect glare from 

 shiny objects
Direct view of the luminaire (deg) >25 (preferably >45)

∗Valid for matte or diffuse finish.
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40.62  RADIOMETRY AND PHOTOMETRY

External lighting is attempting to replicate the illumination of the sun; however, it can in no fashion 
accomplish this feat. The illumination provided by any lighting source cannot match that of the sun, 
which means that the sky will appear dark rather than blue; numerous sources are required to pro-
vide the necessary illumination level so glare from the many sources is a major factor; distance from 
the light sources, mesopic vision and even scotopic levels may be demanded; and the many sources 
can confuse the viewer such that objects can be difficult to discern from one another.81 Additionally, 
this section is rather broad in scope, including design aspects such as roadway lighting, path light-
ing, outdoor event lighting, and façade illumination. Thus, the reader may need to consult specific 
literature for a certain type of lighting. Please consult the transportation lighting section for further 
information on vehicular and roadway. In the next two subsections details are presented about the 
issues present for external lighting design and design examples, excluding the transportation appli-
cations discussed later.

External Lighting Design Issues There are several topics that a lighting designer for external spaces 
must consider. First and foremost is the specific application guidelines (for example, see the section 
on illuminating roadways), glare issues, light pollution and trespass, and perception issues. All of 
these factors are interrelated, and the subsections herein provide insight into them.

Glare A primary issue of external lighting is glare. Since users of a space in the hours of darkness 
are relying on nonphotopic vision, glare can blind the viewer as one approaches a bright source thus 
not only causing the scotopic vision receptors (e.g., rods) to naturally saturate but also the photopic 
vision receptors (e.g., cones). This “blinding” is due to disability glare, which will hide objects or 
reduce their contrast. Other levels of glare can also inhibit observation: discomfort glare, which is 
attributed to a large variance on and around the object under view; and annoyance glare, which is 
light that in the opinion of the observer should not be present, such as light trespass.

The major source of glare is directly from the source in comparison to the object under obser-
vation. Comparison between the luminaire luminance to the object’s illuminance is the factor that 
often defines the level of glare, from disabling to discomfort. Depending on the orientation of the 
object one either compares the horizontal or vertical surface luminance to the luminaire luminance. 
The horizontal luminance is used for horizontal surfaces such as walkways and roads, while the ver-
tical luminance is used for vertical surfaces such as building façades, people, and structures.

Light Pollution and Light Trespass Associated to glare is light pollution and light trespass. Light 
pollution, also called sky glow, is light that is directed upward to the atmosphere.82 This sky glow 
hides stars from observation, and on cloudy days provides a glow, typically red in hue, which can dis-
tract from one’s appreciation of the view of their surroundings. Astronomers have been particularly 
vocal in the reduction of light pollution, and there is increasingly consideration of energy efficiency 
demands. In 2008 it was hypothesized that over $10B U.S. was wasted through light pollution,83 
which means that this amount has only increased since then. Like light pollution, light trespass is 
unwanted light, but in this case it is light that illuminates objects outside of the intended illumina-
tion region.84 Such stray light enters through windows, illuminates someone’s property, or can impair 
the vision of drivers. Light pollution and trespass arise from improperly designed luminaires. There 
are increasing regulations for the design of outdoor lighting to alleviate such concerns. A primary 
correcting factor is the use of luminaire cutoffs as presented in the section on luminaire design.

External Lighting Example Pole lighting is the most common form of outdoor illumination pro-
viding a significant amount of light, safety and security, and indication of the path of travel for walk-
ways, roadways, and so forth. In the United States, there are five primary forms of classifications of 
pole-mounted luminaires, but there are numerous variations based upon the lighting requirements, 
the shape of the illumination region, and illumination level demands.85 Table 17 provides descrip-
tions of the five types, the typical application(s) of the type, and an iso-illuminance plot for each of 
the types. Per the iso-illuminance plots of Table 17, the larger the illumination distribution the more 
ground is illuminated, which means not only the roadway is illuminated but also sidewalks, shoul-
ders, and other neighboring areas. Thus, Type IV and V luminaires tend to have more light trespass.
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Transportation Lighting

Transportation lighting includes the subfields of vehicular and roadway lighting. In both cases 
rather than just guidelines, there are many stringent governmental standards that must be met by 
the illumination systems. For example, there are governmental standards for traffic lights and vehic-
ular taillights and headlights. If these standards are not met, then the lighting systems are not legal 
for use on our roadways.

Vehicular Lighting Vehicular lighting is the external illumination aspects of vehicles, including 
automobiles, motorcycles, snowmobiles, emergency vehicles, airplanes, ships, and heavy machin-
ery including construction, industrial and agricultural. Ground vehicles are especially important 
due to their pervasiveness in society. For the remainder of this section, we highlight ground vehicle 
standards, but there are similar standards for other types of vehicles. In the United States, the U.S. 
Federal Government standardizes the lighting requirements through the Federal Motor Vehicle 
Safety Standards (FMVSS) from the offices of the National Highway Traffic Safety Administration 
(NHTSA) within the Department of Transportation (DOT). In Europe and a number of other 
countries spanning the globe, the United Nations Economic Commission for Europe (UNECE or bet-
ter known as ECE) sets the standards. The FMVSS calls upon the standards delineated by the Society 
of Automotive Engineers (SAE) to provide the explicit lighting requirements for distinct lighting 
systems. While FMVSS 108 provides the framework for lighting systems on ground vehicles within 
the United States,86 the SAE provides the accepted standards to design into the lighting systems. 

TABLE 17 Description, Applications, and Iso-Illuminance Plots for the Five Primary Luminaire Types 
Used for Pole-Mounted Outdoor Lighting85

Type Description Applications Iso-Illuminance Plot

I Little setback to the road or mounted  Roadways 

Lamp

Roadway
  over the roadway; narrow oval 
  illumination distribution

II Moderate setback to pedestrian area;  Pedestrian areas 
  moderate oval illumination 
  distribution

III Large setback to the road; Moderate  Pedestrian areas  
  elliptical illumination distribution  roadways, parking lots

IV Great setback to the roadway; large  Roadways 
  elliptical illumination distribution

V Mounted over pedestrian area  Pedestrian areas 
  rotationally symmetric illumination  parking lots
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40.64  RADIOMETRY AND PHOTOMETRY

For example, SAE standard J581 provides the upper-beam requirements to be an accepted high 
beam on U.S. roads,87 while R113 is the accepted ECE standard.88 The associated low-beam stan-
dards are SAE J582 in the U.S.89 and ECE R112 in Europe,90 but there is currently an active dialogue 
to harmonize the standards between the U.S., European, and Japanese markets. The SAE J1735 
standard is currently addressing the low-beam harmonization, and in time it will also address the 
high-beam requirements. The end results will be, excepting the inherent difference of left-hand (e.g., 
United Kingdom) and right-hand (e.g., United States) traffic, harmonization has the goal of making 
the lighting standards the same at as many places possible across the globe. This increased standard-
ization means that the design and fabrication costs will be reduced for manufacturers.

There are essentially two types of lighting on a ground vehicle: forward lighting for illuminating 
the road surface and nearby surrounds and indicator and warning lighting including turn signals, 
brake lights, side markers, and tail lights. Each vehicular light system is defined by its own set of 
regulations including the distribution of light, the color and characteristics of the protective lens, 
mounting requirements, and a number of enviromechanical tests including vibration, dust, mois-
ture, corrosion, and warpage. In the United States, the test procedures and protocols are typically 
governed by SAE J575, while each individual standard provides the photometric requirements. In 
the United States, the photometric requirements are the luminous intensity distribution at a dis-
tance of 18.3 m from the lamp, while the ECE requirements are for the illuminance distribution at a 
distance of 25 m. The typical instrument to make this measurement is a goniometer that holds the 
lamp and allows it to be rotated so that a different angle is incident on a fixed photodetector at the 
end of an absorbing light tunnel. By rotating the lamp within the goniometer and making a series 
of measurements the full distribution of light can be determined; however, rather than measuring 
across the whole lit region, the standards dictate a series of test points and test areas that must be 
measured. In the remainder of this section, we highlight two applications: low-beam headlamp and 
stop lamp. In each subsection, the requirements for both U.S. and ECE standards are provided, a 
depiction of a typical distribution of light, discussion of design strategies, and additional optical 
requirements of the standards. Note that while we highlight these two applications and their respec-
tive standards, there are numerous other optical standards governing the external lighting systems 
on vehicles (see Refs. 86 to 92) for further information about these additional standards).

Design and Standards for a Low-Beam Headlamp A headlamp, as shown in Fig. 34a, must illumi-
nate the road surface for the driver, illuminate to the sides for both the driver and any other observer, 
provide a low level of illumination to oncoming drivers, and in all cases remove the formation of hot 
spots above the horizon such that glare is not a concern to oncoming traffic. Of note in Fig. 34a is

• High-beam luminaire:
•  Rightmost recess of the lamp.
•  Faceted reflector, but other options include smooth, tailored reflector (e.g., NURBS surface 

as designed in CAD); faceted lens in conjunction with smooth reflector (e.g., parabolic); and 
projection lens in conjunction with reflector.

(a) (b)

FIGURE 34 (a) A faceted headlamp including high-beam (right), low-beam (middle), and turn 
signal (left) luminaire. Note the yellowish tinge of the turn signal, which is due to the coating placed 
on the bulb used therein. (b) A faceted taillight including the following functions: tail (upper left), 
stop (upper right), turn signal (lower right), reflex reflector (lower middle), and backup (lower left). 
(See also color insert.)
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•  Filament source, but other options include high-intensity discharge lamp or array of white-
light LEDs.

• Low-beam luminaire:
•  Middle recess of the lamp.
•  Faceted reflector, but other options are as the high-beam luminaire above.
•  Filament source, but other options are as the high-beam luminaire above.
•  Bulb shield: reflective structure in the middle of the lamp and covers direct view of the fila-

ment source. The bulb shield greatly alleviates direct light above the horizon.

• Turn signal luminaire:
•  Leftmost recess of the lamp.
•  Faceted reflector, but other options are as the high-beam luminaire above.
•  Filament source, but other options are as the high-beam luminaire above. Note that the bulb 

has a yellow coating placed on its glass envelope, which then provides the yellowish appear-
ance of such lamps. This coating provides the color as specified by its respective standard.

Headlamp reflectors have a parabolic base shape in order to provide a high degree of collima-
tion in the forward direction. The reflector, both faceted and smooth, is then deformed to provide 
the distribution that meets standards. Designing such deformations can be difficult, but there are 
software codes to assist in the process. Design guidelines include a goal of having the emitted radia-
tion only incident once on the reflector; avoid secondary interactions with the bulb shield, bulb, or 
reflector shelves (i.e., the reflector sides, as shown in Fig. 34a); and angling intersegment fillers (i.e., 
spaces between the facets) such that they cannot be directly seen from the source emission region. In 
order to avoid secondary interactions with the bulb and its respective shield, one typically angles the 
reflected light across the luminaire, except that striking near the reflector near the source. The latter 
is directed away from the source. In systems with projection and faceted lenses, the reflector is there 
to capture bulb emission, while the lens provides the required distribution that meets standards. 
Due to demanding illumination requirements, it is best if most of the bulb emission is incident on 
the reflector; therefore, in almost all cases the filament or arc is oriented along the axis of the reflec-
tor (i.e., orthogonal to the filament as shown in Fig. 13). This axial filament orientation also ensures 
less light goes above the horizon in the low-beam luminaire.

Table 18 provides the SAE J582 luminous intensity requirements, while Table 19 provides the 
ECE R1 12 requirements. Figure 35 shows a typical SAE luminous intensity distribution that meets 
the requirements of Table 18. Figure 36 shows a typical ECE illuminance distribution that meets 
the requirements of Table 19. The SAE standards of Table 18 and Fig. 35 are in the units of candelas 

TABLE 18 SAE J582 Standard Photometric Requirements 
for Auxiliary Low-Beam Lamps89

 Test Point Max Luminous Min Luminous
 (Deg, ±0.25°) Intensity (cd) Intensity (cd)

10U to 90U 75 —
1.5U–1L to L 300 —
1.5U–1R to R 300 —
0.5U–1L to L 400 —
0.5U to 1R to 3R 400 —
0.5D–1R to 3R 25,000 2,000
0.5D–1L to L 10,000 —
5D–4R — 3,000
5D–4L — 3,000
1D–1R — 10,000
3D–3R 5,000 —
4D–V 3,000 —
2.5D–15L — 1,500
2.5D–15R — 1,500
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FIGURE 36 Illuminance (lx) distribution for the ECE passing/
low-beam requirements of Table 19. (See also color insert.)

TABLE 19 ECE R112 Standard Photometric Requirements for Class A Passing (i.e., Low-Beam) 
Lamp for Right-Hand Traffic90

 Test Point Horizontal Location Vertical Location Max. Illuminance Min. Illuminance
 Label (mm) (mm) (lx) (lx)

B50L 1500L 250U 0.4 —
75R 500R 250D — 6
75L 1500L 250D 12 —
50L 1500L 375D 15 —
50R 750R 375D — 6
50V V 375D — —
25L 3960L 750D — 1.5
25R 3960R 750D — 1.5
Zone III See Fig. 36 See Fig. 36 0.7 —
Zone IV 2250L to 2250R 375D to 750D — 2
Zone I L to R 750D to D 20 —

FIGURE 35 Luminous intensity (cd) distribution for the SAE low-beam 
requirements of Table 18. (See also color insert.)
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(cd, lumens/steradian). The test points are given in degrees and a letter designation, which mean 
U = up direction, D = down direction, L = left direction, and R = right direction as measured from 
the point (H, V), which is the center point where H = horizontal and defines the horizon, and V = 
vertical and defines the lane of traffic. The ECE standards of Table 19 and Fig. 36 are in the units of 
lux (lx, lumens/m2), and, while the letter designations still hold, the test point locations and zones 
are given as position coordinates in millimeters (mm).

Design and Standards for a Stop Lamp A taillight, as shown in Fig. 34b, is typically comprised of a 
number of different functions, such as a stop light, turn signal, backup lamp, and so forth. The tail-
light of Fig. 34b has the following optics in its functions.

• Tail lamp (upper left, red): for night-driving conditions or when headlamps are on. Indicates to 
follwing traffic the presence of the vehicle during reduced lighting conditions. The governmental 
standards are SAE J585 and ECE. R7

• Stop lamp (upper right, red): indicates when the driver has applied the brakes. This luminaire 
is also lit for night driving conditions but a lower output level. The governmental standards are 
SAE J586 and ECE R7.

• Turn Signal Lamp(lower right, red): indicates the driver is to make a turn a turn in the desig-
nated direction. The governmental standards are SAE J588 and ECE R6.

• Reflex reflectors (middle right, red): this area, directly neighboring the turn signal is comprised 
of prism structures that provide retroreflection to the driver of following vehicles. It is impor-
tant for dark-driving conditions to highlight the presence of this vehicle to following drivers or 
indicate its presence when the vehicle is not in operation. Note that this function of the taillight 
is passive in the sense that no internal light source is used. The governmental standards are SAE 
J594 and ECER3.

• Backup lamp (lower left, white): this luminaire indicates when the vehicle is in reverse. The gov-
ernmental standards are SAE J593 and ECE R6.

In Fig. 34b, faceted reflectors are used for all the active luminaires. Typically, a transverse filament 
is used, as per Fig. 13, since the illumination standards for taillight functions are quite broad angularly. 
Thus, direct radiation from the filament is useful to filling in the required light distribution, while the 
reflected component of the illumination fills in the required hot spots. LEDs are replacing filament 
lamps to become the norm for most taillight functions. For LED sources, refractive optics that also 
employ total internal reflection provide a better means to meet the illumination requirements.

In the remainder of this section, we focus our attention on the design and standards of the 
stop lamp function, but the other taillight functions have similar requirements. The stop lamp is 
to inform following vehicles and pedestrians that the vehicle is slowing. In Fig. 34b, the stop lamp 
is located on the upper right of the taillight. Table 20 provides the SAE J586 luminous intensity 
requirements,91 while Table 21 provides the ECE R7.92

Figure 37 shows a typical SAE luminous intensity distribution that meets the requirements of 
Table 20. Figure 38 shows a typical ECE illuminance distribution that meets the requirements of 
Table 21. The SAE standards of Table 20 and Fig. 37 are in the units of candelas (cd, lumens/steradian). 
The ECE standards of Table 21 and Fig. 38 are in the units of candelas (cd, lumens/steradian). In all 
cases, the letter designations as per the previous section (headlamps), but in this case the angles are 
with respect to rear direction of the vehicle.

Roadway Lighting There are multiple subfields that make up roadway lighting: street lighting, 
roadway signage, tunnel lighting, and integration of collocated pedestrian, bike, and analogous 
areas. The goal of all forms of roadway lighting is to reduce the potential of accidents, aid in the flow 
of traffic, provide a higher level of safety and security, and assist in commerce during hours of darkness. 
There are a multitude of light sources that affect roadway lighting, including the external lighting 
from vehicles (see section on vehicular lighting); direct roadway lighting, which is the subject of this 
section; traffic lights, as governed in the United States by the International Transportation Engineers 
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TABLE 20 SAE J586 Standard Photometric Requirements for a Stop Lamp∗

  1 Lit Section 2 Lit Sections 3 Lit Sections
 Test Point Min. Luminous Min. Luminous Min. Luminous
 Zone (Deg.) Intensity (cd) Intensity (cd) Intensity (cd)

I 10U–5L 9.6 11.4 13.2
 5U–20L 6 7.2 9
 5D–20L 6 7.2 9
 10D–5L 9.6 11.4 13.2
 Zone Total 52 62 74
II 5U–V 18 21 24
 H–10L 24 28.2 33
 5D–V 18 21 24
 Zone Total 100 117 135
III 5U–V 42 49.2 57
 H–5L 48 57 66
 H–V 48 57 66
 H–5R 48 57 66
 5D–V 42 49.2 57
 Zone Total 380 449 520
IV 5U–V 18 21 13.2
 H–10R 24 28.2 9
 5D–V 18 21 9
 Zone Total 100 117 13.2
V 10U–5R 9.6 11.4 74
 5U–20R 6 7.2 24
 5D–20R 6 7.2 33
 10D–5R 9.6 11.4 24
 Zone Total 52 62 135

Maximum Any point above 300 360 420

∗The stop lamp is comprised of up to three distinct lit sections over the extent of the taillight for the stop 
lamp function. Each zone has a number of test point minima that must be realized and the summed total of 
all test points within a zone. The last line of the table indicates the maximum luminous intensity that can be 
measured at any test point.91

TABLE 21 ECE R7 Minimum and Maximum Photometric Requirements for a Stop Lamp∗

 1 Lamp Illumination Level 2 Lamp Illumination Levels

 Test Point Min. Luminous Max. Luminous Min. Luminous Max. Luminous
 (Deg.) Intensity (cd) Intensity (cd) Intensity (cd) Intensity (cd)

10U–5L 12 37 6 16
10U–5R 12 37 6 16
5U–20L 6 18.5 3 8
5U–10L 12 37 6 16
5U–H 42 129.5 21 56
5U–10R 12 37 6 16
5U–20R 6 18.5 3 8
V–10L 21 64.75 10.5 28
V–5L 54 166.5 27 72
V–H 60 185 30 80
V–5R 54 166.5 27 72
V–10R 21 64.75 10.5 28
5D–20L 6 18.5 3 8
5D–10L 12 37 6 16
5D–H 42 129.5 21 56
5D–10R 12 37 6 16
5D–20R 6 18.5 3 8
10D–5L 12 37 6 16
10D–5R 12 37 6 16

∗The two categories are for a lamp that is either lit or not lit (e.g., 1 lamp illumination level) and for a lamp 
that has an unlit, partially lit, and fully lit state (e.g., 2 lamp illumination levels.92
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society; and lighting from other sources such as residential, industrial, and retail. An added difficulty 
of roadway lighting is the harsh conditions in which they reside. There are stringent maintenance 
demands that include replacement of sources, cleaning of the optics, and trimming of foliage 
around the luminaire.93

Street Lighting There are essentially three metrics for defining the lighting of a roadway: illu-
minance (lux, lumens/m2), luminance (nit, lumens/sr/m2), and small target visibility (STV).94 

Illuminance modeling provides the level of illumination across a surface. Luminance modeling 
predicts the level of light (i.e., glare), both direct and reflected, that is directed to a driver. STV is 
the visibility of a target array (18 × 18 cm2 and 50 percent reflective) on the road. Table 22 provides 
the illuminance, luminance, and STV guidelines for a number of road types, four road surfaces in 
dry conditions, and the interaction level with pedestrians. The illuminance and luminance ratios 
of Table 22 provide limits such that disabling glare does not blind drivers or pedestrians. Table 23 
qualifies the road types, the four road surfaces, and the pedestrian interaction levels of Table 22.
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lamp requirements of Table 20 (1 lit section). (See also color insert.)
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The luminaire cutoff classification, as described earlier, is used extensively in the design of road-
way lighting. The luminaire cutoffs suppress glare to drivers and pedestrians while also alleviating 
light pollution and light trespass.

There are a number of other road types (e.g., sidewalks, bike paths, and intersections), environ-
mental conditions (e.g., fog, rain, and wet roads), and special considerations with interaction with 
pedestrians. The reader is encouraged to consult Ref. 94 for these additional circumstances.

Sign Lighting A number of governmental standards have been developed for the lighting of road signs, 
but a set of guidelines have been developed by the IESNA.95 Light for signs can be from external sources 
(e.g., car headlamps) or an internal source for a transmissive sign. Externally lit signs either make use of 
associated lights that illuminate it or retroreflectors that reflect back to the observer. In the United States 
the Federal Government provides the standards that must be met for lit roadway signage.96

Tunnel Lighting Tunnel lighting is an important factor to increase drive safety while also allow-
ing drivers to maintain their speed. In the United States a structure is considered a tunnel when it 
is greater than 25 m in length.97 Distances greater than this require additional lighting to supple-
ment any available daylight. Tunnel lighting is broken up into a number of regions including the 
approach, adaptation, threshold, transition, interior, and exit zones. Each of these zones has different 
guidelines to ensure driver comfort; however, these guidelines are dependent on the time of the year, 
the average speed of traffic, and the presence of oncoming traffic in undivided tunnels. For more 
information please consult Ref. 97.
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TABLE 23 Road Types and Surfaces, and Pedestrian Interaction Levels as per Table 2294

Road Type
 Class A Freeway Divided high traffic highways with full access control
 Class B Freeway All other divided highways with full access control
 Expressway Divided highways with limited access control
 Major Primary roadways within and leaving metropolitan areas
 Collector Service roads connecting major and local roadways
 Local Provide direct access to residential, retail, and industrial areas
Road Surface Class
 R1 Portland cement concrete and asphalt with at least 12% artificial brightener aggregates;
  treat as diffuse
 R2 Asphalt road surface with a minimum 60% gravel aggregate; treat as both diffuse and
  specular
 R3 Asphalt with dark aggregates; slightly specular
 R4  Smooth asphalt surface; specular
Pedestrian Interaction
 High Large amount of pedestrian traffic during hours of darkness (100 or more pedestrians
   in one block during an hour): retail and entertainment areas
 Medium  Moderate amount of pedestrian traffic during hours of darkness (11 to 100 pedestrians 

 in one block during an hour): office area, apartment area, older city neighborhoods
 Low  Little pedestrian traffic during hours of darkness (10 or less pedestrians in one block 

 during an hour): rural and suburban areas
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I.1

Abbe illuminated eyepieces, 12.12, 12.12f
Abbe illumination system, 39.23, 39.23f, 

39.34, 39.35f
Abbe’s sine condition, 34.19
Aberration coefficients, 3.10–3.11
Aberration curves (in lens design), 2.1–2.6

considerations for, 2.5–2.6
field plots of, 2.4–2.5
transverse ray plots of, 2.2–2.4

Aberrations:
balancing of, 11.30, 11.35–11.36, 11.36t
evaluation of, 3.9–3.11
(See also specific aberrations, e.g.: Axial chro-

matic aberration)
Absolute detectors, 34.27–34.30

electrical substitution radiometers, 34.27–34.29
photoionization devices, 34.29
predictable quantum efficiency devices, 

34.29–34.30
Absolute measurements, 34.20–34.37

accuracy and traceability of, 34.21
error propagation in, 34.22
error types in, 34.21–34.23
relative vs., 34.20–34.21
and uncertainty estimates, 34.21–34.23

Absolute responsivity units (A/W), 34.31
Absolute sources (of radiation), 34.23–34.27

blackbody radiator, 34.23–34.24
blackbody simulators, 34.24–34.26
synchronotron radiation, 34.26–34.27

Absorbing media:
in photodetectors, 26.4f, 26.5
radiant power transfer through, 34.13

Absorbing substrate (AS) chips, 17.7, 17.7t
Absorptance:

defined, 35.4
measurement of, 35.10
in thermal detectors, 28.2
and transmittance/reflectance, 35.7, 35.8, 35.8t

Absorption:
defined, 35.4
quantum resonance, 22.16, 22.17
stimulated, 16.7–16.8, 16.8f

Absorption coefficient, 32.2–32.4, 32.3f
of pin photodiodes, 25.8, 25.9f
of visible array detectors, 32.2–32.3, 32.3f

Absorption rate, 23.8
Ac lamps, 15.32f
Accent lighting, 40.14, 40.14f
Accuracy:

of absolute measurements, 34.21
of CGHs, 14.6–14.7, 14.6f, 14.7f
as measure of systemic errors, 12.2

Achromatic lenses, athermalized, 1.16, 1.16f
Achromatism, 1.14–1.15, 1.15f
Actinic effects (of radiation), 34.6, 34.7
Actinic ultraviolet action spectrum, 36.17
Actinometry:

conversions between radiometry/photometry 
and, 34.12, 34.12t

defined, 34.7, 34.11
Activated-phosphor sources (of radiation), 15.49
Active athermalization, 6.24, 6.24f
Active imaging, 31.29–31.30
Active mechanical athermalization, 8.11, 8.11f
Acutance:

defined, 30.2
of photographic systems, 29.17–29.19, 

29.18t, 29.19f
Adaptation, in vision, 40.9
Additive damping, 3.18
Adiabatic approximation, 23.21 (See also

Markov approximation)
Advanced Photo System (APS), 30.21, 

30.26, 30.27t
Afocal systems:

as attachments, 1.8, 1.9f
first-order layout for, 1.7, 1.7f

The combined index for all five volumes can be downloaded from www.HandbookofOpticsOnline.com.

Index note: The f after a page number refers to a figure, the n to a note, and the t to a table. 
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Agfachrome, 29.14
AHU pelloid, 30.4
Air-spaced doublet lens, 6.7
Air-spaced triplet lens, 6.21, 6.22f
Airway beacon lamps, 15.11
Allan Deviation, 22.2–22.4
Allan Variance method, 22.2, 22.3
Alloy disordering, 19.24
Alphanumeric displays, LED, 17.31–17.32
Aluminized phosphor-screen/window 

assembly, 31.14, 31.15f
Aluminum, diamond turning and, 

10.4
Aluminum gallium arsenide (AlGaAs) emitters, 

17.32
Aluminum gallium arsenide (AlGaAs) LEDs, 

17.17, 17.17t, 17.28f
Aluminum gallium arsenide (AlGaAs) 

quantum well photodetectors, 
25.16–25.17, 25.16f, 25.17f

Aluminum gallium arsenide (AlGaAs) 
substrate, 17.22

Aluminum gallium nitride (AlGaN) alloy 
photovoltaic detectors, 24.46

Aluminum gallium nitride (AlGaN) substrate, 
17.22

Aluminum indium gallium nitride (AlInGaN) 
material systems, 18.1–18.2, 18.2f, 18.4

Aluminum indium gallium phosphide 
(AlInGaP) LEDs, 17.18, 17.19f

Aluminum indium gallium phosphide 
(AlInGaP) material systems, 
18.1, 18.5

Aluminum indium gallium phosphide 
(AlInGaP) substrate, 17.22

Aluminum mirrors, mounting of, 6.20f
Ambient lighting, 40.12, 40.13f, 40.15f
Ambient temperature electrical substitution 

radiometers, 34.27
American Institute of Physics (AIP), 36.3
American National Standards Institute (ANSI), 

4.11, 36.2
American Society for Testing and Materials 

(ASTM), 37.11
AMI (amplified MOS imager) MOS readout, 

32.21
Amorphous silicon photoconductors, 32.4f,

32.31, 32.32
Amplification, 16.9
Amplifier strategies, for PZTs, 22.18

Amplifiers, 27.2
properties of, 16.3
selection of, 27.10–27.12
transconductance, 27.11–27.12, 27.11f
voltage, 27.10–27.11

Amplitude gating, 21.7
Amplitude modulation (AM), 19.36
Amplitude response, frequency vs., 22.6–22.7
Analytical density, 29.14
-ance (suffix), 35.3
Angle measurement, 12.10–12.17

autocollimeters for, 12.11–12.12, 12.11f,
12.12f

interferometric methods of, 12.14
levels (tools) for, 12.13–12.14, 12.13f, 12.14f
mechanical methods of, 12.10–12.11, 12.11f
in prisms, 12.14–12.16, 12.15f–12.17f
theodolites for, 12.13

Angle solves, 3.6
Angular dilution, 39.6
Angular uniformity, 39.31
Annular flanges, 6.3–6.4, 6.4f
Annular polynomials:

for defocus, 11.38f, 11.39
Zernike, 11.13–11.21, 11.14f, 11.16f,

11.17t–11.21t
Annunciator assemblies, 17.30
Anodes, in photomultipliers, 27.6, 27.7, 27.7f
Anomalous reflection colors, 30.17
Antiblooming, 32.9, 32.10f
Antihalation undercoat (AHU) layers, 30.4
AOM transducers, 22.20
APART (stray light analysis program), 7.11
Aperture(s):

data about, 3.4
nonideal, 34.35–34.36, 34.35f
numerical, 34.20, 39.1
in optical design software, 3.6

Aperture flash mode, 39.7
Aperture placement (in stray light suppression), 

7.5–7.10
aperture stops, 7.6–7.7, 7.7f, 7.8f
field stops, 7.7, 7.8f, 7.9f, 34.18–34.19, 34.19f
Lyot stops, 7.8–7.10, 7.8f–7.11f

Aperture stops, 1.4, 3.4, 7.6–7.7, 7.7f, 7.8f,
34.18, 34.19f

Aphakic hazard, 36.17
Aplanatic optical systems, 34.19–34.20
Aplanats, 39.8, 39.9f
Apodization, 39.7

I.2  INDEX
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INDEX I.3

Apostilb (unit), 34.43, 36.7, 36.8t
Apovertex surfaces, 39.11
Approximate transfer factor (ATF), 4.1, 4.4
Arc radiation sources (see specific arcs, e.g.:

Argon arcs)
Area image sensor arrays, 32.24–32.32

about, 32.2
CCD

frame transfer, 32.26–32.28, 32.27f, 32.28f
interline transfer, 32.28–32.32, 

32.29f–32.31f
performance of, 32.32

image area dimensions for, 32.25t
MOS, 32.25–32.26, 32.26f

Area-solid angle product, 39.5
Argon arcs, 15.12, 15.13
Argon ion lasers, 16.14, 16.15f, 16.30
Array-mode selection, semiconductor, 19.27
Array-mode stability, semiconductor, 19.27
Artificial sources (of radiation), 15.3–15.53

about, 15.3–15.4
commercial, 15.13–15.53

activated-phosphor sources, 15.49
blackbody simulators, 15.14, 15.15f, 15.16f
carbon arc sources, 15.21–15.24, 15.23f,

15.24f, 15.25t–15.27t, 15.28f
concentrated arc lamps, 15.47–15.48, 

15.48f, 15.49f
glow modulator tubes, 15.49, 15.50f,

15.51f, 15.52t
high-energy sources, 15.40
high-pressure enclosed arc, 15.24, 

15.28–15.34, 15.29f–15.35f
hydrogen and deuterium arc lamps, 

15.49, 15.53f
incandescent nongaseous sources, 

15.15–15.21, 15.17f–15.22f
low-pressure enclosed arc, 15.35–15.47, 

15.36f, 15.36t–15.43t, 15.44f–15.47f,
15.46t, 15.47t

special-purpose sources, 15.53
luminaire optics for, 40.45–40.47, 40.45f,

40.46f
and radiation law, 15.4–15.7, 15.5f, 15.5t, 15.6f
standardized laboratory sources, 15.7–15.13

baseline standard of radiation, 15.9, 15.9f,
15.10f, 15.12f

blackbody cavity theory, 15.7–15.9, 15.8f
working standards of radiation, 

15.9–15.13, 15.10f, 15.12f, 15.13f

ASAP (optical software), 7.25
Aspheric lenses, 39.8, 39.9, 39.9f
Aspheric measuring system, 10.12f
Aspheric surfaces, 3.5
Aspherical optics fabrication, 9.7–9.8, 9.7f
Aspherical wavefront measurement, 

13.23–13.27
holographic compensators, 13.25, 13.25f,

13.26f
infrared interferometry, 13.25
Moiré tests, 13.26–13.27
refractive or reflective compensators, 13.24, 

13.24f, 13.25
sub-Nyquist interferometry, 13.27
two-wavelength interferometry, 13.25, 13.26
wavefront stitching, 13.27, 13.27f

Assembly tolerances, 5.8
Astigmatism, 2.3, 2.3f
Astronomical telescopes, 1.7f
Athermal laser beam expanders, 8.13–8.14
Athermalization, 1.15–1.16, 1.16f, 6.22–6.24

active, 6.24, 6.24f
intrinsic, 8.7–8.8, 8.7f
mechanical, 8.8–8.12

active, 8.11, 8.11f
by image processing, 8.12
part active, part passive, 8.11–8.12, 8.12f
passive, 8.8–8.10, 8.8f–8.10f

optical, 8.12–8.15, 8.13t
about, 8.12–8.13
athermal laser beam expanders, 8.13–8.14
diffractive optics usage, 8.15
of separated components, 8.14, 8.15
three-material solutions, 8.14, 8.14t, 8.15t

passive, 6.22, 6.23f, 6.24
single material design, 6.22, 6.23f

Athermalized achromatic lenses, 1.16, 1.16f
Atomic (gain) noise, 23.34–23.35
Attosecond optics, 21.1–21.9

about, 21.2
driving lasers in, 21.4–21.6

carrier-envelope offset frequency, 21.5
carrier-envelope phase, 21.5f, 21.6
carrier-envelope phasemeter, 21.6
chirped pulse amplification, 21.5
chirped pulse amplifiers, 21.6
single-shot f-to-2f interferometer, 21.6

high-harmonic generation, 21.2, 21.2f
phase-matching in, 21.4
ponderomotive potential in, 21.3
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Attosecond optics (Cont.):
pulse characterization, 21.8–21.9, 21.8f

attosecond streak camera, 21.9
FROG-CRAB, 21.9
RABITT, 21.9
second-order autocorrelator, 21.9

pulse generation, 21.6–21.8, 21.7f
amplitude gating, 21.7
attosecond pulse train, 21.6, 21.7
double optical gating, 21.8
polarization gating, 21.7–21.8
two-color gating, 21.7

quantum trajectories in, 21.3–21.4
semiclassical model of, 21.3
single isolated pulses in, 21.4
strong field approximation in, 21.3

Attosecond pulse, 21.8–21.9, 21.8f
attosecond streak camera, 21.9
FROG, 21.9
FROG-CRAB, 21.9
generation of, 21.6–21.8, 21.7f

amplitude gating, 21.7
attosecond pulse train, 21.6, 21.7
double optical gating, 21.8
polarization gating, 21.7–21.8
two-color gating, 21.7

RABITT, 21.9
Attosecond pulse train, 21.6, 21.7
Attosecond streak camera, 21.9
Augur recombination, 19.17, 19.17f
Autocollimeters:

angle measurement with, 12.11–12.12, 
12.11f, 12.12f

curvature measurement with, 12.19–12.20, 
12.20f

defined, 12.11–12.12
Automatic brightness control (ABC), 31.18
Automatic spherometers, 12.19
Autoset levels (tools), 12.14, 12.14f
Avalanche multiplication, 25.9
Avalanche photodetectors (APDs):

high-speed, 26.17–26.20, 26.18f, 26.20f, 26.21f
improvements in, 26.3

Avalanche photodiodes, 24.62–24.70, 
24.63f–24.70f, 24.72–24.73, 24.72f, 24.73f,
25.8–25.10, 25.9f

defined, 24.10
germanium, 24.70f, 24.72–24.73, 24.72f, 24.73f
InGaAs, 24.66–24.70, 24.66f–24.69f
silicon, 24.62–24.65, 24.63f–24.66f

Avogadro’s number, 34.11
Axial chromatic aberration, 1.14, 2.2, 2.3f
Axial gap prevention, 6.21, 6.22f
Axial rays, 1.4, 1.11f, 1.12
Azimuth angle, 35.5
Azomethine dyes, 30.10f

excited state properties of, 30.11–30.12, 
30.12f

formation of, 30.10
photochemistry of, 30.11

Back light, 40.43, 40.44f
Background temperature, 24.10
Background-limited performance (BLIP), of 

infrared detector arrays, 33.24
Backing, film, 29.4
Backlighting, 40.1, 40.12, 40.47, 40.47f, 40.48f
Backscattering, 20.13–20.15, 20.15f
Backward trace, 39.7
Baffles:

cone-shaped secondary, 7.3–7.4, 7.3f, 7.4f
with integrating cavities, 39.26
in lighting design, 40.41, 40.45f, 40.46
shields for, 7.9–7.10, 7.9f, 7.10f
in stray light suppression, 7.10, 7.11
two-stage, 7.10

Balanced spherical aberrations, 11.30
Ballasts:

in fluorescent lamps, 40.32–40.33
in HID lamps, 40.36

Band pass, 38.8
Bandwidth:

of amplifiers, 27.10
gain-bandwidth, 26.17
normalization of, 36.14–36.16, 36.15t, 36.16f
of photomultipliers, 27.7

“Bang-bang” zoom, 1.12
Banker lamps, 40.12, 40.46, 40.46f
Bar spherometers, 12.19, 12.19f
Bar-code reading, 17.34
Bare source light, 40.43
Barium strontium titanate (BST), 28.11, 28.12
Baryta layer, 30.5
Batwing lenses, 40.12
Baud rate, 17.33
Beacon lamps, airway, 15.11
Beam splitters, 13.7, 34.32
Beam transformers, 39.18, 39.18f
Beam-forming illumination systems, 

39.22, 39.39
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Beam-smearing faceted reflectors, 39.39
Beer-Lambert law (Beer’s law), 16.9, 34.35, 38.5
Bell-clamping (edging fabrication step), 9.6
Bellcore, 19.39, 19.41
Bevel gauges, 12.10, 12.11, 12.11f
Bevel placement (on vanes), 7.13, 7.14f
Bias angle, 31.13
Biased pin photodetectors, 26.6f
Biconical reflectance, 35.5t, 35.6f, 35.6t
Bidirectional reflectance, 35.5t, 35.6f, 35.6t
Bidirectional reflectance distribution function 

(BRDF), 7.1, 7.18–7.19, 7.22, 35.5, 35.13, 
37.9

Bidirectional scattering distribution function 
(BSDF), 7.2, 7.23, 7.24f, 7.25f, 35.13

Bidirectional transmittance distribution func-
tion (BTDF), 35.3, 35.13

Bihemispherical reflectance, 35.5t, 35.6f, 35.6t
Binning, 38.10
Bipolar transistors, 27.11
Black-and-white (B&W) film, 29.4, 30.24–30.25, 

30.25t
Blackbody cavity theory, 15.7–15.9
Blackbody D star, 24.10
Blackbody detectivity, 24.10
Blackbody noise-equivalent power, 24.10
Blackbody radiation, 15.4–15.6, 15.5t

emittance of, 34.25–34.26
sources of, 15.14, 15.15f, 15.16f, 34.23–34.24
temperature vs., 36.12, 36.12f, 36.14, 36.14f
working standards for, 15.14, 15.16f

Blackbody responsivity, 24.10
Blackbody simulators, 15.14, 15.15f, 15.16f,

34.24–34.26
Black-light fluorescent lamps, 15.35, 15.36t
Bleaching, in film development, 29.14
Blindness, flash, 40.9
Blip detector (blip condition), 24.10
Blocked impurity band (BIB), 33.7
Blocking contacts, 26.3
Blocking filters, 38.8
Blood gas analysis, 17.34
Blooming:

antiblooming, 32.9, 32.10f
in image sensors, 32.6, 32.9

Blue emitters, in LED technology, 17.18, 17.19
Blue light, color film and, 29.13, 29.13f,

30.3–30.4
Blue semiconductor lasers, 19.7

Blue-enhanced photodiodes, 24.55f,
24.61–24.62, 24.61f, 24.62f

Blur filters, 32.34, 32.34f
“Boat grown” technique, 17.21
Bode representation, of servo system, 

22.5–22.6, 22.6f
Bolometers, 24.5, 28.3–28.5, 28.4f

about, 28.1
carbon, 28.5
detectivity of perfect, 24.17, 24.18f
germanium low-temperature, 24.31–24.32, 

24.32f, 24.33f
indium antimonide hot-electron, 24.29, 

24.30, 24.30f, 24.31f
as infrared detectors, 33.9–33.10
metal, 28.4, 28.7t
properties of, 28.7t
resistive arrays of, 28.10–28.11, 28.10f
semiconductor, 28.4–28.5
superconducting, 28.5
thermistor, 24.24–24.25, 24.24f, 24.25f, 28.7t

Bonded mountings, 6.13–6.15, 6.15f, 6.16f
Boresight tolerances, 5.8
Boron-doped silicon (Si:B) detectors, 24.95f,

24.96
Bose-Einstein condensation (BEC), 23.39
Bose-Einstein statistics, 23.9
Bouillotte lamps, 40.12, 40.46, 40.46f
Boules, glass, 9.3
Boundary conditions (of optics):

defined, 3.17
methods for handling, 3.18–3.19
specification of, 4.12

Boxcar averaging, of modulated signal sources, 
27.13, 27.13f, 27.15

Bragg reflectors, 19.41
Bridgeman technique, 17.21
Brightness:

of carbon arcs, 15.23f
luminance vs., 34.40
perception of, 40.4, 40.4f
of scene, 31.4–31.5

British Glare Index (CIBSE), 40.10
Broad bandwidth solid-state lasers, 16.34–16.35, 

16.34f
Bromine, in light bulbs, 40.30
Brunning distance-measuring interferometers, 

12.8–12.9, 12.8f
Buffered direct injection (BDI), 33.19t, 33.20f,

33.21–33.22
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Build-and-test evaluation (for stray light 
suppression), 7.28

Built-in potential, 25.6
Bulb blackening, 40.30
Bulb shield, 40.45f, 40.46
Bulk material photodetectors, 26.4f, 26.5
Bulk-grown materials, 17.8
Buried crescent lasers, 19.24, 19.25f
Buried heterostructure (BH) lasers, 19.8, 19.9f,

19.20t, 19.24, 19.36f
Buried TRS (BTRS) lasers, 19.19, 19.20t,

19.21f
Buried V-groove-substrate inner stripe 

(BVSIS), 19.19, 19.20t
Buried-channel CCDs (BCCDs), 32.14, 33.13
Buried-channel MOS capacitors, 32.4f,

32.7–32.8
Burnished mounting, 6.3, 6.3f

Cable TV (CATV), 25.11–25.12
Cadmium selenide (CdSe) photoconductors, 

24.49–24.52, 24.52f
Cadmium sulfide (CdS) photoconductors, 

24.49–24.52, 24.51f–24.53f
Cadmium telluride (CdTe) detectors, 24.52, 

24.54, 24.54f
Cadmium zinc telluride (CdZnTe) detectors, 

24.52
Calibration:

artificial sources of radiation for (see
Artificial sources (of radiation))

legal traceability of, 34.21
photometric, 34.42–34.43
radiometric, 34.31–34.32
self-calibration, 34.29
spectroradiometric, 38.11–38.13, 38.11t,

38.12f
Calibration transfer devices, 34.31–34.32
Callier coefficient, 29.7
Candela (unit), 34.37, 34.39, 36.4, 36.5, 37.3, 

37.4
Candle power, 37.3
Capacitive bolometers, 33.10
Capacitive transimpedance amplifier (CTIA), 

33.19t, 33.20f, 33.22–33.23
Capacitors, MOS, 32.4f, 32.7–32.8
Capillary mercury-arc lamps, 15.30–15.31, 

15.31f
Carbon arc light sources, 40.40

Carbon arc sources (of radiation), 15.21–15.24, 
15.23f, 15.24f, 15.25t–15.27t, 15.28f

Carbon bolometers, 28.5, 28.7t
Carbon-dioxide lasers, 16.16, 16.16f, 16.30
Carey Lea silver (CLS), 29.13, 30.4
Carrier confinement, 17.12, 17.12f–17.14f,

17.13, 17.17
Carrier density, 19.30–19.33
Carrier transit time, 26.6–26.7, 26.6f
Carrier trapping, 26.9, 26.9f
Carrier-envelope offset, 20.4
Carrier-envelope offset frequency, 21.5
Carrier-envelope (CE) phase:

of chirped pulse amplifiers, 21.6
of lasers, 21.5, 21.5f

Carrier-envelope phasemeters, 21.6
Cassegrain design, 7.3f, 7.11, 7.14, 7.14f, 7.16, 

7.16f, 7.19, 7.20f
Cathodes:

photo-, 27.6, 27.7f
shielding of, 27.10

Cavity(-ies):
distributed feedback lasers, 16.29
integrating (see Integrating cavities, of 

nonimaging optics)
mode-locking, 16.27–16.29, 16.28f
modifying output distribution of, 39.27
properties of, 16.3
Q-switching, 16.26–16.27, 16.27f
ring lasers, 16.29
stability of, 16.23–16.25, 16.24f, 16.25f
unstable resonators, 16.25–16.26, 16.26f

Cavity dumping, 16.27
Cavity losses, 23.18
Cavity-shaped radiometers, 34.28
Ceilings, illuminated, 40.13f
Cellulose acetate film, 29.4
Cenco Company, 15.47
Center for Optics Manufacturing, 9.4
Center-of-mass motion of atoms, 23.45
Centrally obscured system (see Cassegrain 

design)
Centration, of spherical lenses, 9.8
Channel stop region, 32.7
Channeled substrate planar (CSP) lasers, 

19.20t, 19.21f, 19.22, 19.36f
Charge integration matrix (CIM), 33.10–33.11, 

33.11f, 33.12f
Charge pumping, 32.9n
Charge sweep devices (CSDs), 33.12f, 33.13
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Charge-coupled detector area image sensor 
arrays:

frame transfer, 32.26–32.28, 32.27f, 32.28f
interline transfer, 32.28–32.32, 32.29f–32.31f
performance of, 32.32

Charge-coupled detectors (CCDs), 25.10, 25.11, 
25.11f, 31.1, 32.12–32.20, 38.9–38.10, 
38.10t

characteristics of, 32.17–32.20, 32.17f, 32.18f
electronics of, 38.10
image sensing with, 32.8
linear arrays of, 32.21–32.24, 32.22f, 32.23f
MIS photogate FPAs for, 33.10–33.11, 

33.11f, 33.12f
multilinear arrays of, 32.21, 32.23f, 32.24
operation of, 32.12–32.14, 32.13f
output of, 32.14–32.15, 32.15f
performance of, 32.32
readout from, 32.12–32.21, 32.13f
types of, 32.15–32.17, 32.16f

Charge-injection devices (CIDs), 31.1, 32.20, 
33.10–33.11, 33.11f, 33.12f

Chartered Institution of Building Services 
Engineers (CIBSE), 40.2

Chemical beam epitaxy (CBE), 19.7
Chemical-assisted ion beam etching (CAIBE), 

19.39
Chirped pulse amplification (CPA), 21.5, 21.5f,

21.6
Chopper-stabilized amplifiers, 27.11
Chopper-stabilized BDI, 33.19t, 33.20f,

33.21–33.22
Chromatic aberrations, 2.2–2.4, 2.3f, 2.4f
Chromium lasers, 16.34, 16.35
Chromogenic film, 29.14
Circle polynomials, 11.36t, 11.39

isometric plots/interferograms/PSFs for 
defocus, 11.38f

and noncircular pupils, 11.37, 11.39
radial, 11.7, 11.9f–11.10f
Zernike, 11.4, 11.6–11.12, 11.8t–11.9t,

11.9f–11.11f, 11.12t
Circular discs, projected area of, 36.3t
Cladding layers, 19.4
Clarity, perception of visual, 40.5
Clip test (of photographic film), 30.23
Clipped Lambertian distribution, 39.3–39.4
Clock generation, 33.16
Closed-loop performance (in servo systems), 

22.8

Closed-loop stability issues (in servo systems), 
22.8–22.12, 22.9f

PID controller vs. notch filters, 22.10–22.11, 
22.10f, 22.11f

rule-of-thumb PID design for system with 
transducer resonance, 22.11–22.12

Coarse-grained derivative, 23.21
Coatings:

lens specifications for, 4.10
of photographic film, 29.4

Coblentz-type thermopiles, 24.23
Coherent states, 23.12
Coiling, of light bulb filament, 40.30
Cold cathode fluorescent lamps (CCFLs), 40.32
Collares-Pereira, M., 39.17
Collector power (in stray light suppression), 

7.2
Collectors (see Concentrators, nonimaging)
Collimators:

autocollimators, 12.12
conic, 39.8, 39.9f

Collisional broadening, emission-line, 16.5
Colloidal silver, 29.13
Color(s):

anomalous reflection, 30.17
in LEDs, 40.37
and lighting design, 40.7–40.9
mixing of, 40.8
science of, 30.15–30.18, 30.16f, 30.17f

Color aliasing, 32.34
Color density, 29.7–29.8
Color filter arrays (CFAs), 32.32–32.34, 

32.33f, 32.34f
Color imaging architectures, 32.32–32.34

integral filter arrays, 32.32–32.34, 
32.33f, 32.34f

sequential, 32.32, 32.33f
three-chip, 32.32, 32.33f

Color negative films, 30.25–30.28, 30.27t
Color photographic films:

about, 30.2
coating of, 29.4
negative, 30.25–30.28, 30.27t
reversal, 30.22–30.24, 30.23t
structure of, 29.12–29.15, 29.13f, 29.14f,

30.3–30.5, 30.3f
Color photographic paper, 30.5
Color records, 30.4
Color rendering, 40.8–40.9
Color rendering index (CRI), 40.8
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Color reversal films, 30.2, 30.22–30.24, 30.23t
Color sequential systems, 32.32, 32.33f
Color slide films (see Color reversal films)
Color space calculations, 38.4–38.5
Color temperature, 34.44, 37.4t, 37.6–37.7, 

38.5, 40.8
Color transparency films (see Color reversal 

films)
Color-center lasers, 16.35
Colorimetry, 37.11
Coma, with spherical aberration, 2.4, 2.4f
Combined recombination, 17.3
Combined servo transducers, 22.19
Commercial sources (of radiation), 15.13–15.53

activated phosphor, 15.49
blackbody simulators, 15.14, 15.15f
carbon arcs, 15.21–15.24, 15.23f, 15.24f,

15.25t–15.27t, 15.28f
concentrated arcs, 15.47–15.49, 15.48f, 15.49f
glow modulator tubes, 15.49, 15.50f, 15.51f,

15.52t
high-energy, 15.40
high-pressure enclosed arc, 15.24, 15.28–15.34

compact-source arcs, 15.31–15.34, 
15.32f–15.35f

Lucalox lamps, 15.30, 15.31f
mercury arcs, 15.29–15.31, 15.30f, 15.31f
multivapor arcs, 15.29, 15.31f
Uviarc, 15.28–15.29, 15.29f, 15.30f

hydrogen and deuterium arcs, 15.49, 15.53f
incandescent nongaseous, 15.15–15.21

comparisons, 15.19, 15.19f
gas mantle, 15.17, 15.18, 15.19f
globar, 15.17, 15.18f
Nernst glower, 15.14, 15.15, 15.17, 15.17f
quartz-envelope lamps, 15.20, 15.21
tungsten-filament lamps, 15.19, 15.20, 15.

20f–15.22f
low-pressure enclosed arc, 15.35–15.47

black-light fluorescent lamps, 15.35, 15.36t
electrodeless discharge lamps, 15.36, 15.44
germicidal lamps, 15.35
hollow cathode lamps, 15.35, 

15.37t–15.43t, 15.44f
Pluecker spectrum tubes, 15.47, 15.47f,

15.47t
spectral lamps, 15.44, 15.45, 15.45f,

15.46f, 15.46t
Sterilamps, 15.35, 15.36f

special-purpose, 15.53

Commission Internationale de l’Eclairage 
(CIE), 40.2

publications from, 37.11
standard photometric observer, 37.2

Common path interferometers, 13.9, 13.11f
Compact fluorescent lights (CFLs), 40.25t,

40.26t, 40.28f, 40.31
Compact-source arcs, 15.31–15.34, 

15.32f–15.35f
Compensators:

Dall, 13.24, 13.24f
holographic, 13.25
Offner, 13.24, 13.24f
reflective, 13.24, 13.24f, 13.25
refractive, 13.24, 13.24f, 13.25
and tolerances, 3.21, 5.7

Complete monolithic FPAs, 33.10
Compound elliptical collectors (CECs), 39.14, 

39.15f, 39.27, 39.37
Compound hyperbolic collectors (CHCs), 

39.15, 39.15f, 39.16f, 39.37
Compound lens, thermal defocus of, 8.4, 8.5f
Compound parabolic collectors (CPCs), 

39.13–39.14, 39.13f, 39.14f, 39.18, 39.19, 
39.19f

Compressively strained QW lasers, 19.16f, 19.17
Compton effect, 23.9
Computer graphics software, 40.21–40.23, 

40.22f–40.24f
Computer numeric control (CNC) systems, 9.4
Computer-aided design (CAD) software, 40.19
Computer-generated holograms (CGHs), 

14.1–14.9
about, 14.1–14.3
accuracy limitations of, 14.6–14.7, 14.6f, 14.7f
discussion of, 14.9
experimental results from, 14.7–14.9, 14.7f,

14.8f
interferometers using, 14.4–14.5, 14.4f, 14.5f
plotting of, 14.3–14.4, 14.3f
sample, 14.2f

Concave facets, 39.40, 39.40f
Concentrated arc lamps, 15.47–15.49, 15.48f,

15.49f
Concentration:

of radiation, 39.1, 39.5, 39.6
of solution, 38.5

Concentrators, nonimaging, 39.12–39.22
calculation of, 39.5, 39.6
compound elliptical collectors, 39.14, 39.15f
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Concentrators, nonimaging (Cont.): 
compound hyperbolic collectors, 39.15, 

39.15f, 39.16f
compound parabolic collectors, 39.13–39.14, 

39.13f, 39.14f
dielectric compound parabolic collectors, 

39.15, 39.16, 39.16f
edge rays, 39.22
geometrical vector flux, 39.21–39.22
inhomogeneous media, 39.22
integrating cavities with, 39.26, 39.27
and lenses, 39.16–39.17
and mirrors, 39.17
multiple surface concentrators, 39.16–39.17, 

39.17f
restricted exit angle concentrators with 

lenses, 39.18, 39.18f
RX, 39.17, 39.17f
RXI, 39.17, 39.17f
star, 39.20, 39.21
tapered lightpipes, 39.12–39.13, 39.13f
q1/q2 concentrators, 39.18–39.20, 39.19f
2D vs. 3D, 39.20–39.21, 39.20f, 39.21f

Condensers, first-order layout for, 1.10–1.11, 
1.11f

Condition of detailed balance (term), 23.23
Conduction band, 17.4, 17.4f, 17.5f
Conduction bandgap, 25.3, 25.3f
Cones (eye receptors), 30.15, 30.16f, 34.37, 

34.38, 36.8, 36.8f, 36.9f
Cone-shaped secondary baffle, 7.3–7.4, 7.3f, 7.4f
Confidence interval (CI), 34.22
Configuration factor algebra, 34.14
Confocal cavity technique, 12.20, 12.20t
Confocal parameter, 16.23
Conic collimators, 39.8, 39.9f
Conic reflectors, 39.11, 39.11f
Conic surfaces, 3.5
Conical (term), 35.5
Conical-directional reflectance, 35.5t, 35.6f,

35.6t
Conical-hemispherical reflectance, 35.5t, 35.6f,

35.6t
Conservation, of radiant power transfer, 34.13f
“Conservation of complexity,” 3.7
Constraints:

defined, 3.17
methods for handling, 3.18–3.19

Constricted double-heterostructure large 
optical cavity (CDH-LOC), 19.19, 19.20t,
19.21f

Consultative Committee on Photometry and 
Radiometry (CCPR), 36.2

Contact scanners, 32.21, 32.22f
Contact stresses, 6.21
Contacting, in wafer processing, 17.24
Contamination levels (in stray light 

suppression), 7.18–7.19, 7.18t, 7.19f–7.21f
Continuous polishers (CPs), 9.7
Continuous ring flanges, 6.4f, 6.11
Continuous wave (cw) lasers, 23.18, 34.32
Continuous wave (cw) power, 19.19, 

19.22, 19.22f
Convergent reflectors, 39.38–39.40, 

39.38f, 39.39f
Conversion factors:

for English and SI units, 37.7t
for photometric and radiometric quantities, 

36.11–36.14, 36.12f–36.14f
Convex surfaces, testing of, 14.5, 14.5f
Coordinate measurement machines (CMMs), 

9.6
Coordinate measurement method (CMM), 

40.53, 40.54
Copper, 17.28
Copper vapor lasers (CVLs), 16.12, 16.13f, 16.30
Copper-doped germanium (Ge:Cu) detectors, 

24.84f, 24.85f, 24.96, 24.97, 24.97f–24.99f
Corner cube prisms, 12.16
Cornice lighting, 40.13f
Corning ULE, 6.18
Correlated color temperature (CCT), 34.44, 

37.7, 38.5, 40.8
Correlated double sampling (CDS), 33.13
Correlated emission lasers (CELs), 23.42–23.43
Cosine law, 37.8, 37.8f
Cosine-to-the-fourth approximation, 34.16
Coupled cavity lasers, 19.37f, 19.38
Coupling:

of circulating pulses, 20.12–20.15, 20.12f,
20.15f

étendue and source, 40.41–40.42
in film development, 29.14
gain, 19.29
interface, 20.14
output, 16.13
phase-conjugated, 20.14
repetition-rate, 20.14–20.15, 20.15f
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Coupling noise, resistive, 27.5, 27.6f
Cove lighting, 40.13f, 40.16f
Critical illumination (see Abbe illumination 

system)
Critical objects (in stray light suppression), 7.2

imaged, 7.4, 7.5f
real-space, 7.2–7.4, 7.3f, 7.4f

Crossed reflectors, 39.38f
Crossed string relationship, 39.4, 39.4f
Cryogenic electrical substitution radiometers, 

34.28
Crystalline optics, 9.8
Current density, 19.12–19.13, 19.12f, 19.13f
Current-confined constricted double-

heterostructure large optical cavity 
(CC-CDH-LOC), 19.19, 19.20t, 19.21f

Curvature measurement, 12.17–12.25
mechanical methods of, 12.17–12.19, 12.18f,

12.19f, 12.19t
optical methods of, 12.19–12.21, 12.20f,

12.20t, 12.21f
Cusp surface, of diamond-turned optics, 

10.10, 10.10f
Cutoff wavelength, 24.10
Cyanine dyes, 30.13, 30.13f

Dall compensators, 13.24, 13.24f
Damped least-squares (DLS) method, 3.17–3.19
Damping:

additive, 3.18
of field by reservoir, 23.33–23.34

Damping factor, 3.18
Dark counts (of photomultipliers), 27.8
Dark current:

absorption coefficient, 25.8, 25.9f
in CCDs, 32.20
correction of, 34.33
defined, 24.10
diffusion current, 25.7
generation-recombination current, 25.7–25.8
histogram of, 32.12n
in photosensing elements, 24.19–24.20, 

32.10–32.12, 32.11f
in pin photodiodes, 25.7–25.8
quantum efficiency, 25.8
responsivity, 25.8
tunneling current, 25.8

Dark regions, 17.28
Dark signal correction, 34.33
Dark-line defects, 17.28

Dashed rays, 1.12, 1.12f
Daylight:

as natural light source, 40.40–40.41
simulation of, 40.17
spectrum of, 40.40f

Daylighting schemes, luminaires for, 
40.47–40.50, 40.49f–40.51f

Day/night cameras, 31.28–31.29
Dazzle, 40.9
dc carbon arcs, 15.25t
dc lamps, 15.32f
Decay time, 16.4
Decorative lighting, 40.14, 40.16f
Deep-diffused stripe (DDS) lasers, 19.23
Defocus:

aberrations of, 11.30
annular polynomials for, 11.38f, 11.39
thermal, 8.4, 8.5f

Density (of photographic films), 29.6–29.8, 
29.7f

Density of states, 19.9–19.10, 19.10f
Density-operator approach, to quantum theory 

of lasers, 23.14–23.33
derivation of Scully-Lamb master equation, 

23.17–23.22
cavity losses, 23.18
laser master equation, 23.19–23.20, 23.19f
micromaser master equation, 23.20–23.22

photon statistics, 23.22–23.27
laser, 23.22–23.26, 23.23f, 23.25f
micromaser, 23.26–23.27, 23.27f

spectrum, 23.28–23.33
laser field, 23.28–23.31, 23.30f
micromaser field, 23.31–23.33

time evolution of the field in Jaynes-
Cummings model, 23.15–23.17, 23.15f

Depletion, of charge, 25.6
Depletion layer generation current, 

32.10–32.11, 32.11f
Depth of focus, 4.7–4.8, 4.8f
Design software, optical (see Optical design 

software)
Detailed balance, condition of, 23.23
Detective quantum efficiency (DQE), 24.10, 

29.1, 29.23
Detective time constant, 24.10
Detectivity:

of film, 29.23
of infrared detector arrays, 33.23–33.24
normalized, 38.9
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Detectivity (Cont.): 
of photodetectors, 25.4
of thermal detectors, 28.3, 28.3f

Detectors:
absolute, 34.27–34.30
spectroradiometry, 38.8–38.10, 38.9t, 38.10t
standards for, 38.12–38.13

Deuterated triglycine sulfate (DTGS), 28.1, 28.7
Deuterium lamps, 15.13, 15.49, 15.53f, 34.31
Developable film, 29.5
Developers and development, of photographic 

film, 29.5, 29.12, 29.13f, 30.24
Development inhibitor anchimeric releasing 

(DIAR) color correction, 30.18
Development inhibitor-releasing (DIR) 

chemicals, 30.3
Dewar container, 24.10
Diamond tools, 10.5, 10.8
Diamond turning, 6.20, 10.1–10.14

about, 10.1–10.2
advantages of, 10.2–10.4
of axicon optical element, 10.3f
machine tools for, 10.6–10.8, 10.7f
materials applicable to, 10.4–10.5, 10.4t
process of, 10.2
steps in, 10.8–10.9
traditional optical fabrication vs., 10.6

Diamond-turned optics:
cleaning of, 10.9
metrology of, 10.12–10.13, 10.12f, 10.13f
surface finishing of, 10.9–10.11, 10.9f–10.11f

Die fab, in wafer processing, 17.24–17.25
Die-attach materials, 17.28
Dielectric compound parabolic collectors 

(DCPCs), 39.15, 39.16, 39.16f
Dielectric solid-state laser gain media, 

16.32–16.34
Dielectric total internal reflecting concentrator 

(DTIRC), 39.17
Differential amplifiers, 27.11
Differential measurement technique, 22.13
Diffraction focus, 11.35
Diffraction transfer factor (DTF), 4.1, 4.4
Diffraction-limited optics, 4.4, 8.5, 8.6f
Diffraction-related error, 34.33
Diffractive optics, 8.15
Diffuse density, 29.7, 29.7f
Diffuse lighting, 40.15
Diffuse reflectance, 35.4, 35.11, 35.12f, 35.13
Diffuse transmittance, 35.3, 35.9f

Diffused homojunctions, LED, 17.9–17.10, 
17.10f, 17.11f

Diffusers:
with integrating cavities, 39.26
perfect reflecting, 37.8
perfect transmitting, 37.8
plane, 38.14, 38.14f, 38.15f
thin teflon, 38.15f

Diffusion:
open-tube, 17.24
photogenerated charge collection by, 32.5
sealed-ampoule, 17.23
semisealed-ampoule, 17.24
in wafer processing, 17.23–17.24
zinc, 17.9–17.10, 17.10f

Diffusion current, 25.7, 26.8, 26.8f, 26.9, 32.10, 
32.11f, 32.11n

Digital II SSA cameras, 31.24–31.26
Digital signal processing (DSP), 27.14
Dilution, in nonimaging optics, 39.6, 39.40
Diode lasers, external cavity, 22.21–22.23, 22.22f
Diode phototube, 24.6
Diode-pumped solid state lasers, 22.20–22.21
Diodes, photo- (see Photodiodes)
Direct detector integration (DDI), 33.18, 

33.19t, 33.20f
Direct injection (DI), 33.18–33.21, 33.19t,

33.20f, 33.21f
Direct interferometry, 13.17–13.18
Direct lighting, 40.14
Direct readouts (DROs), from FPAs, 

33.15–33.18
electronically scanned staring FPAs, 

33.16–33.17
output circuits, 33.18
time delay integration scanning FPAs, 33.17, 

33.17f
X-Y addressing and clock generation, 33.16

Direct semiconductors, 17.4, 17.5f
Direct-charge-injection silicon (DSI) FPAs, 

33.11f, 33.13
Direct-indirect lighting, 40.15, 40.46f, 40.47
Directional (term), 35.5
Directional conical reflectance, 35.5t, 35.6f, 35.6t
Directional emittance, 35.7
Directional hemispherical emittance, 35.15
Directional hemispherical reflectance, 35.5t,

35.6f, 35.6t
Directional spectral absorptance, 35.7, 35.8t
Directional spectral emittance, 35.7
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Directional total absorptance, 35.8t
Direct-reading autocollimators, 12.12
Disability glare, 40.9–40.10
Discomfort, visual, 40.9–40.12
Discomfort glare, 40.9–40.12, 40.11t
Discrete energy levels, 16.4
Disk PZT transducers, 22.17–22.18
Dislocation reduction, 18.2, 18.2f
Dispersion (of light), 38.8
Dispersity, 30.9
Displacement current, 26.7
Displays (term), 40.1 (See also specific displays, 

e.g.: Monolithic LED displays)
Distance measurement (see Length 

measurements)
Distortion plot, 2.4, 2.4f
Distortion tolerances, 5.8
Distracting glare, 40.9
Distributed backscattering, 20.14
Distributed Bragg reflector (DBR) lasers, 

19.38, 19.40
Distributed feedback (DFB) lasers, 16.29, 

19.36, 19.38
Distributed grating surface-emitting lasers, 

19.40–19.41, 19.40f
Distribution temperature, 34.43–34.44, 37.7
Divergent reflectors, 39.38–39.40, 39.38f, 39.39f
D-log H curve (for photographic films), 

29.8–29.10, 29.8f
Domes, mounting of, 6.11, 6.12f
Doped extrinsic silicon, 33.7, 33.8f
Doping, substrate, 17.20
Doppler broadening, 16.5, 16.6, 16.6f, 16.9
Doppler linewidth (see Full width at half 

maximum)
Double heterojunction (DH) LEDs, 17.13, 

17.13f–17.15f
Double heterostructure (DH) lasers, 19.4, 19.5f,

19.7, 19.12–19.15, 19.18–19.19, 19.19f
Double heterostructure pin photodiodes, 26.13
Double monochromators, 35.9, 38.15f
Double optical gating, 21.8
Double sampling, correlated, 33.13
Double-beam spectrophotometers, 35.8–35.9
Double-channel planar buried heterostructure 

(DC-PBH) lasers, 19.24, 19.25f, 19.34f
Double-pass photodetectors, 26.4f
Doublet lens, air-spaced, 6.7
Downconversion, parametric, 23.14
Downhill optimizer, 3.17

Draft angle, 39.10
Drag-wiping (cleaning), 10.9
Drift:

in CCDs, 32.17
frequency vs. time, 22.2
low offset, 27.11
photogenerated charge collection by, 32.5
thermocouple junctions as source of, 27.6, 

27.6f
Driving lasers, in attosecond optics, 21.4–21.6, 

21.5f
Drop-in assembly, 6.6, 6.6f
Dual beam detection, 22.13
Dual in-line octocouplers, 17.32, 17.32f
Dumet (alloy), 40.29
Dye lasers, 16.31–16.32, 16.32f, 20.15–20.16
Dye-forming reaction, in film development, 

29.14
Dyes:

azomethine, 30.10f, 30.11–30.12, 30.12f
cyanine, 30.13, 30.13f
light-absorbing, 30.7
photographic, 30.10–30.13, 30.10f, 30.12f
yellow filter, 30.4

Dynodes, in photomultipliers, 27.6–27.9, 27.7f

Eberhard effects, 30.3
Eccentric pupil design (see Z-system)
ECE (United Nations Economic Commission 

for Europe), 40.63–40.64
Edge lit backlight, 40.47, 40.47f
Edge rays, 39.22, 39.38
Edge-absorbing photodetectors, 26.4f
Edge-emitting lasers (ELASERs), 25.15
Edge-emitting LEDs (ELEDs), 25.15
Edge-illuminated photodetectors, 26.4f, 26.5
Edging step (of optics fabrication), 9.6
Einstein (unit), 34.11
Einstein’s light quanta, 23.6–23.9, 23.8f
Einstein’s particle hypothesis, 23.7
Elastomeric mountings, 6.4, 6.4f, 6.5, 6.12
Electrical contact (light bulb), 40.29f
Electrical parasitics (laser), 19.34–19.35, 19.34f
Electrical substitution radiometers, 

34.27–34.29
Electrical transfer function, with series 

inductance, 26.13
Electrodeless discharge lamps, 15.36, 15.44
Electrodeless fluorescent lamps, 40.36–40.37
Electrodeless lamps, 40.25t, 40.26t, 40.36–40.37
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Electrodeless sulfur lamps (ESLs), 40.36–40.37
Electroluminescent light sources, 40.37–40.39, 

40.38f, 40.38t, 40.39f
Electron bombardment (EB), 31.23
Electron current, 26.7
Electron lenses, 31.8, 31.8f
Electron-bombarded SSAs (EBSSAs), 

31.23–31.27
digital cameras, 31.24–31.26
modulation transfer function and limiting 

resolution of, 31.26–31.27
proximity-focused, 31.23–31.24, 31.23f,

31.24f
Electronically scanned staring FPAs, 

33.16–33.17
Electro-optic modulators (EOMs), 22.14, 22.20
Electro-Optical Industries, Inc. (EOI), 15.14, 

15.15f, 15.16f
Elliptical polynomials, 11.21, 11.25–11.27, 

11.26t–11.27t, 11.36t, 11.38f
Emission, stimulated (see Stimulated emission)
Emission lasers, correlated, 23.42–23.43
Emission linewidth (of radiation), 16.4–16.7, 

16.6f, 16.7f
Emission-line broadening, 16.4–16.7, 16.6f, 16.7f
Emissivity:

of blackbody cavity, 15.7, 15.8f
tungsten, 40.28f

Emittance, 39.2
and absorptance, 35.8
calculating, 34.25–34.26
defined, 35.7
measurement of, 35.14–35.16, 35.15f

Emitted photon wavelength, 17.4–17.5
Emitters:

AlGaAs, 17.32
blue, 17.18, 17.19
GaAsP, 17.32

Emulsions, photographic, 24.100, 24.101f, 29.4, 
30.7

Enclosed arcs, 15.24, 15.28–15.47
high-pressure, 15.24, 15.28–15.34

capillary mercury-arc lamps, 15.30–15.31, 
15.31f

compact-source arcs, 15.31–15.34, 
15.32f–15.35f

Lucalox lamps, 15.30, 15.31f
mercury arcs, 15.29, 15.30f
multivapor arcs, 15.29, 15.31f
Uviarc, 15.28–15.29, 15.29f, 15.30f

Enclosed arcs (Cont.): 
low-pressure, 15.35–15.47

black-light fluorescent lamps, 15.35, 15.36t
electrodeless discharge lamps, 15.36, 15.44
germicidal lamps, 15.35
hollow cathode lamps, 15.35, 15.37–15.43t,

15.44f
Pluecker spectrum tubes, 15.47, 15.47f,

15.47t
spectral lamps, 15.44, 15.45, 15.45f,

15.46f, 15.46t
Sterilamps, 15.35, 15.36f

End loss, 19.6
Energy:

levels of, 16.4, 16.7
luminous, 37.4t, 37.6
measurement of, 34.32
nomenclature for, 36.4, 36.5
radiant, 34.7, 37.4t, 37.6
units of, 34.5–34.6

Energy band structure, 17.3–17.6, 17.3f–17.5f
Energy bandgap, 25.3, 25.3f
English units, and SI units, 37.7, 37.7t
Entrance pupil, 34.18, 34.19f
Entrance window, 34.19, 34.19f
Environmental specifications, optical, 4.10
Epitaxial growth, 17.8, 17.21
Epitaxial technology (for LEDs), 17.21–17.23
Epoxy, in indicator lamps, 17.29
Equivalent neutral density (END), 29.15
Equivalent noise input (ENI), 24.11
Equivalent veiling luminance (EVL), 40.10
Error functions, in optical design software, 

3.17, 3.19–3.20
Error types, in absolute measurements, 

34.21–34.23
Étendue, 34.15

defined, 40.42
geometrical, 38.8
in nonimaging optics, 39.2, 39.3, 

39.4f, 39.5
and source coupling, 40.41–40.42

Étendue loss, 39.6
Evaluation function (of optical software), 

3.8–3.16
of aberrations, 3.9–3.11
paraxial ray-trace, 3.8–3.9, 3.9f
ray-trace, 3.11–3.13, 3.12f
by spot-diagram analysis, 3.13–3.16

Event-driven programs (optical software), 3.7
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Exact rays (term), 3.3, 3.11–3.12
Excimer lasers, 16.30–16.31, 16.31f
Excimers, in fluorescent lamps, 40.31
Excited state, of azomethine dyes, 30.11–30.12, 

30.12f
Exciton recombination, 17.6
Exit pupil, 34.18, 34.19f
Exitance, 39.2

defined, 34.8
luminous, 37.4t, 37.5, 37.5f
radiant, 15.4–15.6, 15.5t, 15.6f, 37.4t, 37.5, 

37.5f
Exposure:

luminous, 37.4t, 37.6
of photographic films, 29.5–29.6
radiant, 37.4t, 37.6

Extended baffle shields, 7.9–7.10, 7.9f, 7.10f
Extended wavelength photodetectors, 25.10, 

25.10t
Exterior lighting, 40.61–40.62, 40.63t
External cavity diode lasers (ECDLs), 

22.21–22.23, 22.22f
Extreme infrared (IR) light, 25.2
Extrinsic photoconductors, 25.5, 25.5f
Extrinsic photodetectors, 24.7, 24.7f
Extrinsic semiconductor transition, 24.11
Eye, human (see Human eye)

Fabrication, optical, 9.3–9.9
about, 9.3
aspherical, 9.7–9.8, 9.7f
crystalline, 9.8
by diamond turning (see Diamond turning)
diamond turning vs. traditional, 

10.6
guide to methods of, 10.3t
material formation for, 9.3–9.4
methods of, 10.3t
plano, 9.7
spherical, 9.4–9.6

Fabry-Perot interferometers, 16.19f
Faceted reflectors, 39.10f, 39.39–39.41, 39.39f,

39.40f
Failures per 109 hours (FITS), 17.25
False-colored infrared film, 30.22
Far infrared (FIR) radiation, 24.3, 25.2
Far ultraviolet radiation, 15.12, 15.13
Fatigue, thermal, 17.25
Federal Motor Vehicle Safety Standards 

(FMVSS), 40.63

Feedback:
optical, 16.2
resonant optical, 19.38, 19.38f
stabilization of, 34.32

Femtoseconds, 20.1
Fermi occupation functions, 19.11
Ferroelectric bolometer arrays, 28.11, 28.12, 

28.12f
Ferroelectric detectors, 33.10
Fiber lasers, 16.34
Fiber optics:

fiber alignment for, 17.33
focal-length measurement with, 12.25
LED considerations with, 17.33–17.34
in nonimaging optics, 39.21

Fiber-optic octocouplers, 17.33–17.34
Fiberoptic-coupled (FO) II SSAs, 31.20–31.22, 

31.20f, 31.21f, 31.21t
Field curvature plot, 2.4, 2.4f, 2.5
Field effect transistors (FETs), 27.10
Field lenses, first-order layout for, 1.8, 1.10, 

1.10f
Field of view (FOV), 3.4, 7.11, 24.11, 31.1
Field patch trace, 39.7–39.8
Field plots, of aberration curves, 2.4–2.5
Field stops, 7.7, 7.8f, 7.9f, 34.18–34.19, 34.19f
Field-enhanced pyroelectric arrays (see

Ferroelectric bolometer arrays)
Figures of merit (FOM), 24.13, 33.23–33.28

for infrared photodetectors, 25.12
minimum resolvable temperature (MRT), 

33.27–33.28, 33.27f
NE ΔT, 33.25f, 33.26f
in spectroradiometry, 38.5–38.6

Filament notching, 40.30
Filaments:

lamp, 15.20f
light bulb, 40.25, 40.27, 40.29–40.30, 40.29f

Fill gases, light bulb, 40.29f, 40.30
Film, photographic (see Photographic films)
Filters:

blocking, 38.8
blur, 32.34, 32.34f
in II SSA cameras, 31.7
infrared, 40.12
interference, 34.36
neutral density, 40.52
notch, 22.10–22.11, 22.10f, 22.11f
UV, 40.12

Finitely distant objects, systems with, 1.6, 1.6f
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First-order layout techniques, 1.3–1.16
achromatism, 1.14–1.15, 1.15f
afocal attachments, 1.8, 1.9f
afocal systems, 1.7, 1.7f
athermalization, 1.15–1.16, 1.16f
axial/principal rays, 1.12
component power minimization, 1.13, 1.13f
condensers, 1.10–1.11, 1.11f
defined, 1.4
field lenses, 1.8, 1.10, 1.10f
magnifiers and microscopes, 1.8
ray-tracing, 1.4–1.5
reasonableness of layout, 1.13–1.14
two-component systems, 1.5–1.7
zoom or varifocal systems, 1.11–1.12

“Fitness for use,” 17.25
Five-axis machining, 10.7f
5 × 7 matrix LED displays, 17.31–17.32
Fixed interferogram evaluation, 13.14–13.15
Fixed-orientation mirrors, 6.17
Fixer, film, 29.5
Fizeau interferometers, 12.14, 13.8–13.9, 13.9f,

13.10f, 13.18, 14.4, 14.5f
Flaming arcs, 15.23, 15.24f, 15.26t–15.27t
Flanges:

annular, 6.3–6.4, 6.4f
continuous ring, 6.4f, 6.11

Flash blindness, 40.9
Flash lamps, 16.16–16.17, 16.17f
Flex-Pivots (flexures), 6.19
Flexure mountings, 6.5, 6.5f, 6.15–6.17, 6.16f
Flicker:

in fluorescent lamps, 40.32–40.33
impact of, 40.12
in incandescent lamps, 40.30

Flicker floor, 22.3
Flicker noise, 24.11
Flight control, 19.3
Flip chip packaging, 18.6, 18.6f
Flip-and-fold approach, 39.29f
Floating diffusion, 32.14, 32.15f
Floating gate output amplifiers, 32.15
Fluorescence, 34.13, 40.30
Fluorescent lamps, 40.30–40.33

applications for, 40.26t
characteristics of, 40.25t
construction of, 40.33f, 40.34f
elements of, 40.31f
emission spectrum of, 40.32f, 40.35f
types of, 40.28f

Flux:
luminous, 37.4, 37.4t, 37.6
radiant, 37.3, 37.4t
total luminous, 37.4t, 37.6
total radiant, 37.4t, 37.6

Flux budget, for fiber optics, 17.33
Flux density (see Irradiance)
Fly-by-light (FBL), 19.3
FM spectroscopy, 22.13–22.14
F-number, 34.20
Focal depth, 4.7–4.8, 4.8f
Focal length, 1.5–1.7, 12.21–12.25

fiber optics, 12.25
focimeters, 12.22–12.23, 12.22f, 12.23f
Fourier transforms, 12.24
microlenses, 12.24
Moiré deflectometry, 12.23, 12.24f
nodal slide bench, 12.22, 12.22f
Talbot autoimages, 12.23, 12.24

Focal plane arrays (FPAs), 33.3
hybrid, 33.14–33.23
microbolometer, 33.13–33.14
MIS photogate, 33.10–33.11, 33.11f, 33.12f
monolithic, 33.10–33.14

Focal ratio, 34.20
Focimeters, 12.22–12.23, 12.22f, 12.23f
Focus athermalization techniques, 6.22–6.24

active athermalization, 6.24, 6.24f
passive athermalization, 6.22, 6.23f, 6.24
single material designs, 6.22, 6.23f

Focus distance, 1.5–1.7
Focus shift, thermal, 8.2–8.4, 8.3t, 8.4t
Fog, film, 29.9
Fokker-Planck equation, 23.37
Foot-candle (unit), 34.43, 36.7, 36.7t, 37.7t
Foot-lambert (unit), 34.43, 36.7, 36.8t, 37.7, 

37.7t
Forbes method, 3.20
Fore-optics, 38.7
Forward light, 40.43, 40.44f
Forward looking infrared (FLIR), 33.4
Foucault test, 12.19, 13.2–13.3, 13.2f, 13.3f
Fourier analysis, of interferograms, 

13.16–13.17, 13.17f
Fourier transform spectrophotometers, 35.9
Fourier transforms, for focal-length 

determination, 12.24
Four-phase CCDs, 32.13–32.14, 32.13f, 32.16f
Frame interline transfer (FIT) CCDs, 

32.27f, 32.29
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Frame transfer (FT) CCD image sensors, 
32.26–32.28, 32.27f, 32.28f, 32.32

Frame transfer (FT) CCD TDI FPAs, 
33.11, 33.12f

Free-electron lasers (FELs), 16.36–16.37, 
16.37f, 23.43–23.45

Free-electron-laser (FEL) lamps, 15.11, 
15.12, 15.13f

Frequency:
and drift, 22.2
phase and amplitude responses vs., 

22.6–22.7, 22.6f, 22.7f
stability of, 22.2

Frequency comb, 20.1, 20.2, 20.7–20.9
Frequency discriminators:

for laser locking, 22.12–22.14
optical cavity-based, 22.14–22.16, 22.17f

Frequency modulation (FM), 19.36, 19.36f,
22.4

Frequency shift keying (FSK), 19.36
Frequency-controlled lasers, 22.7, 22.7f
Frequency-resolved optical gating (FROG), 

21.8, 21.9
Frequency-resolved optical gating for complete 

reconstruction of attosecond bursts 
(FROG-CRAB), 21.9

Frequency-selective-feedback lasers, 19.37f,
19.38

Fresnel lenses, 39.9–39.10, 39.10f, 40.45f, 40.46
Full width at half maximum (FWHM), 16.5, 

16.6, 20.3, 21.2
Functional specifications (optical design), 4.2
Fundamental array mode, 19.27
Furniture-integrated lighting system, 40.13f

Gain:
defined, 16.9
in photomultipliers, 27.7

Gain coefficient, 16.9–16.10
Gain coupling, 19.29
Gain medium, 16.3
Gain saturation, 16.10
Gain stability margin, 22.9–22.10
Gain-bandwidth (GB), 26.17
Gain-coupled arrays, 19.27
Gain-guided phased array, 19.28f
Galilean telescopes, 1.7f
Gallium aluminum arsenide (GaAlAs) LEDs, 

17.12, 17.12f, 17.13f
Gallium arsenide (GaAs) lasers, 19.7

Gallium arsenide (GaAs) LEDs, 17.8, 
17.9, 17.9f

Gallium arsenide (GaAs) semiconductor diode 
lasers, 16.18–16.19, 16.18f

Gallium arsenide phosphide (GaAsP) emitters, 
17.32

Gallium arsenide phosphide (GaAsP) LEDs, 
17.9–17.10, 17.10f, 17.15–17.17

energy band diagram for, 17.5f
homojunction in, 17.10, 17.11f
light degradation in, 17.27f
performance summary of chips in, 17.16t

Gallium arsenide phosphide (GaAsP) photodi-
odes, 24.49, 24.49f, 24.50f

Gallium arsenide phosphide (GaAsP) substrate, 
17.22

Gallium arsenide (GaAs) quantum well photode-
tectors, 25.16–25.17, 25.16f, 25.17f

Gallium nitride (GaN) photovoltaic detectors, 
24.42, 24.43, 24.45f, 24.46, 24.46f, 24.47

Gallium nitride (GaN) substrate, 17.22
Gallium phosphide (GaP), 17.16, 17.21–17.22
Gallium phosphide (GaP) dynodes, 24.42, 

24.44f
Gallium phosphide (GaP) photodiodes, 

24.47–24.49, 24.48f
Gallium phosphide (GaP) substrate, 

17.20–17.22
Gallium-doped germanium (Ge:Ga) infrared 

detectors, 24.100
Gallium-doped silicon (Si:Ga) infrared detec-

tors, 24.95, 24.95f, 24.96, 24.96f
Galvo-driven Brewster plates, 22.18–22.19
Gas chromatography-mass spectroscopy 

(GC-MS), 33.4
Gas lights, 40.40
Gas mantle, 15.17–15.19, 15.19f
Gaseous laser gain media, 16.30–16.31, 16.31f
Gas-filled lamps, 34.31
Gate modulation, 33.19t, 33.20f, 33.22
Gated integration, 27.12–27.13, 27.13f, 27.15
Gating:

amplitude, 21.7
double optical, 21.8
frequency resolved, 21.8, 21.9
FROG, 21.9
FROG-CRAB, 21.9
polarization, 21.7–21.8
two-color, 21.7

Gauss illuminated eyepieces, 12.12
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Gaussian intensity distribution, 39.28, 39.29f
Gaussian line shape, 16.6f
Gaussian mode, 16.21
Gaussian parameters (optical design), 4.5–4.6, 

4.6t
Gaussian-shaped beam, 16.22
General Conference on Weights and Measures 

(CGPM), 36.2
General Electric, 15.29, 15.30, 15.48, 19.29t
General system data (optics), 3.3, 3.4
Generating step (of optics fabrication), 9.4
Generation noise, 24.11
Generation-recombination (GR) current, 

25.7–25.8
Generation-recombination (GR) noise, 24.11
Geometrical configuration factor (GCF), 7.1, 

7.2, 7.22
Geometrical etendue, 38.8
Geometrical optical transfer function (GOTF), 

3.16
Geometrical optics, 3.16
Geometrical vector flux, 39.21–39.22
Geometry-controlled lasers, 19.37f, 19.38
Germanium (Ge) avalanche photodiodes, 

24.70f, 24.72–24.73, 24.72f, 24.73f
Germanium (Ge) bolometers, 28.5, 28.7t
Germanium (Ge) detectors:

copper-doped, 24.84f, 24.85f, 24.96, 24.97, 
24.97f–24.99f

gallium-doped infrared, 24.100
gold-doped, 24.83–24.85, 24.84f–24.86f
intrinsic photodetectors, 24.70–24.73, 

24.70f–24.73f
mercury-doped, 24.84f, 24.92–24.95, 

24.93f–24.95f
pn and pin, 24.70–24.71, 24.70f–24.72f
zinc-doped, 24.84f, 24.98–24.100, 24.99f

Germanium gallium arsenide (GeGaAs) 
photodiodes, 34.31

Germanium (Ge) intrinsic photodetectors, 
24.70–24.73, 24.70f–24.73f

Germanium (Ge) low-temperature bolometers, 
24.31–24.32, 24.32f, 24.33f

Germanium photodiodes, 38.9, 38.9t
Germicidal lamps, 15.35
Glare:

and exterior lighting, 40.62
limiting of, 40.10, 40.41
and visual discomfort, 40.9–40.12, 40.11t
and windows, 40.41

Glare stops (see Lyot stops)
Glass:

formation of optical, 9.3–9.4
optical, 5.9
as photographic film emulsion, 29.4
tolerances for, 5.9

Glass envelope, light bulb, 40.29, 40.29f
Glazing, window, 40.41
Globar, 15.17, 15.18f, 15.19, 15.19f
Glossiness, 40.5
Glow lamps, 40.39
Glow modulator tubes, 15.49, 15.50f,

15.51f, 15.52t
Gobs, glass, 9.4
Golay cell detectors, 28.2, 28.6, 28.7t
Gold, diamond turning and, 10.5
Gold-doped germanium (Ge:Au) detectors, 

24.83–24.85, 24.84f–24.86f
Gold-germanium (Au-Ge) alloys, 17.24
Goldpoint blackbody, 15.9
Gold-zinc (Au-Zn) alloys, 17.24
Goniometers (goniophotometers), 12.10, 

40.52–40.53, 40.53f, 40.54f
Gouffé method, 15.7–15.9, 15.8f
Graded-index separate-confinement 

heterostructure (GRIN SCH) quantum 
lasers, 19.14, 19.14f

Gradient-freeze technique, 17.21
Grains and graininess:

of photographic films, 29.5
of photographic images, 29.18t, 29.19–29.22, 

29.21f
of silver halide crystals, 29.4

Granularity, photographic film speed and, 
30.19

Grating equation, 38.7–38.8
Grating surface-emitting laser array, 

19.40–19.41, 19.40f
Gray gel, 30.4
Graybody, 35.7
Green light, color film and, 29.13, 29.13f
Green-emitting AlInGaP devices, 17.18
Grinding, aspheric, 9.8
Ground loop noise, 27.5, 27.6f
Ground state, 16.4
Grown homojunctions, LED, 17.8, 17.9, 17.9f
Growth techniques:

for epitaxial layers, 17.21–17.23
substrate, 17.20, 17.21

Guard ring, 24.11
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Guide to the Expression of Uncertainty in 
Measurement (IS), 38.6

Gurney-Mott mechanism, 29.5

H-aggregates, 30.13
Haidinger interferometers, 12.14
Halation, 30.4
Halogen lamps, 15.11, 15.12, 15.13f, 40.25t,

40.26t, 40.30
Halon, 38.12–38.13
Halophosphates, 40.31
Hamiltonian rays, 3.12
Hanbury-Brown-Twiss (HB&T) effect, 23.13, 

23.13f, 23.14
Hard mounting, of optics, 6.1–6.4, 6.3f, 6.4f
Hartmann test, 13.4–13.6, 13.5f
Hartmann-Shack test, 13.6–13.7, 13.6f
H&D curve (see D-log H curve)
Headlamps:

design of, 40.21, 40.23, 40.23f
low-beam, 40.64–40.67, 40.64f, 40.65t,

40.66f, 40.66t
Health-care facility lighting, 40.58–40.60, 

40.60t
Heat-pipe blackbody furnace, 15.9f
Height solves, 3.6
Heisenberg-Langevin approach, to quantum 

theory of lasers, 23.33–23.35
Helium-cadmium (He-Cd) lasers, 16.6, 16.15, 

16.15f, 16.30
Helium-neon (He-Ne) lasers, 16.15, 16.15f,

16.30
Hemispherical emittance, 35.15
Hemispherical total absorptance, 35.8t
Hemispherical-conical reflectance, 35.5t, 35.6f,

35.6t
Hemispherical-directional reflectance, 35.5t,

35.6f, 35.6t
Hemispherical-spectral absorptance, 35.8t
Heterodyne interferometers, 13.22
Heterojunction lasers, 19.4
Heterojunctions, 17.12, 17.12f–17.15f, 17.13, 

17.17, 26.9
Hewlett-Packard double-frequency 

distance-measuring interferometer, 
12.9–12.10, 12.9f

Hexagonal polynomials, 11.21, 11.22t–11.25t,
11.36t, 11.38f, 11.39

High-accuracy spectrophotometers, 35.9

High-brightness visible LEDs (HB-LEDs), 
18.1–18.6

about, 18.1
epitaxial growth of, 18.3
packaging of, 18.5–18.6, 18.5f, 18.6f
processing of, 18.3–18.4, 18.3f
semiconductor material systems for, 

18.1–18.2
solid-state lighting with, 18.4–18.5, 18.4f
structure for modern InGaN, 18.2f
substrates for, 18.2–18.3, 18.2f

High-dye-yield yellow couplers, 30.6
High-energy radiation, 15.40, 30.19–30.20
High-gain oscillators, 20.10–20.12, 20.11f
High-intensity carbon arc lamps, 15.21–15.23, 

15.24f
High-intensity discharge (HID) lamps, 

40.33–40.36
applications for, 40.26t
characteristics of, 40.25t
CMH, 40.25t, 40.26t, 40.33, 40.36
construction of, 40.34f
emission spectrum of, 40.35f
Hg, 40.25t, 40.26t, 40.33, 40.36
HPS, 40.25t, 40.26t, 40.33
MH, 40.25t, 40.26t, 40.33, 40.35, 40.35f,

40.36
High-intensity reciprocity failure, of 

photographic films, 29.12
High-order harmonic generation, 21.2, 21.2f
High-power diode lasers, 19.19–19.23, 19.20t,

19.21f, 19.22f
High-power laser arrays, 19.26–19.30, 19.28f,

19.28t, 19.29t, 19.30f
High-power lasers, 19.24, 19.25f, 19.25t
High-power semiconductor lasers, 19.18–19.30

arrays in, 19.26–19.29, 19.28f, 19.28t,
19.29–19.30, 19.29t, 19.30f

commercial diode, 19.19–19.23, 19.20t,
19.21f, 19.22f

future directions for, 19.23–19.26, 19.25f,
19.25t, 19.26t, 19.27f

mode-stabilized lasers with reduced facet 
intensity, 19.18–19.19, 19.19f

High-power strained QW lasers, 19.26, 19.26t
High-pressure, short-arc xenon lamps, 15.35f
High-pressure enclosed arcs, 15.24, 

15.28–15.34
capillary mercury-arc lamps, 15.30–15.31, 

15.31f
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High-pressure enclosed arcs (Cont.): 
compact-source arcs, 15.31–15.34, 

15.32f–15.35f
Lucalox lamps, 15.30, 15.31f
mercury arcs, 15.29, 15.30f
multivapor arcs, 15.29, 15.31f
Uviarc, 15.28–15.29, 15.29f, 15.30f

High-pressure mercury-arc lamps, 
15.29f, 15.30f

High-speed modulation, of semiconductor 
lasers, 19.30–19.36, 19.31f–19.36f

High-speed optical recording systems, 19.3
High-speed photoconductors, 26.20–26.23, 

26.21f–26.23f
High-speed photodetectors, 26.1–26.24

about, 26.3
avalanche photodetectors, 26.17–26.20, 

26.18f, 26.20f, 26.21f
photoconductors, 26.20–26.23, 26.21f–26.23f
pin photodiodes, 26.10, 26.12–26.15

resonant, 26.15, 26.15f
vertically illuminated, 26.3, 26.4f, 26.5, 

26.10, 26.12–26.13, 26.12f
waveguide, 26.13–26.14, 26.14f

Schottky photodiodes, 26.16, 26.16f, 26.17f
speed limitations on, 26.5–26.10

carrier transit time, 26.6–26.7, 26.6f
carrier trapping, 26.9, 26.9f
diffusion current, 26.8, 26.8f, 26.9
packaging, 26.9–26.10, 26.10f, 26.11f
RC time constant, 26.7–26.8, 26.7f

structures of, 26.3–26.5, 26.4f
High-speed photographic films, 30.18–30.20
High-voltage power supply (HVPS), 31.1, 

31.9, 31.10f
Hindle mounts, 6.19, 6.19f
Hole current, 26.7
Hole-accumulated photodiodes (HADs), 32.4f,

32.8
Hollow cathode lamps, 15.35, 15.37t–15.43t,

15.44f
Hollow lightpipes, 39.30–39.31
Holograms, computer-generated (see Computer-

generated holograms)
Holographic compensators, 13.25
Homogeneous broadening, emission-line, 16.5, 

16.6, 16.6f, 16.9
Homogeneous reflectors, 39.39
Homogeneous temperature change, 8.2–8.6, 

8.3t, 8.4t, 8.5f, 8.6f

Homojunction lasers, 19.4
Homojunctions, LED, 17.8–17.10, 17.9f–17.11f
Horizontal illuminance, 40.7, 40.18f
Horizontally illuminated photodetectors, 

26.4f, 26.5
Hot cathode fluorescent lamps, 40.32
Hot-electron bolometers, 24.29, 24.30, 24.30f,

24.31f
Hottel strings, 39.4, 39.14
Hub mounting, 6.17, 6.18f
Hubble telescope, 11.4, 13.24
Hue, 40.5
Human eye, 30.15–30.16, 30.16f, 34.6

cones in, 36.8, 36.8f, 36.9f
rods in, 36.8–36.10, 36.8f, 36.9f
wavelengths detectable by the, 36.8–36.10, 

36.8f, 36.9f
Humidity specifications, for lenses, 4.10
Hybrid arrays, pyroelectric, 28.11–28.12, 

28.11f, 28.12f
Hybrid FPAs:

direct readout architectures of, 
33.15–33.18

electronically scanned staring FPAs, 
33.16–33.17

output circuits, 33.18
TDI scanning FPAs, 33.17, 33.17f
X-Y addressing and clock generation, 

33.16
input circuits of, 33.18–33.23, 33.19t, 33.20f

buffered direct injection, 33.19t, 33.20f,
33.21

capacitive transimpedance amplifier, 
33.19t, 33.20f, 33.22–33.23

chopper-stabilized BDI, 33.19t, 33.20f,
33.21–33.22

direct detector integration, 33.18, 33.19t,
33.20f

direct injection, 33.18–33.21, 33.19t,
33.20f, 33.21f

gate modulation, 33.19t, 33.20f, 33.22
thermal expansion match in, 33.14

Hybrid reflectors (see Faceted reflectors)
Hyde maxim, 3.22
Hydrogen arc lamps, 15.49, 15.53f
Hypo (film fixer), 29.5

Ideal mode-locked lasers, 20.7
Ideal thermal detectors, 28.2–28.3, 28.3f
Ilford Photo Corporation, 29.25
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Illuminance, 37.4t, 37.5, 37.5f, 39.2t
defined, 34.11, 34.40, 40.1
guidelines on levels of, 40.7t
and lighting design, 40.7
and luminance, 37.9, 37.9f
retinal, 34.40–34.42
uniformity of, 40.7
unit conversions for, 36.7t, 36.8t
units of, 34.43

Illuminance meters, 34.42, 40.51, 40.52f
Illuminated ceilings, 40.13f
Illuminated eyepieces, 12.12, 12.12f
Illuminated objects (in stray light suppression), 

7.5, 7.5f, 7.6f
Illuminating Engineering Society (IES), 

40.19
Illumination:

guidelines on, 40.7t
in nonimaging objects, 39.1
(See also Uniform illumination, of 

nonimaging optics)
Illumination Engineering Society of North 

America (IESNA), 36.2, 36.3, 37.11, 40.2, 
40.7t

Illumination subsystem, of nonimaging optics, 
39.22

Image dissectors, 39.21, 39.21f
Image height, 1.4
Image intensifiers (IIs), 31.7–31.18, 

31.8f–31.10f
defined, 31.8
input window/photocathode assemblies for, 

31.10–31.12, 31.11f, 31.12f
MCP IIs, 31.7, 31.9, 31.9f, 31.10f
and microchannel plates, 31.12–31.14, 

31.12f, 31.13f, 31.13t
phosphor screen assemblies for, 31.14–31.16, 

31.14t, 31.15f
proximity-focused MCP IIs, 31.16–31.18, 

31.17t, 31.18f, 31.19f
Image irradiance, 4.7
Image lag, 32.6
Image processing, 8.12
Image quality, 4.6–4.7
Image sensors, 32.2–32.12, 32.3f, 32.21–32.34

antiblooming in, 32.9, 32.10f
area arrays of, 32.24–32.32, 32.25t

CCD performance, 32.32
frame transfer CCDs, 32.26–32.28, 

32.27f, 32.28f

Image sensors, area arrays of (Cont.):
interline transfer CCDs, 32.28–32.32, 

32.29f–32.31f
MOS, 32.25–32.26, 32.26f

color imaging with, 32.32–32.34, 32.33f, 32.34f
dark current in, 32.10–32.12, 32.11f
junction photodiodes, 32.3–32.6, 32.4f, 32.6f
linear arrays of, 32.21–32.24, 32.22f, 32.23f
MOS capacitors, 32.7–32.8
photoconductors, 32.8–32.9
pinned photodiodes, 32.8

Image size, 1.4
Image specifications, for lenses, 4.3, 4.6–4.8, 4.8f
Image structure, of photographic systems, 29.17
Imaged critical objects, 7.4, 7.5f
Image-intensified (II) electronic imaging, 

31.1–31.30
about, 31.2–31.3, 31.3f
applications for, 31.27–31.30

active imaging, 31.29–31.30
day/night cameras, 31.28–31.29
mosaic II SSA cameras, 31.29
optical multichannel analyzers, 31.27–31.28
range gating and LADAR, 31.28

image-intensifier modules of, 31.7–31.18, 
31.8f–31.10f

input window/photocathode assemblies, 
31.10–31.12, 31.11f, 31.12f

microchannel plates, 31.12–31.14, 31.12f,
31.13f, 31.13t

phosphor screens, 31.14–31.16, 31.14t,
31.15f

proximity-focused MCP IIs, 31.16–31.18, 
31.17t, 31.18f, 31.19f

optical interface of, 31.3–31.7
considerations, 31.6–31.7, 31.6f
photometry and camera lens, 31.5–31.6
quantum limited imaging conditions, 

31.3–31.4
radiometry, 31.4–31.5

self-scanned arrays, 31.19–31.27, 31.19f
electron-bombarded, 31.23–31.27, 31.23f,

31.24f
fiberoptic-coupled, 31.20–31.22, 31.20f,

31.21f, 31.21t
lens-coupled, 31.22–31.23, 31.22f

Image-intensified self-scanned arrays (II SSAs), 
31.19–31.27, 31.19f

for active imaging, 31.29–31.30
camera for, 31.5–31.6
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Image-intensified self-scanned arrays (II SSAs) 
(Cont.):

electron-bombarded, 31.23–31.27, 31.23f,
31.24f

fiberoptic-coupled, 31.20–31.22, 31.20f,
31.21f, 31.21t

lens-coupled, 31.22–31.23, 31.22f
Impedance:

in amplifiers, 27.10–27.11
in photodetectors, 24.19–24.20

Impurity band conduction (IBC), 33.7
Incandescence, 40.25
Incandescent sources (of radiation), 40.25, 

40.27–40.30
calibration of, 34.31
characteristics of, 40.25t
elements of, 40.29f
nongaseous, 15.15–15.21

comparisons of, 15.19, 15.19f
gas mantle, 15.17, 15.18, 15.19f
globar, 15.17, 15.18f
Nernst glower, 15.14, 15.15, 15.17, 15.17f
quartz-envelope lamps, 15.20, 15.21
tungsten-filament lamps, 15.19, 15.20, 

15.20f–15.22f
tungsten emissivity in, 40.28f

Index-guided lasers, 19.8, 19.27, 19.28f
Indicator lamps, LED, 17.27f, 17.29–17.30, 

17.29f
Indirect glare, 40.9
Indirect lighting, 40.14, 40.15, 40.15f, 40.16f,

40.46f
Indirect semiconductors, 17.4, 17.4f, 17.5f, 17.6
Indium antimonide (InSb) hot-electron 

bolometers, 24.29, 24.30, 24.30f, 24.31f
Indium antimonide (InSb) intrinsic photovoltaic 

detectors, 24.80–24.83, 24.82f, 24.83f
Indium arsenide (InAs) photovoltaic detectors, 

24.75, 24.77–24.78, 24.77f–24.79f
Indium gallium arsenic phosphide (InGaAsP) 

laser material system, 19.7
Indium gallium arsenide (InGaAs) detectors, 

24.65–24.70, 24.66f–24.69f
Indium gallium arsenide (InGaAs) photodetec-

tors, 25.10, 25.10t
Indium gallium arsenide (InGaAs) photodi-

odes, 24.66–24.70, 24.66f–24.69f, 34.31
Indium gallium nitride (InGaN) HB-LEDs, 18.2f
Indium phosphide (InP) laser material system, 

19.7

Induction lamps (ILs), 40.36–40.37
Inductive pickup noise, 27.5, 27.6f
Inductively coupled plasma (ICP), 18.3
Industrial lighting, 40.60–40.61, 40.61f
“Infant mortality period,” 17.26, 17.26f
Infectious film developers, 29.5
Infinitely distant objects, systems with, 

1.5–1.6, 1.6f
Information capacity, of photographic systems, 

29.24
Infrared detector arrays, 33.1–33.31

about, 33.3–33.4
applications for, 33.4
current status of, 33.28–33.30, 33.28f,

33.29f, 33.29t
future trends and technology directions of, 

33.30–33.31, 33.30f, 33.31f
hybrid FPAs, 33.14–33.23

detector interface input circuit, 33.18–
33.23, 33.19t, 33.20f, 33.21f

hybrid readout, 33.15–33.23
readout, 33.17f
thermal expansion match in, 33.14

monolithic FPAs, 33.10–33.14
direct-charge-injection silicon FPAs, 

33.11f, 33.13
microbolometer FPAs, 33.13–33.14
MIS photogate FPAs, 33.10–33.11, 33.11f,

33.12f
scanning and staring, 33.14
silicon FPAs, 33.11–33.13, 33.11f, 33.12f

operating principles of, 33.7–33.10, 33.8f,
33.9f

performance of, 33.23–33.28
detectivity, 33.23–33.24
minimum resolvable temperature, 

33.27–33.28, 33.27f
NE ΔT, 33.24–33.27, 33.25f, 33.26f
percentage of BLIP, 33.24

scanning and staring, 33.6–33.7, 33.6f
spectral bands for, 33.4–33.5, 33.6f

Infrared detectors:
gallium-doped germanium, 24.100
gallium-doped silicon, 24.95, 24.95f, 24.96, 

24.96f
Infrared film, 30.22
Infrared filters, 40.12
Infrared interferometry, 13.25
Infrared LED chips, 17.8, 17.9, 17.9f
Infrared photodetectors, 25.12, 25.15
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Infrared (IR) radiation, 34.6, 40.41
extreme, 25.2
far, 24.3, 25.2
forward looking, 33.4
long-wavelength, 24.3, 33.3–33.5, 33.6f
medium-wavelength, 24.3, 25.2, 33.3, 33.5, 

33.6f
near, 24.3, 25.2
short-wavelength, 24.3, 33.3, 33.5
very long-wavelength, 24.3

Infrared radiometry, standards for, 15.11–15.12, 
15.12f

Inhomogeneous broadening, emission-line, 
16.5, 16.6f

Inhomogeneous media, 39.22
Inhomogeneous reflectors, 39.39
Injection-locked lasers, 19.37f, 19.38
Input circuits, of hybrid FPAs, 33.18–33.23, 

33.19t, 33.20f
buffered direct injection, 33.19t, 33.20f,

33.21
capacitive transimpedance amplifier, 33.19t,

33.20f, 33.22–33.23
chopper-stabilized BDI, 33.19t, 33.20f,

33.21–33.22
direct detector integration, 33.18, 

33.19t, 33.20f
direct injection, 33.18–33.21, 33.19t,

33.20f, 33.21f
gate modulation, 33.19t, 33.20f, 33.22

Input optics, 38.7
Input windows, of image intensifiers, 

31.9–31.12, 31.9f, 31.11f, 31.12f
Institute for Electrical and Electronic 

Engineering (IEEE), 36.3
Insulators, light bulb, 40.29f
Integral color filter arrays (CFAs), 32.32–32.34, 

32.33f, 32.34f
Integral density, 29.14
Integrated lasers, with 45° mirror, 

19.39–19.40, 19.39f
Integrated transmittance, 35.3
Integrating cavities, of nonimaging optics, 

39.24–39.27
efficiency vs. luminance, 39.26, 39.27f
modifying cavity output distribution, 39.27
with nonimaging concentrator/collectors, 

39.26, 39.27
nonuniformities with spherical, 39.24–39.26, 

39.24f, 39.25f

Integrating spheres (devices), 35.9, 35.11–35.13, 
35.11f, 37.9–37.10, 37.10f

Integrating-bucket phase shifting, 13.21, 13.21f
Intensity:

defined, 34.9, 40.1
luminous, 39.2t
nomenclature for, 36.4
radiant, 39.2t

Interface coupling, 20.14
Interference filters, 34.36
Interferograms, 13.14–13.18

from direct interferometry, 13.17–13.18
fixed, 13.14–13.15
Fourier analysis of, 13.16–13.17, 13.17f
interpolation of, 13.15–13.16

Interferometers, 13.7–13.12
Brunning distance-measuring, 12.8–12.9, 

12.8f
common-path, 13.9, 13.11f
computer-generated holograms for, 

14.4–14.5, 14.4f, 14.5f
distance-measuring, 12.7–12.10, 12.7f–12.9f
Fabry-Perot, 16.19f
Fizeau, 12.14, 13.8–13.9, 13.9f, 13.10f, 13.18, 

14.4, 14.5f
Haidinger, 12.14
heterodyne, 13.22
lateral-shearing, 12.14, 13.9–13.12, 

13.11f, 13.12f
Michelson, 12.5, 12.6, 12.14
microinterferometers, 10.13, 10.13f
multiple-pass, 13.13
multiple-reflection, 13.13
nonreacting, 12.7
point diffraction, 13.11f
radial-shearing, 13.12, 13.13f
reversing-shearing, 13.12, 13.13f
rotational-shearing, 13.12, 13.13f
sensitivity of, 13.13–13.14, 13.14f
single-shot f-to-2f, 21.6
Twyman-Green, 13.7–13.8, 13.7f, 13.8f, 13.18
Zernike phase-contrast method applied to, 

13.13–13.14, 13.14f
(See also specific interferometers, e.g.: Lateral-

shearing interferometers)
Interferometric plots, for orthonormal 

aberrations, 11.36–11.37, 11.37f, 11.38f
Interferometry:

of angles, 12.14
direct, 13.17–13.18
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Interferometry (Cont.):
infrared, 13.25
of medium distances, 12.6–12.10, 12.7f–12.9f
phase-shifting, 13.18–13.23, 13.18f–13.20f

heterodyne interferometer, 13.22
integrating bucket method, 13.21, 13.21f
phase errors, 13.22
phase stepping method of, 13.20, 13.20f
phase-lock method, 13.23, 13.23f
simultaneous measurement, 13.22
two steps plus one method, 13.21, 13.22

pulse-train, 20.12, 20.12f
of small distances, 12.5, 12.6
sub-Nyquist, 13.27
two-wavelength, 13.25, 13.26

Interior lighting, 40.55–40.61
for health-care facilities, 40.58–40.60, 40.60t
for industry, 40.60–40.61, 40.61f
for offices, 40.55, 40.56t
for residences, 40.57, 40.58, 40.59t
for retail, 40.55–40.57, 40.56t–40.58t

Interlayer interimage effects (IIEs), 30.19
Interline transfer (IT) CCD image sensors, 

32.28–32.32, 32.29f–32.31f
Interline-transfer (IT) CCD FPAs, 33.11–33.13, 

33.12f
Internally processed (IP) photocathodes, 

31.24
International Astronomical Union (IAU), 

36.3
International Bureau of Weights and Measures 

(BIPM), 36.2
International candle (unit), 37.3
International Commission on Illumination 

(CIE), 36.2
International Committee for Weights and 

Measures (CIPM), 36.2, 38.6
International Graphics Exchange Specification 

(IGES), 40.19
International Standards Organization (ISO), 

4.10, 4.11, 36.2, 40.19
International System of Units (see SI units)
International Union of Pure and Applied 

Physics (IUPAP), 36.2
Intervalence band absorption (IVBA), 

19.17
Interwoven pulse trains, 20.13
Intrinsic athermalization, 8.7–8.8, 8.7f
Intrinsic infrared detectors, 33.7, 33.8f
Intrinsic photoconductors, 25.5, 25.5f

Intrinsic photodetectors, 24.7, 24.7f
germanium, 24.70–24.73, 24.70f–24.73f
indium antimonide photovoltaic, 

24.80–24.83, 24.82f, 24.83f
Intrinsic semiconductor transition, 24.11
Invariants, 1.11
Inverse square law, 34.14, 37.8
Inversion layer, in MOS transistors, 25.11, 

25.11f
Inverted channel substrate planar (ICSP) lasers, 

19.20t, 19.23
Involute reflectors, 39.11–39.12, 39.12f
Ion bombardment strip lasers, 19.8, 19.9f
Ion current measurement devices, 34.29
Irradiance:

defined, 34.8, 36.5, 37.4t, 37.5, 39.2t
excitance and emittance vs., 39.2
image specifications for, 4.7
spectral, 36.14, 38.1–38.2, 38.11t,

38.13–38.16, 38.13f–38.16f
Irradiance response units, 34.31
Isoelectronic dopants, 17.16
Isoelectronic trap, 17.6, 17.6f
Isolated pulses, in attosecond optics, 21.4
Isometric plots, for orthonormal aberrations, 

11.36–11.37, 11.37f, 11.38f
Isotope broadening, 16.6
Isotropic (term), 36.4, 39.3
Isotropic point source, 36.4
Iterated rays, 3.12

J-aggregates, 30.13, 30.14
Jaynes-Cummings model, 23.15–23.17, 23.15f
Jet polishing, 9.6
Johnson noise (see Thermal noise)
Johnson noise power density, 28.3
Jones (unit), 24.11, 24.13
Joule (unit), 34.5–34.6, 37.6
Judd-Vos modified function, 36.10
Junction photodiodes, 32.3–32.6, 32.4f, 32.6f

Kaleidoscope effect, 39.28
Keck telescope, 11.4
Kick operator, 23.17
Kirchhoff ’s law, 34.25, 35.7, 35.8t
Knife-edge test (see Foucault test)
Kodachrome film, 29.14, 30.23
Kodacolor, 29.14
Kodak Gold film, 30.25
Kodak Royal Gold film, 30.25
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Kodak Technical Pan Film, 29.19t
Kohler illumination, 1.11, 1.11f, 39.23–39.24, 

39.23f, 39.34, 39.35f

Laboratory sources (of radiation), 15.7–15.13
baseline standard for, 15.9, 15.9f, 15.10f, 15.12f
blackbody cavity theory, 15.7–15.9, 15.8f
working standards for, 15.9–15.13, 15.10f,

15.12f, 15.13f
Labsphere, 38.12
Lagrangian rays, 3.12
Lamb shift, 23.13
Lambda Research Corporation, 7.27
Lambert (unit), 34.43, 36.7, 36.8t
Lambertian approximation (of radiant flux 

transfer), 34.14–34.18
and lambertian sources, 34.14–34.17, 34.15f,

34.16f
radiant flux transfer through lambertian 

reflecting sphere, 34.17–34.18
Lambertian surface, 37.8
Lambert’s cosine law, 37.8, 37.8f
Lamps:

configurations of, 15.20f
modeling of, 40.17
standards for, 15.11
(See also specific types of lamps, e.g.: Airway 

beacon lamps)
Lamps for Scientific Purposes (G. M. B. H. 

Osram), 15.20
Land (term), 34.35, 34.35f
Lapping step (of optics fabrication), 9.5
Large-area detectors, 25.12
Laser(s), 12.7, 16.1–16.37

about, 16.2–16.3
diagram of, 16.2f
electromagnetic spectrum involving, 16.2, 

16.3, 16.3f
and laser gain medium, 16.4–16.19

emission linewidth and line broadening of 
radiating species, 16.4–16.7, 
16.6f, 16.7f

energy levels and radiation, 16.4
gain saturation, 16.10
optimization of output coupling from 

laser cavity, 16.13, 16.14
population inversions, 16.8–16.10, 

16.12–16.13, 16.13f, 16.14f
pumping techniques to produce inversions, 

16.14–16.19

Laser(s), and laser gain medium (Cont.):
stimulated absorption and emission, 

16.7–16.8, 16.8f
threshold conditions, 16.10–16.12, 16.11f

as light sources, 40.39
in measurement, 12.2, 12.6
and optical cavities or resonators, 

16.19–16.25, 16.19f
configurations and cavity stability, 

16.23–16.25, 16.24f, 16.25f
longitudinal laser modes, 16.20, 16.20f
transverse laser modes, 16.21–16.23, 

16.21f–16.23f
probability flow diagram for, 23.23f
quantum theory of (see Quantum theory of 

lasers)
as radiometric characterization tool, 34.32
semiconductor arrays of, 19.26–19.29, 

19.28f, 19.28t
special laser cavities, 16.25–16.29

distributed feedback lasers, 16.29
mode-locking, 16.27–16.29, 16.28f
Q-switching, 16.26–16.27, 16.27f
ring lasers, 16.29
unstable resonators, 16.25–16.26, 16.26f

two-dimensional high-power arrays of, 
19.29–19.30, 19.29t, 19.30f

as two-level system, 20.23–20.24, 20.25t
types of, 16.29–16.37, 16.31f, 16.32f, 16.34f,

16.35f, 16.37f
(See also related topics, e.g.: Laser stabilization)

Laser beam expanders, athermal, 8.13–8.14
Laser cavities, 16.25–16.29

distributed feedback lasers, 16.29
mode-locking, 16.27–16.29, 16.28f
Q-switching, 16.26–16.27, 16.27f
ring lasers, 16.29
unstable resonators, 16.25–16.26, 16.26f

Laser detection and ranging (LADAR), 31.28, 
31.30

Laser field, spectral properties of the, 
23.28–23.31

Laser gain media, 16.4–16.19
dielectric solid-state, 16.32–16.34
gaseous, 16.30–16.31, 16.31f
liquid, 16.31–16.32, 16.32f
properties associated with, 16.4–16.19

emission linewidth and line broadening of 
radiating species, 16.4–16.7, 16.6f, 16.7f

energy levels and radiation, 16.4
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Laser gain media, properties associated with 
(Cont.):
gain saturation, 16.10
optimization of output coupling from laser 

cavity, 16.13, 16.14
population inversions, 16.8–16.10, 

16.12–16.13, 16.13f, 16.14f
pumping techniques to produce inver-

sions, 16.14–16.19
stimulated absorption and emission, 

16.7–16.8, 16.8f
threshold conditions with mirrors, 

16.10–16.12, 16.11f
in vacuum, 16.36–16.37, 16.37f

Laser linewidth, 23.34–23.35
Laser locking, frequency discriminators for, 

22.12–22.14
Laser master equation, 23.19–23.20, 23.19f
Laser phase-transition analogy, 23.35–23.40, 

23.37t, 23.38f, 23.39f
Laser photon statistics, 23.22–23.26, 23.23f,

23.25f
Laser power measurement, 34.32
Laser resonators, 16.20f, 16.23–16.26, 

16.23f–16.26f
Laser scanning, 40.54
Laser scribing, 17.24–17.25
Laser stabilization, 22.1–22.24

about, 22.1
Allan Deviation, 22.2–22.3
and frequency discriminators for laser 

locking, 22.12–22.14
frequency vs. time drift, 22.2
future directions for, 22.23–22.24
and optical cavity-based frequency 

discriminators, 22.14–22.16, 22.17f
quantifying frequency stability, 22.2
and quantum resonance absorption, 22.16, 

22.17
representative/example designs of, 

22.20–22.23, 22.22f
and servos, 22.5–22.12

Bode representation of servos, 22.5–22.6, 
22.6f

closed-loop performance, 22.8
closed-loop stability issues, 22.8–22.12, 

22.9f–22.1f, 22.10–22.12
measurement noise, 22.7–22.8
phase and amplitude responses, 22.6–22.7, 

22.6f, 22.7f

Laser stabilization (Cont.):
spectral noise density, 22.3–22.5
and transducers, 22.17–22.20

Laser stripe structures, 19.8, 19.9f
Lasers and Optronics Buying Guide, 15.14
Lasing, without inversion, 23.40–23.42, 23.41f
Latent image (LI), 30.7
Latent-image speck, 29.5
Lateral aberration curves (see Transverse 

ray plots)
Lateral antiblooming, 32.9, 32.10f
Lateral color, 1.14, 2.5, 2.5f
Lateral pin photodetectors, 25.15–25.16, 25.15f
Lateral-collection photodetectors, 26.4f
Lateral-shearing interferometers, 12.14, 

13.9–13.12, 13.11f, 13.12f
Lathe assembly technique, 6.7–6.8, 6.8f
Lead salt lasers, 19.7–19.8
Lead selenide (PbSe) detectors, 24.76f, 24.78, 

24.79, 24.79f–24.82f
Lead sulfide (PbS) photoconductors, 

24.73–24.74, 24.74f–24.77f, 24.74t
Lead tin telluride (PbSnTe) photovoltaic 

detectors, 24.92, 24.93f
Lead-in wires, light bulb, 40.29, 40.29f
Leakage current, 24.19–24.20, 32.10–32.12, 

32.11f
Leaky-mode arrays, 19.29
Least-squares method, 3.17–3.19
Legacy films, 30.23–30.25
Legal traceability (of calibration), 34.21
Legendre polynomials, 11.5, 11.30
Length measurements, 12.2–12.10

interferometric measurement, 12.5–12.10, 
12.7f–12.9f

stadia and range finders, 12.2–12.4, 12.3f,
12.4f

standards for, 12.2
time-based and optical radar, 12.4, 

12.5, 12.6f
Lens(es), 39.32–39.37, 39.33f

assembly adjustment of, 6.8–6.11, 6.10f
coating specifications for, 4.10
component specifications for, 4.2, 4.3
and concentrators, 39.16–39.18, 39.18f
data entry for, 3.2–3.8
humidity specifications for, 4.10
for II electronic imaging, 31.5–31.6
image specifications for, 4.3, 4.6–4.8, 4.8f
literature on nonimaging, 39.32, 39.33
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Lens(es) (Cont.):
multicomponent assemblies of (see

Multicomponent lens assemblies)
optical parameters for, 4.9
perfect, 4.4
reflector/lens-array combinations, 

39.34–39.37, 39.36f, 39.37f
single-lens arrays, 39.33–39.34, 39.34f
tandem-lens arrays, 39.34, 39.35f–39.37f
thermal defocus of, 8.4, 8.5f
thermal focus shift of, 8.2–8.4, 8.3t, 8.4t
(See also specific lenses, e.g.: Air-spaced dou-

blet lens)
Lens design:

aberration curves in, 2.1–2.6
software for, 40.20
and tolerancing calculations, 5.10

Lens setup routine (in optical software), 3.7
Lens-coupled II SSAs, 31.22–31.23, 31.22f
Levels (tools), 12.13–12.14, 12.13f, 12.14f
Lever mechanism mountings, 6.19, 6.19f
Lifetime classification, of photodetector 

materials, 26.5
Light:

spectrum of, 25.2
speed of, 12.2

Light amplification by stimulated emission of 
radiation (see Laser(s))

Light detection and ranging (LIDAR), 25.12
Light distribution, 40.5
Light extraction, 17.6–17.8, 17.7t
Light loss factor (LLF), 40.17
Light piping, 30.6–30.7, 30.6f
Light pollution, 40.43, 40.62
Light quanta, 23.6–23.9, 23.8f
Light scattering, 30.5–30.7, 30.6f
Light shelves, 40.48, 40.50f
Light sources, 40.24–40.41, 40.28f

applications for, 40.26t
carbon arc sources, 40.40
characteristics of, 40.25t
daylight, 40.40–40.41, 40.40f
electrodeless lamps, 40.36–40.37
electroluminescent sources, 40.37–40.39, 

40.38f, 40.38t, 40.39f
fluorescent lamps, 40.30–40.33, 

40.31f, 40.32f
glow lamps, 40.39
high-intensity discharge lamps, 40.33–40.36, 

40.33f–40.35.f

Light sources (Cont.):
incandescent sources, 40.25, 40.27–40.30, 

40.28f, 40.29f
low-pressure sodium lamps, 40.33–40.36, 

40.33f–40.35.f
nuclear sources, 40.39
pure Xe arc lamps, 40.39
short arc sources, 40.39
types of, 40.27f

Light stability, 30.10
Light stabilization, 30.12–30.13
Light trespass, 40.43, 40.62
Light-absorbing dye, 30.7
Light bulbs, 40.27–40.30

base of, 40.29, 40.29f
CFL/fluorescent/miniature, 40.28f
elements of, 40.29f
shapes of, 15.20f, 15.30f
sizes of, 15.30f
types of, 40.27t

Light-emitting diodes (LEDs), 17.1–17.34
conversion of, luminous intensity to radiant 

intensity, 36.13, 36.13f
device structures of, 17.8–17.15

diffused homojunctions, 17.9–17.10, 
17.10f, 17.11f

double heterojunctions, 17.13, 
17.13f–17.15f

grown homojunctions, 17.8, 17.9, 17.9f
single heterojunctions, 17.12, 17.12f

epitaxial technology for, 17.21–17.23
lamps with, 40.37–40.39

applications for, 40.26t
characteristics of, 40.25t
materials/emitted colors of, 40.38t
photonic crystal, 40.39f
structure of, 40.38f

and LED-based products, 17.29–17.32, 
17.29f–17.31f

and light extraction, 17.6–17.8, 17.7t
and light-generation processes, 17.2–17.6, 

17.3f–17.6f
material systems for, 17.15–17.19

AlInGaP system, 17.18, 17.19f
AlxGa1-xAs system, 17.17, 17.17t
blue LED technology, 17.18, 17.19
GaAs1-xPx system, 17.15–17.17, 17.16t

octocouplers in, 17.32–17.34, 17.32f
production levels for, 17.2
quality/reliability of, 17.25–17.28

41_Bass_v2Ind_p001-056.indd I.26 8/20/09 7:21:38 PM

DO
 N

OT
 D

UP
LI

CA
TE



INDEX I.27

Light-emitting diodes (LEDs) (Cont.):
substrate technology for, 17.20–17.21, 17.20t
wafer processing for, 17.23–17.25
(See also specific light-emitting diodes, e.g.:

High-brightness visible LEDs)
Lighting, 40.1–40.71

about, 40.1–40.3
exterior, 40.61–40.62, 40.63t
functions of, 40.12–40.14, 40.13f–40.16f
insufficient, 40.9
interior, 40.55–40.61

health-care facility lighting, 40.58–40.60, 
40.60t

industrial lighting, 40.60–40.61, 40.61f
office lighting, 40.55, 40.56t
residential lighting, 40.57, 40.58, 40.59t
retail lighting, 40.55–40.57, 40.56t–40.58t

perception of, 40.4–40.6, 40.4f
for transportation, 40.63–40.71

roadway lighting, 40.67, 40.69–40.71, 
40.70t, 40.71t

vehicular lighting, 40.63–40.67, 40.64f,
40.65t, 40.66f, 40.66t, 40.68t, 40.69f

vision biology, 40.3–40.6
(See also Luminaires)

Lighting design, 40.6–40.23
and color, 40.7–40.9
and context, 40.6
and functions of lighting, 40.12–40.14, 

40.13f–40.16f
geometries in, 40.13f, 40.14–40.15, 40.15f,

40.16f
goals of, 40.6
and illuminance, 40.7, 40.7t
and properties of objects and impact, 40.16
system layout and simulation in, 40.16–

40.23, 40.18f, 40.22f–40.24f
and visual discomfort, 40.9–40.12, 40.11t

Lighting Design and Application (IESNA), 
39.8

Lighting design software, 40.21
Lighting geometries, 40.13f, 40.14–40.15, 

40.15f, 40.16f
Lighting Handbook (IESNA), 36.7, 40.17
Lighting measurement, 40.51–40.54

goniometers, 40.52–40.53, 40.53t, 40.54f
illuminance meters, 40.51, 40.52f
luminance meters, 40.52, 40.52f
reflectometers, 40.52
surface measurement systems, 40.53, 40.54

Lighting system layout and simulation, 
40.16–40.23, 40.18f

computer graphics software for, 40.21–40.23, 
40.22f, 40.23f

IGES standard for, 40.19
optical analysis and design software for, 

40.20
optical design and analysis software for, 

40.20–40.21
software tools for, 40.18–40.23, 40.22f–40.24f
source modeling software for, 40.19–40.20
STEP standard for, 40.19

Lightness (term), 40.4
Light-output degradation, 17.26–17.28, 17.28f
Lightpipes, 39.27–39.32

angular uniformity of, 39.31
applications for, 39.32
length of, 39.30
periodic distributions of, 39.30
shapes of, 39.27–39.30, 39.28f–39.30f
solid vs. hollow, 39.30–39.31
tapered, 39.12–39.13, 39.13f, 39.31–39.32, 

39.31f
LightTools (optical software), 7.26
Light-trap silicon photodiodes, 34.30
Limiting resolution, of EBSSAs, 31.27
Linear image sensor arrays, 32.2, 32.21–32.24, 

32.22f, 32.23f
Linear lasers, 20.18–20.19, 20.19f
Linear variable differential transformers 

(LVDTs), 10.12
Linearity, of photoemissive detectors, 24.41
Line-scanned imaging systems, 31.29
Linewidth, spectral density and, 22.4–22.5
Lippmann emulsions, 29.4
Liquid Encapsulated Czochralski (LEC) 

technique, 17.20, 17.21
Liquid laser gain media, 16.31–16.32, 16.32f
Liquid phase epitaxy (LPE), 17.21–17.22, 19.6, 

19.19
Lit-appearance modeling, 40.21–40.23, 40.23f,

40.24f
Lithographic etching, 18.3–18.4, 18.3f
Lithographic projection lens, 6.10f
LLL sensitivity, 31.19, 31.20
Local area networks, 19.3
Localized avalanche breakdown, 17.28
Lock-in amplifiers, 27.14, 27.14f, 27.15, 38.10
Long wavelength lasers, 19.8

41_Bass_v2Ind_p001-056.indd I.27 8/20/09 7:21:38 PM

DO
 N

OT
 D

UP
LI

CA
TE



I.28  INDEX

Long wavelength QW lasers, 19.17–19.18, 
19.17f

Longitudinal laser modes, 16.19f, 16.20, 16.20f
Long-wavelength infrared (LWIR), 24.3, 

33.3–33.5, 33.6f
Lorentzian line shape, 16.6f
Louvers, 40.41, 40.45f, 40.46
Low-beam headlamps, 40.64–40.67, 40.64f,

40.65t, 40.66f, 40.66t
Low-intensity carbon arc lamps, 15.21–15.24, 

15.24f, 15.28f
Low-intensity reciprocity failure, of 

photographic films, 29.12
Low-level-light (LLL) TV imaging, 31.1–31.4
Low-pressure enclosed arcs, 15.35–15.47

black-light fluorescent lamps, 15.35, 15.36t
electrodeless discharge lamps, 15.36, 15.44
germicidal lamps, 15.35
hollow cathode lamps, 15.35, 15.37t–15.43t,

15.44f
Pluecker spectrum tubes, 15.47, 15.47f,

15.47t
spectral lamps, 15.44, 15.45, 15.45f, 15.46f,

15.46t
Sterilamps, 15.35, 15.36f

Low-pressure lamps, 15.36f
Low-pressure sodium (LPS) lamps, 40.33–40.36

applications for, 40.26t
characteristics of, 40.25t
construction of, 40.34f
emission spectrum of, 40.35f

Low-speed photographic films, 30.18–30.20
Low-temperature bolometers, 24.31–24.32, 

24.32f, 24.33f, 28.5
Low-temperature (LT) grown photoconductors, 

26.23
Lucalox lamps, 15.30, 15.31f
Lumen (unit), 36.6, 37.6, 39.2t
Lumen lighting simulation, 40.17
Luminaires, 40.24–40.50

applications for, 40.26t
calculation of needed, 40.16–40.17
characteristics of, 40.25t
classification system for, 40.43–40.45, 

40.43t, 40.44f
defined, 40.1
design of, 40.41–40.50

conics shapes and intensity distribution, 
40.43t

etendue and source coupling, 40.41–40.42

Luminaires, design of (Cont.):
luminaire classification system, 

40.43–40.45, 40.43t, 40.44f
methods, 40.42–40.43, 40.43t

light sources for, 40.24–40.41, 40.27f, 40.28f
carbon arc sources, 40.40
daylight, 40.40–40.41, 40.40f
electrodeless lamps, 40.36–40.37
electroluminescent sources, 40.37–40.39, 

40.38f, 40.38t, 40.39f
fluorescent lamps, 40.30–40.33, 

40.31f, 40.32f
glow lamps, 40.39
high intensity discharge lamps, 

40.33–40.36, 40.33f–40.35f
incandescent sources, 40.25, 40.27–40.30, 

40.28f, 40.29f
low-pressure sodium lamps, 40.33–40.36, 

40.33f–40.35f
nuclear sources, 40.39
pure Xe arc lamps, 40.39
short arc sources, 40.39

optics of, 40.45–40.50
for artificial sources, 40.45–40.47, 40.45f,

40.46f
backlighting, 40.47, 40.47f, 40.48f
for daylight sources, 40.47–40.50, 

40.49f–40.51f
Luminance, 37.4t, 37.5, 37.5f, 39.2t

calibration of, 34.42
defined, 34.11, 34.40, 36.7, 40.1
and illuminance, 37.9
of integrating cavities, 39.26
in nonimaging optics, 39.2t, 39.3
uniformity of, 40.7
units of, 34.43

Luminance contrast, 40.6, 40.10
Luminance meters, 40.52, 40.52f
Luminance ratio, 40.7
Luminous efficacy, 18.5
Luminous efficiency, 17.15
Luminous energy, 37.4t, 37.6
Luminous exitance, 37.4t, 37.5, 37.5f
Luminous exposure, 37.4t, 37.6
Luminous flux, 15.11, 34.10–34.11, 34.39, 

34.42, 37.4, 37.4t, 37.6, 38.2
Luminous flux density, 34.11
Luminous intensity, 15.11, 34.11, 34.40, 37.4, 

37.4t, 39.2t
Lux (unit), 34.43, 36.7, 36.7t
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Luxmeters, 40.52f
Lux-second, 29.6
Lyot stops, 7.8–7.10, 7.8f–7.11f

Macrofocal reflectors, 39.11
Magnesium, as p-type impurity, 17.23
Magnetic shielding, 27.10
Magnetorheological finishing (MRF), 9.5
Magnification, 1.4
Magnifiers, first-order layout for, 1.8
Main event loop, 3.7
Maksutov sphere, 14.7, 14.8f
Maksutov test, 14.7–14.9, 14.8f
Mandel QM parameter, 23.26
Markov approximation, 23.21
Martin Black coating, 7.14–7.17, 7.14f–7.16f,

7.23, 7.25f
Masers, micro- (see Micromasers)
Master-oscillator power amplifier (MOPA), 

19.41
Materials:

formation of, for optics, 9.3–9.4
specifications for, 4.9
tolerancing and properties of, 5.9

Matte, 30.3
Maximized D star, 24.11
Maximum spectral luminous efficiency 

(of radiation), 37.2
Maxwell’s principle, 30.16
Mazers (microwave amplification by z-motion-

induced emission of radiation), 23.45
Mean-square-spot size (MSS), 3.15
Mean-time-to-failure (MTTF), 25.13, 25.14
Measurement(s), 35.8–35.16

of absorptance, 35.10
of emittance, 35.14–35.16, 35.15f
of lighting, 40.51–40.54, 40.52f, 40.53t, 40.54f
of reflectance, 35.10–35.13, 35.10f–35.12f,

35.14t
terminology, 35.2–35.3, 35.2f
of transmittance, 35.8–35.10, 35.9f
(See also specific types of measurement, e.g.:

Nonlinearity measurement)
Measurement noise, 22.7–22.8
Measurements Assurance Program (MAP), 35.13
Mechanical athermalization, 8.8–8.12

active, 8.11, 8.11f
by image processing, 8.12
part active, part passive, 8.11–8.12, 8.12f
passive, 8.8–8.10, 8.8f–8.10f

Mechanical scribing, 17.24
Mechanical specifications:

for lenses, 4.9
optical vs., 4.2

Mechanical tolerances, 5.2
Mechanical vibrations, 27.5, 27.6f
Mechanically clamped mountings, 6.12, 6.13f
Medium-wavelength infrared (MWIR) radia-

tion, 24.3, 25.2, 33.3, 33.5, 33.6f
Memory colors, 30.21
Mercury arc lamps, 15.29, 15.29f–15.31f, 15.34f
Mercury cadmium telluride (HgCdTe) 

detectors, 24.86–24.92, 24.87f
infrared, 33.7, 33.8f
photoconductors, 24.86f, 24.88–24.90, 

24.89f–24.91f
photodetectors, 25.10, 25.10t
photovoltaic, 24.86f, 24.88f, 24.90–24.92, 

24.91f, 24.92f
Mercury-doped germanium detectors, 24.84f,

24.92–24.95, 24.93f–24.95f
Mercury-free fluorescent lamps, 40.31
Mercury-halide fluorescent lamps, 40.33f
Mercury-vapor fluorescent lamps, 40.30, 

40.31, 40.33f
Mercury-xenon lamps, 15.34f
Meridional rays, 3.3
Merit function, in optical design software, 3.17
Mesa etching, 18.3–18.4, 18.3f
Mesa photodiodes, 25.14, 25.15f
Mesopic vision, 34.37, 36.9, 37.2
Metal insulator semiconductor (MIS) photo-

gate FPAs, 33.10–33.11, 33.11f, 33.12f
Metal insulator semiconductors (MISs), 33.4
Metallic mirrors, mounting of, 6.19–6.20, 6.20f
Metalorganic chemical vapor deposition 

(MOCVD), 19.6–19.7, 19.20t, 19.23
Metalorganic vapor phase epitaxy, 17.21, 17.22
Metal-oxide semiconductors (MOSs):

linear arrays of, 32.21–32.24, 32.22f, 32.23f
readouts from, 32.20–32.21

Metal-oxide-semiconductor (MOS) area array 
image sensors, 32.25–32.26, 32.26f

Metal-oxide-semiconductor (MOS) capacitors, 
32.4f, 32.7–32.8

Metal-oxide-semiconductor (MOS) detectors, 
25.11, 25.11f

Metal-semiconductor-metal (MSM) 
photodetectors, 26.3, 26.4f

Meter (unit), 12.2
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Meter, 1875 Treaty of the, 34.20, 36.2
Meter candle (unit), 34.43, 36.7
Metrology, optical, 12.1–12.25

angle measurements, 12.10–12.17
autocollimeters, 12.11–12.12, 12.11f, 12.12f
interferometric methods, 12.14
levels (tools), 12.13–12.14, 12.13f, 12.14f
mechanical methods, 12.10–12.11, 12.11f
in prisms, 12.14–12.16, 12.15f–12.17f
theodolites, 12.13

curvature measurements, 12.17–12.25
mechanical methods, 12.17–12.19, 12.18f,

12.19f, 12.19t
optical methods, 12.19–12.21, 12.20f,

12.20t, 12.21f
of diamond-turned optics, 10.12–10.13, 

10.12f, 10.13f
focal length measurements, 12.21–12.25, 

12.22f–12.24f
length measurements, 12.2–12.10

interferometers, 12.5–12.10, 12.7f–12.9f
stadia and range finders, 12.2–12.4, 12.3f,

12.4f
time-based and optical radar, 12.4, 12.5, 

12.6f
straightness measurements, 12.10
terminology, 12.2

Michelson interferometers, 12.5, 12.6, 12.14
Microbolometer FPAs, 33.13–33.14
Microchannel plate tubes (MCPTs), 24.32, 

24.33f, 24.40
Microchannel plates (MCPs), 31.1, 31.9, 31.9f,

31.12–31.14, 31.12f, 31.13f, 31.13t
Microchannel-plate image intensifiers 

(MCP IIs), 31.7
high-voltage power supply for, 31.9, 31.10f
proximity-focused, 31.9, 31.9f, 31.16–31.18, 

31.17t, 31.18f, 31.19f
Microdensitometers, 29.6, 29.15–29.16, 29.15f
Microinterferometers, 10.13, 10.13f
Microlens arrays, 32.30, 32.31, 32.31f
Microlenses, 12.24
Micromaser master equation, 23.20–23.22
Micromasers, 23.26–23.27, 23.27f, 23.45
Microminiature lamps, 15.53
Microplasma formation, 17.28
Microscopes:

first-order layout for, 1.8
Nomarski, 10.11, 10.11f
traveling, 12.20, 12.21, 12.21f

Microwave powered lamps (see Electrodeless 
sulfur lamps)

Military Sensing Information Analysis Center 
(SENSIAC), 15.6

Millilambert (unit), 36.7
Milliphot (unit), 36.7, 36.7t
Miniature lamps, 15.53, 40.26t, 40.28f
Minimum resolvable temperature (MRT) 

(of infrared detector arrays), 33.2, 
33.27–33.28, 33.27f

Minkowitz, S., 12.7
Minkowitz distance-measuring interferometers, 

12.7, 12.8, 12.8f
Minority-carrier recombination, 17.2
Mirror scatter relationships (stray light), 7.18
Mirrored tiling, 39.28, 39.30, 39.30f
Mirrors:

on amplifiers, 16.3
and concentrators, 39.17
mounting of [see Mounting (of optical 

components)]
nonabsorbing, 19.23–19.24
threshold conditions with, 16.10–16.12, 

16.11f
Mixing rods (see Lightpipes)
Modal dispersion, 17.34
Mode-locked lasers, 16.27–16.29, 16.28f, 20.7
Mode-stabilized lasers, 19.18–19.19, 19.19f
Modulation, as laser stabilization technique, 

22.13–22.14
Modulation noise, 24.11
Modulation transfer function (MTF), 4.1, 4.2, 

4.4, 4.5f, 4.8f, 29.18, 29.18t, 29.19f, 30.5, 
31.26–31.27, 33.2, 33.7

Modulators, electro-optic, 22.14, 22.20
MOFSET bucket brigades, 33.17
Moiré deflectometry, 12.23, 12.24f
Moiré tests, of spherical aberrations, 1

3.26–13.27
Molecular beam epitaxy (MBE), 17.21–17.23, 

19.6, 19.7, 25.16
Moments normalization (technique), 

36.15–36.16, 36.15t, 36.16f
Monochromators, 35.9, 38.7–38.8, 38.14–38.16, 

38.14f–38.16f
Monolithic built-up mirror substrate, 6.18, 6.18f
Monolithic FPAs, 33.10–33.14, 33.11f, 33.12f
Monolithic LED displays, 17.30
Monolithic silicon bolometers, 28.10–28.11, 

28.10f
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Monolithic two-dimensional (2D) laser arrays, 
19.39

Monte Carlo simulations, 39.7
Mordants, 30.4
Mosaic II SSA cameras, 31.29
Mounting (of optical components), 6.1–6.24, 

6.17f, 6.18f
and contact stresses, 6.21
of domes, 6.11, 6.12f
hard, 6.2–6.4
of individual rotationally symmetric optics, 

6.2–6.5
lever-mechanism, 6.19, 6.19f
of moderate-sized mirrors, 6.17–6.20, 6.20f
in multicomponent lens assemblies, 6.5–6.11

drop-in assembly, 6.6, 6.6f
lathe assembly, 6.7–6.8, 6.8f
lens adjustments at assembly, 6.8–6.11, 6.10f
“poker chip” assembly, 6.8, 6.9f
tightly toleranced assembly, 6.7, 6.7f

of small mirrors/prisms, 6.11–6.17
bonded mountings, 6.13–6.15, 6.15f
elastomeric mountings for mirrors, 6.12
flexure mountings for small mirrors/

prisms, 6.15–6.17, 6.16f
mechanically clamped mountings, 6.12, 

6.13f
spring-loaded mountings, 6.13, 6.14f

soft, 6.4–6.5
and temperature effects, 6.21–6.24, 6.22f
of windows, 6.11, 6.11f

Multichannel detectors, 38.9
Multicomponent lens assemblies, 6.5–6.11

drop-in, 6.6, 6.6f
lathe, 6.7–6.8, 6.8f
and lens adjustments, 6.8–6.11, 6.10f
“poker chip,” 6.8, 6.9f
tightly toleranced, 6.7, 6.7f

Multiphase reflectors, 39.39
Multiple quantum well (MQW) LEDs, 

18.1, 18.2f
Multiple surface concentrators, 39.16–39.17, 

39.17f
Multiple wafer transducers, 22.18–22.19
Multiple-pass interferometers, 13.13
Multiple-reflection interferometers, 13.13
Multiple-segment LED displays, 17.31
Multiplier photodiodes, 24.11
Multiplier phototubes (see Photomultiplier 

tubes (PMTs))

Multiplier tubes, 24.6
Multipop (film exposure technique), 30.22
Multiquantum well (MQW) lasers, 19.14, 

19.15, 19.15f, 19.24, 19.25t
Multiquantum-well buried heterostructure 

(MQW BH) lasers, 19.25t
Multispeed choppers, 15.14
Multivapor arcs, 15.29, 15.30f, 15.31f
Murty’s lateral shear interferometer, 12.14, 

13.12f
Mylar film, 29.4

National Physical Laboratory (NPL), 15.4
National Search Engine for Standards, 4.11
Natural broadening, emission-line, 16.5, 16.6
Natural color (NC) film, 30.27
Natural linewidth (of transition), 16.5
Near infrared (NIR) radiation, 24.3, 25.2
Negative color photographic films, 

30.25–30.28, 30.27t
Neodymium (Nd) glass lasers, 16.32–16.33
Neodymium-yttrium vanadate (Nd:VO4)

lasers, 16.33
Neodymium-yttrium-aluminum-garnet 

(Nd:YAG) lasers, 16.32–16.33
Neodymium-yttrium-lithide-fluoride 

(Nd:YLF) lasers, 16.33
Neon signs, 40.39
Nernst glower, 15.14, 15.15, 15.17, 15.17f,

15.19, 15.19f
Nesonian illumination (see Abbe illumination 

system)
Neutral density filters, 40.52
Nit (unit), 34.43, 36.7, 36.8t
Nitride LEDs, 17.19, 18.3f
Nitrogen doping, 17.16
Nitrogen-doped GaAsP, 17.16, 17.21–17.22
Nodal slide bench, 12.22, 12.22f
Noise, 27.3–27.6

1/ƒ, 27.4
atomic, 23.34–23.35
in CCDs, 32.20, 32.32
excess, 24.11
generation, 24.11
generation-recombination, 24.11
ground loop, 27.5, 27.6f
inductive pickup, 27.5, 27.6f
measurement, 22.7–22.8
modulation, 24.11
nonessential, 27.4–27.6, 27.5f, 27.6f
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Noise (Cont.):
pattern, 32.12
in photodetectors, 24.19–24.20, 24.20f
in photoemissive detectors, 24.39, 24.40, 24.41f
resistive coupling, 27.5, 27.6f
RMS, 24.12
shot, 24.12, 27.3, 27.3f, 32.12
and signal detection, 27.1
spatial, 33.26–33.27, 33.26f
stray capacitance, 27.5, 27.6f
temperature, 24.12
thermal, 24.13, 27.4, 32.20

Noise equivalent irradiance (NEI), 24.11
Noise equivalent power (NEP), 24.10, 24.12, 

24.14, 25.12, 28.2, 38.9, 38.10, 38.10t
Noise equivalent quanta (NEQ), 29.1, 29.23
Noise equivalent temperature difference 

(NETD), 28.8–28.9, 33.2, 33.24–33.27, 
33.25f, 33.26f

Noise spectral density (NSD), 33.2
Noise spectrum, 24.11
Nomarski microscope, 10.11, 10.11f
Nonabsorbing mirrors (NAMs), 19.23–19.24
Nonblackbody radiation source, 15.10
Nonchromogenic film, 29.14
Noncircular pupils, 11.4, 11.37, 11.39
Non-diffraction-limited optics, 8.6
Nonequilibrium errors, 34.25
Nonessential noise, 27.4–27.6, 27.5f, 27.6f
Nonessential ray tracing, 40.20–40.21
Nonideal aperture, 34.35–34.36, 34.35f
Nonimaging concentrators (see Concentrators, 

nonimaging)
Nonimaging optics, 39.1–39.41

about, 39.1–39.2
aspheric lenses in, 39.8, 39.9, 39.9f
calculations for, 39.2–39.6

clipped Lambertian distribution, 39.3–39.4
concentration, 39.5, 39.6
dilution, 39.6
etendue, 39.2, 39.3, 39.4f
Hottel strings, 39.4, 39.4f
Lambertian, 39.3
luminance, 39.3
projected solid angle, 39.5, 39.5f
solid angle, 39.5, 39.5f

concentration of, 39.12–39.22
2D vs. 3D geometries, 39.20–39.21, 

39.20f, 39.21f
calculation, 39.5, 39.6

Nonimaging optics, concentration of (Cont.):
compound elliptical collectors, 39.14, 39.15f
compound hyperbolic collectors, 39.15, 

39.15f, 39.16f
compound parabolic collectors, 

39.13–39.14, 39.13f, 39.14f
dielectric compound parabolic collectors, 

39.15, 39.16, 39.16f
edge rays, 39.22
geometrical vector flux, 39.21–39.22
inhomogeneous media, 39.22
multiple surface concentrators, 

39.16–39.17, 39.17f
restricted exit angle concentrators with 

lenses, 39.18, 39.18f
tapered lightpipes, 39.12–39.13, 39.13f
q1/q2 concentrators, 39.18–39.20, 39.19f

conic reflectors in, 39.11, 39.11f
Fresnel lenses in, 39.9–39.10, 39.10f
involute reflectors in, 39.11–39.12, 39.12f
macrofocal reflectors in, 39.11
software modeling of, 39.6–39.8
spherical lenses in, 39.8, 39.9f
terminology, 39.2, 39.2t
uniform illumination of, 39.22–39.41

classic projection system uniformity, 
39.23–39.24, 39.23f

faceted structures, 39.39–39.41, 39.39f,
39.40f

integrating cavities, 39.24–39.27, 39.24f,
39.25f, 39.27f

lens arrays, 39.32–39.37, 39.33f–39.37f
lightpipes, 39.27–39.32, 39.28f–39.31f
tailored reflectors, 39.37–39.39, 39.38f

Nonimaging software modeling, 39.6–39.8
Noninterferometric optical testing, 13.1–13.7

Foucault test, 13.2–13.3, 13.2f, 13.3f
Hartmann test, 13.4–13.6, 13.5f
Hartmann-Shack test, 13.6–13.7, 13.6f
Ronchi test, 13.3–13.4, 13.3f, 13.4f

Nonlinearity correction factor, 34.33
Nonlinearity measurement, 34.34–34.35
Nonneutral (color) density, of photographic 

films, 29.7–29.8
Nonradiative recombination, 17.2
Nonreacting interferometers, 12.7
Nonsequential ray tracing, 39.6
Nonsequential surfaces data, 3.6–3.7
Nonuniform rational B-splines (NURBS), 

39.6, 40.41
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Nonuniformity, of radiation distribution, 
34.25, 34.28, 34.35

Normal equations, 3.18
Normalized detectivity, 38.9
Normalized detector irradiance (NDI), 7.22
Notch filters, PID controller vs., 22.10–22.11, 

22.10f, 22.11f
np silicon photodiodes, 34.30
Nuclear light sources, 40.39
Numeric displays, LED, 17.30–17.31, 

17.30f, 17.31f
Numerical aperture (NA), 34.20, 39.1
Numerically controlled machines (CNCs), 12.11
Nutting’s law, 29.6
Nyquist condition, 13.27
Nyquist noise (see Thermal noise)

Object counting, reflexive sensors for, 17.34
Objective tone reproduction, 29.16–29.17, 29.17f
Octocouplers, 17.32–17.34, 17.32f
Off-axis angles, 7.23
Off-axis chromatic aberrations, 2.2–2.4, 

2.3f, 2.4f
Off-axis irradiance, 34.16, 34.16f
Off-axis rejection (OAR), 7.23
Office lighting, 40.55, 40.56t
Offner compensators, 13.24, 13.24f
Offset, thermocouple junctions as source of, 

27.6, 27.6f
Offset drift, 27.11
Offset subtraction error, 34.32–34.33
Ohmic contact, 17.13
1/ƒ noise, 25.12, 27.4
110 photographic film, 30.21, 30.25
Open arcs, 15.22
Open-loop gain function, 22.9–22.10, 22.9f
Open-tube diffusion, 17.24
Optical analysis software, 40.20
Optical athermalization, 8.12–8.15, 8.13t–8.15t
Optical cavities, 19.18, 19.19f
Optical cavity technique, 12.20, 12.20f
Optical cavity-based frequency discriminators, 

22.14–22.16, 22.17f
Optical choppers, 27.14
Optical communication systems, 19.3
Optical components:

purchasing of, 9.9
specifications for systems vs., 4.3

Optical confinement factor, 19.11

Optical density, of photographic films, 
29.6–29.8, 29.7f

Optical design software, 3.1–3.24, 40.20–40.21
about, 3.2
and computing environment, 3.21
data entry for, 3.2–3.8
design process flowchart, 3.3f
evaluation function of, 3.8–3.16

aberrations, 3.9–3.11
paraxial analysis, 3.8–3.9, 3.9f
ray tracing, 3.11–3.13, 3.12f
spot-diagram analysis, 3.13–3.16

global optimization with, 3.21
optimization function of, 3.16–3.21
programming considerations for, 3.7–3.8
purchasing of, 3.22–3.24
setup routine in, 3.7
simulation with, 3.21

Optical image transformers, 39.21
Optical multichannel analyzers (OMAs), 

31.27–31.28
Optical parametric oscillators (OPOs), 

20.20–20.22, 20.20f, 20.21f
Optical path difference (OPD), 2.1, 2.6, 

3.12–3.13, 3.12f, 8.1, 8.7, 13.14–13.15
Optical power (see Radiant flux (power))
Optical pulse(s), 20.2–20.15

coupling of circulating, 20.12–20.15, 
20.12f, 20.15f

in high gain oscillators, 20.10–20.12, 20.11f
in ideal cavity, 20.6–20.7
and pulse train, 20.2–20.9
single, 20.2–20.3, 20.3f
toward steady-state, 20.9–20.12

Optical pumping, 16.16–16.19, 16.16f–16.18f
Optical radar, 12.4, 12.5
Optical software (for stray light suppression), 

7.24–7.27
advantages/disadvantages of, 7.29, 7.29f
ASAP, 7.25
CODE V, 7.26
FRED, 7.25–7.26
LightTools, 7.26
SPEOS, 7.27
TracePro, 7.27
ZEMAX, 7.26–7.27

Optical specifications, 4.1–4.12
about, 4.1–4.2
element description, 4.8–4.10
environmental, 4.10
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Optical specifications (Cont.):
image, 4.3, 4.6–4.8, 4.8f
mechanical vs., 4.2
preparing, 4.5–4.6, 4.6t
presentation of, 4.10–4.11
problems with writing, 4.11–4.12
for systems vs. components, 4.3
wavefront, 4.3–4.5, 4.5t

Optical tolerances (see Tolerances)
Optical transfer function (OTF), 29.17
Optimization function (of optical software), 

3.16–3.21
by damped least-squares method, 3.17–3.19
and error functions, 3.19–3.20
global, 3.21
multiconfiguration, 3.20
by orthonormalization, 3.19
by simulated annealing, 3.19
and tolerancing, 3.20–3.21

OPTIS (simulation software), 7.27
Optoelectronic integrated circuit (OEIC) chip, 

25.15
Optronic Laboratories, Incorporated, 15.49
Ordinary rays, 3.12
Organic dye lasers, 16.31–16.32, 16.32f
Organic LEDs (OLEDs), 40.37–40.39
Organometallic vapor phase deposition 

(OMVPE), 19.6–19.7, 19.20t, 19.23
Orthonormal polynomials, 11.3–11.40

and aberration balancing, 11.30, 11.35–
11.36, 11.36t

about, 11.4–11.5
circle, for noncircular pupils, 11.37, 11.39
defined, 11.5–11.6
discussion of, 11.39–11.40
elliptical, 11.21, 11.25–11.27, 11.26t–11.27t
hexagonal, 11.21, 11.22t–11.25t
isometric, interferometric, and PSF plots for 

orthonormal aberrations, 11.36–11.37, 
11.37f, 11.38f

rectangular, 11.27–11.28, 11.28t, 11.29t
slit, 11.30, 11.35t
square, 11.30, 11.31t–11.34t
Zernike annular, 11.13–11.21, 11.14f, 11.16f,

11.17t–11.21t
Zernike circle, 11.6–11.12, 11.8t–11.9t,

11.9f–11.11f, 11.12t
Orthonormalization, 3.19
Oscillation, relaxation, 16.12, 19.31–19.34, 

19.31f

Oscillators:
high-gain, 20.10–20.12, 20.11f
optical-parametric, 20.20–20.22, 

20.20f, 20.21f
Out-of-band radiation errors, 34.36
Output amplifier noise, in CCDs, 32.20
Output circuits, direct readout architectures, 

33.18
Output coupling mirror, 16.11
Output gate (OG), 32.14
Output windows, in proximity-focused MCP 

IIs, 31.9, 31.9f
Overhead lighting, 40.12, 40.13f, 40.14, 40.46f
Overloosening and overtightening (tolerancing 

problems), 5.11
Oxide stripe lasers, 19.8, 19.9f

Packages and packaging:
HB-LED, 18.5–18.6, 18.5f, 18.6f
of photodetectors, 26.9–26.10, 26.10f, 26.11f
reliability of LED, 17.25–17.26

Paint modeling, 40.17
Paralyzing glare, 40.9
Parametric downconversion, 23.14
Paraxial ray tracing, 3.5, 3.8–3.9, 3.9f
Paraxial rays, 3.3
PART (stray light analysis program), 7.11
Part active, part passive athermalization, 

8.11–8.12, 8.12f
Particle hypothesis, Einstein’s, 23.7
Particle pumping, 16.14–16.16, 16.15f, 16.16f
Parts per million (ppm), 17.25
Passivation, in wafer processing, 17.23
Passive athermalization, 6.22, 6.23f, 6.24, 

8.8–8.10, 8.8f–8.10f
Pattern effect, of light pulses, 19.32, 19.32f
Pattern noise, 32.12
Penalty function method, 3.18, 3.19
Pen-Ray, 15.36f
Pentaprisms, 6.14f, 6.15f, 12.12, 12.12f
Perception, of lit environment, 40.1–40.2, 

40.4–40.6, 40.4f
Perceptual constancy, 40.5
Perfect lens, 4.4
Perfect reflecting diffusers, 37.8
Perfect transmitting diffusers, 37.8
Periscopes, 1.10, 1.10f
Petzval surface, 2.4, 2.5
Phase conjugated coupling, 20.14
Phase diffusion coefficient, 23.29
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Phase errors, phase-shifting interferometry and, 
13.22

Phase modulation index, 22.4
Phase response, frequency vs., 22.6–22.7, 

22.6f, 22.7f
Phase space, 39.3
Phase stability margin, 22.9
Phase-interrruption broadening, emission-line, 

16.5
Phase-lock phase shifting, 13.23
Phase-locked laser arrays, 19.26, 19.27, 

19.28f, 19.28t
Phase-matching, in attosecond optics, 21.4
Phase-shifting interferometry, 13.18–13.23, 

13.18f–13.20f
heterodyne interferometer, 13.22
integrating bucket method, 13.21, 13.21f
phase errors, 13.22
phase-lock method, 13.23, 13.23f
phase-stepping method, 13.20, 13.20f
simultaneous measurement, 13.22
two-steps-plus-one method, 13.21, 13.22

Phase-stepping phase shifting, 13.20, 13.20f
Phonon broadening, emission-line, 16.5
Phonon coupling, 17.16
Phosphor salts, 40.31
Phosphor screens:

of image intensifiers, 31.14–31.16, 31.14t,
31.15f

in proximity-focused MCP IIs, 31.9, 31.9f
Phosphor-type designation system, 31.14t
Phot (unit), 34.43, 36.7, 36.7t
Photo cell (see Photodiodes)
Photo excitation, 25.5
Photo gain, in photoconductors, 25.5–25.6, 

25.5f
Photocapacitors, MOS (see Metal-oxide-

semiconductor capacitors)
Photocathodes, 27.6, 27.7f, 31.9, 31.9f

assemblies of, 31.10–31.12, 31.11f, 31.12f
internally and remotely processed, 

31.10, 31.24
Photochemical blue-light hazard, 36.17
Photoconductive (PC) arrays, 33.4
Photoconductive gain, 24.11
Photoconductors, 24.7–24.8, 24.7f

electronics of, 38.10
fabrication of, 32.2
image sensing with, 32.8–32.9
operating principles of, 25.4–25.6, 25.4f, 25.5f

Photoconductors (Cont.):
photo gain in, 25.5–25.6, 25.5f
types of, 25.5, 25.5f
(See also specific photoconductors, e.g.:

Amorphous silicon photoconductors)
Photodetection, 25.1–25.17

about, 25.2–25.3
applications for, 25.11–25.12
future directions in, 25.15–25.17, 25.15f–25.17f
materials for, 25.3t
operating principles of, 25.3–25.11, 25.3f,

25.4f
extended wavelength photodetectors, 

25.10, 25.10t
photoconductors, 25.4–25.6, 25.4f, 25.5f
photogate, 25.10, 25.11, 25.11f
pin photodiodes, 25.6–25.10, 25.7f, 25.9f

reliability of, 25.13–25.14, 25.13t
Photodetectors, 24.3–24.101

AlGaN alloy photovoltaic detectors, 24.46
CdS photoconductors, 24.49–24.52, 

24.51f–24.53f
CdSe photoconductors, 24.49–24.52, 24.52f
CdTe detectors, 24.52, 24.54, 24.54f
CdZnTe detectors, 24.52
GaAsP photodiodes, 24.49, 24.49f, 24.50f
GaN photovoltaic detectors, 24.42, 24.43, 

24.45f, 24.46, 24.46f, 24.47
GaP photodiodes, 24.47–24.49, 24.48f
Ge intrinsic photodetectors, 24.70–24.73, 

24.70f–24.73f
Ge low-temperature bolometers, 24.31–

24.32, 24.32f, 24.33f
Ge:Au detectors, 24.83–24.85, 24.84f–24.86f
Ge:Cu detectors, 24.84f, 24.85f, 24.96, 24.97, 

24.97f–24.99f
Ge:Ga infrared detectors, 24.100
Ge:Hg detectors, 24.84f, 24.92–24.95, 

24.93f–24.95f
Ge:Zn detectors, 24.84f, 24.98–24.100, 24.99f
HgCdTe detectors, 24.86–24.92, 24.86f–24.92f
InAs photovoltaic detectors, 24.75, 

24.77–24.78, 24.77f–24.79f
InGaAs detectors, 24.65–24.70, 24.66f–24.69f
InGaAs photodiodes, 34.31
InSb hot-electron bolometers, 24.29, 24.30, 

24.30f, 24.31f
InSb intrinsic photovoltaic detectors, 

24.80–24.83, 24.82f, 24.83f
life test for, 25.13, 25.14, 25.14f, 25.15f

41_Bass_v2Ind_p001-056.indd I.35 8/20/09 7:21:41 PM

DO
 N

OT
 D

UP
LI

CA
TE



I.36  INDEX

Photodetectors (Cont.):
manufacturers’ specifications for, 

24.21–24.101, 24.21t
noise, impedance, dark and leakage current 

in, 24.19–24.20, 24.20f
PbS photoconductors, 24.73–24.74, 

24.74f–24.77f, 24.74t
PbSe detectors, 24.76f, 24.78, 24.79, 

24.79f–24.82f
PbSnTe photovoltaic detectors, 24.92, 24.93f
performance/sensitivity of, 24.13–24.18

background-limited case, 24.14–24.17, 
24.16f, 24.16t, 24.17f

strong-signal case, 24.14
thermal detectors, 24.17, 24.18f

photoemissive detectors, 24.32–24.42, 24.33f,
24.35f–24.41f, 24.43f, 24.44f

photographic emulsions, 24.100, 24.101f
planar, 25.14, 25.15f
pyroelectric detectors, 24.26–24.29, 

24.26f–24.29f
quantum, 24.6–24.10, 24.7f–24.9f
quantum well, 25.16–25.17, 25.16f, 25.17f
quantum well infrared, 25.15
responsivity and quantum efficiency of, 

24.18, 24.19
Si photovoltaic detectors, 24.52f, 24.54–

24.65, 24.55f–24.66f
Si:B detectors, 24.95f, 24.96
SiC UV detectors, 24.47, 24.47f
Si:Ga infrared detectors, 24.95, 24.95f,

24.96, 24.96f
and signal detection, 27.2
spectral response of, 24.18, 24.19f
speed of, 24.20, 24.21
stability of, 24.21, 24.21f
terminology, 24.10–24.13
thermal detectors, 24.4–24.6, 24.4f–24.6f
thermistor bolometers, 24.24–24.25, 24.24f,

24.25f, 28.7t
thermocouples, 24.22–24.23, 24.22f
thermopiles, 24.23–24.24, 24.23f
TiO2 UV detectors, 24.47, 24.48f
types of, 25.3, 25.4f
uniformity of, 24.20
(See also specific photodetectors, e.g.:

Avalanche photodetectors)
Photodiode CCDs (PD-CCDs), 33.11f, 33.12
Photodiode linear arrays (PDAs), 38.9, 

38.10, 38.10t

Photodiode MOSs (PD-MOSs), 33.11f, 33.13
Photodiodes (PDs):

CCD, 33.11f, 33.12
defined, 24.11
electronics of, 38.10
GaAsP, 24.49, 24.49f, 24.50f
GaP, 24.47–24.49, 24.48f
Ge avalanche, 24.70f, 24.72–24.73, 24.72f,

24.73f
GeGaAs, 34.31
InGaAs, 34.31
InGaAs avalanche, 24.66–24.70, 24.66f–24.69f
junction, 32.3–32.6, 32.4f, 32.6f
MOS, 33.11f, 33.13
pin (see pin photodiodes)
p+np, 32.8
silicon, 34.29, 34.30
silicon avalanche, 24.62–24.65, 24.63f–24.66f
silicon pn, 24.52f, 24.55–24.58, 24.55f–24.59f
UV-enhanced, 24.55f, 24.61–24.62, 24.61f,

24.62f
(See also specific photodiodes, e.g.: Avalanche 

photodiodes)
Photoelectromagnetic (PEM) detectors, 

24.9, 24.9f
Photoemissive detectors, 24.6, 24.7f

gallium phosphide dynodes, 24.42, 24.44f
linearity of, 24.41
manufacturers of, 24.42
noise from, 24.39, 24.40, 24.41f
operating temperature of, 24.40
photon counting for, 24.42, 24.43f, 24.44f
quantum efficiency of, 24.35f–24.38f,

24.36–24.38
recommended circuit for, 24.42, 24.43f
response time of, 24.40
responsivity of, 24.35f, 24.38
sensitive area of, 24.41
sensitivity of, 24.34, 24.35f–24.39f
sensitivity profile of, 24.41
short-wavelength considerations for, 

24.34, 24.40f
specifications for, 24.32–24.42, 24.33f
stability of, 24.41

Photogates, 25.10, 25.11, 25.11f
Photographic detectors, 24.9–24.10
Photographic dyes, 30.10–30.13, 

30.10f, 30.12f
Photographic emulsions, 24.100, 24.101f,

29.4, 30.7
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Photographic film speed, 29.9–29.10
in Advanced Photo System, 30.26
in color negative film, 30.25
and granularity, 30.19
high vs. low, 30.18–30.20
and sensitivity to high-energy radiation, 

30.19–30.20
Photographic films, 29.3–29.16, 30.18–30.28

about, 30.2–30.3
black-and-white (B&W) film, 30.24–30.25, 

30.25t
color, 29.12–29.15, 29.13f, 29.14f
color negative film, 30.25–30.28, 30.27t
color reversal film, 30.22–30.24, 30.23t
development effects on, 29.12, 29.13f
D-log H curve for, 29.8–29.10, 29.8f, 29.10f
exposure of, 29.5–29.6
grain element of, 29.5
granularity of, 30.19
high-speed vs. low-speed, 30.18–30.20
and light scattering by silver halide crystals, 

30.5–30.7, 30.6f
microdensitometers, 29.15–29.16, 29.15f
optical density of, 29.6–29.8, 29.7f
processing of, 29.5
professional vs. amateur film, 30.20–30.22
reciprocity failure of, 29.11–29.12
spectral sensitivity of, 29.11, 29.11f
speed of, 30.18–30.20
structure of color, 30.3–30.5, 30.3f
structure of silver halide photographic layers 

in, 29.4
Photographic materials, 30.1–30.28

about, 30.1–30.2
dyes, 30.10–30.13

about, 30.10, 30.10f
excited state properties, 30.11–30.12, 30.12f
light stabilization methods, 30.12–30.13
photochemistry of azomethine dyes, 30.11

films, 30.18–30.28
black-and-white film, 30.24–30.25, 30.25t
color negative film, 30.25–30.28, 30.27t
color reversal film, 30.22–30.24, 30.23t
professional vs. amateur film, 

30.20–30.22
speed, 30.18–30.20

optics of, 30.2–30.7
about, 30.2–30.3
light scatter by silver halide crystals, 

30.5–30.7, 30.6f

Photographic materials, optics of (Cont.):
structure of color films, 30.3–30.5, 30.3f
structure of color papers, 30.5

and photographic spectral sensitizers, 
30.13–30.18

about, 30.13–30.14, 30.14f
color science, 30.15–30.18, 30.16f, 30.17f
photophysics of spectral sensitizers on silver 

halide surfaces, 30.14–30.15, 30.15f
silver halide light detectors, 30.7–30.9, 30.8f

Photographic papers:
about, 30.2–30.3
and light scattering by silver halide crystals, 

30.5–30.7, 30.6f
structure of color, 30.5

Photographic spectral sensitizers (see Spectral 
sensitizers, photographic)

Photographic systems, 29.16–29.25
acutance of, 29.17–29.19, 29.18t, 29.19f
detective quantum efficiency of, 29.23
graininess in, 29.19–29.22, 29.21f
image structure of, 29.17
information capacity of, 29.24
manufacturers of, 29.25
performance of, 29.16–29.17, 29.17f, 29.18t
resolving power of, 29.24
sharpness in, 29.22
signal-to-noise ratio of, 29.22–29.23

Photoionization detectors, 24.10
Photoionization devices, 34.29
Photoionization yield, 34.29
Photometry, 34.37–34.44, 36.1–36.17, 36.3f,

36.3t
about, 36.2–36.4
approximations, 36.10, 36.10f, 36.11f
basis of physical, 37.1–37.2, 37.2f
calibrations in, 34.42–34.43
concepts/terminology of, 34.10–34.11, 

34.38t, 34.39–34.40, 34.43–34.44, 39.2, 
39.2t

conversion between radiometric and 
photometric quantities, 34.12t,
36.11–36.14, 36.12f–36.14f

defined, 34.37, 37.1
and human eye, 36.8–36.10, 36.8f, 36.9f
illuminance-luminance relationship, 37.9, 

37.9f
integrating sphere device, 37.9–37.10, 37.10f
inverse square law, 37.8
Lambert’s cosine law, 37.8, 37.8f
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Photometry (Cont.):
normalization, 36.14–36.17, 36.15t, 36.16f
and photopic/scotopic/mesopic vision, 

34.37–34.39, 34.38t
practice in, 37.11
quantities and units in, 37.4–37.8, 37.4t,

37.5f, 37.7t
radiometry vs., 34.6
retinal illuminance, 34.40–34.42
symbols/nomenclature of, 36.5–36.10, 

36.6t–36.8t
weighting functions, 36.17

Photomicrographic lamps, 15.47–15.49, 
15.48f, 15.49f

Photomultiplier tubes (PMTs), 24.11, 
24.32–24.34, 24.33f, 24.38–24.42, 24.38f,
24.39f, 24.43f, 38.9, 38.9t

applications for, 27.6–27.10, 27.7f
base design of, 27.8–27.10
electronics of, 38.10

Photon(s), 23.6–23.14, 25.2, 34.30, 36.4
Einstein’s light quanta, 23.6–23.9, 23.8f
photon-photon correlations, 23.13–23.14, 

23.13f
quantum electrodynamics, 23.9–23.13

Photon counting, 27.15
defined, 24.12
of modulated signal sources, 27.14
in photoemissive detectors, 24.42, 24.43f,

24.44f
Photon density, 19.30–19.35
Photon detectors:

background-limited case of, 24.14–24.17, 
24.16f, 24.16t, 24.17f

strong-signal case of, 24.14
Photon dose, 34.6, 34.11
Photon Engineering, 7.25
Photon flux, 34.5, 34.11
Photon infrared detectors, 33.7, 33.8f
Photonic exitation, 25.3, 25.3f
Photonics Directory of Optical Industries, 15.14
Photopic vision, 34.37–34.39, 34.38t,

36.8f–36.10f, 37.2, 40.3
Photovoltaic (PV) arrays, 33.4
Photovoltaic detectors, 24.8, 24.8f, 24.9

aluminum gallium nitride, 24.46
gallium nitride, 24.42, 24.43, 24.45f, 24.46, 

24.46f, 24.47
indium antimonide, 24.80–24.83, 24.82f,

24.83f

Photovoltaic detectors (Cont.):
indium arsenide, 24.75, 24.77–24.78, 

24.77f–24.79f
lead tin telluride, 24.92, 24.93f
mercury cadmium telluride, 24.86f, 24.88f,

24.90–24.92, 24.91f, 24.92f
silicon, 24.52f, 24.54–24.65, 24.55f–24.66f

Photovoltaic Schottky barrier detectors (SBDs), 
33.7, 33.8f

Physical optics, 3.16
Physical photometry, 34.37, 36.4, 37.2
Pickups, 3.6
Piezoelectric transducers (PZTs):

amplifier strategies for, 22.18
disk vs. tube, 22.17–22.18

Piezoelectric-based (PZT-based) systems, 22.1
pin junctions, 26.3
pin photodetectors:

biased, 26.6f
high-speed, 26.10, 26.12–26.15, 26.12f,

26.14f, 26.15f
lateral, 25.15–25.16, 25.15f

pin photodiodes, 24.54, 24.55f–24.60f,
24.58–24.61, 25.4f, 25.6–25.10, 25.7f, 32.4f

absorption coefficient of, 25.8, 25.9f
avalanche photodiodes, 25.8–25.10, 25.9f
dark current in, 25.7–25.8
diffusion current of, 25.7
equivalent circuit of, 26.7, 26.7f
generation-recombination current of, 

25.7–25.8
germanium, 24.70–24.71, 24.70f–24.72f
InGaAs, 24.66, 24.67f
operating principles of, 25.6–25.10, 

25.7f, 25.9f
quantum efficiency of, 25.8
resonant, 26.15, 26.15f
responsivity of, 25.8
silicon, 24.55f–24.57f, 24.58–24.61, 24.59f,

24.60f
tunneling current of, 25.8
vertically illuminated, 26.3, 26.4f, 26.5, 

26.10, 26.12–26.13, 26.12f
waveguide, 26.13–26.14, 26.14f

Pitch-based edging (fabrication step), 9.6
Pixel summation, 38.10
Planar buried heterostructure (PBH) lasers, 

double-channel, 19.24, 19.25f, 19.34f
Planar diffused silicon photodiodes, 24.56f
Planar photodetectors, 25.14, 25.15f
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Planckian radiation (see Blackbody radiation)
Planck’s formula, 23.6, 23.7
Planck’s law, 34.23, 34.24, 37.10–37.11
Plane diffusers, 38.14, 38.14f, 38.15f
Plano optics fabrication, 9.7
Plastic, as photographic film emulsion, 

29.4
Plastic-packaged LEDs, 17.25–17.26
Platings, diamond turning of, 10.5
Platinum silicon (PtSi) infrared detectors, 33.7, 

33.8f, 33.29, 33.29t
Pluecker spectrum tubes, 15.47, 15.47f, 15.47t
pn junctions, 24.8, 24.8f
pn photodetectors, 24.70–24.71, 24.70f–24.72f
pn photodiodes, 24.52f, 24.54–24.58, 

24.55f–24.59f, 34.30
p+np photodiodes, 32.8
Point diffraction interferometers, 13.11f
Point source irradiance transmittance (PSIT), 

7.23
Point source normalized irradiance transmit-

tance (PSNIT), 7.22–7.23
Point source power transmittance (PSPT), 

7.23
Point source transmittance (PST), 7.5, 7.6f,

7.22–7.23
Point spread function (PSF), 3.16, 11.36–11.37, 

11.37f, 11.38f
Point-to-point approximation (of radiant flux 

transfer), 34.14
“Poker chip” assembly, 6.8, 6.9f
Polar angles, 35.5
Polarization gating, 21.7–21.8
Polarization-dependent systems, 34.33
Polaroid Corporation, 29.12, 29.25
Polaroid Instant Color Film, 29.14
Polaroid “One Film,” 29.14
Pole-mounted luminaires, 40.62, 40.63t
Polishers, continuous, 9.7
Polishing step (of optics fabrication), 

9.5–9.6, 9.8
Polychromatic radiation, 34.9–34.10
Polyethylene terephthalate film, 29.4
Polynomial numbering, 11.39
Polynomial-ordering number, 11.7
Polynomials, orthonormal (see Orthonormal 

polynomials)
Polytetrafluoroethylene (PTFE), 35.13, 

38.12–38.13
Ponderomotive potential, 21.3

Population inversions, 16.8–16.10, 16.12–16.13
described, 16.8–16.10
mechanism for achieving, 16.12–16.13, 

16.13f, 16.14f
optical pumping for, 16.16–16.19, 

16.16f–16.18f
particle pumping for, 16.14–16.16, 16.15f,

16.16f
semiconductor diode laser pumping for, 

16.19
Positive image (in photography), 29.9
Potassium dihydrogen phosphate (KDP), 10.2
Power measurement, for lasers, 34.32
Power spectrum of granularity, 29.21
Power supply, high-voltage, 31.9, 31.10f
Predictable quantum efficiency (PQE) devices, 

34.29–34.30
Preloads, 6.2
Primaries (colors stimuli), 30.16
Principal rays, 1.4, 1.11f, 1.12
Prisms, 40.45f, 40.46

angle measurement in, 12.14–12.16, 
12.15f–12.17f

mounting of, 6.11–6.17
bonded mountings, 6.13–6.15, 6.15f, 6.16f
flexure mountings, 6.15–6.17, 6.16f
mechanically clamped mountings, 

6.12, 6.13f
spring-loaded mountings, 6.13, 6.14f

penta, 6.14f, 6.15f, 12.12, 12.12f
right-angle, 12.15, 12.16, 12.16f, 12.17f
Risley, 12.4, 12.4f
rotating glass block, 12.4, 12.4f
sliding, 12.4, 12.4f
Zerodur, 6.16, 6.16f

Procedural programs (optical software), 3.7
Projected area, in photometry/radiometry, 

36.3–36.4, 36.3f, 36.3t
Projected solid angle (PSA), 39.5, 39.5f
Projection density, 29.7, 29.7f
Projection lenses, 6.6f
Projection systems, 39.23–39.24, 39.23f
Proportional integral derivative (PID) controllers, 

22.10–22.12, 22.10f, 22.11f
Proportional-integral (PI) amplifier circuit, 

22.5f
Proton stripe lasers, 19.35f
Proton-bombardment-defined lasers, 19.41
Proximity-focus electronic lens, 31.8, 

31.23–31.24, 31.23f, 31.24f
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Proximity-focused MCP IIs, 31.9, 31.9f,
31.16–31.18, 31.17t, 31.18f, 31.19f

Psychophysical photometry, 34.37
P-type impurities, 17.23
Pulse height, of photomultipliers, 27.7–27.8
Pulse train interferometry, 20.12, 20.12f
Pulse trains:

about, 20.3–20.5, 20.4f, 20.5f
attosecond, 21.6, 21.7
and backscattering, 20.13–20.15, 20.15f
soliton solution and steady-state, 

20.5–20.9
Pulsed lasers, 23.18
Pumping (for population inversions), 

16.14–16.19
optical, 16.16–16.19, 16.16f–16.18f
particle, 16.14–16.16, 16.15f, 16.16f
semiconductor diode laser, 16.19

Punch through (in color films), 30.4
Pupils, noncircular, 11.4
Push processing (of film), 30.22
Pyramidal error, 12.14, 12.15, 12.15f
Pyroelectric detectors, 24.6, 24.6f, 24.26–24.29, 

24.26f–24.29f, 28.2, 28.6, 28.6f, 28.7, 
28.7t, 33.10

Pyroelectric electrical substitution radiometers, 
34.27–34.28

Pyroelectric hybrid arrays, 28.11–28.12, 
28.11f, 28.12f

Q-switched lasers, 16.26–16.27, 16.27f
Quality, image, 4.6–4.7
Quality Assurance of Ultraviolet Measurements 

in Europe (QASUME), 38.5
Quantized center-of-mass motion, of atoms, 

23.45
Quantum box, 19.18
Quantum cascade lasers, 16.36
Quantum dot, 16.7, 19.18, 26.4f, 26.5
Quantum efficiency (QE), 25.3, 25.4, 34.29

defined, 24.12
detective, 29.23
of photodetectors, 24.18, 24.19
of photoemissive detectors, 24.35f–24.38f,

24.36–24.38
of photomultipliers, 27.7
of pin photodiodes, 25.8

Quantum electrodynamics (QED), 9.6, 
23.9–23.13

Quantum limited imaging (QLI), 31.3–31.4

Quantum photodetectors, 24.6–24.10, 
24.7f–24.9f

Quantum resonance absorption, 22.16, 22.17
Quantum sensitivity, 30.9
Quantum theory of lasers, 23.14–23.35

about, 23.5–23.6
density-operator approach to, 23.14–23.33

derivation of Scully-Lamb master equa-
tion, 23.17–23.22, 23.19f

photon statistics, 23.22–23.27, 23.23f,
23.25f, 23.27f

spectral properties, 23.28–23.33, 23.30f
spectrum, 23.28–23.33
time evolution of the field in Jaynes-

Cummings model, 23.15–23.17, 23.15f
Heisenberg-Langevin approach to, 

23.33–23.35
Quantum trajectories, in attosecond optics, 

21.3–21.4
Quantum well (QW) detectors, 26.4f, 26.5
Quantum well infrared photodetectors 

(QWIPs), 25.15–25.17, 25.16f, 25.17f, 33.9
Quantum well (QW) lasers, 16.7, 19.9–19.18, 

19.20t
GRIN SCH single, 19.14, 19.14f
long wavelength, 19.17–19.18, 19.17f
schematic of, 19.10f
strained, 19.15–19.17, 19.16f
threshold modal gain, 19.12–19.15, 19.12f,

19.13f, 19.15f
Quantum well (QW) photodetectors, 

25.16–25.17, 25.16f, 25.17f
Quantum wire, 16.7, 19.18, 26.4f, 26.5
Quartz-envelope lamps, 15.20, 15.21
QW ridge (QWR) waveguide lasers, 

19.19, 19.20t

Rabi cycles and Rabi cycling, 23.21
defined, 20.24
off resonance, 20.27
on resonance, 20.26–20.27, 20.26f, 20.27f

Rack-stack laser arrays, 19.29, 19.30f
Radial circle polynomial, 11.7, 11.9f–11.10f
Radial shearing interferometers, 13.12, 13.13f
Radian (rad), 36.3
Radiance, 34.9, 34.9f, 37.4t, 37.5, 38.2, 38.11t,

38.13–38.16, 38.13f–38.16f, 39.2t
Radiance conservation theorem, 34.12–34.13
Radiance temperature (unit), 37.4t, 37.6
Radiance units, 34.24
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Radiant energy, 34.7, 37.4t, 37.6
Radiant exitance (emittance), 15.4–15.6, 15.5t,

15.6f, 35.3, 37.4t, 37.5, 37.5f
Radiant exposure, 37.4t, 37.6
Radiant flux (power), 34.7, 34.11, 34.17–34.18, 

36.4, 36.6t, 37.3, 37.4t, 37.6, 38.2
Radiant incidence (see Irradiance)
Radiant intensity, 36.4, 37.4, 37.4t, 39.2t
Radiant power transfer, 34.12–34.13, 34.13f
Radiant transfer approximations, 

34.13–34.20
approximate radiance at an image, 

34.19–34.20
lambertian, 34.14–34.18, 34.15f, 34.16f
point-to-point, 34.14
radiometric effect of stops and vignetting, 

34.18–34.19, 34.19f
Radiation, 34.23–34.27

actinic effects of, 34.6, 34.7
artificial souces of (see Artificial sources 

(of radiation))
baseline standard of, 15.9, 15.9f, 15.10f,

15.12f
from blackbodies, 34.23–34.24
from blackbody simulators, 34.24–34.26
between circular source and detector, 

34.15–34.16, 34.15f
commercial souces of (see Commercial 

sources (of radiation))
incandescent souces of (see Incandescent 

sources (of radiation))
infrared (see Infrared (IR) radiation)
and lasers, 16.4
photographic film speed and sensitivity to 

high-energy, 30.19–30.20
polychromatic, 34.9–34.10
from synchronotrons, 34.26–34.27
through absorbing media, 34.13
transfer of, 7.21–7.22
ultraviolet (see Ultraviolet (UV) radiation)
working standards of, 15.9–15.13, 15.10f,

15.12f, 15.13f
Radiation law, 15.4–15.7, 15.5f, 15.5t, 15.6f
Radiative lifetimes, 16.4, 17.4
Radiative recombination, 17.2
Radiators, blackbody, 34.23–34.24
Radio frequency (rf) modulation, 22.14
Radiometers and radiometry, 34.3–34.37, 

36.1–36.17, 36.3f, 36.3t
about, 34.5–34.7, 36.2–36.4

Radiometers and radiometry (Cont.):
approximate (see Radiant transfer 

approximations)
cavity-shaped, 34.28
concepts/terminology of, 34.7, 39.2, 39.2t
conversion between radiometric and 

photometric quantities, 34.12t,
36.11–36.14, 36.12f–36.14f

defined, 37.1
electrical substitution, 34.27–34.29
geometrical concepts of, 34.8–34.9, 34.9f
of II electronic imaging, 31.4–31.5
illuminance-luminance relationship, 37.9f
integrating sphere device, 37.9–37.10, 37.10f
laser as characterization tool for, 34.32
normalization, 36.14–36.17, 36.15t, 36.16f
photometry vs., 34.6
Planck’s law, 37.10–37.11
quantities and units in, 37.3–37.7, 37.4t,

37.5f, 37.7t
spectral dependence of, 34.9–34.10
Stefan-Boltzmann’s law, 37.11
symbols/units/nomenclature of, 36.4–36.5
thermopile-based, 34.27
weighting functions, 36.17
Wien’s displacement law, 37.11

Range finders, 12.3–12.4, 12.3f, 12.4f
Range gating, 31.28–31.30
Ray displacement, 3.12
Ray intercept curves, 2.2–2.4, 3.13
Ray sets, 3.20
Ray tracing, 1.4–1.5, 1.4f, 3.11–3.13, 3.12f

in lighting simulation, 40.20
nonsequential, 39.6
in optical design software, 3.11–3.13
paraxial, 3.5, 3.8–3.9, 3.9f

Rays:
axial rays, 1.4, 1.11f, 1.12
dashed rays, 1.12, 1.12f
edge rays, 39.22, 39.38
exact, 3.3, 3.11–3.12
hamiltonian rays, 3.12
iterated rays, 3.12
lagrangian rays, 3.12
meridional rays, 3.3
ordinary, 3.12
paraxial, 3.3
principal rays, 1.4, 1.11f, 1.12

RC time constant, 26.7–26.8, 26.7f
Reactive ion etching (RIE), 18.3, 19.39
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Readouts (of visible array detectors), 
32.12–32.21

CCD, 32.12–32.20, 32.13f, 32.15f–32.18f
MOS, 32.20–32.21

Real-space critical objects, 7.2–7.4, 7.3f, 7.4f
Reasonableness, of layout, 1.13–1.14
Recessed lighting, 40.13f
Reciprocity failure, of photographic films, 

29.11–29.12
Recombination:

combined, 17.3
exciton, 17.6
in GaAs, 17.8, 17.9, 17.9f
minority-carrier, 17.2
nonradiative, 17.2
radiative, 17.2

Reconstruction of attosecond beating by 
interference of two-photon transition 
(RABITT), 21.9

Rectangular polynomials, 11.27–11.28, 11.28t,
11.29t, 11.36t

Red light, and color film, 29.13, 29.13f
Reduction scanners, in linear sensors, 

32.21, 32.22f
Reflectance:

classification of materials by, 35.4t
defined, 35.4–35.5
geometrical definitions of, 35.6f
and illuminance/luminance, 37.9
measurement of, 35.10–35.13, 35.10f–35.12f
nomenclature for, 35.5t, 35.6t
spectral, 38.2, 38.17–38.18, 38.18f
standards of, 35.14t
and transmittance/absorptance, 35.7, 35.8, 

35.8t
Reflecting telescopes, 11.4
Reflection(s):

actual/idealized, 35.2f
defined, 35.4
veiling, 40.12

Reflection density, of photographic films, 
29.8

Reflective compensators, for spherical 
aberrations, 13.24, 13.24f, 13.25

Reflective-refractive (RX) concentrators, 39.17, 
39.17f

Reflectometers, 35.10, 40.52
Reflectors:

conic, 39.11, 39.11f
convergent, 39.38–39.40, 39.38f, 39.39f

Reflectors (Cont.):
CPC-type (see Compound parabolic 

collectors)
divergent, 39.8f, 39.9f, 39.38–39.40
faceted, 39.39–39.41, 39.39f, 39.40f
headlamp, 40.64
homogeneous/inhomogenous, 39.39
involute, 39.11–39.12, 39.12f
and lens array combinations, 39.34–39.37, 

39.36f, 39.37f
luminaire, 40.45, 40.45f
macrofocal, 39.11
tailored, 39.37–39.39, 39.38f

Reflexive sensors, 17.34
Refraction index, 17.34
Refractive compensators, for spherical 

aberrations, 13.24, 13.24f, 13.25
Refractive index, 3.6, 34.13
Relative measurements, absolute vs., 

34.20–34.21
Relative visual performance (RVP) model, 

40.5–40.6
Relaxation oscillation, 16.12, 19.31–19.34, 

19.31f
Rem jet, 30.4
Remotely processed (RP) photocathodes, 

31.10, 31.24
Repetition rate coupling, 20.14–20.15, 20.15f
Rescattering model, semiclassical, 21.3
Reset gate (RG), 32.14
Residential lighting, 40.57, 40.58, 40.59t
Residual amplitude modulation (RAM), 

22.14
Resistive bolometers, 28.10–28.11, 28.10f, 33.9
Resistive coupling noise, 27.5, 27.6f
Resolution, of optical system, 4.6
Resolving power, photographic, 29.24
Resonant optical feedback, 19.38, 19.38f
Resonant photodetectors, 26.4f
Resonant pin photodiodes, 26.15, 26.15f
Response time:

defined, 24.12
of photodetectors, 25.4
of photoemissive detectors, 24.40

Responsive quantum efficiency (see Quantum 
efficiency)

Responsivity:
blackbody, 24.10
of photodetectors, 24.18, 24.19, 25.4
of photoemissive detectors, 24.35f, 24.38
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Responsivity (Cont.):
of pin photodiodes, 25.8
spectral, 24.12, 38.3, 38.18–38.19
of spectroradiometers, 38.11–38.12, 38.12f

Restricted exit angle concentrators, 
39.18, 39.18f

Retail lighting, 40.55–40.57, 40.56t–40.58t
Reticles and reticulation, 12.13, 28.11, 28.12
Retina, 34.37
Retinal damage, 40.9
Retinal illuminance, 34.40–34.42
Retinal thermal hazard, 36.17
Retroreflection, measurement of, 35.13
Reverse bias, 26.3
Reversing shear interferometers, 13.12, 13.13f
Rhenium, 40.27
Ribbon-type tungsten filaments, 15.20f
Ridge waveguide (RWG) lasers, 19.8, 19.9f
Right-angle prisms, 12.15, 12.16, 12.16f, 12.17f
Ring flanges, continuous, 6.4f, 6.11
Ring lasers, 16.29

with additional Kerr crystal, 20.17–20.18, 
20.17f

dye, 20.15–20.16
Ti:sapphire, with saturable absorber, 

20.16–20.17, 20.16f, 20.17f
in two-level system analogy, 20.24, 20.25f

Rings, aperture, 3.20
Risley prisms, 12.4, 12.4f
Ritchey-Chretien two-mirror imaging system, 

39.17
RLM lamp, 40.46, 40.46f, 40.47
RMS noise, 24.12
RMS signal, 24.12
rms-granularity, 29.19–29.21
Roadway lighting, 40.67, 40.69–40.71

and disability glare, 40.10
and discomfort glare, 40.12
sign lighting, 40.71
street lighting, 40.69–40.71, 40.70t, 40.71t
tunnel lighting, 40.71

Roberton’s correlated color temperature 
calculation, 38.5

Rods (eye receptors), 30.15, 30.16f, 34.37, 
36.8–36.10, 36.8f, 36.9f

Rome Air Development Center, 7.19
Ronchi test, 13.3–13.4, 13.3f, 13.4f
Roof-mirror-lens arrays, 32.21, 32.22f
Room temperature vulcanizing (RTV) sealing 

compound, 6.4

Root-mean-square (rms) wavefront error, 4.1, 
4.3, 4.7, 4.8

Rotating glass block prisms, 12.4, 12.4f
Rotational shear interferometers, 13.12, 13.13f
Rotationally symmetric aspheric lenses, 9.7, 9.7f
Rotationally symmetric optics:

hard mounting of, 6.2–6.4, 6.3f, 6.4f
soft mounting of, 6.4–6.5, 6.4f, 6.5f

Ruby lasers, 16.12, 16.13f, 16.32
Rule-of-thumb PID design, 22.11–22.12
“Rule-of-thumb” tolerance, 6.2
Rydberg states, 23.21

Sapphire (Ti:Al2O3) lasers, titanium-doped, 
16.34, 16.34f

Sapphire (Ti:Al2O3) ring lasers, titanium-
doped, 20.16–20.17, 20.16f, 20.17f

Sapphire substrate (for HB-LEDs), 18.2, 18.3, 
18.5, 18.6

Satellite spheres, 39.26
Saturated colors, 40.7
Saturation, 40.5, 40.9
Sawing (of LEDs), 17.24, 17.25
Scanning arrays, 33.6, 33.6f, 33.14
Scanning FPAs, 33.17, 33.17f
Scanning white light interferometry (SWLI), 

10.13
Scattered radiation effect, 34.33
Scattering:

and photographic film, 29.18
rescattering, 21.3
by silver halide crystals, 30.5–30.7, 30.6f
spectral, 38.10
surface, 7.23

Scattering sensors, 17.34
Schawlow-Townes linewidth, 23.18
Schmidt-Cassegrain design, 7.20
Schottky barrier detectors (SBDs), 33.7, 33.8f,

33.12–33.13
Schottky contact, 26.3
Schottky junctions, 26.3
Schottky photodiodes, 26.16, 26.16f, 26.17f
Scotopic vision, 34.37–34.39, 34.38t, 36.8f,

36.9, 36.9f, 36.10, 36.11f, 37.2, 40.3
Scully-Lamb master equation, 23.15, 

23.17–23.22
cavity losses, 23.18
laser master equation, 23.19–23.20, 23.19f
micromaser master equation, 23.20–23.22

Sealed beam lights, 40.26t
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Sealed-ampoule diffusion, 17.23
Secondary spectrum, of radiation, 1.14, 1.15
Second-order autocorrelator, 21.9
Seidel (third-order monochromatic) 

aberrations, 3.9–3.10
Seidel astigmatism, 11.27, 11.30, 11.35, 

11.39, 11.40
Self-athermalized, 8.7–8.8, 8.7f
Self-calibration, of silicon photodiodes, 34.29
Selfoc lenses, 32.21, 32.22f
Self-phase modulation, 20.6
Self-scanned array, 31.2
Selwyn coefficient, 29.20
Selwyn’s law, 29.20
Semiconductor bolometers, 28.4–28.5
Semiconductor laser pumping, 16.19
Semiconductor lasers, 16.35–16.36, 16.35f,

19.1–19.43
applications for, 19.3–19.4
arrays of, 19.26–19.29, 19.28f, 19.28t
fabrication and configurations of, 19.6–19.8, 

19.9f
gain mechanism of, 19.4
high-power semiconductor lasers, 19.18–19.30

arrays, 19.26–19.29, 19.28f, 19.28t
commercial, 19.19–19.23, 19.20t, 19.21f,

19.22f
future directions for, 19.23–19.26, 19.25f,

19.25t, 19.26t, 19.27f
mode-stabilized lasers, 19.18–19.19, 19.19f
two-dimensional, 19.29–19.30, 19.29t,

19.30f
high-speed modulation of, 19.30–19.36, 

19.31f–19.36f
operation of, 19.4–19.6, 19.4f–19.6f
quantum cascade lasers, 16.36
quantum well lasers, 19.9–19.18

GRIN SCH single, 19.14, 19.14f
long wavelength, 19.17–19.18, 19.17f
schematic of, 19.10f
strained, 19.15–19.17, 19.16f
threshold modal gain, 19.12–19.15, 19.12f,

19.13f, 19.15f
spectral properties of, 19.36–19.39, 19.37f,

19.38f
surface-emitting lasers, 19.39–19.41

distributed grating, 19.40–19.41, 19.40f
integrated laser with 45° mirror, 

19.39–19.40, 19.39f
vertical cavity, 16.36, 19.41, 19.42f, 19.43t

Semiconductor photodetectors, 25.2, 38.9, 
38.9t

Semiconductors:
arrays of, 16.36
direct, 17.4, 17.5f
indirect, 17.4, 17.4f, 17.5f, 17.6
material systems for, 18.1–18.2
properties of substrates for, 17.20t
waveband structure of, 17.3–17.6, 17.3f–17.5f

Semisealed-ampoule diffusion, 17.24
Sensitive area, of photoemissive detectors, 

24.41
Sensitivity:

defined, 24.12
film spectral, 29.11, 29.11f
film speed and, to high-energy radiation, 

30.19–30.20
of interferometers, 13.13–13.14, 13.14f
of photoemissive detectors, 24.34, 

24.35f–24.39f, 24.41
quantum, 30.9

Sensitometry variation, with film processing, 
29.10, 29.10f

Sensors:
area arrays of, 32.24–32.32, 32.25t

about, 32.2
frame transfer CCD, 32.26–32.28, 

32.27f, 32.28f
image area dimensions for, 32.25t
interline transfer CCD, 32.28–32.32, 

32.29f–32.31f
linear image, 32.2, 32.21–32.24, 32.22f,

32.23f
metal-oxide-semiconductor, 32.25–32.26, 

32.26f
image, 32.2–32.12, 32.3f, 32.21–32.34

antiblooming in, 32.9, 32.10f
color imaging with, 32.32–32.34, 32.33f,

32.34f
dark current in, 32.10–32.12, 32.11f
junction photodiodes, 32.3–32.6, 32.4f,

32.6f
linear arrays of, 32.21–32.24, 32.22f, 32.23f
MOS capacitors, 32.7–32.8
photoconductors, 32.8–32.9
pinned photodiodes, 32.8

LED detectors in, 17.34
staggered linear CCD, 32.23f, 32.24
time-delay-and-integrate linear, 32.23f, 32.24
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Separate confinement heterostructure wave-
guide, 19.24

Separated absorption, grading, and 
multiplication layer APDs (SAGM APDs), 
26.17, 26.18f, 26.20f

Separated absorption and multiplication layer 
APDs (SAM APDs), 26.3, 26.17

Servo stability, 22.8
Servos, 22.5–22.12

Bode representation of, 22.5–22.6, 22.6f
closed-loop performance, 22.8
closed-loop stability issues, 22.8–22.12, 

22.9f–22.11f
design with time delay, 22.19–22.20
measurement noise not a performance limit, 

22.7–22.8
phase and amplitude responses vs. frequency, 

22.6–22.7, 22.6f, 22.7f
Seven-segment LED displays, 17.10, 17.11f
Shapes, projected areas of common, 36.3–36.4, 

36.3f, 36.3t
Sharpness, of photographic images, 29.18, 

29.19, 29.22
Shells, mounting of, 6.11, 6.12f
Shock specifications, for lenses, 4.10
Short arc light sources, 15.34, 15.35f, 40.39
Short-wavelength infrared (SWIR), 24.3, 33.3, 

33.5
Shot noise, 24.12, 27.3, 27.3f, 32.12
SI units, 34.20, 37.7, 37.7t
Side lighting, 40.12
Sidecar TDI, 33.17, 33.17f
Sign lighting, 40.71
Signal analysis, 27.12–27.15

boxcar averaging, 27.13, 27.13f
categories of, 27.3
gated integration, 27.12–27.13, 27.13af
lock-in amplifiers, 27.13, 27.14, 27.14f
photon counting, 27.14
selection of technique, 27.14–27.15
transient photon counting, 27.14
of unmodulated sources, 27.12

Signal detection, 27.1–27.12
and amplifiers, 27.10–27.12, 27.11f
and noise sources, 27.3–27.6, 27.3f, 27.5f,

27.6f
photomultiplier applications in, 27.6–27.10, 

27.7f
technique selection for, 27.2–27.3, 27.2f

Signal-to-noise ratio (S/N), 22.12, 27.1, 27.3, 
29.1, 29.22–29.23, 33.2, 38.10

Silicon (Si):
and diamond turning, 10.5
doped extrinsic, 33.7, 33.8f
Si:Ga infrared detectors, 24.95, 24.95f,

24.96, 24.96f
Silicon avalanche photodiodes (APDs), 

24.62–24.65, 24.63f–24.66f
Silicon bolometers, 28.7t
Silicon carbide (SiC) LED devices, 17.18
Silicon carbide (SiC) substrate (for HB-LEDs), 

18.2, 18.3
Silicon carbide (SiC) UV detectors, 24.47, 

24.47f
Silicon CCDs (SCCDs), 33.11–33.13, 33.11f,

33.12f, 33.17
Silicon nitride layer, 17.23
Silicon oxide (SiO2) passivation, 18.4
Silicon oxynitride layer, 17.23
Silicon (Si) photoconductors, 32.4f, 32.31, 

32.32
Silicon (Si) photodiodes, 38.9, 38.9t

avalanche, 24.62–24.65, 24.63f–24.66f
high-quality, 34.30
light-trap, 34.30
np, 34.30
pin, 24.55f–24.57f, 24.58–24.61, 24.59f,

24.60f
pn, 24.52f, 24.55–24.58, 24.55f–24.59f, 34.30
self-calibration of, 34.29
UV- and blue-enhanced, 24.55f, 24.61–

24.62, 24.61f, 24.62f
Silicon (Si) photovoltaic detectors, 

24.54–24.65, 24.55f, 24.56f
avalanche photodiodes, 24.62–24.65, 

24.63f–24.66f
pin photodiodes, 24.55f–24.57f, 24.58–24.61, 

24.59f, 24.60f
pn photodiodes, 24.52f, 24.55–24.58, 

24.55f–24.59f
UV- and blue-enhanced photodiodes, 24.55f,

24.61–24.62, 24.61f, 24.62f
Silicon-intensifier-target (SIT) vidicons, 31.8
Silver, colloidal, 29.13
Silver halide crystals, 30.1, 30.5–30.7, 30.6f
Silver halide light detectors, 30.7–30.9, 30.8f
Silver halide surfaces, 29.4, 30.14–30.15, 30.15f
Simple lens, thermal focus shift of, 8.2–8.4, 

8.3t, 8.4t
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Simulated annealing, 3.19
Simultaneous measurement, in phase-shifting 

interferometry, 13.22
Simultaneous multiple surfaces (SMSs), 39.17, 

39.17f
Sine plate, 12.10, 12.11f
Single heterojunction LEDs, 17.12, 17.12f
Single isolated pulses, 21.4
Single material designs, 6.22, 6.23f
Single monochromators, 38.15f, 38.16f
Single optical pulse, 20.2–20.3, 20.3f, 20.6–20.7
Single point diamond turning (SPDT), 6.1, 

6.20
Single quantum well (SQW) LEDs, 18.1
Single-frequency lasers, 19.37f
Single-lens arrays, 39.33–39.34, 39.34f
Single-longitudinal-mode lasers, 19.38
Single-pass photodetectors, 26.4f
Single-shot ƒ-to-2ƒ interferometers, 21.6
Single-use cameras, 30.26
Size-of-source effect, 34.33
Skew ray limits, 39.20, 39.20f
Skewness, 40.42
Skot (unit), 36.7
Skytubes, 40.50f
Skywells, 40.50f
Sliding prisms, 12.4, 12.4f
Slit polynomials, 11.30, 11.35t, 11.36t
Slot interrupters, 17.34
Small-signal gain coefficient, 16.10
Smoke detectors, 17.34
Snubbing, 27.9–27.10
Society of Automotive Engineers (SAE), 40.2, 

40.63–40.64
Society of Photooptical and Instrumentation 

Engineers (SPIE), 25.2, 39.12
Soft mounting, 6.1, 6.4–6.5, 6.4f
Software:

for lighting simulation, 40.18–40.23
for nonimaging modeling, 39.6–39.8
for optical design (see Optical design 

software)
for stray light suppression, 7.24–7.27

Solar collection, 39.1
Solar light pipes (SLPs), 40.49, 40.51f
Solid angles, 34.9, 34.9f, 37.4, 39.5, 39.5f
Solid lightpipes, 39.30–39.31
Solid-state lasers, 16.12, 16.13, 16.17–16.18, 

16.18f, 22.20–22.21
Solid-state lighting, 18.4–18.5, 18.4f

Solid-state photomultipliers (SSPM), 33.9
Soliton solution, 20.5–20.9
Solves (term), 3.5
Source coupling, 40.41–40.42
Source diameter, for fiber optics, 17.33
Source modeling, 39.7
Source modeling software, 40.19–40.20
Source modulation, 27.3
Spaciousness, perception of, 40.5
Spatial dilution, 39.6
Spatial noise, 33.26–33.27, 33.26f
Special-purpose sources (of radiation), 15.53
Specifications, optical (see Optical 

specifications)
Speckle effects, 39.32
Spectra Diode Labs, 19.29, 19.29t, 19.41
Spectral (term), 35.2, 35.3
Spectral D-double star, 24.12
Spectral density, 22.3–22.4
Spectral dependence (of radiometric quantities), 

34.9–34.10
Spectral detectivity, 24.12
Spectral D-star, 24.12
Spectral emittance, 35.7, 35.15
Spectral errors, 34.36
Spectral irradiance, 38.1–38.2, 38.11t,

38.13–38.16, 38.13f–38.16f
Spectral irradiance calibration transfer devices, 

34.31
Spectral irradiance lamps, 15.11, 15.12, 15.13f
Spectral lambertian source, 34.17
Spectral lamps, 15.44, 15.45, 15.45f, 15.46f,

15.46t
Spectral luminous efficiency, for photopic 

vision, 36.8, 36.8f, 36.9f, 36.16f, 37.2
Spectral noise density, 22.3–22.5
Spectral noise equivalent power, 24.12
Spectral properties:

of laser field, 23.28–23.31, 23.30f
of micromaser field, 23.31–23.33
of semiconductor lasers, 19.36–19.39, 

19.37f, 19.38f
Spectral radiance, 38.2, 38.11t, 38.13–38.16, 

38.13f–38.16f
Spectral radiance calibration transfer devices, 

34.31
Spectral radiance ribbon filament lamps, 

15.11, 15.12f
Spectral radiance units, 34.23–34.24
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Spectral reflectance, 35.4, 35.5, 38.2, 
38.17–38.18, 38.18f

Spectral response, of photodetectors, 24.18, 
24.19f

Spectral responsivity, 24.12, 38.3, 38.18–38.19
Spectral scattering, 38.10
Spectral sensitivity, of photographic films, 

29.11, 29.11f
Spectral sensitizers, photographic, 

30.13–30.18
about, 30.13–30.14, 30.14f
color science of, 30.15–30.18, 30.16f, 30.17f
photophysics of, on silver halide surfaces, 

30.14–30.15, 30.15f
Spectral transmittance, 35.10, 38.2, 38.17, 

38.17f
Spectrally stray radiation errors, 34.36
Spectralon, 38.12, 38.13
Spectrophotometers and spectrophotometry, 

34.6, 35.8–35.9, 38.17, 38.17f
Spectroradiometry, 38.1–38.19

about, 38.1
calculations for, 38.3–38.5
calibration of, 38.11–38.13, 38.11t, 38.12f
computer software for, 38.11
detectors in, 38.8–38.10, 38.9t, 38.10t
electronics of, 38.10
errors in, 38.5–38.6
figures of merit in, 38.5–38.6
input (fore-) optics in, 38.7
monochromators in, 38.7–38.8
quantities used in, 38.1–38.2
spectroradiometers, 38.18, 38.18f
system designs in, 38.13–38.19

spectral irradiance/radiance, 38.13–38.16, 
38.13f–38.16f

spectral reflectance, 38.17–38.18, 38.18f
spectral responsivity, 38.18–38.19
spectral transmittance, 38.17, 38.17f

Specular reflectance, 35.10, 35.13
Specular transmittance, 35.3, 35.9f
Specular vanes, 7.17, 7.17f
Speed:

of LEDs, 17.33
of photodetectors, 24.20, 24.21
(See also Photographic film speed)

SPEOS (optical software), 7.27
Sphere(s):

aberrations in, 11.30
integrating (see Integrating spheres)

Sphere(s) (Cont.):
nonuniformities with integrating, 

39.24–39.26, 39.24f, 39.25f
projected area of, 36.3–36.4, 36.3f, 36.3t

Spherical lambertian source, 34.17
Spherical lenses, 39.8, 39.9f
Spherical optics fabrication, 9.4–9.6
Spherochromatism, 2.2
Spherometers, 12.18–12.19, 12.18f, 12.19f, 12.19t
Spline surfaces, 39.6
Spokes, aperture, 3.20
Spontaneous emission lasers (see Correlated 

emission lasers)
Spontaneous emission rate, 23.8
Spot-diagram analysis, 3.13–3.16
Spring-loaded mountings, 6.13, 6.14f
Square polynomials, 11.30, 11.31t–11.34t, 11.36t
Stability:

light, 30.10
of photodetectors, 24.21, 24.21f
of photoemissive detectors, 24.41

Stabilization, light, 30.12–30.13 (See also Laser 
stabilization)

Stable resonators, 16.23, 16.23f
Stadia, 12.2–12.3, 12.3f
Staggered linear CCD image sensor, 32.23f, 32.24
Stagnation, 3.17
Staircase APDs, 26.3
Standard for the Exchange of Product model 

data (STEP), 40.19
Standards:

baseline, of radiation sources, 15.9f, 15.10f,
15.12f

for detectors, 38.12–38.13
for infrared radiometry, 15.11–15.12, 15.12f
international, 4.11
for length measurements, 12.2
for lighting, 40.19
for lighting system layout and simulation, 

40.19
for optical image quality, 4.6
published, 4.10
of reflectance, 35.14t
search engine for, 4.11
of spectral transmittance, 35.10
for vehicular lighting, 40.63–40.64, 40.66f,

40.66t
working, of radiation sources, 15.9–15.13, 

15.10f, 15.12f, 15.13f
Star concentrators, 39.20, 39.21
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Staring arrays, 33.6–33.7, 33.6f, 33.14
Staring FPAs, 33.16–33.17, 33.29, 33.29t
Steady-state pulse train, 20.5–20.9
Stefan-Boltzmann law, 34.24, 37.11
Steradian (sr), 36.3, 37.4, 37.4f
Sterilamps, 15.35, 15.36f
Stilb (unit), 34.43, 36.7, 36.8t
Stimulated absorption, 16.7–16.8, 16.8f
Stimulated emission, 16.2, 16.7–16.9, 16.8f, 23.8
Stop lamps, 40.64f, 40.67, 40.68t, 40.69f
Stop shifting, 2.5, 2.6f
Stops:

aperture, 34.18, 34.19f
field, 34.18–34.19, 34.19f

Straddling springs, 6.13, 6.14f
Straightness measurement, 12.10
Strained QW lasers, 19.15–19.17, 19.16f
Stray capacitance noise, 27.5, 27.6f
Stray light, 29.15–29.16, 29.15f
Stray light suppression, 7.1–7.32

about, 7.1–7.2
aperture placement in, 7.5–7.10

aperture stops, 7.6–7.7, 7.7f, 7.8f
field stops, 7.7, 7.8f, 7.9f
Lyot stops, 7.8–7.10, 7.8f–7.11f

baffles in, 7.10, 7.11
and BRDF characteristics, 7.23, 7.24f
Cassegrain design with aperture stop at 

primary (example), 7.3f
contamination levels in, 7.18–7.19, 7.18t,

7.19f–7.21f
evaluation methods for, 7.27–7.29, 7.29f
illuminated objects in, 7.5, 7.5f, 7.6f
imaged critical objects in, 7.4, 7.5f
information sources on, 7.31–7.32
issues with, 7.30–7.31
and point source transmittance definitions, 

7.22–7.23
radiation transfer equation for, 7.21–7.22
real-space critical objects in, 7.2–7.4, 7.3f, 7.4f
software for, 7.24–7.27
and stray radiation paths, 7.22
strut design in, 7.20, 7.21, 7.21f
and surface scattering characteristics, 7.23
vane spacing and depth in, 7.13–7.17

angle considerations, 7.13–7.16, 7.14f, 7.15f
bevel placement, 7.13, 7.14f
depth considerations, 7.16, 7.16f, 7.17f
specular vanes, 7.17, 7.17f

vanes in, 7.11–7.12, 7.12f, 7.13f

Stray radiation paths, 7.9, 7.22
Street lighting, 40.69–40.71, 40.70t, 40.71t
Stress tolerance, 6.3
Stretched segment displays, 17.30–17.31, 

17.30f, 17.31f
Strip mirror integrator (SMI), 39.40
Strong field approximation, 21.3
Strong VW reflectometer, 35.10f
Strut design (in stray light suppression), 7.20, 

7.21, 7.21f
Subjective tone reproduction, 29.16
Submillimeter (SubMM) radiation, 24.3
Subminiature lamps, 15.53
Sub-Nyquist interferometry, 13.27
Substrate(s):

absorbing, 17.7, 17.7t
for HB-LEDs, 18.2–18.3, 18.2f
LED, 17.20–17.21, 17.20t
mirror, 6.17–6.18, 6.17f, 6.18f
transparent, 17.7, 17.7t

Suncatchers, 40.48, 40.50f
Superconducting bolometers, 28.5, 28.7t
Superposition (of uniformity), 39.2, 39.32, 

39.33f
Superposition-of-sources nonlinearity mea-

surement, 34.33
Supersensitizers, 30.14, 30.15, 30.15f
Support wires, light bulb, 40.29f, 40.30
Surface emitting lasers (SELs) (SLASERs), 

19.39–19.41, 19.39f, 19.40f, 19.42f, 19.43t,
25.15

Surface emitting LEDs (SLEDs), 25.15
Surface finishing, of diamond-turned optics, 

10.9–10.11, 10.9f–10.11f
Surface generation current, 32.10, 32.11, 

32.11f
Surface measurement systems, 40.53, 40.54
Surface mount device (SMD) package, 18.5f
Surface mount LEDs (SMDs), 40.37
Surface profilometers, 9.6
Surface scattering, 7.23
Surface-channel CCDs, 32.14
Surface-channel MOS capacitors, 32.4f, 32.7
Surfaces, modeling of, 40.17
Suspended luminaires, 40.13f
Synchronotron radiation, 34.26–34.27
Synchronous pumping, 16.29
System specifications, for lenses, 4.3
Système International (SI), 12.2, 36.2, 37.3

(See also SI units)
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Taillights, 40.21, 40.22f, 40.64f, 40.67, 
40.68t, 40.69f

Tailored (T) reflectors, 39.37–39.39, 39.38f
Tailoring (of uniformity), 39.2
Talbot autoimages, 12.23, 12.24
Talbot’s law, 34.33–34.34
Tandem-lens arrays, 39.34, 39.35f–39.37f
Tapered lightpipes, 39.12–39.13, 39.13f,

39.31–39.32, 39.31f
Task lighting, 40.12, 40.14
Taylor-Hobson Form TalySurf, 9.6
Technical specifications, 4.2
Tehis method, 40.53, 40.54
Telecentric distribution, 39.18, 39.18f
Telescope(s):

astronomical, 1.7f
Galilean, 1.7f
Hubble, 11.4, 13.24
Keck, 11.4
reflecting, 11.4
unit magnification Galilean, 12.4, 12.4f

Telescoping input optics, 38.7
Temperature:

color, 37.4t, 37.6–37.7
correlated color, 37.7, 38.5
distribution, 37.7
and mounted optics, 6.21–6.24, 6.22f–6.24f
radiance, 37.4t, 37.6

Temperature control, of PZT transducers, 22.19
Temperature noise, 24.12
Temperature specifications, for lenses, 4.10
Temperature-dependence effects, 34.36–34.37
Templates (for curvature measurement), 12.17
Tensile-strained QW lasers, 19.16, 19.16f, 19.17
Test plates (for curvature measurement), 12.17
Testing, 13.1–13.27

aspherical wavefront measurement, 
13.23–13.27

holographic compensators, 13.25, 13.25f,
13.26f

infrared interferometry, 13.25
Moiré tests, 13.26–13.27
refractive or reflective compensators, 

13.24, 13.24f, 13.25
sub-Nyquist interferometry, 13.27
two-wavelength interferometry, 13.25, 

13.26
wavefront stitching, 13.27, 13.27f

computer-generated holograms in 
(see Computer-generated holograms)

Testing (Cont.):
of convex surfaces, 14.5
interferogram evaluation, 13.14–13.18

direct interferometry, 13.17–13.18
fixed interferograms, 13.14–13.15
Fourier analysis of interferograms, 

13.16–13.17, 13.17f
global and local interpolation of interfero-

grams, 13.15–13.16
interferometric, 13.7–13.12

common path interferometer, 13.9, 13.11f
Fizeau interferometer, 13.8–13.9, 13.9f,

13.10f
lateral shearing interferometers, 

13.9–13.12, 13.11f, 13.12f
multiple-pass interferometers, 13.13
multiple-reflection interferometers, 13.13
radial, rotational, and reversal shearing 

interferometers, 13.12, 13.13f
sensitivity of interferometers, 13.13–13.14, 

13.14f
Twyman-Green interferometer, 13.7–13.8, 

13.7f, 13.8f
Zernike phase-contrast method applied to 

interferometers, 13.13–13.14, 13.14f
noninterferometric, 13.1–13.7

Foucault test, 13.2–13.3, 13.2f, 13.3f
Hartmann test, 13.4–13.6, 13.5f
Hartmann-Shack test, 13.6–13.7, 13.6f
Ronchi test, 13.3–13.4, 13.3f, 13.4f

phase-shifting interferometry, 13.18–13.23, 
13.18f–13.20f

heterodyne interferometer, 13.22
integrating bucket method, 13.21, 13.21f
phase errors, 13.22
phase stepping, 13.20, 13.20f
phase-lock method, 13.23, 13.23f
simultaneous measurement, 13.22
two steps plus one method, 13.21, 13.22

in wafer processing, 17.24
Thef-number, 38.8
Theodolites, 12.13
Thermal arrays, 28.7–28.12

about, 28.7–28.8
noise equivalent temperature difference in, 

28.8–28.9
pyroelectric hybrid, 28.11–28.12, 28.11f, 28.12f
resistive bolometer, 28.10–28.11, 28.10f
theoretical limits of, 28.9–28.10, 28.9f
thermoelectric, 28.12, 28.12f
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Thermal circuit theory, 28.2
Thermal coefficient of resistance (TCR), 33.2, 

33.14
Thermal compensation, 8.1–8.15

about, 8.2
and effect of thermal gradients, 8.6–8.7
and homogeneous thermal effects, 8.2–8.5, 

8.3t, 8.4t, 8.5f
intrinsic athermalization, 8.7–8.8, 8.7f
mechanical athermalization, 8.8–8.12, 

8.8f–8.12f
optical athermalization, 8.12–8.15, 

8.13t–8.15t
tolerable homogeneous temperature change, 

8.5–8.6, 8.6f
Thermal defocus, of compound lens, 8.4, 8.5f
Thermal detector(s), 24.4–24.6, 24.4f,

28.1–28.12, 38.9, 38.9t
arrays of, 28.7–28.12

about, 28.7–28.8
noise equivalent temperature difference, 

28.8–28.9
pyroelectric hybrid arrays, 28.11–28.12, 

28.11f, 28.12f
resistive bolometer arrays, 28.10–28.11, 

28.10f
theoretical limits, 28.9–28.10, 28.9f
thermoelectric arrays, 28.12, 28.12f

bolometer, 24.5f, 28.3–28.5, 28.4f
Golay cell, 28.6
ideal, 28.2–28.3, 28.3f
performance/sensitivity of, 24.17, 24.18f
properties of, 28.7, 28.7t
pyroelectric, 24.6, 24.6f, 28.7
and thermal circuit theory, 28.2
thermistor, 24.5
thermocouple, 28.4
thermopile, 24.5f, 28.4–28.5

Thermal expansion, 33.14
Thermal fatigue, 17.25
Thermal focus shift, 8.2–8.4, 8.3t, 8.4t
Thermal gradients, effect of, 8.6–8.7
Thermal infrared detectors, 33.7, 33.8f
Thermal noise, 24.13, 27.4, 32.20
Thermal properties, of high-power lasers, 

19.26, 19.27f
Thermal stability, of plastic packaging 

materials, 17.26
Thermistor bolometers, 24.24–24.25, 24.24f,

24.25f, 28.7t

Thermistors, 24.5
Thermocouple junctions, noise from, 27.6, 

27.6f
Thermocouples, 24.5, 28.7t

about, 28.1
manufacturers’ specifications for, 

24.22–24.23, 24.22f
as thermal detectors, 28.4

Thermoelectric arrays, 28.12, 28.12f
Thermopiles, 24.5, 28.7t

defined, 24.13
manufacturers’ specifications for, 

24.23–24.24, 24.23f
as thermal detectors, 28.4–28.5

q1/q2 concentrators, 39.18–39.20, 39.19f
Thick window chips, 17.7, 17.7t
Thin doublet, 1.15–1.16
Thin lenses, 1.5
Thin teflon diffusers, 38.15f
Thin-disk lasers, 16.18
35-mm photographic films, 30.21, 30.25
Thoria (in incandescent lights), 40.27
Threaded retaining rings, 6.3, 6.3f
3D concentrators, 2D vs., 39.20–39.21, 39.20f,

39.21f
Three-chip color systems, 32.32, 32.33f
Three-material athermal solutions, 8.14, 8.14t,

8.15t
Three-phase CCDs, 32.15, 32.16f
Three-step rescattering model, 21.3
Threshold carrier density, 19.12, 19.12f, 19.13, 

19.13f
Threshold current, 19.6, 19.6f
Threshold modal gain, 19.12, 19.12f, 19.13, 

19.13f
Threshold voltage, 25.11
Tightly toleranced assembly, 6.7, 6.7f
Time delay integration (TDI), 33.4
Time delay integration (TDI) linear sensors, 

32.23f, 32.24
Time delay integration (TDI) scanning FPAs, 

33.17, 33.17f
Time evolution of the field, 23.15–23.17, 23.15f
Time-averaged color mixing, 40.8
Time-based measurement, 12.2, 12.4, 

12.5, 12.6f
Time-dependent error, 34.35
Time-of-flight distance measurement, 

12.4, 12.5
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Titanium oxide (TiO2) UV detectors, 24.47, 
24.48f

Titanium-doped sapphire (Ti:Al2O3) lasers, 
16.34, 16.34f

Titanium-doped sapphire (Ti:Al2O3) ring 
lasers, 20.16–20.17, 20.16f, 20.17f

Tolerance budgeting, 5.3
Tolerance verification, 5.3
Tolerances, 5.2–5.8

assembly, 5.8
basis for, 5.2–5.3
boresight, 5.8
budgeting of, 5.3
distortion, 5.8
optical vs. mechanical, 5.2
verification of, 5.3
wavefront, 5.3–5.7, 5.4f, 5.5f, 5.5t, 5.6t, 5.7f

Tolerancing, 5.8–5.11
and aberration balancing, 11.35, 11.36
about, 5.1–5.2
and material properties, 5.9
measurement practices for, 5.8–5.9
and optimization, 3.20–3.21
problems in, 5.11
procedures for, 5.9–5.10
shop practices for, 5.8

Tone reproduction, 29.16–29.17, 29.17f
Total flux into a hemisphere, 34.15
Total hemispherical emittance, 35.15, 35.15f
Total internal reflection (TIR), 39.12, 39.17, 

40.41
Total internal reflection (TIR) Fresnel lenses, 

39.10
Total luminous flux, 37.4t, 37.6
Total radiant flux, 37.4t, 37.6
Total transmittance, 35.3, 35.9f
Traceability:

of absolute measurements, 34.21
errors in, 34.28

TracePro (optical software), 7.27
Transconductance amplifiers, 27.11–27.12, 

27.11f
Transducer resonance, 22.8, 22.11–22.12
Transducers, 22.17–22.20
Transformers, in voltage amplifiers, 27.11
Transient photon counting, 27.14
Transmission, 4.7

actual/idealized, 35.2f
defined, 35.3

Transmission density, of photographic films, 
29.6–29.7, 29.7f

Transmissive sensors, 17.34
Transmittance, 35.3

measurement of, 35.8–35.10, 35.9f
and reflectance/absorptance, 35.7, 35.8, 35.8t
spectral, 38.2, 38.17, 38.17f

Transmitter speed, for fiber optics, 17.33
Transparency, 39.23, 40.5
Transparency point, 19.5
Transparent substrate (TS) chips, 17.7, 17.7t
Transportation lighting, 40.63–40.71

roadway lighting, 40.67, 40.69–40.71, 
40.70t, 40.71t

vehicular lighting, 40.63–40.67, 40.64f,
40.65t, 40.66f, 40.66t, 40.68t, 40.69f

Transverse electromagnetic mode (TEM), 
16.21–16.23, 16.22f

Transverse junction stripe (TJS) lasers, 19.8, 
19.9f, 19.23–19.24, 19.36f

Transverse laser modes, 16.21–16.23, 
16.21f–16.23f

Transverse ray plots, 2.2–2.4, 3.13
Traveling microscopes, 12.20, 12.21, 12.21f
Traveling wave photodetectors, 26.4f, 26.5, 

26.14f
Treaty of the Meter of 1875, 34.20, 36.2
Triphosphors, 40.31, 40.32f
Triplet lens, air-spaced, 6.21, 6.22f
Tristimulus values, 38.3–38.4
Troffers, fluorescent luminaire, 40.47
Troland (unit), 34.41–34.42, 37.7, 37.8
Trough reflectors, 40.46f, 40.47
Trumpet (term), 39.15, 39.16f, 39.17
Tubular PZT transducers, 22.17–22.18
Tungsten:

in HID lamps, 40.35
in incandescent lights, 40.25, 40.27, 40.29

Tungsten lamps, 15.13, 40.26t, 40.28f
Tungsten-arc lamps, 15.47–15.48, 15.48f, 15.49f
Tungsten-filament lamps, 15.11, 15.12, 15.13f,

15.19, 15.20, 15.20f–15.22f, 34.31
Tungsten-halogen lamps, 15.11, 15.12, 15.13f,

40.25t, 40.26t, 40.30
Tunnel diagram (see Williamson construction)
Tunnel lighting, 40.71
Tunneling current, 25.8
Twin-channel lasers (TCLs), 19.27
Twin-channel substrate mesa (TCSM) lasers, 

19.20t, 19.21f, 19.23
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Twin-ridge structure (TRS) lasers, 19.19, 
19.20t, 19.21f, 19.22–19.23

2D (term), 39.4
2D concentrators, 3D vs., 39.20–39.21, 39.20f,

39.21f
2D high-power laser arrays, 19.29–19.30, 

19.29t, 19.30f
Two-color gating, 21.7
Two-component systems, first-order layout for, 

1.5–1.7
Two-interference pattern distance-measuring 

interferometer, 12.7, 12.7f
Two-mirror imaging system, 39.17
Two-phase CCDs, 32.15–32.16, 32.16f
Two-stage baffle, 7.10
Two-step rescattering model, 21.3
Two-steps-plus-one phase shifting, 

13.21, 13.22
Two-wavelength interferometry, 13.25, 13.26
Twyman-Green interferograms, 13.10f, 13.18f
Twyman-Green interferometers, 13.7–13.8, 

13.7f, 13.8f
Type A errors (in absolute measurement), 

34.21–34.23
Type B errors and error sources (in absolute 

measurement), 34.32–34.37
defined, 34.21–34.23
nonideal aperture, 34.35–34.36, 34.35f
nonlinearity of detector, 34.34–34.35
nonuniformity, 34.35
offset subtraction, 34.32–34.33
polarization effects, 34.33
scattered radiation effect, 34.33
size-of-source effect, 34.33
spectral errors, 34.36
temperature-dependence effects, 34.36–34.37
time-dependent error, 34.35

Ultrashort cavity microlasers, 19.39
Ultrashort optics, 20.1–20.28

about, 20.1–20.2
cavities with two circulating pulses, 

20.15–20.22
linear lasers, 20.18–20.19, 20.19f
optical parametric oscillators, 20.20–20.22, 

20.20f, 20.21f
ring dye lasers, 20.15–20.16
ring lasers, 20.17–20.18, 20.17f
Ti:sapphire ring lasers, 20.16–20.17, 

20.16f, 20.17f

Ultrashort optics (Cont.):
coupling of circulating pulses, 20.12–20.15, 

20.12f, 20.15f
optical pulses and pulse trains, 20.2–20.9

single optical pulse, 20.2–20.3, 20.3f
soliton solution and steady-state pulse 

train, 20.5–20.9
train of pulses, 20.3–20.5, 20.4f, 20.5f

and quantum mechanical two-level system, 
20.22–20.28

coherent interaction, 20.22–20.23
experimental demonstration, 20.24–20.27, 

20.25f–20.27f
impact of analogy, 20.27–20.28
laser as two-level system, 20.23–20.24, 

20.25t
Rabi cycling, 20.26–20.27, 20.26f, 20.27f

steady-state pulse, 20.9–20.12, 20.11f
Ultrasonic-assisted machining, 10.5
Ultraviolet (UV) detectors:

silicon carbide, 24.47, 24.47f
TiO2, 24.47, 24.48f

Ultraviolet (UV) enhanced photodiodes, 
24.55f, 24.61–24.62, 24.61f, 24.62f

Ultraviolet (UV) filters, 40.12
Ultraviolet (UV) radiation, 34.6

and color film, 30.3
far, 15.12, 15.13
spectrum of, 25.2
vacuum, 24.3

Uncrossed reflectors, 39.38, 39.38f
Unified Glare Rating (UGR), 40.10–40.11, 40.11t
Uniform illumination, of nonimaging optics, 

39.22–39.41
with classic projection systems, 39.23–39.24, 

39.23f
faceted structures in, 39.39–39.41, 39.39f,

39.40f
integrating cavities in, 39.24–39.27, 39.24f,

39.25f, 39.27f
lens arrays in, 39.32–39.37, 39.33f–39.37f
lightpipes in, 39.13f, 39.27–39.32, 

39.28f–39.30f
tailored reflectors, 39.37–39.39, 39.38f

Uniformity:
angular, 39.31
control of, 39.1–39.2
of luminance/illuminance, 40.7, 40.13f
of photodetectors, 24.20
and visual discomfort, 40.9
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Unit conversions:
for English and SI units, 37.7, 37.7t
for illuminance, 36.7t, 36.8t
for photometric and radiometric quantities, 

36.11–36.14, 36.12f–36.14f
Unit magnification Galilean telescope, 12.4, 

12.4f
Unlit-appearance modeling, 40.21
Unmodulated signal sources, 27.12
Unstable resonators, 16.25–16.26, 16.26f
Unstrained QW lasers, 19.15–19.16, 19.16f
Uplight, 40.43, 40.44f, 40.45
U.S. Air Force three-bar target, 4.6
Useful life period, of LEDs, 17.26, 17.26f
Uviarc, 15.28–15.29, 15.29f, 15.30f

Vacuum, laser gain media in, 16.36–16.37, 
16.37f

Vacuum lamps, 34.31
Vacuum ultraviolet (VUV) radiation, 24.3
Valence band, 17.3, 17.4, 17.4f
Valence lighting, 40.13f
Vanes (in stray light suppression), 7.11–7.17

defined, 7.11–7.12, 7.12f, 7.13f
placement design for, 7.12f
and scatter path, 7.13f
spacing and depth of, 7.13–7.17, 7.14f–7.17f

Vapor exposure, in LED packaging, 17.26
Vapor phase epitaxy (VPE), 17.21, 17.22
Variable temperature blackbody, 15.10f
Variable-orientation mirrors, 6.17
Varifocal systems, first-order layout for, 

1.11–1.12
Vector flux, 39.21–39.22
Vehicular lighting, 40.63–40.67, 40.64f, 40.65t,

40.66f, 40.66t, 40.68t, 40.69f
Veiling reflections, 40.12, 40.14
Verification (of tolerance), 5.3
Vertical antiblooming, 32.9, 32.10f
Vertical Bridgeman technique, 17.21
Vertical cavity lasers, 19.41, 19.42f, 19.43t
Vertical cavity semiconductor lasers, 16.36
Vertical cavity surface-emitting lasers (VCSELs), 

16.36
Vertical illuminance, 40.7
Vertically integrated photodiode (VIP) FPAs, 

33.10
Vertically illuminated pin photodiodes, 26.3, 

26.4f, 26.5, 26.10, 26.12–26.13, 26.12f

Very-long-wavelength infrared (VLWIR) 
radiation, 24.3

Very-long-wavelength semiconductor lasers, 
19.7–19.8

Vibration specifications, for lenses, 4.10
Vibration-resistant optical reference cavity, 

22.16, 22.17f
Vignetting, 3.4, 34.19
Virtual phase CCDs, 32.16–32.17, 32.16f
Visible array detectors, 32.1–32.34

about, 32.2
image sensing elements of, 32.2–32.12, 32.3f

antiblooming, 32.9, 32.10f
dark current, 32.10–32.12, 32.11f
junction photodiode, 32.3–32.6, 32.4f,

32.6f
MOS capacitor, 32.7–32.8
photoconductor, 32.8–32.9
pinned photodiode, 32.8

readout elements of, 32.12–32.21
CCD, 32.12–32.20, 32.13f, 32.15f–32.18f
MOS, 32.20–32.21

sensor architectures of, 32.21–32.34
area image sensor arrays, 32.24–32.32, 

32.25t, 32.26f–32.31f
color imaging, 32.32–32.34, 32.33f, 32.34f
linear image sensor arrays, 32.21–32.24, 

32.22f, 32.23f
Visible light photon counters (VLPCs), 33.9
Visible (VIS) radiation, 24.3, 25.2
Vision, 40.3–40.6, 40.9

biology of, 40.3–40.4
and perception, 40.4–40.5
photopic/scotopic/mesopic, 34.37–34.39, 

37.2
(See also Human eye)

Visual clarity, perception of, 40.5
Visual discomfort, 40.9–40.12, 40.11t
Visual discomfort probability (VCP), 40.10
Visual photometry, 36.4
Visual science, 34.37
Vivid color (VC) film, 30.27
Voltage amplifiers, 27.10–27.11

Wafer processing, 17.23–17.25
Wall slot lighting, 40.13f
Wall-grazing illumination, 40.13f
Wall-washing illumination, 40.13f
Watanabe, F., 39.33
Watt (unit), 39.2t
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Wave modulation distance meter, 12.5, 12.6f
Waveband materials, 8.3t, 8.4t
Waveband structure of semiconductors, 

17.3–17.6, 17.3f–17.5f
Wavefront error (W), 4.1, 4.3, 4.7, 4.8
Wavefront measurement, aspherical (see

Aspherical wavefront measurement)
Wavefront stitching, 13.27, 13.27f
Wavefront tolerancing, 5.3–5.7, 5.4f, 5.5f, 5.5t,

5.6t, 5.7f
Wavefronts, from lenses, 4.3–4.5, 4.5t
Waveguide photodetectors, 26.4f, 26.5
Waveguide pin photodiodes, 26.13–26.14, 

26.14f
Wavelength, in fiber optics, 17.33–17.34
Wavelength errors, 34.36
Wearout period, 17.26, 17.26f
Weighting functions, 36.17
Well capacity, 25.11
Welsbach mantle, 15.17, 15.18
Whiffletrees (lever mechanisms), 6.19
White light, 18.4–18.5, 18.4f, 40.7, 40.8, 40.24
White surfaces, reflectivity of, 17.31
White-light LEDs, 40.37, 40.38
WI 9 lamps, 15.21f
WI 14 lamps, 15.21f
WI 16/G lamps, 15.21f, 15.22f
WI 17/G lamps, 15.22f
WI 40/G lamps, 15.22f
WI 41/G lamps, 15.22f
Wiener spectrum, 29.21
Wien’s displacement law, 15.7, 34.23, 
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FIGURE 2.1 (Left) Rays exiting a lens are intercepted at three evaluation planes. (Right) Ray intercept 
curves plotted for the evaluation planes: (a) at the point of minimum ray error (circle of least confusion); (b) at
the paraxial image plane; and (c) outside the paraxial image plane.
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FIGURE 2.2 Meridional ray intercept curves of a 
lens with spherical aberration plotted for three colors.
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EP FIGURE 2.3 Evaluation of a lens on-axis 
and at two off-axis points. The reduction of the 
length of the curve with higher field indicates 
that the lens is vignetting these angles. The dif-
ferences in slopes (dashed lines) at the origin 
between the meridional and skew curves indi-
cate that the lens has astigmatism at these field 
angles. The variation in the slopes with field 
indicates the presence of field curvature.
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FIGURE 2.4 Ray intercept curve showing 
coma combined with spherical aberration.
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FIGURE 2.5 Field curve: distortion 
plot. The percentage distortion is plotted 
as a function of field angle. Note that the 
axis of the dependent variable is the hori-
zontal axis.

–1 0

% Distortion

Angle (degree)

1

FIGURE 2.6 Field curve: field curvature plot. The locations of 
the tangential T and sagittal S foci are plotted for a full range of field 
angles. The Petzval surface P is also plotted. The tangential surface is 
always three times farther from the Petzval surface than from the sag-
ittal surface: (a) an uncorrected system and (b) a corrected system.
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FIGURE 40.3 Accent lighting. 

FIGURE 2.8 The effect of 
stop shifting on the meridional ray 
intercept curves of a double Gauss 
lens. (a) Stop located in front of 
the normal centrally located stop. 
(b) Stop at the normal stop position. 
(c) Stop behind the normal stop 
position. The dot locates the point 
on the curve where the origin is 
located for case (b).

(a)

(b)

(c)

FIGURE 2.7 Field curve: 
lateral color plot. A plot of the 
transverse ray error between red 
and blue chief ray heights in the 
image plane for a full range of 
field angles. Here the distance 
along the horizontal axis is the 
color error in the image plane.
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FIGURE 40.4 Wall sconces for providing ambient lighting and the much needed vertical illumination in various 
situations. 

FIGURE 40.5 Indirect lighting with cove lighting 
in a restaurant using light strips. The chandelier provides 
the decorative lighting without significantly contributing 
to any other lighting function.
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FIGURE 40.8 Views of the lit appearance (upper) of a star-shaped taillight (lower) at four horizontal 
angles of (a) 0°; (b) 10°; (c) 20°; and (d) 30°.
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FIGURE 40.9 Three perspectives of lit-scene renderings from a low-beam headlamp: (a) driver’s view; 
(b) 20 m above and behind automobile; and (c) bird’s eye view. 

(a) (b) (c)
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FIGURE 40.10a Rendering of a lit office room. 

FIGURE 40.10b Rendering of a lit desk with three objects located on it (wine glass, ice cube, and crystal 
ball) to show both diffuse and specular effects. 

FIGURE 40.22 Layout of the light classification system subzones.
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FIGURE 40.24 Depictions of luminaires: (a) Bankers lamp: multiple bounces inside the reflector create 
a wide angled uniform illumination; (b) Bouillotte lamp: vertical fluorescent tubes provide diffuse illumination; 
(c) indirect lighting with RLM fixture where the top surface reflects light into a wide angular range; (d) overhead 
direct-indirect lighting fixture using fluorescent tubular bulbs; and (e) parabolic louvered trough reflector for 
fluorescent tubes.

High reflectance
diffuse coating

Diffuse reflected
light from this
surface (indirect)

Direct light

Parabolic surface profile

                      (a) 

                      (d)                       (e) 

                      (b)                       (c) 

FIGURE 40.26 A conference room 
with artificial skylight made up of backlit 
ceiling image tiles. 

FIGURE 40.31 A Solar light pipe. (a) A 140-ft-tall light gathering and 
distributing device that presents daylight down into the core of a building that 
has no other access to daylight. (b) Light projected (10-in diameter) on the floor. 

(a) (b)
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FIGURE 40.33 Photograph of a source mea-
surement goniometer that is used to ascertain the 
luminance distribution of the source. The system 
wobble (electro-mechancial-software runout) is 
15 μm to allow for measuring small light sources like 
LED die.

16-bit, 1-M pixel
imaging

Rotating arm

Lens

Sample

Rotating
spindle

FIGURE 40.34 (a) A faceted headlamp including high-beam (right), low-beam (middle), and turn signal 
(left) luminaire. Note the yellowish tinge of the turn signal, which is due to the coating placed on the bulb used 
therein. (b) A faceted taillight including the following functions: tail (upper left), stop (upper right), turn signal 
(lower right), reflex reflector (lower middle), and backup (lower left).

(a) (b)

FIGURE 40.35 Luminous intensity (cd) distribution for the 
SAE low-beam requirements of Table 18.
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FIGURE 40.36 Illuminance (lx) distribution for the ECE passing/
low-beam requirements of Table 19.
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FIGURE 40.37 Luminous intensity (cd) distribution for the 
SAE stop lamp requirements of Table 20 (1 lit section).
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FIGURE 40.38 Luminous intensity (cd) distribution for the R7 
stop lamp requirements of Table 21 (1 lamp illumination level).
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COVER ILLUSTRATIONS

A Photograph Taken of a Lady Viewing Her Face Using One of the World’s Oldest Ground 
and Polished Mirrors.  The oldest known manufactured mirrors (ground and polished), made 
of obsidian (volcanic glass) have been found in ancient Anatolia in the ruins of the City of Çatal 
Hüyük = “mound at a road-fork.” The locations where the mirrors were discovered were dated 
6000 to 5900 B.C.E. by Mellaart and his coworkers. That city is located in the South Konya 
Plane of Modern Turkey. Thus, these mirrors are about 8000 years old (B.P.). The obsidian 
was transported over a distance of more than one hundred miles to the city for processing. 
These mirrors can be found at the Museum of Anatolian Civilizations in Ankara. One cannot 
fail to be impressed by the quality of this image seen by refl ectance from this ancient mirror! 
These mirrors had been buried twice. There is an extended history of processing of obsidian 
at that site for scrapers, spear, and arrow points and other tools. This very early city contained 
an estimated 10,000 individuals at that time(!); it was a center for development of modern 
agriculture, Indo-European languages, various crafts, etc., and had established road connec-
tions and trade relations [Enoch, J., Optom. Vision Sci. 83(10):775–781, 2006]. (This fi gure is 
published with permission of Prof. Mellaart, the Director of the Museum of Anatolian Civilizations, 
the author, and the editor of the Journal.)

Waveguide Modal Patterns in Vertebrate Eyes (Including Human).  This illustration demon-
strates the variety of waveguide modal patterns observed in freshly removed retinas obtained 
from normal human, monkey, and rat retinas [Enoch, J., J. Opt. Soc. Am. 53(1):71–85, 1963]. 
These modal patterns have been recorded in paracentral retinal receptors. Reverse path illu-
mination was employed. These modes were photographed in near monochromatic light. This 
fi gure provides representative modal patterns observed and recorded near terminations of 
these photoreceptor waveguides. With variation of wavelength, at cutoff (please refer to the “V” 
parameter), it is possible to witness sharp modal pattern alterations. In this fi gure, the intent 
was to show the classes of modal patterns observed in these retinal receptors. (This fi gure is 
reproduced with permission of JOSA and the author.)

Photoreceptors in the Human Eye. This fi gure shows the fi rst map ever made of the spatial 
arrangement of the three cone classes in the human retina. The three colors (red, green, and 
blue) indicate cones that are sensitive to the long, middle, and short wavelength ranges of the 
visible spectrum and are classifi ed as L, M, and S cones. The image was recorded from a living 
human eye using the adaptive optics ophthalmoscope, which was developed by David Williams’ 
lab at the University of Rochester [Liang, J., Williams, D. R., and Miller, D. (1997). Supernormal 
vision and high-resolution retinal imaging through adaptive optics, J. Opt. Soc. Am. A 14:2884–
2892]. This image was fi rst published in the journal Nature [Roorda, A., and Williams, D. R. 
(1999). The arrangement of the three cone classes in the living human eye, Nature 397:520–522]. 
(Courtesy of Austin Roorda and David Williams.)
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xxi

EDITORS’ PREFACE

The third edition of the Handbook of Optics is designed to pull together the dramatic developments 
in both the basic and applied aspects of the field while retaining the archival, reference book value 
of a handbook. This means that it is much more extensive than either the first edition, published 
in 1978, or the second edition, with Volumes I and II appearing in 1995 and Volumes III and IV in 
2001. To cover the greatly expanded field of optics, the Handbook now appears in five volumes. Over 
100 authors or author teams have contributed to this work.

Volume I is devoted to the fundamentals, components, and instruments that make optics pos-
sible. Volume II contains chapters on design, fabrication, testing, sources of light, detection, and a 
new section devoted to radiometry and photometry. Volume III concerns vision optics only and is 
printed entirely in color. In Volume IV there are chapters on the optical properties of materials, non-
linear, quantum and molecular optics. Volume V has extensive sections on fiber optics and x ray and 
neutron optics, along with shorter sections on measurements, modulators, and atmospheric optical 
properties and turbulence. Several pages of color inserts are provided where appropriate to aid the 
reader. A purchaser of the print version of any volume of the Handbook will be able to download 
a digital version containing all of the material in that volume in PDF format to one computer (see 
download instructions on bound-in card). The combined index for all five volumes can be down-
loaded from www.HandbookofOpticsOnline.com.

It is possible by careful selection of what and how to present that the third edition of the 
Handbook could serve as a text for a comprehensive course in optics. In addition, students who take 
such a course would have the Handbook as a career-long reference.

Topics were selected by the editors so that the Handbook could be a desktop (bookshelf) general 
reference for the parts of optics that had matured enough to warrant archival presentation. New chapters  
were included on topics that had reached this stage since the second edition, and existing chapters from 
the second edition were updated where necessary to provide this compendium. In selecting subjects to 
include, we also had to select which subjects to leave out. The criteria we applied were: (1) was it a specific 
application of optics rather than a core science or technology and (2) was it a subject in which the role of 
optics was peripheral to the central issue addressed. Thus, such topics as medical optics, laser surgery, and 
laser materials processing were not included. While applications of optics are mentioned in the chapters  
there is no space in the Handbook to include separate chapters devoted to all of the myriad uses of optics 
in today’s world. If we had, the third edition would be much longer than it is and much of it would soon 
be outdated. We designed the third edition of the Handbook of Optics so that it concentrates on the prin-
ciples of optics that make applications possible.

Authors were asked to try to achieve the dual purpose of preparing a chapter that was a worth-
while reference for someone working in the field and that could be used as a starting point to 
become acquainted with that aspect of optics. They did that and we thank them for the outstanding 
results seen throughout the Handbook. We also thank Mr. Taisuke Soda of McGraw-Hill for his help 
in putting this complex project together and Mr. Alan Tourtlotte and Ms. Susannah Lehman of the 
Optical Society of America for logistical help that made this effort possible.

We dedicate the third edition of the Handbook of Optics to all of the OSA volunteers who, since 
OSA’s founding in 1916, give their time and energy to promoting the generation, application, 
archiving, and worldwide dissemination of knowledge in optics and photonics.
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PREFACE TO VOLUME III

Volume III of the Handbook of Optics, Third Edition, addresses topics relating to vision and the eye 
which are applicable to, or relate to the study of optics. For reasons we do not understand fully, in 
recent years, there seems to have been a tendency for the optics and the vision science communi-
ties (the latter group was known in earlier times as “physiological optics”) to drift somewhat apart. 
Physiological optics had become a meaningful component within optics during the latter part of 
the nineteenth century. As but one example, we urge interested readers to read H. von Helmholtz’s 
masterful three-volume Handbook of Physiological Optics (third edition) which was translated by J. P. 
C. Southall, of Columbia University, into English by the Optical Society of America in the 1920s.1 It 
should also be noted that Allvar Gullstrand received the Nobel Prize in Physiology/Medicine in 1911 
for his work on model eyes, which was a direct application of thick lens theory. Gullstrand was not 
only a professor of ophthalmology at the University of Uppsala, but was also a professor of physi-
ological and physical optics at that institution. He also added five new chapters to the first volume of 
Helmholtz’s treatise published in 1909. Not only is this a remarkable scientific work, but much of it 
remains applicable today! The simple fact is that the two groups, optical science and vision science 
need each other, or, alternatively, are effectively “joined at the hip.” Thus, here, we seek to provide a 
broad view of vision, vision processes, and discussions of areas where vision science interacts with 
the ever broadening field of optics.

Obviously, no treatment such as this one can be complete, but we have tried here to present 
applicable topics in an orderly manner. In the current edition, we have taken a wide-ranging view of 
vision and its relationship with optics. In particular, in recent years, we have seen a rapid increase 
of interest in new technologies and applications in the areas of adaptive optics (AO), scanning laser 
ophthalmoscopy (SLO), and optical coherence tomography (OCT), amongst others. Separately, 
there has been rapid growth of refractive surgery (LASIK, etc.), use of intraocular lenses (IOLs), and 
other forms of visual corrections. And, we do not overlook the incredible expansion of information 
technology, the broad utilization of computer, video, and other forms of displays which have been 
employed in myriad applications (with associated implications in vision). 

We want to call the reader’s attention to the three cover illustrations. Here, of course, our choices 
were many! We have chosen one for its historical value, it is a photograph taken of a modern young 
lady viewing herself in an obsidian mirror in bright sunlight. That obsidian mirror, buried twice 
for extended time periods in its history, is ca. 8000 years old (!), and it is one of a number of the 
oldest known mirrors. These items are displayed in the Museum of Anatolian Civilizations, located 
in Ankara, Turkey2 and/or at the Konya Museum in Konya which is in the south-central valley of 
Turkey and is located near to the dig site. This photograph falls into the evolving field of archaeolog-
ical optics (not treated in this edition).3,4 Please consider the quality of the image in that “stone-age” 
mirror which was manufactured during the mesolithic or epipaleolithic period! A second figure dis-
plays a wave-guide modal pattern obtained radiating from a single human or primate photoreceptor 
in the early 1960s. There is further discussion of this topic in Chap. 8 on biological waveguides. The 
third figure is of human parafoveal cone photoreceptors taken from the living human eye by Austin 
Roorda (see Chap. 15). It was obtained using adaptive optics technology. The long (seen in red), 
middle (seen in green), and short (seen in blue) wavelength absorbing pigments contained in these 
individual cone photoreceptors are readily defined.     

Please note, with the formation of the section on radiometry and photometry in this edition, the 
chapter addressing such measurements (as they pertain to visual optics), written by Dr. Yoshi Ohno, 
was relocated to Volume II, Chap. 37. A new, relatively brief, chapter on radiometry and photometry 
associated with the Stiles-Crawford effect (of the first kind) (Chap. 9) has been added. It was added 
after the chapter on biological waveguides (Chap. 8). This chapter fitted more logically there (where 
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the Stiles-Crawford effects are discussed) than in the new section on radiometry and photometry. 
The new chapter raises issues suggesting that revision is needed for specification of the visual stimu-
lus (retinal illuminance) in certain test situations, particularly if the entrance pupil of the eye is 
larger than about 3 mm in diameter. 

The outline of the “Vision” section of the this edition offers the reader a logical progression of 
topics addressed. Volume III leads off with an extensive chapter on optics of the eye written by Neil 
Charman (Chap. 1). This material has been considerably expanded from the earlier version in the 
second edition. William S. Geisler and Martin S. Banks reproduced their earlier chapter on visual 
performance (Chap. 2); and Denis G. Pelli and Bart Farrell similarly repeated their chapter on psy-
chophysical methods used to test vision (Chap. 3). We are pleased that Prof. Gerald Westheimer 
wrote a new chapter on visual acuity and hyperacuity for this edition (Chap. 4). Professors Stephen 
A. Burns and Robert H. Webb repeated their chapter on optical generation of the visual stimulus 
(Chap. 5). Gerald Westheimer also kindly allowed the editors to reproduce a “classic” article he wrote 
some years ago in Vision Research on the topic of the Maxwellian view for inclusion in this edition. 
He also added a valuable addendum updating material in that discussion (Chap. 6). These chapters 
as a group provide a valuable introduction to this volume. As in other sections of the Handbook of 
Optics, all material written is intended to be at the first-year graduate student level. So saying, it is 
intended to be readable and readily appreciated by all parties.

The next set of topics is intended to broaden the discussion in several specific areas of interest. 
Chap. 7 by David H. Sliney addresses radiation hazards associated with vision and vision testing. 
Vasudevan Lakshminarayanan and Jay M. Enoch address biological waveguides in Chap. 8. This 
rapidly broadening subject grew out of work on the Stiles-Crawford effects, that is, “the directional 
sensitivity of the retina,” first reported in 1933. The 75th anniversary of this discovery was celebrated 
recently at the meeting of the Optical Society of America held in Rochester, New York, in 2008. In 
Chap. 9, Enoch and Lakshminarayanan speak of issues associated with the specification of the visual 
stimulus and the integration of the Stiles-Crawford effect of the first kind (SCE-1). These are mean-
ingful matters associated with photometric and radiometric characterization of visual stimuli.  

In Chaps. 10 and 11 David H. Brainard and Andrew Stockman address issues associated with 
color vision and colorimetry. The associate editors felt strongly that it was necessary to expand cov-
erage of these topics in the third edition of the handbook. The chapter on refraction and refractive 
techniques (Chap. 12) was prepared by a different author, B. Ralph Chou, in this edition. He also 
broadened the topics covered from those treated in the second edition. Clifton Schor updated his 
chapter on binocular vision (Chap. 13), and John S. Werner, Brooke E. Schefrin, and Arthur Bradley 
updated the discussion on the optics of vision and the aging eye (Chap. 14), a very important topic 
due to the rapid increase in aging of populations occurring worldwide!  

The next portion of this volume addresses new/emerging technology. Donald T. Miller and Austin 
Roorda teamed-up to write about the rapidly evolving field of adaptive optics (AO) (Chap. 15). The 
reader will find that AO techniques are being combined with other emerging techniques in order 
to enhance utility of instruments, those both in development and also now appearing on the mar-
ket. Included are scanning laser ophthalmoscopy (SLO), optical coherence tomography (OCT), 
and flood illumination. That is, these emerging technologies offer additional unique advantages. 
Interestingly, SLO technology originated some years ago in the laboratory of Prof. Robert H. 
Webb (Chap. 5). Optical coherence tomography (OCT), a powerful new tool useful in ophthalmic 
examinations (both for study of the anterior and posterior segments of the eye), is discussed by 
the researcher, Prof. Dr. Johannes F. deBoer (Chap. 18). New techniques for refractive surgery have 
been addressed by Harilaos Ginis and L. Diaz-Santana in Chap. 16. Dr. Barry R. Masters has consid-
ered confocal imaging of the cornea in Chap. 17; and Prof. Barbara K. Pierscionek has addressed the 
current state of graded index of refraction in the eye lens (GRIN profiles) in Chap. 19. Perhaps the 
Pierscionek chapter might have been better placed earlier in the order of things. Edward S. Bennett 
addresses the always very lively field of contact lens optics in Chap. 20 and Dr. Jim Schweigerling 
considers the optics of intraocular lenses in Chap. 21. 

Clearly, we cannot overlook imaging and display problems associated with modern optical sci-
ence. Thus, from an information processing point of view as applied to optical problems, William 
Cowan considers displays for vision research in Chap. 22. And Jeffery Anshel has added to, modified 
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and updated, the chapter which James E. Sheedy had written in the second edition of the Handbook 
of Optics (Chap. 23). That chapter addressed visual problems and needs of the observer when using 
computers—often for long periods of time. Bernice Rogowitz, Thrasyvoulos N. Pappas, and Jan P. 
Allerbach discussed human vision and electronic imaging, which is a major issue in the modern 
environment (Chap. 24). Finally, Brian H. Tsou and Martin Shenker address visual problems associ-
ated with heads-up displays (Chap. 25). The latter problems have been a particular challenge in the 
aviation industry. 

Thus, we have tried to cover reasonably “the waterfront” of interactions between man/eye and 
instruments (human engineering/ergonomics, if one prefers). And we have sought to address 
directly issues related to optics per se. These changes have resulted in a longer volume than in the 
past. So saying, we wish to emphasize that the material is not encyclopedic; that is, we wish we had 
more material on eye movements, as well as subjects such as aniseikonia or problems encountered 
by individuals with unequal image sizes in their two eyes. Relating man to the optical instruments or 
images presented is no small thing from a number of points of view. So saying, we sought to achieve 
a reasonable balance in topics presented, and in the lengths of these discussions. Obviously, we were 
constrained by time and availability of authors. We thank all of our diligent group of authors spread 
out around the world and their helpers, as well as the editorial team at McGraw-Hill and those rep-
resenting the Optical Society of America, particularly Editor-in-Chief, Michael Bass!
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GLOSSARY AND FUNDAMENTAL 
CONSTANTS

Introduction

This glossary of the terms used in the Handbook represents to a large extent the language of optics. 
The symbols are representations of numbers, variables, and concepts. Although the basic list was 
compiled by the author of this section, all the editors have contributed and agreed to this set of sym-
bols and definitions. Every attempt has been made to use the same symbols for the same concepts 
throughout the entire Handbook, although there are exceptions. Some symbols seem to be used for 
many concepts. The symbol a is a prime example, as it is used for absorptivity, absorption coeffi-
cient, coefficient of linear thermal expansion, and more. Although we have tried to limit this kind of 
redundancy, we have also bowed deeply to custom.

Units

The abbreviations for the most common units are given first. They are consistent with most of the 
established lists of symbols, such as given by the International Standards Organization ISO1 and the 
International Union of Pure and Applied Physics, IUPAP.2

Prefixes

Similarly, a list of the numerical prefixes1 that are most frequently used is given, along with both the 
common names (where they exist) and the multiples of ten that they represent.

Fundamental Constants

The values of the fundamental constants3 are listed following the sections on SI units.

Symbols

The most commonly used symbols are then given. Most chapters of the Handbook also have a glos-
sary of the terms and symbols specific to them for the convenience of the reader. In the following 
list, the symbol is given, its meaning is next, and the most customary unit of measure for the quan-
tity is presented in brackets. A bracket with a dash in it indicates that the quantity is unitless. Note 
that there is a difference between units and dimensions. An angle has units of degrees or radians and 
a solid angle square degrees or steradians, but both are pure ratios and are dimensionless. The unit 
symbols as recommended in the SI system are used, but decimal multiples of some of the dimen-
sions are sometimes given. The symbols chosen, with some cited exceptions, are also those of the 
first two references.

RATIONALE FOR SOME DISPUTED SYMBOLS

The choice of symbols is a personal decision, but commonality improves communication. This sec-
tion explains why the editors have chosen the preferred symbols for the Handbook. We hope that this 
will encourage more agreement.
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Fundamental Constants

It is encouraging that there is almost universal agreement for the symbols for the fundamental con-
stants. We have taken one small exception by adding a subscript B to the k for Boltzmann’s constant.

Mathematics

We have chosen i as the imaginary almost arbitrarily. IUPAP lists both i and j, while ISO does not 
report on these.

Spectral Variables

These include expressions for the wavelength l, frequency v, wave number s, ω for circular or 
radian frequency, k for circular or radian wave number and dimensionless frequency x. Although 
some use f for frequency, it can be easily confused with electronic or spatial frequency. Some use 
n~ for wave number, but, because of typography problems and agreement with ISO and IUPAP, we 
have chosen s ; it should not be confused with the Stefan-Boltzmann constant. For spatial frequen-
cies we have chosen x and h, although fx and fy are sometimes used. ISO and IUPAP do not report 
on these.

Radiometry

Radiometric terms are contentious. The most recent set of recommendations by ISO and IUPAP are L for 
radiance [Wcm–2sr–1], M for radiant emittance or exitance [Wcm–2], E for irradiance or incidance [Wcm–2],
and I for intensity [Wsr–2]. The previous terms, W, H, N, and J, respectively, are still in many texts, notably 
Smith4 and Lloyd5 but we have used the revised set, although there are still shortcomings. We have tried to 
deal with the vexatious term intensity by using specific intensity when the units are Wcm–2sr–1, field intensity
when they are Wcm–2, and radiometric intensity when they are Wsr–1.

There are two sets to terms for these radiometric quantities, which arise in part from the terms 
for different types of reflection, transmission, absorption, and emission. It has been proposed that 
the ion ending indicate a process, that the ance ending indicate a value associated with a particu-
lar sample, and that the ivity ending indicate a generic value for a “pure” substance. Then one also 
has reflectance, transmittance, absorptance, and emittance as well as reflectivity, transmissivity, 
absorptivity, and emissivity. There are now two different uses of the word emissivity. Thus the words 
exitance, incidence, and sterance were coined to be used in place of emittance, irradiance, and radi-
ance. It is interesting that ISO uses radiance, exitance, and irradiance whereas IUPAP uses radiance 
excitance [sic], and irradiance. We have chosen to use them both, i.e., emittance, irradiance, and 
radiance will be followed in square brackets by exitance, incidence, and sterance (or vice versa). 
Individual authors will use the different endings for transmission, reflection, absorption, and emis-
sion as they see fit.

We are still troubled by the use of the symbol E for irradiance, as it is so close in meaning 
to electric field, but we have maintained that accepted use. The spectral concentrations of these 
quantities, indicated by a wavelength, wave number, or frequency subscript (e.g., Ll) represent 
partial differentiations; a subscript q represents a photon quantity; and a subscript v indicates 
a quantity normalized to the response of the eye. Thereby, Lv is luminance, Ev illuminance, and 
Mv and Iv luminous emittance and luminous intensity. The symbols we have chosen are consis-
tent with ISO and IUPAP.

The refractive index may be considered a radiometric quantity. It is generally complex and is 
indicated by ñ = n – ik. The real part is the relative refractive index and k is the extinction coefficient. 
These are consistent with ISO and IUPAP, but they do not address the complex index or extinction 
coefficient.
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Optical Design

For the most part ISO and IUPAP do not address the symbols that are important in this area.
There were at least 20 different ways to indicate focal ratio; we have chosen FN as symmetri-

cal with NA; we chose f and efl to indicate the effective focal length. Object and image distance, 
although given many different symbols, were finally called so and si since s is an almost universal 
symbol for distance. Field angles are q and f ; angles that measure the slope of a ray to the optical 
axis are u; u can also be sin u. Wave aberrations are indicated by Wijk, while third-order ray aberra-
tions are indicated by si and more mnemonic symbols.

Electromagnetic Fields

There is no argument about E and H for the electric and magnetic field strengths, Q for quantity 
of charge, r for volume charge density, s for surface charge density, etc. There is no guidance from 
Refs. 1 and 2 on polarization indication. We chose � and || rather than p and s, partly because s is 
sometimes also used to indicate scattered light.

There are several sets of symbols used for reflection transmission, and (sometimes) absorption, 
each with good logic. The versions of these quantities dealing with field amplitudes are usually 
specified with lower case symbols: r, t, and a. The versions dealing with power are alternately given 
by the uppercase symbols or the corresponding Greek symbols: R and T versus r and t. We have 
chosen to use the Greek, mainly because these quantities are also closely associated with Kirchhoff ’s 
law that is usually stated symbolically as a = �. The law of conservation of energy for light on a sur-
face is also usually written as a + r + t = 1.

Base SI Quantities

length m meter
time s second
mass kg kilogram
electric current A ampere
temperature K kelvin
amount of substance mol mole
luminous intensity cd candela

Derived SI Quantities

energy J joule
electric charge C coulomb
electric potential V volt
electric capacitance F farad
electric resistance Ω ohm
electric conductance S siemens
magnetic flux Wb weber
inductance H henry
pressure Pa pascal
magnetic flux density T tesla
frequency Hz hertz
power W watt
force N newton
angle rad radian
angle sr steradian
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Prefixes

Symbol Name Common name Exponent of ten
F exa  18
P peta  15
T tera trillion 12
G giga billion 9
M mega million 6
k kilo thousand 3
h hecto hundred 2
da deca ten 1
d deci tenth –1
c centi hundredth –2
m milli thousandth –3
m micro millionth –6
n nano billionth –9
p pico trillionth –12
f femto  –15
a atto  –18

Constants

c speed of light vacuo [299792458 ms–1]
c1 first radiation constant = 2pc2h = 3.7417749 × 10–16 [Wm2]
c2 second radiation constant = hc/k = 0.014838769 [mK]
e elementary charge [1.60217733 × 10–19 C]
gn free fall constant [9.80665 ms–2]
h Planck’s constant [6.6260755 × 10–34 Ws]
kB Boltzmann constant [1.380658 × 10–23 JK–1]
me mass of the electron [9.1093897 × 10–31 kg]
NA Avogadro constant [6.0221367 × 1023 mol–1]
R• Rydberg constant [10973731.534 m–1]
�o vacuum permittivity [mo

–1c –2]
s Stefan-Boltzmann constant [5.67051 × 10–8 Wm–1 K–4]
mo vacuum permeability [4p × 10–7 NA–2]
mB Bohr magneton [9.2740154 × 10–24 JT–1]

General

B magnetic induction [Wbm–2, kgs–1 C–1]
C capacitance [f, C2 s2 m–2 kg–1]
C curvature [m–1]
c speed of light in vacuo [ms–1]
c1 first radiation constant [Wm2]
c2 second radiation constant [mK]
D electric displacement [Cm–2]
E incidance [irradiance] [Wm–2]
e electronic charge [coulomb]
Ev illuminance [lux, lmm–2]
E electrical field strength [Vm–1]
E transition energy [J]
Eg band-gap energy [eV]
f focal length [m]
fc Fermi occupation function, conduction band
fv Fermi occupation function, valence band
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FN focal ratio (f/number) [—]
g gain per unit length [m–1]
gth gain threshold per unit length [m1]
H magnetic field strength [Am–1, Cs–1 m–1]
h height [m]
I irradiance (see also E) [Wm–2]
I radiant intensity [Wsr–1]
I nuclear spin quantum number [—]
I current [A]
i −1
Im() imaginary part of
J current density [Am–2]
j total angular momentum [kg m2 sec–1]
J1() Bessel function of the first kind [—]
k radian wave number =2p/l [rad cm–1]
k wave vector [rad cm–1]
k extinction coefficient [—]
L sterance [radiance] [Wm–2 sr–1]
Lv luminance [cdm–2]
L inductance [h, m2 kg C2]
L laser cavity length
L, M, N direction cosines [—]
M angular magnification [—]
M radiant exitance [radiant emittance] [Wm–2]
m linear magnification [—]
m effective mass [kg]
MTF modulation transfer function [—]
N photon flux [s–1]
N carrier (number)density [m–3]
n real part of the relative refractive index [—]
ñ complex index of refraction [—]
NA numerical aperture [—]
OPD optical path difference [m]
P macroscopic polarization [C m–2]
Re() real part of [—]
R resistance [Ω]
r position vector [m]
S Seebeck coefficient [VK–1]
s spin quantum number [—]
s path length [m]
So object distance [m]
Si image distance [m]
T temperature [K, C]
t time [s]
t thickness [m]
u slope of ray with the optical axis [rad]
V Abbe reciprocal dispersion [—]
V voltage [V, m2 kgs–2 C–1]
x, y, z rectangular coordinates [m]
Z atomic number [—]

Greek Symbols

a absorption coefficient [cm−1]
a (power) absorptance (absorptivity)
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� diclectric coefficient (constant) [—]
� emittance (emissivity) [—]
� eccentricity [—]
�1 Re (�)
�2 lm (�)
t (power) transmittance (transmissivity) [—]
n radiation frequency [Hz]
w circular frequency = 2pn [rads−1]
w plasma frequency [H2]
l wavelength [μm, nm]
s wave number = 1/l [cm–1]
s Stefan Boltzmann constant [Wm−2K−1]
r reflectance (reflectivity) [—]
q, f angular coordinates [rad, °]
x, h rectangular spatial frequencies [m−1, r−1]
f phase [rad, °]
f lens power [m−2]
Φ flux [W]
c electric susceptibility tensor [—]
Ω solid angle [sr]

Other

ℜ responsivity
exp (x) ex

loga (x) log to the base a of x
ln (x) natural log of x
log (x) standard log of x: log10 (x)
Σ summation
Π product
Δ finite difference
dx variation in x
dx total differential
∂x partial derivative of x
d(x) Dirac delta function of x
dij Kronecker delta
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OPTICS OF THE EYE

Neil Charman
Department of Optometry and Vision Sciences 
University of Manchester
Manchester, United Kingdom

1.1 GLOSSARY

 F, F′ focal points

 N, N′ nodal points

 P, P′ principal points

Equation (1)
 r distance from axis

 R0 radius of curvature at corneal pole

 p corneal asphericity parameter

Equation (2)
 s distance from Stiles-Crawford peak

 h/hmax relative luminous effi ciency

 r coeffi cient in S-C equation

Equation (3)
 d pupil diameter

 PA ratio of effective to true pupil area

Transmittance and refl ectance
 TE(l) total transmittance of the eye media

 RR(l) refl ectance of the retina

 l wavelength

Equation (4)
 (q,f) angular direction coordinates in visual fi eld

 d(l) wavelength interval

 Lel(q,f) spectral radiance per unit wavelength interval per unit solid angle in direction (q,f)

 p(q,f) area of pupil as seen from direction (q,f)

1.1

1
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1.2  VISION AND VISION OPTICS

 t(q,f,l) fraction of incident radiation fl ux which is transmitted by the eye

 m(q,f,l) areal magnifi cation factor

Equation (5)
 I normalized illuminance
 z dimensionless diffraction unit

Equation (6)
 g angular distance from center of Airy diffraction pattern
 d pupil diameter

Equation (7)
 qmin angular resolution by Rayleigh criterion

Equation (8)
 R spatial frequency
 RR reduced spatial frequency

Equation (9)
 ΔF dioptric error of focus
 g number of Rayleigh units of defocus

Equation (10)
 b angular diameter of retinal blur circle

Equation (11)
 T(R) modulation transfer function

Equation (13)
 Rx(l) chromatic difference in refraction with respect to 590 nm

 Equation (14)
 Leq equivalent veiling luminance
 E illuminance produced by glare source at eye
 w angle between direction of glare source and visual axis

Equations (15) and (16)
 MIT(R) threshold modulation on the retina
 MOT(R) external threshold modulation

Equation (17)
DOFgo total depth-of-focus for an aberration-free eye according to geometrical optics

 ΔFtol  tolerable error of focus
 btol tolerable angular diameter of retinal blur circle

Equation (18)
DOFpo total depth-of-focus for an aberration-free eye according to physical optics

Equation (19)
 OA objective amplitude of accommodation

Equation (20)
 l object distance
 p interpupillary distance
 d l minimum detectable difference in distance
 dq stereo acuity
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OPTICS OF THE EYE  1.3

Equation (21)
 M transverse magnifi cation

 N factor by which effective interpupillary distance is increased

1.2 INTRODUCTION

The human eye (Fig. 1) contains only a few optical components. However, in good lighting condi-
tions when the pupil is small (2 to 3 mm), it is capable of near diffraction-limited performance 
close to its axis. Each individual eye also has a very wide field of view (about 65, 75, 60, and 95 deg 
in the superior, inferior, nasal, and temporal semimeridians, respectively, for a fixed frontal direc-
tion of gaze, the exact values being dependent upon the individual’s facial geometry). The bin-
ocular field, where the two monocular fields overlap, has a lateral extent of about 120 deg. Optical 
image quality, while somewhat degraded in the peripheral field is, in general, adequate to meet the 
needs of the neural network which it serves, since the spatial resolution of the neural retina falls 
rapidly away from the visual axis (the latter joins the point of regard, the nodal points and the 
fovea). The orientation of the visual axis typically differs by a few degrees from that of the optical 
axis, as the fovea, where neural resolution is optimal, is usually slightly displaced from the inter-
section of the optical axis with the retina.1,2 Control of ocular aberrations is helped by aspheric 
optical surfaces and by the gradients of refractive index in the lens, the lens index progressively 
reducing from the lens center toward its outer layers. Off-axis aberrations are further reduced by 
the eye’s approximation to a homocentric system, in which the optical and detector surfaces are 
concentric with a common center of curvature at the aperture stop.3 Although aberration levels 
increase and optical image quality falls as the pupil dilates at lower light levels (to reach a maxi-
mum diameter of about 8 mm, corresponding to a numerical aperture of about 0.25 mm), neu-
ral performance also declines, so that optical and neural performances remain reasonably well 
matched. When the eye is in its basic “relaxed” state it is nominally in focus for distant objects. In 
the younger eye (<50 years) the power of the crystalline lens can be increased to allow near objects 
to be clearly focused, a process known as accommodation. These general characteristics will now 
be discussed in more detail.

0 20mm
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Optic disc
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Ciliary body

Optical
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FIGURE 1 Schematic horizontal section of the eye. The bar gives the 
approximate scale. 
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1.4  VISION AND VISION OPTICS

1.3 OCULAR PARAMETERS AND AMETROPIA

Variation in Ocular Parameters across the Population

In the first few years of life there is substantial overall ocular growth, with axial length increasing 
from about 17 mm at birth to about 23 mm by the age of 3 years.4–6 Some growth continues there-
after, the axial length in adults being about 24 mm.7–12 Although most dimensions remain almost 
stable during adulthood, the lens continues to grow in thickness and volume, but not diameter, 
throughout life. The thickness increases approximately linearly by about 50 percent between birth 
and the age of 70,10,13–15 there being accompanying changes in its index distribution.16–19 Surface 
curvatures, component separations, and axial lengths show considerable variation (~10 percent) 
between individuals of the same age, although the refractive indices of the cornea, vitreous, and 
aqueous humours are essentially constant.7–9,20,21 Figure 2 shows some typical measured adult dis-
tributions of the values of several parameters: most of the distributions shown are approximately 
normal (dashed curves), but this is not true for the axial length.

As noted earlier, the optical surfaces may be aspheric. The form of the anterior cornea is par-
ticularly significant. Owing to the large refractive index change at its anterior surface it contributes 
about three-quarters of the total refractive power of the eye. Its topography also has obvious relevance 
to contact lens design and to the monochromatic aberrations of the eye. It is often modeled as a 
conicoid, of the form

  r2 + pz2 – 2R0z = 0 (1)

where the axis of symmetry lies in the z direction, r is the distance perpendicular to the axis, and 
R0 is the radius of curvature at the pole of the surface. Figure 3 shows experimental measurements 
of the distribution of the parameter p.22,23 The distribution is fairly wide and peaks at a value of 
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FIGURE 2 Distributions of some dimensional parameters for the adult human eye. (After Stenström.21)
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OPTICS OF THE EYE  1.5

about +0.8, corresponding to a flattening ellipsoid in which the radius of curvature is smallest at the 
center of the cornea and increases toward the corneal periphery. At the corneal vertex the radius of 
curvature is about 7.8 ± 0.25 mm.22,23

The least understood optical feature of the eye is the distribution of refractive index within the 
lens. As noted earlier, the lens grows throughout life,10,13,14 with new material being added to the 
surface layers (the cortex). The oldest part of the lens is its central region (the nucleus). While there 
is general agreement that the refractive index is highest at the lens center and falls toward its outer 
layers, the exact form of the gradients involved has proved difficult to measure.16–19 Description is com-
plicated by the fact that the shape of the lens and its gradients change when the eye accommodates to 
view near objects and with age. To illustrate the general trend of the changes with age, Fig. 4 shows some 
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FIGURE 3 Histogram showing the distribution 
of the corneal asphericity parameter p. A value of p = 1 
corresponds to a spherical surface, values between 0 and 
1.0 represent prolate (flattening) ellipsoids and p > 1.0
oblate (steepening) ellipsoids. (Based on Refs. 22 and 23.)
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FIGURE 4 Contours of refractive index in lenses of 
different ages (7 to 82 years). The contour interval is 0.01. 
(After Ref. 18.)
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1.6  VISION AND VISION OPTICS

recent in vitro iso index contours for isolated lenses, obtained using magnetic resonance imaging: 
when measured in vitro the lenses take up their fully accommodated form. It can be seen that, 
with age, the region of relatively constant index at the lens center increases in volume and that 
the gradient becomes almost entirely confined to the surface layers of the lens. The central index 
remains constant at 1.420 ± 0.075 and the surface index at 1.371 ± 0.004.18 These index distribu-
tions have been modeled as a function of age and accommodation by several authors. (see, e.g., 
Refs. 24–30)

In addition to these general variations, each eye may have its own idiosyncratic peculiarities, such 
as small tilts or lateral displacements of surfaces, lack of rotational symmetry about the axis, or irregu-
larities in the shape or centration of the pupil.1,2,31 These affect both the refractive error (ametropia) 
and the higher-order aberrations.

Ocular Ametropia

If the combination of ocular parameters is such that, with accommodation relaxed, a distant object 
of regard is focused on the retinal fovea, the region where the density of the cone receptors is highest 
and photopic neural performance is optimal (Fig. 1)¸ the eye is emmetropic. This condition is often 
not achieved, in which case the eye is ametropic. If the power of the optical elements is too great for 
the axial length, so that the image of the distant object lies anterior to the retina, the eye is myopic. 
If, however, the power is insufficient, the eye is hypermetropic (or hyperopic). These defects can be 
corrected by the use of appropriately powered diverging (myopia) or converging (hypermetropia) 
spectacle or contact lenses to respectively reduce or increase the power of the lens-eye combination. 
(see Chap. 20 by Edward S. Bennett and William J. Benjamin for reviews.) Spherical ametropia tends 
to be associated with axial length differences, that is, myopic eyes tend to be longer than emmetropic 
eyes while hyperopic eyes are shorter.32

In some individuals the ocular dioptrics lack rotational symmetry, one or more optical surfaces 
being toroidal, tilted, or displaced from the axis. This leads to the condition of ocular astigmatism, in 
which on the visual axis two longitudinally separated, mutually perpendicular, line images of a point 
object are formed. In the vast majority of cases (regular astigmatism) the meridians of maximal and 
minimal power are perpendicular: there is a strong tendency for the principal meridians to be approxi-
mately horizontal and vertical but this is not always the case. Eyes in which the more powerful merid-
ian is vertical are often described as having with-the-rule astigmatism and those in which it is horizon-
tal as having against-the-rule astigmatism. The former is more common. Correction of astigmatism 
can be achieved by including an appropriately oriented cylindrical component in any correcting lens. 
It is sometimes convenient to talk of the best-, mean-, or equivalent-sphere correction. This is the power 
of spherical lens which brings the circle of least confusion onto the retina: its value is S + C/2, where S 
and C are respectively, the spherical and cylindrical dioptric components of the correction.

In addition to spectacle and contact lens corrections, surgical methods of correction for both 
spherical and astigmatic errors are now widely used. Most common are those using excimer lasers 
which essentially reshape the anterior surface of the cornea by selectively ablating its tissue across 
the chosen area to appropriately modify its sphero-cylindrical power. A popular current method is 
laser-assisted keratomileusis (LASIK) which involves cutting a thin, uniform “flap” of material from 
the anterior cornea and then ablating the underlying corneal stroma to change its curvature. The flap 
is then replaced. (see Chap. 16 by L. Diaz-Santana and Harilaos Ginis for details.) Intraocular lenses 
can be used to replace the crystalline lens when the latter has lost transparency due to cataract: single-
vision, bifocal and multifocal designs are available and efforts are being made to develop lenses of 
dynamically varying power to simulate the accommodative abilities of the younger eye. (see Chap. 21 
by Jim Schwiegerling.)

Figure 5 shows representative data for the frequency of occurrence of different spherical21 
and astigmatic34 errors in western adults. Myopia is more common in many eastern populations. 
Note particularly that the spherical errors are not normally distributed and that a state of near-
emmetropia is most common. It is believed that the correlation of component values required to 
achieve near-emmetropia is achieved partly as a result of genetic factors and partly as a result of 
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OPTICS OF THE EYE  1.7

environmentally influenced growth processes which drive the development of the young eye toward 
emmetropia (emmetropization).33

Not all individuals with ametropia actually wear a correction; the fraction of the population that 
typically does so is shown in Fig. 5. The increase in lens wear beyond the age of 40 is due to the need 
for a near correction for close work, a condition known as presbyopia. This arises as a result of the 
natural, progressive failure with age of the eye’s own accommodation system (see “Age-dependent 
Changes in Accommodation”).

The widespread existence of ametropia among users of visual instruments such as telescopes and 
microscopes, means that it is desirable to make provision for focusing the eyepiece to compensate for 
any spherical refractive error of the observer. This is particularly the case where the eyepiece contains a 
graticule. Since the refractive errors of the two eyes of an individual may not be identical (anisometro-
pia), differential focusing should be provided for the eyepieces of binocular instruments. As correction 
for cylindrical errors is inconvenient to incorporate into eyepieces, astigmatic users of instruments 
must usually wear their normal refractive correction. For spectacle wearers, where the distance of the 
lenses in front of the eyes is usually 10 to 18 mm, this implies that the exit pupil of the instrument must 
have an adequate eye clearance or eye relief (at least 20 mm and preferably 25 mm) to avoid contact 
between the spectacle lens and the eyepiece and allow the instrument’s full field to be seen.
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FIGURE 5 Typical adult data for the frequency of occurrence of spherical and cylindrical (astigmatic) refrac-
tive errors, together with the fraction of the population wearing corrective spectacle or contact lenses. (a) Spherical 
errors (diopters) in young adult males. (After Stenstrom.21) (b) Cylindrical errors. (Based on Lyle.34) Cases in which 
the meridian of greatest power is within 30 deg of the horizontal (against-the-rule) and within 30 deg of the vertical 
(with-the-rule) are shown: the remaining 4 percent of the population have axes in oblique meridians. (c) Percentage 
of the population wearing lenses, as a function of age. (After Farrell and Booth.35)
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1.8  VISION AND VISION OPTICS

1. 4  OCULAR TRANSMITTANCE AND RETINAL 
ILLUMINANCE

The amount, spectral distribution, and polarization properties of the light reaching the retina are 
modified with respect to the original stimulus in a way that depends upon the pupil diameter and 
the transmittance characteristics of the eye.

Pupil Diameter

The circular opening in the iris, located approximately tangential to the anterior surface of the lens, 
plays the important role of aperture stop of the eye. It therefore controls the amount of light flux 
reaching the retina, as well as influencing retinal image quality through its effects on diffraction, 
aberration, and depth-of-focus (see Sec. 1.7). It may also affect the amount of scattered light reach-
ing the retina, particularly in older eyes where cataract is present.

What is normally measured and observed is the image of the true pupil as viewed through the 
cornea, that is, the entrance pupil of the eye. This is some 13 percent larger in diameter than the true 
pupil. Although ambient lighting and its spatial distribution have the most important influence on 
entrance pupil diameter (Fig.  6) the latter is also affected by many other factors including age, accom-
modation, emotion, and drugs.36,37 For any scene luminance, the pupils are slightly smaller under 
binocular conditions of observation.38 The gradual constriction with age36 helps to account for the 
poorer visual performance of older individuals under dim lighting conditions in comparison with 
younger individuals.39

The pupil can respond to changes in light level at frequencies up to about 4 Hz.37 Shifts in 
pupil center of up to 0.6 mm may occur when the pupil dilates40,41 and these may be of some 
significance in relation to the pupil-dependence of ocular aberration and retinal image quality. 
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FIGURE 6 Entrance pupil diameter as a function of scene luminance for an 
extended visual field and young observers: the filled symbols and full curve show the 
weighted average of 6 studies. (After Farrell and Booth.35) Larger pupils are observed 
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OPTICS OF THE EYE  1.9

It has been suggested42,43 that the major value of light-induced pupillary constriction is that it reduces 
retinal illuminance and hence prepares the eye for a return to darkness: following a change to a dark 
environment the dilation of the mobile pupil allows substantially better stimulus detection during the 
first few minutes of dark adaptation than would be found with a fixed pupil.

Transmittance

Light may be lost by spectrally varying reflection, scattering, and absorption in any of the media 
anterior to the retina.44 Fresnel reflection losses are in general small, the maximum being 3 to 4 percent 
at the anterior cornea. Wavelength-dependent absorption and scattering are much more important: 
both tend to increase with age.

The measured transmittance45–49 depends to some extent on the measuring technique, in particular 
on the extent to which scattered light is included, but representative data are shown in Fig. 7. The 
transmittance rises rapidly above about 400 nm, to remain high in the longer wavelength visible and 
near infrared. It then falls through several absorption bands, due mainly to water, to reach zero at 
about 1400 nm.

Although most of the absorption at ultraviolet wavelengths below 300 nm occurs at the cornea 
(where it may disrupt the surface cells, leading to photokeratitis, e.g., snow blindness or welder’s 
flash, the lowest damage thresholds of about 0.4 J . cm–2 being at 270 nm50), there is also substantial 
absorption in the lens at the short wavelength (roughly 300–400 nm) end of the visible spectrum. 
This lenticular absorption increases markedly with age,51–54 the lens becoming progressively yellower 
in appearance,55 and can adversely affect color vision.56,57 Most of the absorption occurs in the lens 
nucleus.58 There is evidence that UV absorption in the lens may be a causative factor in some types of 
cataract.59 Excessive visible light at the violet-blue end of the spectrum is thought to cause accelerated 
aging and resultant visual loss at the retinal level60 so that lenticular absorption may have a protective 
function. (See also Chap. 7 by David H. Sliney.)

In the foveal region a thin layer of macular pigment, extending over the central few degrees of the 
retina61,62 and lying anterior to the receptor outer segments63,64 absorbs heavily at shorter wavelengths 
(Fig. 7). It has been argued that this absorption is helpful in reducing the blurring effects of longitu-
dinal chromatic aberration65 and in protecting the foveal receptors, which are responsible for detailed 
pattern vision, against blue-light damage.66 It is, however, notable that the amount of macular pigment 
varies widely between individuals.64
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1.10  VISION AND VISION OPTICS

Since the cornea, lens, and retinal nerve fibre layer all show birefringence, the polarization charac-
teristics of the light entering the eye are modified before it reaches the outer segments of the retinal 
receptors. In general these effects are of little practical significance, although they can be demonstrated 
and measured by suitable methods.67

The Stiles-Crawford Effect

One complicating factor when considering the effectiveness of the light flux which enters the eye as 
a stimulus to vision is the Stiles-Crawford effect of the first kind SCEI.68 (See also Chaps. 8 and 9 by 
Jay M. Enoch and Vasudevan Lakshminarayanan in this volume.) This results in light which enters 
the periphery of the entrance pupil to reach a given retinal location being less effective at stimulating 
the retina than light which passes through the pupil center (Fig. 8). The effect varies slightly with the 
individual and is not always symmetric about the center of the pupil. Under photopic conditions, 
giving cone vision, there is typically a factor of about 8 between the central effectiveness and that 
at the edge of a fully dilated 8-mm pupil; the effect is much weaker under rod-dominated, scotopic 
conditions (see Fig. 8).69–71 In practice, unless pupil-dilating drugs are used, the natural pupil will only 
be large under scotopic conditions and will normally be constricted at photopic levels (see Fig. 6): the 
influence of SCE I is still significant, however.

Many equations have been proposed to fit photopic data of the type illustrated in Fig. 8. The 
simplest, due to Stiles,72 can be written:

 log10(h/hmax) = –rs2 (2)

where h/hmax is the relative luminous efficiency and s is the distance within the entrance pupil from 
the function peak (in mm). Values of the constant r equal to about 0.07 are typical, the value varying 
somewhat with wavelength.72

It is evident that the Stiles-Crawford effect of the first kind results in the photopic retinal stimulus 
being somewhat weaker than that predicted on the basis of visible pupil area. This can be accounted 
for by using an effective pupil area instead of the actual entrance pupil area. Moon and Spencer73 
suggested that the ratio PA of the effective to the true pupil areas could be approximated by:

 PA = 1 – 0.0106d2 + 0.0000417d 4 (3)

where d is the pupil diameter in mm.

1.2

1

0.8

0.6

0.4

0.2

0
–4

R
el

at
iv

e 
se

n
si

ti
vi

ty

–3 –2 –1 0 1 2 3 4

Entry point with respect to pupil center (mm) 

Photopic (cone) Scotopic (rod)

FIGURE 8 The Stiles-Crawford effect (SCE I) under photopic (open 
circles) and scotopic (filled circles) conditions for the same observer, mea-
sured at a position 6 deg from the fovea. The relative luminous efficiency is 
plotted as a function of the horizontal pupillary position of the beam. (After 
van Loo and Enoch.69)

Bass_v3ch01_p001-066.indd 1.10 8/21/09 10:00:10 AM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICS OF THE EYE  1.11

The Stiles-Crawford effect of the second kind (SCE II) involves a shift in the hue of monochromatic 
light as it enters different areas of the pupil.70,72,74

Although Fresnel reflection and lenticular absorption variations with pupil position may play 
minor roles, there seems little doubt that the Stiles-Crawford effects mainly involve the waveguide 
properties of the outer segments of the small-diameter receptors. (See Refs. 63 and 64, and Chap. 8 
by Vasudevan Lakshminarayanan and Jay M. Enoch for reviews.) Effectively, the receptor can only 
trap light efficiently if the latter is incident in directions within a few degrees of the receptor axis. 
For this reason, the receptor outer segments must always be aligned toward the exit pupil of the eye, 
rather than perpendicular to the local surface of the eyeball. An obvious advantage of such directional 
sensitivity is that it helps to suppress the degrading effects of intraocular stray light. Such light will 
be ineffective at stimulating the receptors if it is incident at oblique angles on the retina. As will be 
discussed in Chap. 8, it appears that SCE I acts as an amplitude apodizing filter in its effects upon 
retinal image quality.

Retinal Reflectance

The function of the optical system of the eye is to deliver an image to the retina. Nevertheless, a 
significant amount of this light is reflected when it reaches the retina and underlying structures. 
Although such light does not contribute usefully to the process of vision, its existence allows the 
development of a variety of clinical instruments for examination of the retina, measurement of 
refraction, and other purposes.

Due to its double passage through the eye media, the emergent flux at any wavelength is propor-
tional to the equivalent reflectance TE(l)2 RR(l), where TE(l) is the total transmittance of the eye 
media and RR(l) is the true retinal reflectance. Equivalent reflectance rises with wavelength across 
the visible spectrum, to become quite high in the near infrared.62,75–78 Representative values are given 
Fig. 7. Absolute levels of equivalent reflectance are affected by the pigmentation of an individual eye. 
At the violet end of the visible spectrum the equivalent reflectance falls markedly with age,79 due to 
the decreased transmittance of the lens. In the same spectral region, equivalent reflectance is usually 
lower within the immediate area of the fovea, due to the low transmittance of the macular pigment.

The high equivalent reflectance in the infrared is particularly useful in allowing measurements to 
be made of, for example, refraction or aberration, at wavelengths which are essentially invisible to the 
patient or subject. In practice, depending upon the wavelength, light may be reflected from structures 
anywhere between the anterior surface of the retina and the choroid/sclera interface. Although details 
of the nature of the reflections are still imperfectly understood, shorter visible wavelengths appear to 
penetrate less deeply before reflection occurs, while the infrared is reflected from the anterior sclera. 
At the shorter wavelengths the reflection is almost specular but becomes more diffuse at longer visible 
and infrared wavelengths.79–81 Waveguiding effects within the receptors may play some role in deter-
mining the nature of the reflection and the angular distribution of the reflected light.82–85

Ocular Radiometry and Retinal Illuminance

If we confine ourselves to uniform object fields subtending at least 1 deg at the eye, so that blurring 
due to diffraction, aberration or defocus has little effect, the retinal image at moderate field angles 
would also be expected to be uniform across its area, except at the edges. Wyszecki and Stiles37 show 
that the retinal irradiance in a wavelength interval dl corresponding to an external stimulus of spec-
tral radiance Lel(q,f) per unit wavelength interval per cm2 per unit solid angle of emission, in a 
direction with respect to the eye given by the angular coordinates (q,f) is:

L p t

m
eλ θ φ δλ θ φ θ φ λ

θ φ λ
( , ) ( , ) ( , , )

( , , )

⋅ ⋅ ⋅
 (4)

where p(q,f,l) cm2 is the apparent area of the pupil as seen from the direction (q,f); t(q,f,l) is 
the fraction of the incident radiant flux transmitted through the eye; and m(q,f,l) is an areal 
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1.12  VISION AND VISION OPTICS

magnification factor (cm2) relating the area of the retinal image to the angular subtense of the stim-
ulus at the eye, which will vary somewhat with the parameters of the individual eye. If required, the 
pupil area p(q,f,l) can be modified using Eq. (3) to take account of the Stiles-Crawford effect.

Use of Eq. (4) near to the visual axis is straightforward. In the peripheral field, however, complica-
tions arise. With increasing field angle the entrance pupil appears as an ellipse of increasing eccen-
tricity and reduced area: the ratio of the minor diameter to the major diameter falls off somewhat 
more slowly than the cosine of the field angle.86,87 Also, due to the retina lying on the curved surface 
of the quasi-spherical eyeball, both the distance between the exit pupil of the eye and the retina, and 
the retinal area corresponding to the image of an object of constant angular subtense diminish with 
field angle. Remarkably, theoretical calculations88–91 show that these pupil and retinal effects tend to 
compensate one another, so that an extended field of constant luminance (i.e. a Ganzfeld) results in 
a retinal illuminance which is almost constant with peripheral field angle. This theoretical result is 
broadly confirmed by practical measurements,91 showing that, from the photometric point of view, 
the design of the eye as a wide-angle system is remarkably effective.

A useful discussion of the photometric aspects of point and extended sources in relation to the 
eye is given by Wright.92

1.5 FACTORS AFFECTING IN-FOCUS RETINAL 
IMAGE QUALITY

The optical quality of the retinal image is degraded by the effects of diffraction, monochromatic and 
chromatic aberration, and scattering. The image is often further blurred by defocus, due to errors 
in refraction and accommodation. Under many conditions the latter may be the dominant cause 
of image degradation. It will, however, be convenient to consider the question of focus in a separate 
section.

The Aberration-Free (Diffraction-Limited) Eye

In the absence of aberration or variation in transmittance across the pupil, the only factors influ-
encing the retinal image quality in monochromatic light at optimal focus would be the diffraction 
effects associated with the finite wavelength, l, of the light and the pupil diameter, d. For such an 
eye, the point-spread function (PSF) is the well-known Airy diffraction pattern93 whose normalized 
illuminance distribution, I(z), takes the form:

 I z
J z

z
( )

( )
=

⎡
⎣⎢

⎤
⎦⎥

2 1

2

 (5)

where J1(z) is the Bessel function of the first kind of order 1 of the variable z. In the case of the eye, 
the dimensionless distance z has the value:

 z
d

=
⋅π γ
λ
sin

 (6)

g is the angular distance from the center of the pattern, measured at the second nodal point, this 
being equal to the corresponding angular distance in the object space, measured at the first nodal 
point.94,95 The angular resolution qmin for two neighboring equally luminous incoherent object 
points, as given by the Rayleigh criterion is then:

 θ λ
min

.= 1 22
d

rad  (7)

qmin is about 1 minute of arc when d is 2.3 mm and l is 555 nm. Evidently the Rayleigh criterion is 
somewhat arbitrary, since it assumes that the visual system can just detect the 26 percent drop in 
irradiance between the adjacent image peaks; for small pupils actual visual performance is usually 
somewhat better than this limit.96 The size of the PSF increases on either side of optimal focus.97–99
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OPTICS OF THE EYE  1.13

Images of more complex objects can be obtained by regarding the image as the summation of an 
appropriate array of PSFs, that is, by convolving the PSF with the object radiance distribution.94 The 
in-focus line-spread function (LSF), the edge image,100 and the modulation transfer function (MTF) 
also take standard forms. The phase transfer function (PTF) is always zero because the diffractive blur 
is rotationally symmetrical: this also makes the LSF, edge image, and MTF independent of orientation. 
Figure 9 shows the form of the MTF as a function of focus.101 Extensive tables of numerical values are 
given by Levi.102 Relative spatial frequencies, RR, in Fig. 9 have been normalized in terms of the cutoff 
value beyond which the modulation transfer is always zero. Errors of focus have been expressed in 
what Levi calls “Rayleigh units,” i.e., the number of quarter wavelengths of wavefront aberration at 
the edge of the pupil. Note from Fig. 9 that the modulation transfer is most sensitive to defocus at 
intermediate normalized spatial frequencies (RR ≈ 0.5).103,104

To convert the units of relative spatial frequency and Rayleighs to true spatial frequencies R c/deg 
and dioptric errors of focus ΔF respectively, the following relations may be used:

R
d RR=

× ×106

λ
/c rad

         =
× × ×1 746 104.

/deg
d RR

λ
c  (8)

 ΔF
g

d
=

× −2 10 3

2

λ
diopters (9)

where the entrance pupil diameter d is in mm, the wavelength l is in nm, and g is the number of 
Rayleighs of defocus.

Figure 10 illustrates the variation in these parameters as a function of the ocular pupil diameter, 
d, for the case where l = 555 nm. In such green light and with the typical photopic pupil diameter of 
3 mm, the cutoff frequency imposed by diffraction is about 100 c/deg and one Rayleigh of defocus 
corresponds to about 0.12 D.

Sets of diffraction-limited ocular MTF curves for various specific combinations of pupil diameter, 
wavelength, and defocus have been illustrated by several authors (e.g., Refs. 105–111).
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FIGURE 9 Modulation transfer functions for a diffraction-limited optical 
system with a circular pupil working in monochromatic light. It suffers from the 
errors of focus indicated. Defocus is expressed in Rayleighs, that is, the number of 
quarter-wavelengths of defocus wavelength aberration. (Based on Levi.102)
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1.14  VISION AND VISION OPTICS

When errors of focus become large, the geometric approximation in which the defocus PSF is a 
uniform blur circle becomes increasingly valid.101,110,112–115 The angular diameter, b of the retinal blur 
circle for a pupil diameter d mm and error of focus ΔF diopters is

 β
π

= ⋅ ⋅0 18. d FΔ
deg  (10)

The corresponding geometrical optical MTF is

 T R
J R

R
( )

( )
=

2 1 πβ
πβ  (11)

where R is the spatial frequency (c/deg) and J1(pbR) is the Bessel function of the first kind of order 
1 of (pbR). Smith114 gives detailed consideration to the range of ocular parameters under which the 
geometrical optical approximation may reasonably be applied and Chan et al.115 have demonstrated 
experimentally that Eq. (10) usefully predicts blur circle diameters for pupils between 2 and 6 mm 
in diameter and defocus between 1 and 12 D.

Monochromatic Ocular Aberrations

In many early studies of ocular aberration, it was common to assume that the eye was symmetrical 
about a unique optical axis which differed only slightly from the visual axis. Thus it was expected 
that spherical aberration would dominate on axis, with oblique astigmatism, field curvature, and 
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OPTICS OF THE EYE  1.15

coma becoming progressively more important as the field angle increased, although the curved sur-
face of the retina would tend to reduce the impact of field curvature. The assumption was that the 
brain would adapt to any distortion, so that this aberration was not important. This simple picture 
has been progressively modified with the realisation that exact symmetry about a unique optical axis 
rarely occurs and that the fovea does not normally lie where the nominal optical axis intercepts the 
retina (the difference is usually a few degrees—see e.g., Refs. 116–118 for discussion of possible axes 
for eye). As a result, the patterns of both on- and off-axis aberrations are more complex than was 
expected on the basis of early, simple models of the eye.

Recent years have, in fact, seen an enormous expansion in the literature of the aberrations of the 
eye, fueled by the development of commercial aberrometers capable of measuring the characteristics 
of the individual eye within a few seconds119,120 and the demands of refractive surgery, where it was 
recognized that although earlier techniques nominally corrected refractive error, they often resulted in 
poor visual outcomes due to higher than normal levels of residual aberration.119 Currently, the optical 
defects of the eye are usually described in terms of its wavefront aberration under specified condi-
tions, the overall level of aberration being expressed as the root-mean-square (RMS) wavefront error. 
Different types of aberration are quantified in terms of the coefficients of the corresponding Zernike 
polynomials of polar coordinates in the pupil (e.g., Refs. 119, 121–124, see also Chap. 11 by Virendra 
N. Mahajan in Vol. II as well as Chap. 4 by Virendra N. Mahajan and Chap. 5 by Robert Q. Fugate in 
Vol. V), defined according to OSA recommendations,123,124 although this approach has been criticized 
as being inappropriate for eyes in which the wavefront aberration shows locally abrupt variation, as in, 
for example, some postsurgical cases.125,126 In the recommended formulation, each Zernike coefficient 
gives the root-mean-square (RMS) wavefront error (in microns) contributed by the particular Zernike 
mode: the overall RMS error is given by the square root of the sum of the squares of the individual 
coefficients. The set of Zernike coefficients thus gives detailed information on the relative and absolute 
importance of the different aberrational defects of any particular eye for the specified conditions of 
measurement. In the Zernike description, first-order polynomials simply describe wavefront tilt (i.e. 
prismatic effects) and have no effect on image quality. Second-order polynomials describe the sphero-
cylindrical errors of focus which can normally be negated by optical corrections, such as spectacles or 
contact lenses. It is the higher-order (third and greater) polynomials which represent the aberrations. 
The third-order modes include vertical and horizontal primary coma, and the fourth-order primary 
spherical aberration. Iskander et al.127 have illustrated the effects of some of the individual Zernike 
aberrations on the retinal images of a selection of objects. The values of the Zernike coefficients for any 
particular eye will, of course, vary with pupil diameter, accommodation, and field angle.

Aberrations on the Visual Axis Several large-scale studies have addressed the question of the vari-
ation of aberrations between individuals.128–133 Others have considered changes of aberration with 
such specific factors as pupil diameter,134 age,134–138 accommodation,139–144 refractive error,146,147 and 
time.148–152

Figure 11 shows recent mean data for the variation in total higher-order, axial, RMS wavefront 
error with pupil diameter for different age groups.134 As would be expected, aberration levels tend to 
increase with pupil diameter: they also increase with age. The Maréchal criterion153 suggests that near 
diffraction-limited performance will be given if the RMS error is less than l/14, corresponding to 
about 0.04 microns in the green region of the spectrum. It can be seen that this level of aberration is 
typically present when the pupil diameter is about 3 mm in younger eyes. As illustrated in Fig. 9, such 
a pupil diameter is generally found under luminance conditions of a few hundred cd/m2, correspond-
ing to that occurring on cloudy days. Thus, in most eyes, wavefront aberration is likely to have only a 
minor impact on vision under daylight conditions.

To give some insight into the image degradation caused by any level of RMS wavefront aberration, 
we can roughly evaluate its blurring effects by equating them with those of an “equivalent defocus,” 
that is the spherical error in focus which produces the same magnitude of RMS aberration for the 
same pupil size. The equivalent defocus is given by:

 Equivalent defocus (diopters) = 
16 31 2

2

. / ⋅ RMS error

d
 (12)
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1.16  VISION AND VISION OPTICS

where the RMS aberration is measured in microns and the pupil diameter, d, in mm. As examples, 
the dashed curves in Fig. 11 indicate equivalent defocus levels of 0.125, 0.25, and 0.50 D. For younger 
subjects (20–39 years), the mean HOA is always lower than an equivalent defocus level of 0.25 D, except 
at the largest, 7 mm, pupil diameter. For comparison, the reliability of clinical refractive techniques 
is around ±0.3 D.154,155 Although the assumption that equal RMS errors produce equal degradation 
of vision is not completely justified,156,157 it is evident that, in most younger, normal eyes, the impact 
on vision of optical blur due to axial monochromatic aberrations is likely to be modest under most 
conditions, although this may not be true for a minority of individuals.
When the coefficients of the individual Zernike polynomials are considered for eyes in which the 
accommodation is relaxed for distance vision, several large-scale studies involving many hundred 
normal individuals give very similar results.128–134 As an example, the study by Applegate and his 
colleagues134 generated mean values for the magnitudes of different types of third- and fourth-order 
aberration for different pupil sizes and ages (coefficients for still higher-order Zernike modes are 
usually much smaller). Table 1 gives examples of their values for different age groups. Note that, 
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FIGURE 11 Plots of total mean RMS wave aberration as a function of pupil size for 
different age groups. (After Applegate et al.134) The dashed curves show levels of equivalent 
defocus of 0.125, 0.25, and 0.50 D. 

TABLE 1 Mean Values of the Coefficients (μm) and Their Standard Deviations for Individual Third- and Fourth-Order 
Zernike Modes for 3- and 6-mm Pupils and Different Subject Age Groups∗

  Pupil RMS WFE RMS WFE RMS WFE RMS WFE RMS WFE
Age Diameter  (μm) (μm) (μm) (μm) (μm)
(yrs) (mm) Trefoil Coma Tetrafoil 2nd Astig. Sph. ab.

 20–29 3 0.029 ± 0.018 0.028 ± 0.019 0.011 ± 0.010 0.011 ± 0.007 0.013 ± 0.013
 30–39 3 0.027 ± 0.017 0.031 ± 0.022 0.010 ± 0.004 0.015 ± 0.008 0.014 ± 0.010
 40–49 3 0.038 ± 0.023 0.036 ± 0.020 0.014 ± 0.008 0.014 ± 0.009 0.016 ± 0.011
 50–59 3 0.043 ± 0.0.027 0.048 ± 0.028 0.019 ± 0.016 0.018 ± 0.011 0.014 ± 0.011
 60–69 3 0.041 ± 0.021 0.047 ± 0.026 0.023 ± 0.019 0.017 ± 0.011 0.027 ± 0.013
 70–79 3 0.059 ± 0.031 0.055 ± 0.026 0.024 ± 0.014 0.020 ± 0.010 0.030 ± 0.022
 20–29 6 0.141 ± 0.089 0.137 ± 0.076 0.051 ± 0.025 0.063 ± 0.035 0.132 ± 0.108
 30–39 6 0.139 ± 0.089 0.136 ± 0.087 0.056 ± 0.030 0.055 ± 0.027 0.130 ± 0.090
 40–49 6 0.187 ± 0.083 0.169 ± 0.089 0.073 ± 0.048 0.071 ± 0.037 0.193 ± 0.110
 50–59 6 0.189 ± 0.097 0.198 ± 0.145 0.072 ± 0.051 0.073 ± 0.039 0.197 ± 0.115
 60–69 6 0.196 ± 0.115 0.238 ± 0.134 0.088 ± 0.068 0.097 ± 0.070 0.235 ± 0.141
 70–79 6 0.292 ± 0.175 0.339 ± 0.170 0.113 ± 0.064 0.093 ± 0.060 0.311 ± 0.153

∗The third-order modes are third-order trefoil and coma, the fourth-order are tetrafoil, secondary astigmatism (2nd astig.) and spherical aberration 
(sph. ab.). The eyes are accommodated for distance vision.

Source: Applegate et al.134
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OPTICS OF THE EYE  1.17

where appropriate, the coefficients for similar, but differently oriented, polynomials have been combined. 
Evidently for smaller, 3-mm pupils, third-order coma and trefoil aberrations tend to dominate over fourth-
order aberrations but spherical aberration becomes comparable to coma for the larger 6-mm pupil.

The results of another study128 are shown in Fig. 12a, where in this case the second-order coef-
ficients are included. Note that the second-order coefficients are much larger than those of the higher 
orders implying, not surprisingly, that the optical defects of many eyes are dominated by simple 
sphero cylindrical refractive errors.

A somewhat different picture emerges if we average the signed coefficients of the higher-order Zernike 
modes, rather than their absolute values (Fig. 12b). It is striking that the coefficients of most modes 
now have means close to zero, although individual eyes may have substantial aberration, as is shown 
by the relatively large standard deviations. A notable exception is the j = 12, Z4
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1.18  VISION AND VISION OPTICS

mode, where the mean is positive and differs significantly from zero. Thus the picture that emerges 
is that most eyes have a central tendency to be free of all higher-order aberration, except for spheri-
cal aberration, which shows a significant bias toward slightly positive (under corrected) values. The 
Zernike coefficients of individual eyes vary randomly about these mean values in a way that presum-
ably depends upon the idiosyncratic surface tilts, decentrations, and other asymmetries of the eye.

When the contributions made by the different optical components of the eye are considered, it 
appears that, with accommodation relaxed, the overall level of ocular aberration in the young adult 
is reduced by there being a balance between the contributions of the cornea and the lens. This is par-
ticularly the case for spherical aberration and horizontal coma,158–162 although the compensation may 
not be found in young eyes with high levels of total aberration163 or in older eyes.164 The mechanism 
by which compensation might be achieved has been discussed by Artal and his colleagues.2,165 It is 
interesting to note that there is at least some evidence that there may be additional neural compensa-
tion for the aberrations, this being specific to the individual.166

Since the shape and gradient index characteristics of the lens change with both accommodation and 
age, this affects the balance between the corneal and internal aberrations. As accommodation increases, 
spherical aberration tends to change from positive to negative.139–145 With age, aberrations with relaxed 
accommodation at fixed pupil diameter also increase.134–138 However, under normal conditions, the 
pupil diameter at constant light level decreases with age,37 reducing the ocular aberration: image qual-
ity therefore remains almost constant with age, although retinal illuminance is lower.135 Higher-order 
aberrations generally show, at most, only a very weak dependence on refractive error,147,167 although 
the balance between the horizontal coma of the cornea and internal optics may be affected.168

Finally we note that measured higher-order aberrations of any individual eye show small fluctua-
tions over time148–152 with frequencies up to at least 20 Hz. Although the causes of these fluctuations 
remain to be fully elucidated, the lower-frequency components undoubtedly involve such factors as 
tear film changes and the cardiopulmonary system.152,169,170 Lid pressures during such activities as 
reading may also produce longer-term changes.171–173

Off-Axis Aberrations Off-axis, on average increasing amounts of second-order aberration (defocus 
and astigmatism) are encountered (Fig. 13). These may show substantial variations with the individual 
and with the meridian under study, as may also the relationship between the tangential and sagittal 
image shells and the retinal surface.174–187 While there is little systematic change in the mean oblique 
astigmatism with the axial refraction of the eye, myopes tend to have a relatively hyperopic periph-
eral mean-sphere refraction, while that in hyperopes tends to be relatively myopic.177,178,183,185 There 
may be small changes in peripheral refraction with accommodation181 and age.186,187
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FIGURE 13 Oblique astigmatism in human eyes. T and S refer to the tangential and sagittal image 
shells, respectively. (After Ferree et al.,124 Jenkins,175 Rempt et al.,176 Smith et al.,181 Gustafsonn et al.184)
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OPTICS OF THE EYE  1.19

Higher-order wave aberrations have been studied as a function of field angle by several groups.188–192 
They are generally much less important than the second-order defocus terms but third-order, coma-
like terms rise with field angle to be considerably higher than those in axial vision.188–192 As on axis, 
there appears to be a degree of balancing between the aberrations associated with the anterior cornea 
and those of the lens.192 One problem in using Zernike polynomials to describe off-axis aberrations 
is that the associated entrance pupils are elliptical rather than circular as required if the Zernike 
approach is to be used: scaling methods to overcome this difficulty have been devised.193–195

Chromatic Aberration

Chromatic aberration arises from the dispersive nature of the ocular media, the refractive index, and 
hence the ocular power, being higher at shorter wavelengths. Constringence values for the ocular 
media are generally quoted196 as being around 50, although there is evidence that this may need 
modification.197,198 Atchison and Smith199 have recently discussed the available data for the different 
media and recommend the use of Cauchy’s equation to fit experimental values in the visible and 
allow extrapolation into the near infrared. Both longitudinal or axial chromatic aberration (LCA) 
and transverse or lateral chromatic aberration (TCA) occur (see, e.g., Refs. 200 and 201 for reviews).
For LCA, what is normally measured experimentally is not the change in power of the eye across 
the spectrum but rather the change in its refractive error, or the chromatic difference of refraction. 
There are only minor differences in the results of different studies of LCA (e.g., Refs. 175, 202–205) 
and the basic variation in ocular refraction with wavelength, equivalent to about 2 D of LCA across 
the visible spectrum is well established (Fig. 14). Atchison and Smith199 suggest that when the chro-
matic difference data are set to be zero at 590 nm they can be well fitted by the Cauchy equation
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Jenkins,175 Wald and Griffin,202 Bedford and Wyszecki,204 Howarth and Bradley. 205)

Bass_v3ch01_p001-066.indd 1.19 8/21/09 10:00:13 AM

DO
 N

OT
 D

UP
LI

CA
TE



1.20  VISION AND VISION OPTICS

where the wavelength is in nanometers and the difference in refraction, Rx(l), is in diopters. LCA 
has little effect on visual acuity for high-contrast objects in white light.206 This appears to be because 
the spectral weighting introduced by the photopic luminosity curve, which is heavily biased toward 
the central region of the spectrum, results in the primary effect of the LCA being to degrade modu-
lation transfer at intermediate spatial frequencies rather than at the high spatial frequencies involved 
in the high-contrast acuity limit.107 Alternatively, McLellan et al.207 have argued that it is the interac-
tion between the monochromatic and chromatic aberrations of the eye that helps to minimize any 
change in image quality with wavelength across the spectrum.

TCA results in a wavelength-dependent change in magnification in the retinal image, the red 
image being larger than the blue. Thus in white light the image of an off-axis point is drawn out into 
a short radial spectrum whose length in a paraxial model increases with the field angle.208 TCA there-
fore affects modulation transfer for tangentially oriented grating components of images.201,209,210

For a centered system, TCA would be zero on the optical axis. Since in the eye there is a ~5 deg 
difference (called angle a) in orientation between the visual axis joining the fixation point, nodal 
points and fovea of the eye, and the approximate optical axis, some foveal TCA might be expected. 
Remarkably, however, the center of the pupil in most eyes lies almost exactly on the visual axis1,200,211 
so that actual values of foveal TCA are typically only of the order of 0.7 min arc.1,211 Although this 
value is less than predicted by simple eye models, it is still large enough to cause some orientation-
dependent image degradation. This may be substantially increased if an artificial pupil is used which, 
for any reason, becomes decentered: such a situation may arise when using visual instrumentation 
having exit pupils which are much smaller than the entrance pupil of the eye.

With binocular viewing, the TCA associated with small decentrations of the natural pupils and 
of the foveas from the optical axis leads to the phenomenon of chromostereopsis, whereby objects of 
different colors placed at the same physical distance may appear to the observer to be at different 
distances.212–218 The exact effect varies with the individual and, when artificial pupils are used, with 
the separation of the pupils. It is thus of some practical significance in relation to the design of instru-
ments, such as binocular microscopes, in which interpupillary distance settings may not always be 
optimal for the observer.216

In the periphery, TCA may play a significant role in limiting the detection of tangential as opposed 
to radial gratings.210,219 There is as yet no consensus as to its magnitude, although some measurements 
have been made.220

Intraocular Scattered Light and Lenticular Fluorescence

A variety of regular and irregular small-scale inhomogeneities exist within the optical media of the 
eye. These may serve to scatter light during its passage between the anterior cornea and the retinal 
receptors. Further stray light may arise for reflections at the various optical surfaces and the retina 
itself, and some light may also penetrate the nominally opaque iris and sclera to reach the internal 
eye (diaphany), particularly in eyes with low pigmentation, as in albinos. The main effect of such 
light is to reduce the contrast in the retinal image.

Quantitative studies of the effects of stray light on vision were pioneered by Holladay221 and 
Stiles,222 who expressed its impact in terms of an equivalent veiling luminance, Leq cd . m–2, that would 
produce the same masking effect as a glare source giving an illuminance E lux at the eye, as a function 
of the angular distance, w deg, between the glare source and the fixation point. Vos et al.223 have sum-
marized more recent work by the approximate relationship:

L
E

eq where=
+

< <29

0 13
0 15 8

2 8( . )
. deg deg

.ω
ω  (14)

This expression relates to young adult eyes. Scattering increases throughout life by a factor of at 
least 2 to 3 times224–227 and glare formulas can be modified to take account of this (e.g., Ref. 228). 
Roughly a quarter of the stray light comes from the cornea229,230 and a further quarter from the retinal 
reflections.231,232 The rest comes almost entirely from the lens,233 there being little contribution from 
the aqueous or vitreous humors in normal healthy eyes.
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OPTICS OF THE EYE  1.21

Ohzu and Enoch234 attempted to measure a retinal MTF which included the effects of forward 
scatter, by focusing grating images onto the anterior surface of an excised retina in vitro and measur-
ing the image transfer to the far side. They argued that the receptor outer segments effectively act as 
a fiber optics bundle and that transmission through this bundle produces image degradation which 
supplements to the main optical elements of the eye. More recent psychophysical measurements235,236 
suggest, however, that forward scatter in the inner retina is negligible, implying that postmortem 
changes in the retina may have degraded Ohzu and Enoch’s MTFs.

In addition to the general effects described above, a variety of more regularly organized, 
wavelength-dependent, scattering effects in the form of annular haloes or “star” patterns may occur 
(see e.g., Refs. 237 and 238 for reviews). These are most easily observed with point sources in an other-
wise dark field, particularly if the pupil is large. Some of these result from diffraction due to ocular 
structures with quasi-regular spacing, for example, the corneal epithelial cells or lens fibers,239,240 others 
relate to small-scale refractive irregularities or to higher-order aberrations.241

Forward scattering of light affects the precision of aberrometry,137,241 while back scatter is of 
importance in allowing anterior ocular structures to be viewed by clinical examination techniques 
such as slit-lamp biomicroscopy and Scheimpflug photography.242

Stray light may also arise as a result of fluorescence in the crystalline lens. This increases with age 
and with the occurrence of cataract,243 largely through the progressive accumulation of fluorogens. 
Under some circumstances, the emitted fluorescent light can cause a slight reduction in low-contrast 
acuity in older individuals244 but in younger adults the effects are probably of little practical signifi-
cance,245 since the cornea absorbs most of the potentially activating short wavelength light.

1.6  FINAL RETINAL IMAGE QUALITY

Experimental estimates of the final quality of the retinal image can be made in three main ways: 
by calculation from wavefront aberration or similar data, by psychophysical methods, and by direct 
measurement of the light distribution on the retina using a double-pass ophthalmoscopic technique. 
Although each method has its limitations, the various methods yield compatible results in the same 
subjects and collectively produce a reasonably consistent picture of the changes in retinal image 
quality with pupil diameter, retinal location, and age.

Image Quality on the Visual Axis

Calculation from Aberration Data The optical transfer function (OTF) can be calculated by auto-
correlation of the complex pupil function with its complex conjugate, using methods originally 
devised by Hopkins.246 The pupil function gives the variation in amplitude and phase across the exit 
pupil of the system. The phase at each point can be deduced from the corresponding value of the 
wavefront aberration (each wavelength of aberration corresponds to 2p radians of phase). It is often 
assumed that the amplitude across the pupil is uniform but if imagery under photopic conditions 
is being considered, it may be more correct to take account of the Stiles-Crawford effect (SCE I) by 
including appropriate amplitude apodization, ideally on an individual basis:209,247,248 this suggestion 
is supported by some experimental evidence.249,250 The point- and line-spread functions can also be 
directly calculated from the wavefront aberration (see Chap. 4 by Glenn D. Boreman in Vol. I and 
Chap. 4 by Virendra N. Mahajan and Chap. 5 by Robert Q. Fugate in Vol. V) and appropriate soft-
ware is often included with current commercial aberrometers.

The attractive feature of this approach is that it can allow the OTF (i.e., both the modulation and 
phase transfer functions) to be calculated for any orientation. On the other hand, it fails to include 
the effects of any scattered light and hence may give too optimistic a view of the final retinal image 
quality, particularly in older eyes in which scattering is high: high levels of intraocular scatter may 
have the additional effect of reducing the reliability and validity of the aberrometer estimates of 
wavefront aberration, the exact effects depending upon the design of the particular aberrometer.251 
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1.22  VISION AND VISION OPTICS

Van Meeteren209 argued that it was appropriate to multiply the aberration-derived MTFs by the MTF 
derived by Ohzu and Enoch234 for image transfer through the retina. When this is done, the results 
agree quite well with those found by the double-pass ophthalmoscope technique;252 although, as 
noted earlier, the Ohzu and Enoch MTF may overestimate the effects of retinal degradation. A further 
problem with MTFs derived from wavefront measurements is that most aberroscopes estimate the 
form of the wavefront from measurements made at a limited number of points across the pupil.253,254 
Variations in aberration on a small spatial scale may therefore remain undetected, with consequent 
uncertainties in the derived OTFs; this problem was probably greatest with the early designs of aber-
roscope, such as the crossed cylinder device.252

Pyschophysical Comparison Method This method depends upon the comparison of modulation 
(contrast) thresholds for a normally viewed series of sinusoidal gratings of differing spatial fre-
quencies with those for similar gratings which are produced directly on the retina by interference 
techniques.256,257

Suppose an observer directly views a sinusoidal grating of spatial frequency R. Then if the grating 
has modulation M0(R), the modulation of the retinal image will be M0(R) . T(R), where T(R) is the 
modulation transfer of the eye at this spatial frequency, under the wavelength and pupil diameter 
conditions in use. If now the modulation of the grating is steadily reduced until it appears to be just 
at threshold, the threshold modulation MIT(R) on the retina will be given by

 MIT(R) = MOT(R) . T(R) (15)

where MOT(R) is the measured modulation of the external grating at threshold. The reciprocal of 
MOT(R) is the corresponding conventional contrast sensitivity and its measurement as a function of 
R corresponds to the procedure used to establish the contrast sensitivity function.

It is clear that MIT(R) corresponds to the threshold for the retina/brain portion of the visual system. 
If its value can be independently established, it will be possible to determine T(R). MIT(R), in fact, 
can be measured by bypassing the dioptrics of the eye and their aberrations and forming a system of 
interference fringes directly on the retina. This procedure was originally suggested by Le Grand256,257 
and has since been progressively improved258–264 (see Ref. 257 for review). Two mutually coherent 
point sources are produced close to the nodal points of the eye and the two resultant divergent beams 
overlap on the retina to generate a system of Young’s fringes, whose angular separation, g rads, is 
given by g  = l/a, where l is the wavelength and a is the source separation, both measured in air. If 
the sources have equal intensity, the fringes will nominally be of unit modulation. Fringe modula-
tion can be controlled by varying the relative intensities of the two sources, by adding a uniform 
background, or by modulating the two sources with a temporal square-wave and introducing a phase 
difference between the two modulations. The contrast threshold MIT(R) for the retina brain can then 
be measured as a function of R, allowing the modulation transfer for the ocular dioptrics, T(R), to be 
deduced from the relationship:

 T R
M R

M R
IT

OT

( )
( )

( )
= (16)

There are some problems with this approach. Both sets of thresholds are affected by stray light, but 
in different ways. The determination of the external modulation threshold involves light entering 
the full pupil whereas for the interferometric measurements only two small regions of the pupil are 
used. There may also be problems in maintaining the same threshold criterion for the two types of 
grating, particularly when they may differ in color, field size, and possibly speckle characteristics. 
Lastly, although the method can in principle give ocular MTFs for any orientation, it yields no phase 
information and hence the PTF cannot be determined.

Some other psychophysical methods have been suggested265 but as yet they have not been widely 
employed.

Ophthalmoscopic (Double-Pass) Methods When the image of an object is thrown on the retina, some 
of the light will be reflected back out of the eye and can be collected by an appropriate observing system 
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OPTICS OF THE EYE  1.23

to form an external image. If, for example, the object is a narrow line, the external image will be the 
LSF for the double passage of the eye. It is usual to make the assumption that the retina acts as a dif-
fuse reflector,266 coherence of the image light being lost in the reflection. In this case, earlier workers 
assumed that the image suffered two identical stages of image degradation, so that the MTF deduced 
from the Fourier transform of the external LSF was the square of the single-pass MTF. Flamant’s 
pioneering study267 with this method used photographic recording, but later workers have all used 
electronic imaging methods, initially slit-scanning arrangements with photomultipliers to record 
LSFs, and latterly low-noise CCD cameras which allow PSFs to be recorded.266,268–276 An important 
advance was the realization that in the simple form of the method as employed in earlier studies, 
when the same pupil acted as aperture stop for both the entering and exiting light paths, information 
on odd-order aberrations and on transverse chromatic aberration was lost.274 While the estimates of 
MTF were potentially correct, the PTF could not be measured. This problem can be overcome for 
monochromatic aberrations by arranging the entering and exiting beams so that the entrance pupil is 
smaller than the exit pupil.275,276 If the entrance pupil is small enough for the initial image to be effec-
tively diffraction limited, the true single-pass OTF (i.e., both the MTF and the PTF) can be deduced 
from the double-pass PTF, at least up to the cutoff frequency imposed by the small entrance pupil. 
Some theoretical aspects of this problem have been discussed by Diaz-Santana and Dainty.277

The double-pass method has been used to explore the extent to which poorer retinal image quality 
contributes to the deterioration in visual performance that is observed in older eyes,278 and to demon-
strate the changes in retinal image quality with accommodation that are caused by aberrational change 
in the crystalline lens.279 An adaptation allows the basic method to be used to determine an “index of 
diffusion” designed to characterize the optical deficit in eyes with age- and disease-related abnormali-
ties of the anterior segment, using encircled energy measurements of the double-pass PSF.280

In all variations of the double-pass method, one problem is that light levels in the outer parts 
of any spread function are low, leading to possible truncation errors and to overestimation of the 
MTF.281 Vos et al.223 attempted to overcome the truncation problem by combining the opthalmo-
scopic estimates of the PSF with measurements of wider-angle entoptic stray light, to produce a real-
istic estimate of the full light profiles in the foveal white-light PSF. A vexing question which has yet to 
be fully answered is the identity of the layer or layers at which the retinal reflection occurs: it seems 
likely that this is wavelength dependent. If more than one layer is involved, the estimated MTF will 
be somewhat too low. However there is evidence that any effect of retinal thickness on the estimated 
MTF is small282 and that scattered light from the choroid and deeper retina is guided through the 
receptors on its return through the pupil.283

Comparison between Methods Only a few direct comparisons of MTF measurements have been 
made by different techniques on the same eyes. Campbell and Gubisch266 found that their double-
pass MTFs were lower than those determined by the interferometric psychophysical method.260 A 
similar result was found by Williams et al.,284 who noted that agreement between the two techniques 
was better if green rather than red light was used for the double-pass measurements, presumably as 
a result of reduced retinal and choroidal scatter.285 Although MTFs derived from early aberrometers, 
which only sampled the pupil at a small number of points, tended to be markedly higher than those 
derived by other methods, if green light is used with young eyes the three basic methods appear to 
yield very similar MTFs: increased entoptic scatter in older eyes may cause larger differences. Liang 
and Williams286 give comparative MTF results obtained by the three techniques with three subjects 
with 3-mm pupils. The greatest discrepancies appear to be at intermediate spatial frequencies, 
where values of modulation transfer increase in the order double-pass, interferometric, and wave 
aberration derived.

Summary of Observed Optical Performance When the eye is corrected for any spherocylindrical 
refractive error, all investigators agree that, near the visual axis, the eye’s performance in mono-
chromatic light is reasonably close to the limit set by diffraction for pupil diameters up to 2 mm. As 
pupil size is increased further, aberration starts to play a more important role. The increasing impact 
of aberration is illustrated by a consideration of the changes in the Strehl intensity ratio,287 the ratio 
of the maximum irradiance in the PSF to that which would be found in a truly diffraction-limited 
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1.24  VISION AND VISION OPTICS

system. Typical published values89,288 are shown in Fig. 15. Although differences between individuals 
may be expected, the ratio falls steadily as the pupil diameter is increased, indicating the increasing 
impact of aberrations. For the smallest natural pupil diameters, the value approaches, but does not 
quite reach, the figure of 0.8 which is usually accepted as the minimum required for an optical sys-
tem to closely approximate to being diffraction limited:287 direct measures of the MTF for a 1.5-mm 
pupil in comparison with the diffraction-limited case support this finding.276

The changing balance between diffractive and aberrational effects results in optimal overall 
performance usually being achieved with pupil diameters of about 2.5 to 3 mm,266,286,288,289 cor-
responding to the diameters of natural pupils under bright, photopic conditions. For still larger 
pupils, the degrading effects of aberration dominate and modulation transfer falls. Examples286 of 
typical estimates of MTF, in this case based on wavefront measurements for different pupil diameters 
in young eyes, are shown in Fig. 16. The MTF at constant pupil diameter tends to deteriorate with 
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Artal288 and Gubisch.288)

40 50 6030
Spatial frequency (c/deg)

2 mm 3 mm 4 mm 5 mm 6 mm 7.3 mm

2010

M
od

u
la

ti
on

 t
ra

n
sf

er

0
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FIGURE 16 Examples of typical foveal MTFs in young, adult eyes for the pupil diameters 
indicated. (After Liang and Williams.286)
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age, due to both increased aberration and scatter.278 It should be noted that, although transmis-
sion through the eye undoubtedly changes the polarization state of the incident light, the retinal 
image quality is apparently nearly independent of the initial state of polarization. However, quality 
as recorded by double-pass measurements may vary if polarizing elements are included in both the 
entering and exiting light paths.290

Effects of Aberration Correction on Visual Performance Early attempts291 to improve axial visual 
performance by correction of monochromatic aberrations were failures, largely because it was 
assumed that spherical aberration was always dominant and the same in all eyes. Correction of 
longitudinal chromatic aberration also brought no improvement in acuity292 although modest 
improvements at intermediate spatial frequencies could be demonstrated.99 The advent of aberrom-
eters capable of rapidly measuring the aberrations of an individual eye has refocused attention on 
the possibility that customized aberration correction might yield significantly enhanced vision (e.g., 
Refs. 293–298).

Several potential methods for correcting the monochromatic aberrations have been suggested. 
The most effective of these is adaptive optics.299,300 This is impractical for everyday use but is being 
vigorously explored as a way of obtaining improved images of the retina for clinical diagnostic or 
research purposes(e.g., Ref. 301), since near diffraction-limited performance can be achieved through 
the full, 7 to 8 mm, drug-dilated eye pupil. For normal purposes, three methods have been suggested. 
In the first, spatially modulated excimer laser ablation of the cornea is used to correct the measured 
aberrations of the individual eye, as well as any second-order refractive error.293–298 While such “wave-
front-guided” ablation has been effective in reducing ocular aberrations consequent upon laser 
refractive surgery, it has yet to succeed in producing eyes which are completely aberration-free, largely 
because of factors such as subject-dependent variations in healing which influence the final level of 
aberration. The second possible method is the wearing of customized contact lenses, where the local 
thicknesses of the lens are manipulated to yield variations in path length which compensate for the 
ocular wavefront aberration.302,303 The problem with this approach is that the lens must be stable 
against both rotation and decentration on the eye if aberration correction is to be maintained.304–308 
The limited control of lens movement occurring in practice means that adequate correction is dif-
ficult to achieve in normal eyes. Improved performance may, however, be given in clinically abnormal 
eyes with high levels of aberration, such as those of keratoconics.307 The last suggested method, which 
has yet to be successfully demonstrated, is to incorporate the aberration correction in an intraocular 
lens: this has the theoretical advantage that the position of such a lens and its correction should be 
stable in the optical path.

Some of the potential benefits of aberration correction have been demonstrated by Yoon and 
Williams.300 Figure 17 shows some of their results for eyes under cycloplegia. The contrast sensitiv-
ity function for either a 3- or a 6-mm pupil was measured under four conditions: white light with 
only spherocylindrical (second-order) refractive error corrected; with chromatic (but not mono-
chromatic) aberration additionally removed by viewing through a narrow-band green filter; with 
monochromatic (but not chromatic) aberrations corrected using adaptive optics; with both mono-
chromatic and chromatic aberrations corrected by using adaptive optics with a green filter. The 
retinal illuminances under the various conditions were kept constant with neutral density filters at 
14.3 trolands for the 3-mm pupil and 57 trolands for the 6-mm pupil: these correspond to the lower 
end of the photopic range (a natural 6-mm pupil diameter is reasonably typical for this level of retinal 
illuminance). Yoon and Willliams300 express their results in terms of the “visual benefit” at each spatial 
frequency, that is, the ratio of the contrast sensitivity under a particular condition to that achieved 
with white-light gratings and just the spherocylindrical refractive error corrected.

It can be seen that useful performance gains are given if both monochromatic and chromatic 
aberration can be corrected, particularly for the larger pupil. The benefits are less impressive (<2 at all 
spatial frequencies) if only monochromatic aberration is corrected, as would in practice be the case 
with corneal ablation, contact lens, or other corrections. It has been argued that these gains may be 
still smaller under real-life conditions, due to such factors as inaccurate accommodation, aberrational 
changes, and, at the larger natural pupil diameters occurring under mesopic and scotopic conditions, 
the limits to performance set by the neural parts of the visual system.309,310 Although in principle 
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1.26  VISION AND VISION OPTICS

chromatic aberration of the eye can be corrected,204,291,311–315 the required multielement lens systems 
are relatively bulky and decentration effects may mean that new problems arise in controlling trans-
verse chromatic aberration.316

Off-Axis Image Quality

Fewer measurements have been made of off-axis image quality. Psychophysical measurements are 
difficult to carry out and aberration data, although available, do not yet appear to have been used to 
calculate MTFs. Most of the available measurements have therefore been made by the double-pass 
technique.272, 317–319 As noted earlier, astigmatism usually increases with field angle, so that the PSFs 
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FIGURE 17 Visual benefit in contrast sensitivity for a subject with (a) a 3-mm 
pupil and (b) a 6-mm pupil. In all cases the eye has an optimal spherocylindrical 
refractive correction. The benefit is shown for (i) correction of chromatic aberra-
tion only (green light), (ii) correction of monochromatic aberration only (adaptive 
optics, white light), and (iii) correction of both chromatic and monochromatic 
aberration (adaptive optics, green light). (Based on Yoon and Williams.300)

Bass_v3ch01_p001-066.indd 1.26 8/21/09 10:00:16 AM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICS OF THE EYE  1.27

normally lack rotational symmetry and different results for MTF and PTF are obtained at different 
orientations and levels of focus. Some representative data are shown in Fig. 18. The results shown 
are for the case when the circle of least confusion lies on the retina. Note that the MTF falls with 
field angle and that, for objects with strongly oriented structure, image quality will be improved if 
the appropriate focal line can be brought onto the retina, or if the peripheral astigmatism is cor-
rected. Williams et al.319 have suggested that the falloff in optical performance with field angle is 
advantageous in helping to prevent aliasing in peripheral vision.
Off-axis MTFs for different pupil diameters and field angles have been approximated as the sum of 
two exponential functions318,319 or as a single exponential.320

Retinal Image Quality with Visual Instruments

When an object (e.g., a display screen) is observed with the naked eye, with no intervening optics, 
the spatial frequency spectrum of the retinal image is simply the spectrum of the object multi-
plied by the OTF of the eye under the observing conditions in use. The situation is, however, more 
complex when instruments such as microscopes, telescopes, or binoculars are used. In general, it 
is incorrect to assume that the OTF of the instrument-eye combination is simply the product of 
the individual OTFs. Instead, for any field position the aberrated wavefront from the instrument is 
modified by the wavefront aberrations of the eye, the two wavefronts being added together point 
by point across the common pupil. Under favorable circumstances where the component aberra-
tions are of opposite sign, this coherent coupling321–324 can obviously result in the summed aberration 
being smaller than the individual wavefront aberrations, and hence in performance being superior 
to that which would be expected on the basis of the product of the individual OTFs.

Two factors are of particular importance in this coupling: first, the size and positional relationship 
between the instrument’s exit pupil and the ocular entrance pupil and, second, the state of focus of 
the eye. It is clear that if the entrance pupil of the eye is smaller than the exit pupil of the instrument 
(the two pupils coinciding) the eye pupil will constitute the aperture stop of the combined system. 
Movement of the smaller eye pupil within the instrument’s exit pupil will sample different areas of 
the instrumental wavefront aberration and may therefore influence retinal image quality. Conversely, 
if the exit pupil is smaller than the eye pupil, the instrument’s pupil provides the aperture stop and 
controls the aberrations. For example, with an exit pupil of 2-mm diameter or less centered on the eye 
pupil, the combined performance would be governed almost entirely by the instrumental aberrations, 
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FIGURE 18 MTFs at different field angles for a 3-mm pupil. The position of 
focus is that corresponding to the circle of least confusion, with no correction for 
oblique astigmatism. (Based on Williams et al.319)
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since the eye aberrations would normally be small enough to make a negligible contribution to the 
combined wavefront aberration. Any focus error in the instrument or accommodation error in the 
observer will add an additional defocus term to the wavefront aberration. This may again be benefi-
cial under some circumstances: for example, instrumental field curvature may be compensated for by 
changes in ocular accommodation (Refs. 325 and 326, and see later under “Vergence Input”).

Considerations of this type mean that the MTF of any instrument alone may not be a very good 
guide to the visual performance that can be achieved with it.327,328 One possible solution is to test the 
instrument in combination with a model eye which simulates as accurately as possible the aberrations 
and focus of the real eye.329 Burton and Haig330 explored the tolerance of the visual system to different 
levels and types of wavefront aberration (see also Ref. 331) and concluded that instrumental criteria 
based on the Strehl ratio may ultimately be more useful than MTF tests.328 This suggestion has, how-
ever, been disputed by Mouroulis and Zhang332 who feel that other criteria are more informative.

Chromatic aberrations are also of importance. The role of longitudinal chromatic aberration has 
been considered by Mouroulis and Woo,332,323 who find that under some circumstances quite sub-
stantial amounts of instrumental LCA can be tolerated. Further studies support a tolerance of the 
order of 2.5 min arc for transverse chromatic aberration, with TCA having greater effects on contrast 
sensitivity than high-contrast resolution.334 The general question of the design and testing of visual 
instruments is well reviewed in Mouroulis.335

1.7 DEPTH-OF-FOCUS AND ACCOMMODATION

In the foregoing it has been tacitly assumed that the eye is always optimally focused. In practice, 
since clear vision is required over a range of distances, exact focus may not always be achieved. 
It is of interest that, even if objects are at a fixed distance, small changes in focus may be required to 
optimize modulation transfer at different spatial frequencies in the presence of some types of aber-
ration (e.g., spherical aberration334–339). With the increasing availability of aberrometers, consider-
able efforts are being devoted to establishing robust criteria for “best focus” (i.e., ocular refraction) 
from wavefront data.340–342

Ocular Depth-of-Focus

As in any optical system, very small changes in ocular focus have little effect on the retinal image 
but image quality deteriorates progressively as the error of focus increases (e.g., Fig. 9). For many 
practical purposes we would like to know how large the dioptric error of focus can be before image 
quality becomes unsatisfactory. However, this immediately raises the question of what we mean by 
“unsatisfactory. ” Atchison et al. have, for example, defined the concepts of “noticeable,” “troublesome,” 
and “objectionable” blur.343 Noticeable blur is the defocus level at which blur of a set of letters first 
becomes detectable, troublesome blur is where the lack of clarity in the letters starts to be irritating, 
although the letters may still be readable, and objectionable blur is the level of blur which is unac-
ceptable: the three dioptric limits of blur were found to be in the ratio of about 1.0:1.7:2.3, respec-
tively. Ciuffreda et al. find very similar results when using minor variants of the same criteria.344 In 
fact, as will be discussed below, values of depth-of-focus are strongly dependent upon the methodology 
and conditions used (see Ref. 345 for a recent review).

In the geometrical optical approximation, for an aberration-free eye the angular diameter of the 
retinal blur circle b degrees increases linearly with the error of focus ΔF diopters and pupil diameter 
d mm [Eq. (10)]. Thus the limits of the depth-of-focus correspond to the blur circle diameter reach-
ing some assumed tolerable limit btol degrees: the corresponding value of ΔFtol is then determined 
from [Eq. (10)] to yield for the total geometrical depth-of-focus DOFgo

 DOF dioptersgo tol
tol= =2

34 9
ΔF

d

( . )β
 (17)
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The exact value obtained is, then, dependent on the assumed value of btol. If, say, a value of 2 min 
arc is taken, and the pupil diameter is 3 mm, the geometric DOF is about 0.4 D. Note that the 
geometric DOF is inversely dependent on the pupil diameter.

When the effects of physical optics are considered, for a diffraction-limited system it is conven-
tional to use the Rayleigh criterion and to say that the limits of depth-of-focus are set by the require-
ment that the optical path difference between light from the center and edge of the pupil should not 
exceed a quarter-wavelength [one Rayleigh unit of defocus, see Eq. (9)]. For the eye, this implies that 
the total physical optical depth-of-focus (DOFpo) should correspond to 2 Rayleigh units, that is,

DOF diopterspo =
−4 10 3

2

. λ
d

 (18)

where l is in nm and d is in mm. Optimal focus will lie midway through this total depth-of-focus. 
Note that, unlike the geometrical approximation, [Eq. (18)] predicts that depth-of-focus will be 
inversely proportional to the square of the pupil diameter.

In reality, the ocular depth-of-focus depends on a variety of additional factors. From the purely 
optical point of view, even if the eye is diffraction-limited the rate of loss in modulation transfer 
with defocus is spatial-frequency-dependent (Fig. 9), so that the detectable error of focus is likely to 
depend upon the spatial-frequency content of the object under observation, as well as the pupil diam-
eter. Low spatial frequencies are relatively insensitive to focus change.94–96,346 Both monochromatic 
and chromatic aberrations will further modify the through-focus characteristics of the retinal image 
focus and, in general, will tend to increase the depth-of-focus.

Equally importantly, the perceptible focus changes will depend upon the neural characteristics 
of the visual system.347 Under many conditions, the limited capabilities of the retina/brain system 
will mean that defocus tolerance may become larger than that expected on purely optical grounds. 
With larger pupils and photopic conditions, the Stiles-Crawford effect may play a role in reducing the 
effective pupil diameter and increasing the depth-of-focus (see “The Stiles-Crawford effect”). At low 
luminances, since only low spatial frequencies can be perceived348 there is an increased tolerance to 
defocus blur:349,350 a similarly increased tolerance is found in low-vision patients at photopic levels.96

Figure 19 shows a selection of experimental depth-of-focus data obtained by various tech-
niques.349,351–354 Although the exact results depend upon the methods and criteria used, it is clear 
that for larger pupils the visual depth-of-focus substantially exceeds the purely optical Rayleigh-limit 
predictions. Of more importance from the practical viewpoint, errors of focus in excess of about 0.2 to 
0.5 D are likely to lead to perceptible image blur under photopic conditions with pupils of diameter 3 
to 4 mm. Thus the eye must either change its focus (accommodate) for the range of distances that are 
of interest in everyday life (e.g., from infinity down to 0.2 m or less, corresponding to vergences from 
0 to 5 D), or use some form of optical aid such as reading glasses.

It is of interest that Goss and Grosvenor355 concluded from their review of the available clinical 
literature that conventional refraction is repeatable to within 0.25 D in approximately 75 percent 
of cases and to within 0.50 D in 95 percent of cases: errors in prescription of 0.25 D have been 
shown to produce dissatisfaction in many patients and a significant loss in both acuity and con-
trast sensitivity.356

The Accommodation Response

As with any focusing system, several aspects of accommodation are of interest: its range or ampli-
tude, its speed, its stability, and its time-averaged steady-state characteristics. All of these are age-
dependent and in most of what follows the behavior of young, adult (age around 15 to 35 years) 
eyes is described. Discussion of the response is complicated by the fact that, under normal binocular 
conditions of observation, accommodation (i.e., the focusing system) is intimately linked with the 
vergence system which ensures that the eyes converge appropriately to bring the images of any object 
of regard onto the foveas of the two eyes (see “Vergence Input” and “Movements of the Eyes”). Due 
to this linkage, accommodation can drive convergence and vice versa. The pupil usually contracts 
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1.30  VISION AND VISION OPTICS

during near vision (often called accommodative miosis), although it appears that such contraction 
is not directly driven by accommodation but is a comovement.357–362 The three functions (accom-
modation, vergence, pupil) are sometimes known as the near triad. One important result of this 
linkage is that both the dynamic and static accommodation responses in the two eyes are always 
essentially the same, even when one eye is occluded.363,364 Accommodation is driven by the responses 
of the cones of the retina and becomes progressively less effective as lighting levels are lowered from 
photopic levels through the mesopic region: at scotopic levels it is inoperative (see “Accuracy of 
Response”).365,366

Although details of the neural and physiological mechanisms responsible for accommodation are 
beyond the scope of this section (see, e.g., Refs. 367–370 for reviews), it will be helpful to remember 
that, in simple terms, the crystalline lens is supported around its equator by a system (the zonule) of 
approximately radially oriented zonular fibres. The far ends of these fibres are anchored in the ciliary 
body or muscle and neighboring structures. The ciliary body effectively forms a ring surrounding 
the lens (Fig. 1). The lens and its thin enclosing capsule are elastic and, if the lens is free of the forces 
applied to it by the zonular fibres, its structure is such that its surfaces will naturally assume the rela-
tively steep curvatures required for near vision.

Under conditions of distant viewing, the inner diameter of the ciliary ring is relatively large. This 
leads to a correspondingly high tension in the zonular fibers. These tensional forces when applied to 
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FIGURE 19 Examples of experimental measure-
ments of photopic, total monocular depth-of-focus as 
a function of pupil diameter (optimal focus lies mid-
way through the total depth-of-focus). The criteria for 
determining the depths-of-focus are Campbell349—just-
perceptible blur for a small disc, one subject, white light; 
Ogle and Schwartz351—50-percent probability of resolving 
a 20/25 checkerboard, mean of three subjects, white light; 
Tucker and Charman352—80-percent probability of achiev-
ing 90 percent of the optimal Snellen acuity, mean of two 
subjects, white light; Charman and Whitefoot353—detectable 
movement of laser speckles, mean of six subjects, 633 nm. The 
dashed line gives the depth-of-focus based on Rayleigh’s 
quarter-wavelength criterion for an aberration-free eye in 
555-nm light. 
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OPTICS OF THE EYE  1.31

the periphery of the elastic lens and capsule cause the lens surfaces to flatten slightly, reducing the 
optical power to the value required for a clear distance focus. During active accommodation, the cili-
ary ring reduces in diameter. This relaxes the tension in the zonular fibres and allows the surfaces of 
the elastic lens to assume a steeper curvature and the power of the lens to increase. Attempts have been 
made to model this process (e.g., Refs. 371–374).

Dynamics of Response Typical records of a young subject’s responses to abrupt changes in the 
position of an accommodation target are shown in Fig. 20. It can be seen that the change in posi-
tion is followed by a short reaction time, or latency (about 0.4 s) during which the response remains 
unchanged. The response then progresses to its new level, the minimum response time typically 
being around 0.6 s.360,375–380 Under conditions where there are plentiful cues to target distance this 
response usually occurs in a single sweep, but if binocular and other cues to target position apart 
from defocus blur are eliminated, the response may become uncertain and may initially be in the 
wrong direction, leading to longer response times.381–383 The response times become larger for larger 
dioptric changes.377–380

Another way of characterizing the response dynamics is in terms of their frequency response char-
acteristics.384 These may be assessed by determining the gain and phase of the response obtained 
when a target is observed whose vergence is changing sinusoidally with time, as a function of the 
temporal frequency. It appears that when gain and phase are plotted as a function of the frequency 
both vary in an essentially linear fashion, with the cutoff frequency at which response no longer tracks 
the stimulus being about 2 Hz.385 It should be stressed that these characteristics are not the output 
of a simple reflex system but depend upon higher-order involvement. They are strongly influenced 
by training and motivation,386–389 and, with repetitive stimuli, by the knowledge that the required 
response has a predictable periodic form.390 When the response to an abrupt unexpected step change 
in target vergence is analyzed in terms of the corresponding frequency response, much larger phase 
lags are given.385,390 Thus the system does not behave linearly.385

The importance of perceptual factors in relation to accommodation is exemplified by studies in which 
the distance of the target (a Maltese cross) is kept constant but its lateral scale is varied sinusoidally. 
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FIGURE 20 Examples of monocular accommodation responses to abrupt step changes in the 
vergence of an accommodation stimulus. Note the time interval (latency or reaction time) before each 
response starts to change and the time taken to complete the response (response time). Fluctuations 
in accommodation can be seen. The lower traces merely show the times at which the stimulus changes 
(between vergence levels of 2.38 and 1.33 D) occur. 
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1.32  VISION AND VISION OPTICS

Observers usually interpret this size variation at constant distance as a variation in distance of a target 
of constant linear size, and change their accommodation accordingly, even though this blurs the reti-
nal image.381 A similar effect is observed when binocular accommodation is stimulated by apparent 
depth elicited by pairs of stereograms at fixed distance.392

Stability of Response When a target at fixed distance is viewed with steady fixation, the accommo-
dation response typically shows small fluctuations (∼0.25 D) occurring at frequencies up to about 
5 Hz (see Fig. 20): the fluctuations are correlated in the two eyes (see Refs. 393 and 394 for reviews). 
It appears that the lower frequency (0–0.6 Hz) components of the fluctuations may be under neu-
ral control but that higher frequencies (1.0–2.3 Hz) are related to physiological rhythms and other 
sources of noise.395 The power in the low-frequency components increases as the target luminance 
is reduced, while that in the high-frequency components remains stable.395,396 Similarly, the low-
frequency components increase when the pupil is small and the depth-of-focus is large.397 A peak in 
the frequency spectrum at frequencies of 1 to 2 Hz is often observed398,399 and is correlated with the 
arterial pulse.400,401 The fluctuations appear to have their origin in the crystalline lens and tend to 
increase in magnitude as the mean accommodation level increases,397,402–404 although there is some 
suggestion that the higher-frequency components diminish at very high stimulus levels.395 There is 
some disagreement on the exact nature of the changes with age.395,405

The possible role of these fluctuations in relation to accommodation control remains conten-
tious. Some have argued that they simply represent plant noise384,406 and are of no utility. Others 
suggest that they could both guide the initial direction of the response and help to maintain accurate 
focus,101,399,407–411 the basic hypothesis being that if a fluctuation in one direction improves the clarity 
of the image the control system responds by moving the mean level of accommodation in that direc-
tion. Current opinion generally favors the concept that the high-frequency fluctuations represent 
plant noise and that any role in accommodation control is played by the lower-frequency components 
(below about 0.6 Hz), and that these would be primarily involved in the maintenance of the response 
at a steady level, rather than in rapid response changes.410 In any case, under most circumstances the 
fluctuations appear to produce little variation in visual acuity,412 although their effects can just be 
detected.413,414

Accuracy of Response Following pioneering work by Morgan,415 numerous studies have shown 
that, rather than there being one-to-one matching between the dioptric stimulus level and the 
corresponding accommodation response, steady-state errors are an intrinsic part of the accom-
modation control system. This is true under both monocular and binocular conditions, although 
the magnitude of the errors differs in the two states.415,416 These focus errors are often the major
cause of foveal retinal image degradation, rather than the higher-order aberrations discussed earlier
(see “Factors Affecting Retinal Image Quality”). Figure 21a illustrates a schematic response/stimulus 
curve. This emphasizes that the steady-state is usually characterized by overaccommodation (accom-
modative “lead”) for distant objects and underaccommodation (“lag”) for near objects. The range of 
stimulus vergence over which there is no noticeable image blur is termed the subjective amplitude of 
accommodation; it obviously includes depth-of-focus effects. The corresponding, somewhat smaller, 
range of actual accommodation response is the objective amplitude of accommodation. Note that a 
clinically “emmetropic” or “corrected” subject is usually left with a small myopic refractive error for 
objects at infinity, ocular depth-of-focus being relied upon to give clear vision under these circum-
stances.

The slope of the quasi-linear region of the curve depends upon the observing conditions, including 
target form and contrast,100,101,417–426 ocular pupil diameter,427–429 luminance level,350,365,366,417 and the 
acuity of the observer.418,430–433 The common feature is that, as the quality of the stimulus available to 
the visual system degrades, the slope of the central region of the response/stimulus curve diminishes 
(see, e.g., Fig. 21b, where the slope falls as the luminance is reduced and cone vision and visual acuity 
are gradually lost). To a close approximation, for any individual, as the stimulus degrades the curve 
pivots about the point for which stimulus and response are equal, that is, where the curve crosses the 
ideal one-to-one stimulus/response line. It is of interest that in many studies it appears that there is 
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OPTICS OF THE EYE  1.33

a linear relationship between the slope of the central region of the response/stimulus curve and the 
eye’s minimum angle of resolution under the target and observing conditions in use.434

The extreme case in this process is where the stimulus is either a uniform photopic field completely 
lacking in detail (a Ganzfeld), or the field is completely dark. In both cases no spatial information is 
available to the accommodation control system and the response/stimulus curve becomes completely 
flat. The response remains constant at the somewhat myopic value at which, under normal photopic 
conditions with a structured target, response equals stimulus (see, e.g., Fig. 21b). The refractive states 
under these stimulus-free, light and dark conditions are known as empty field myopia and dark focus 
respectively, and for any individual these states are essentially the same.435–438

These observations have led to the concept that this intermediate myopic level of accommodation 
is, in fact, the tonic level of accommodation (sometimes called the resting state or equilibrium level) 
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FIGURE 21 (a) Schematic appearance of a typical accommodation response/
stimulus curve under photopic conditions. The black portion of the curve rep-
resents the range over which the target is seen without noticeable blur, the grey 
portions where the lags or leads exceed the ocular depth-of-focus and the target 
appears blurred. OA is the objective amplitude of accommodation and SA the 
subjective amplitude. The “ideal” line corresponds to equal response and stimulus 
values. (b) Typical changes in the lower part of the response/stimulus curve with 
target luminance. (Based on Johnson366) Target luminances are as indicated and the 
independently measured dark focus for the same subject is 2.0 D, corresponding 
closely to the cross-over point of the two curves.
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1.34  VISION AND VISION OPTICS

to which the system returns in the absence of an adequate stimulus. This implies that accommoda-
tion must actively change from this level to view both distant and near targets. The tonic level varies 
somewhat with the individual (Fig. 22) but appears to have a mean value of around 1 D.437,439

Current theories suggest that these characteristics are dictated by the balance between the sympa-
thetic and parasympathetic innervations to the system.368,440–442

Vergence Input As noted earlier, the convergence required to maintain single vision of a near 
object during binocular observation provides an input to the control system which supplements 
that due to pure defocus blur. This may be particularly useful in stimulating accommodation under 
conditions when the accommodation stimulus alone is relatively ineffective, for example, under 
mesopic night-driving conditions where the onset of night (or twilight) myopia is delayed when 
viewing is binocular.443

Control system models for the combined accommodation-convergence system, involving both 
fast feedback loops and slow adaptive elements, have been proposed by various authors (see, e.g., 
Refs. 368, 440, 444–446).

Application to Instrumentation From the practical point of view, it is evident that errors in accom-
modation and the resultant degradation in retinal image quality will be minimized if targets such as 
displays which are viewed by the naked eye are placed at vergences which approximately match the 
typical tonic levels of observers, that is, distances of about 1 m. Acuity will then be optimal366 and 
the accommodative effort, and hence potential fatigue, will be minimized. With color displays, the 
longitudinal chromatic aberration of the eye means that more accommodative effort is required 
for red/black symbol combinations than for blue/black combinations. Only minor variations in 
response have, however, been reported when two-color isoluminant symbol/background combina-
tions are used:447–450 there is no evidence that viewing multichromatic targets results in a less stable 
response than that for black-and-white targets.451

It is of interest that, when focusing visual instruments, most observers set the focus so that the 
light leaving the eyepiece is slightly divergent, that is, they prefer to accommodate slightly when 
viewing the instrumental image.452 This instrument myopia453 correlates closely with the empty field 
myopia and dark focus of the individual observer,435–438 suggesting that these myopic states (the 
anomalous myopias) have a common origin and that the instrument focus is selected to minimize 
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OPTICS OF THE EYE  1.35

accommodative effort. This implies that fixed-focus visual instruments should not be designed to 
have parallel light leaving their eyepieces but that focus should be set so that the image appears at 
a vergence of about – 1 D.452 In any binocular instrument where the imagery is at infinity and the 
optical axes are arranged to be parallel, proximal (psychic) convergence and accommodation often 
occur, that is most young users tend to converge and accommodate slightly, leading to a loss in 
visual performance.454,455 This is presumed to be due to the perception that the targets lie within the 
“black box” constituted by the instrument. Smith et al.456 have discussed the various problems that 
arise when the focus of binocular instruments is not compatible with the angle between the eyepiece 
tubes.

Many visual instruments display field curvature and, provided that the vergences involved are 
negative, this can be at least partly compensated for by accommodation by the observer as the field 
is scanned.325,326

Age-Dependent Changes in Accommodation As the lens ages and thickens, its elastic constants 
change. This, in combination with other ocular changes, causes the efficiency of the accommodation 
system to diminish (see, e.g., Refs. 367–370 for reviews).

The most obvious change is in the amplitude of accommodation (Fig. 23). The mean subjective 
amplitude declines steadily from the age of about 10, to reach a small, constant level of about 1 D 
by the age of 50–55.457 This residual subjective amplitude represents depth-of-focus rather than true 
accommodation and the corresponding objective amplitude is zero.458 Longitudinal measurements of 
objective amplitudes suggest that the decline for any individual is linear with age.459–461 Although the 
exact values of the constants depend upon the individual subject and the method of measurement, 
the amplitude changes might typically be described by an equation of the form

 OA = 12.7 – 0.27 (age) (19)
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in subjective amplitude of accommodation with 
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1.36  VISION AND VISION OPTICS

where OA is the objective amplitude in diopters and the age is in years.461 Note that the conventional 
use of a value of 250 mm (i.e., an amplitude of accommodation of 4 D) for the “least distance of 
distinct vision” in the calculation of the nominal magnification of eyepieces and other devices is 
unlikely to reflect the effective magnification obtained by the individual user.

Apart from the change in amplitude, the general characteristics of the response/stimulus curve 
remain robust against age change up to about 35 years, when the slope starts to decline.362,462,463 
The frequency response of the accommodation system maintains its cutoff value at around 2 Hz 
up to the age of about 40 but at any lower frequency the gain tends to decrease and the phase lag to 
increase with age. There are also changes in the time constants of the responses to step changes in 
stimulus.360,465–467

The loss in amplitude becomes of practical significance when it declines sufficiently to begin to 
make it difficult to read at normal reading distances (around 1/3 m). It is tiring to exercise the full 
available amplitude of accommodation, so that problems usually start to arise at around the age of 
40 when the subjective amplitude has fallen to about 5 D. These difficulties steadily increase as the 
amplitude declines further. Initially these problems may be eased by increases in reading distance, or 
the use of high light levels to increase depth-of-focus by constricting the pupil, but by the age of about 
45 all emmetropes or corrected ametropes inevitably require some form of optical correction for near 
work. (See Chap. 14 by John S. Werner, Brooke E. Schefrin, and Arthur Bradley.)

1.8 EYE MODELS

Optical models of the eye have long been used in attempts to better understand its imaging charac-
teristics, the development of refraction, and the optical effects of spectacle and contact lenses (see, 
e.g., Refs. 468–470 for reviews). More recently such models have assumed additional importance 
in relation to the effects of a variety of surgical procedures for modifying the optics of the eye, such 
as corneal refractive surgery and intraocular lens implantation.471 They have also been used in the 
evaluation of retinal radiation hazards.472,473 The earlier models were usually limited to describing 
behavior in the paraxial region, where rays make small angles with the axis: surfaces were assumed 
to be spherical. However recent years have seen the development of a succession of increasingly 
sophisticated paraxial and wide-angle models, incorporating such features as aspheric surfaces, 
gradient index optics, and accommodation.

Paraxial Models

Figure 24 shows examples of three typical types of paraxial model with spherical refracting surfaces 
and media characterized by single values of refractive index, the relevant parameters being given 
in Table 2. These paraxial models are useful for predicting the approximate dimensions of paraxial 
images (1 deg in the visual field corresponds to about 0.29 mm on the retina) and their changes 
with accommodation and correcting lenses. However, they are of more doubtful value in indicating 
retinal image quality on axis or in describing images in the peripheral field, and cannot predict the 
aberrations of real eyes.

In constructing such models, the values of the parameters are normally selected to be reasonably 
representative of those found in real eyes but are then adjusted slightly to make the eye emmetropic. 
In schematic eyes, the cornea and lens are each represented by a pair of surfaces (although sometimes 
the lens is divided into central nuclear and outer cortical regions, these being assigned different refrac-
tive indices). In the simplified schematic eye a single surface is used for the cornea. It can be seen in 
Fig. 24 that in both these eyes the two nodal points are very close together, as also are the two principal 
points. This has encouraged the development of reduced eye models, containing a single refractive 
surface, where each pair of nodal and principal points collapses to a single point. The cardinal points 
of reduced eyes are very close to those of the more complex paraxial models. Accommodation has 
been incorporated into several schematic eyes,469,476–478 some of which incorporate aspheric surfaces 
and lenticular index gradients.
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TABLE 2 Parameters of Some Paraxial Models of the Human Eye

 Schematic Eye474 Simplified Schematic  Eye475 Reduced Eye475

Radii of surfaces (mm) Anterior cornea 7.80 7.80 5.55
 Posterior cornea 6.50 - -
 Anterior lens 10.20 10.00 -
 Po st erior lens –6.00 –6.00 -
    -

Distances from anterior
cornea (mm) Posterior cornea 0.55 - -
 Anterior lens 3.60 3.60 -
 Posterior lens 7.60 7.20 -
 Retina 24.20 23.90 -
    
 1st principal point P 1.59 1.55 0
 2nd principal point P´ 1.91 1.85 0
 1st nodal point N 7.20 7.06 5.55
 2nd nodal point N´ 7.51 7.36 5.55
 1st focal point F –15.09 –14.99 –16.67
 2nd focal point F´ 24.20 23.90 22.22

Refractive indices Cornea 1.3771 - 4/3
 Aqueous humour 1.3374 1.333 4/3
 Lens 1.4200 1.416 4/3
 Vitreous humour 1.3360 1.333 4/3

(a)
F PP′ N′ F′N

(b)
F PP′ N′ F′N

(c)

10 0
mm

10 20

F P P′ N′ F′N

FIGURE 24 Examples of paraxial eye models of 
the human eye. In each case F,F ′; P,P ′; N,N ′ represent 
the first and second focal, principal, and nodal points 
respectively. (a) Unaccommodated schematic eye with 
four refracting surfaces. (Le Grand and El Hage.474) 
(b) Simplified schematic eye with three refracting sur-
faces. (Emsley.475) (c) Reduced eye with a single refracting 
surface. (Emsley.475) Note that progressive reduction in 
the number of surfaces used in the model produces only 
minor changes in the positions of the cardinal points. 
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Wide-Angle Models

Following gradual advances in our knowledge of the form of the aspheric surfaces of the cornea and lens, 
together with the lenticular gradients of refractive index, several authors have produced sophisticated 
wide-angle eye models and have attempted to validate them by comparing the model predictions with 
the off-axis aberrations of real eyes.478–487 It is of interest that a very simple reduced eye model with a single 
aspheric refracting surface and a suitably placed pupil (the “Indiana Eye”) can simulate the chromatic, 
spherical, and oblique astigmatic aberrations typically found in real eyes.488–491

As yet, none of these models is completely successful, but progressive refinement in the experi-
mental data should lead to corresponding improvements in the modeling of the eye’s overall optical 
performance. Since, as discussed earlier, there are wide variations in both the on- and off-axis per-
formance of individual eyes, it may be that “personalized” eye models, incorporating parameters as 
measured for the particular eye, will eventually prove to be of greatest value for use in predicting the 
outcomes of refractive surgery.

1.9 TWO EYES AND STEREOPSIS

Although binocular vision confers a variety of advantages, ranging from an extension of the field of 
view to a lowering of contrast thresholds,492 attention here will be largely confined to its relevance 
for stereopsis and stereoscopic instruments. The relationship between the typical monocular and 
the binocular fields within which stereopsis can occur is shown in Fig. 25.

Just as the second-order wavefront errors (ocular refractions) of the two eyes are usually broadly 
similar, recent evidence suggests that the higher-order aberrations tend to show mirror symmetry 
between the two eyes:128–132,286,493 cone directionality (SCE I) also appears to be mirror symmetric.494 
In cases where marked interocular differences in image quality occur, it is possible that the brain can 
make selective use of the better of the two retinal images under any particular set of observing con-
ditions due to some form of probability summation. Certainly the apparently drastic technique of 
monovision contact or intraocular lens correction, in which one eye of a presbyopic observer receives 
a distance correction and the other a near correction, appears to work well for many patients and to 
yield acceptable vision over a range of distances.495–497 It may be the studies of monocular perfor-
mance that can sometimes give an unduly pessimistic view of the optical information available under 
binocular conditions.
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Basics of Stereoscopic Acuity

Due to the lateral separation of the eyes in the head, the apparent angular separations of objects 
at differing distances are slightly different for the two eyes. The resultant disparities between the 
two retinal images can be used by the visual system to estimate the relative distances of the objects, 
although absolute judgment is usually much more dependent upon such monocular cues as per-
spective and size constancy.

In Fig. 26a, suppose that the observer can just detect that the two object points A and B lie at dif-
ferent distances, l and l + δl, respectively. Then the corresponding stereo acuity dq is given by:

 dq  = qR – qL = a1 – a2

Approximating all angles as being small [i.e., l   >> d l, p, where p is the lateral separation of the nodal 
points of the two eyes, or interpupillary distance (IPD)], and using the binomial expansion with 
omission of higher-order terms in d l yields:

 δθ δ
=

⋅p l

l2   or  δ δθ
l

l

p
=

⋅2

(20)

where dq is in radians. Thus the minimum detectable difference in object distance is directly pro-
portional to the square of the viewing distance and inversely proportional to the separation between 
the eyes (see, e.g., Schor and Flom498 for a more detailed analysis).

Figure 26b plots this approximate predicted value of the just-detectable difference in distance as a 
function of the distance l, on the assumption that p = 65 mm and dq  = 10 sec arc. Note that discrimi-
nation of depth becomes very poor at distances in excess of about 500 m.

The interpupillary distance (IPD) varies somewhat between individuals and population 
groups.499 Typical distributions for men and women are illustrated in Fig. 27. Values range between 
about 50 and 76 mm. In the real world, of course, binocular cues to distance are supplemented by 
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FIGURE 26 (a) Geometry of stereopsis. It is assumed that points A and B can just 
be discriminated in depth. (b) Theoretical just discriminable distance d l as a function of 
the object distance l for the assumed values of p and dq indicated. 

Bass_v3ch01_p001-066.indd 1.39 8/21/09 10:00:19 AM

DO
 N

OT
 D

UP
LI

CA
TE



1.40  VISION AND VISION OPTICS

a variety of monocular cues such as perspective, overlay (interposition), size constancy, texture, 
motion parallax, etc.500

For any observer, dq varies with such parameters as the target luminance and angular distance 
from fixation, and the observation time allowed (e.g., Refs. 501–504), being optimal close to fixa-
tion, with high luminance and extended observation times.505 Values also vary with the nature of the 
task involved. Clinical tests of stereoacuity (e.g., Refs. 506 and 507) which are usually carried out at a 
distance of 40 cm and are calibrated for an assumed IPD, p, of 65 mm, typically yield normal stereoa-
cuities of about 20 to 40 sec arc (see Fig. 28).508 Two- or three-needle509 or similar tests carried out at 
longer distances usually give rather smaller values, of around 5 to 10 sec arc.
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Stereoscopic and Related Instruments

The stereoscopic acuity of natural viewing can be enhanced both by extending the effective IPD 
from p to Np with the aid of mirrors or prisms and by introducing transverse magnification M 
into the optical paths before each eye. This nominally has the effect of changing the just-detectable 
distance to

 δ δθ
l

l

MNp
=

⋅2

 (21)

although in practice this improvement in performance is not always fully realized. Such changes will 
in general vary the spatial relationships in the perceived image, so that the object appears as having 
either enhanced or reduced depth in proportion to its lateral scale. If, for example, the magnification 
M is greater than one but N is unity, the object appears nearer but foreshortened. Simple geometri-
cal predictions of such effects are, however, complicated by a variety of factors such as the reduced 
depth-of-field of magnifying system (see, e.g., Refs. 501, 510–512).

As a result of the range of IPD values encountered among different potential users (Fig. 27), it is 
important that adequate adjustment of IPD be provided (preferably covering 46 to 78 mm), with a 
scale so that users can set their own IPD. Convergence should be appropriate to the distance at which 
the image is viewed, that is, the angle between the visual axes should be approximately 3.7 deg for each 
diopter of accommodation exercised.513

Tolerances in Binocular Instrumentation 
and the Problem of Aniseikonia

In the foregoing, it has been assumed that the images available to the two eyes can be successfully 
fused to yield full binocular vision. Although this does not demand exact alignment of the two 
images, since, for example, horizontal misalignment can be compensated for by appropriate con-
vergence or divergence between the visual axes of the user’s eyes, such compensation is only possible 
over a limited range. Several authors have suggested instrumental tolerances appropriate to different 
circumstances (particularly duration of use) for vertical misalignment, convergence error, divergence 
error, magnification difference, and rotation in the images presented to the eyes by binocular instru-
ments (see, e.g., Refs. 513–515 for reviews). Recommended tolerances on divergence and vertical
misalignment (usually around 3 to 10 min arc) are smaller than those on convergence (around 10 to 20 
min arc). These tolerances relate to the eyes: evidently if, for example, an afocal binocular instrument 
provides lateral magnification, the tolerances on the alignment of the tubes of the right- and left-eye 
optical systems will be reduced accordingly. Cyclofusion to compensate for relative image rotation is 
difficult to maintain on a sustained basis: any tolerance is independent of magnification.

Particular interest attaches to the possibility of a magnification difference between the two images 
(aniseikonia).516 In practice, such magnification differences are probably most likely to occur as a 
result of refractive spectacle corrections in patients with markedly different refractions in the two eyes 
(anisometropia).517 Strictly speaking we are not concerned with the retinal images as such but with the 
corresponding perceived images, since it is possible that these may differ in size as a result of neural 
as well as purely optical factors. It is conventional to express the relevant magnification differences in 
percentage terms. As a rough guide, magnification differences less than 1 percent usually present no 
problems and those greater than 5 percent often make it difficult to maintain fusion, leading to dip-
lopia or suppression. It is the range between about 1 and 5 percent of perceived size difference where 
disturbing problems in spatial perception may arise but binocular vision is still possible. These may 
in turn lead to symptoms such as eyestrain, nausea, and headaches.

In eyes demanding a correction for both spherical and astigmatic errors, size differences may vary 
in different meridians, depending upon the axes of the correcting cylinders. The spatial distortions 
resulting from horizontal and vertical size differences are different in nature but, in general, objects 
may appear tilted and unpleasant instabilities in the perception of space may arise as the head or eyes 
turn. To give a rough estimate of the conditions under which significant aniseikonia may occur, we 
make use of the crude approximation that the spectacle magnification, expressed in percentage terms
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1.42  VISION AND VISION OPTICS

is about 100aF, where a mm is the distance of the spectacle lens from the eye and F diopter is its 
power. Thus the spectacle magnification is around 1.5 percent per diopter (positive for converging 
lenses, negative for diverging lenses). Thus, with a spectacle correction, problems may begin to arise 
even with quite modest degrees of anisometropia: these are reduced with contact lenses,518 which 
give much lower spectacle magnification since a ≈ 0. Even for ametropic patients without significant 
anisometropia, size differences will arise if one eye is corrected with, for example, corneal refractive 
surgery and the other with a spectacle lens. Similarly, correction of one eye with an intraocular 
lens following cataract surgery while the other eye remains spectacle corrected may also cause 
difficulties.516 Methods for measuring aniseikonia and for its control are discussed in Refs. 516 and 517; 
fortunately many patients adapt to modest image size differences.

1.10 MOVEMENTS OF THE EYES

Movements of the eyes are of significance in relation to visual optics from two major points of 
view. First, since under photopic conditions both optical and neural performance are optimal on 
the visual axis, the eye movement system must be capable of rapidly directing the eyes so that the 
images of the detail of interest fall on the central foveas of both eyes, where visual acuity is highest 
(gaze shifting leading to fixation). A scene is explored through a series of such fixational movements 
(saccades) between different points within the field.519,520 Second, the system must be capable of 
maintaining the images on the two foveas both when the object is fixed in space (gaze holding) and, 
ideally, when it is moving. Any lateral movement of the images with respect to the retina is likely to 
result in degraded visual performance, due to the limited temporal resolution of the visual system 
and the falloff in acuity with distance from the central fovea.

These challenges to the eye movement control system are further complicated by the fact that 
the eyes are mounted in what is, in general, a moving rather than a stationary head. Movements 
of the eyes therefore need to be linked to information derived from the vestibular system or laby-
rinth of the inner ear, which signals rotational and translational accelerations of the head. The 
compensatory vestibulo-ocular responses take place automatically (i.e., they are reflex movements) 
whereas the fixational changes required to foveate a new object are voluntary responses. Details of 
the subtle physiological mechanisms which have evolved to meet these requirements will be found 
in Refs. 521–524.

Basics

Each eye is moved in its orbit by the action of three pairs of extraocular muscles attached to the out-
side of the globe. Their action rotates the eye about an approximate center of rotation lying some 
13.5 mm behind the cornea, although there is in fact no unique fixed point within the eye or orbit 
around which the eye can rotate to all possible positions that it can assume.521,523 In particular, the 
“center of rotation” for vertical eye movements lies about 2 mm nearer the cornea than that for hor-
izontal eye movements (mean values 12.3 mm and 14.9 mm, respectively).525

Although the two eyes can scan a field extending about 45 deg in all directions from the straight-
ahead or primary position, in practice eye movements rarely exceed about 20 deg, fixation on more 
peripheral objects usually being achieved by a combination of head and eye movements.

If the angle between the two visual axes does not change during the movement, the latter is 
described as a version (or conjugate) movement. However, the lateral separation of the eyes in the 
head implies the need for an additional class of movements to cope with the differing convergence 
requirements of objects at different distances. These movements, which involve a change in the 
angle between the visual axes, are called vergence (or disjunctive) movements. Fixational changes 
may in general involve both types of movement, which appear to be under independent neurological 
control.526
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OPTICS OF THE EYE  1.43

Characteristics of the Movements

The version movements involved in bringing a new part of the visual field onto the fovea (saccades) 
are very rapid, being completed in around 100 ms with angular velocities often reaching more than 
700 deg/s, depending upon the amplitude of the movement527,528 (see Fig. 29a): the saccadic latency is 
about 200 ms.529 Note that the larger saccades tend initially to be inaccurate. Interestingly, it appears 
that during the saccade, when the image is moving very rapidly across the retina, vision is largely, 
although not completely, suppressed. This saccadic suppression (or perhaps, more appropriately, 
saccadic attenuation) results in, for example, the retinal thresholds for brief flashes of light being 
elevated, the elevation commencing some 30 to 40 ms before the actual saccadic movement starts. 
The subject is normally unaware of this temporary impairment of vision and the exact mechanisms 
responsible for it remain controversial,522,529 although an explanation may lie in the masking effect 
of the clear images available before and after the saccade.530

Smooth voluntary pursuit movements of small targets which are moving sinusoidally in a hori-
zontal direction are accurate at temporal frequencies up to a few hertz. Their peak velocities range up 
to about 25 deg/s. In practice, when a small moving target is tracked, the following movements usu-
ally consist of a mixture of smooth movements and additional corrective saccades (e.g., Ref. 531; see 
Fig. 29b). With repetitive or other predictable stimuli, tracking accuracy tends to improve markedly 
with experience, largely through the reduction of the phase lag between target and eye.
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FIGURE 29 (a) Time course of saccades of different 
sizes. (After Robinson.527) The traces have been superimposed 
so that the beginning of each saccade occurs at time zero. 
(b) Separation of smooth (Esm) and saccadic (Esa) compo-
nents of foveal tracking. (After Collewijn and Tamminga.531) 
T  is the target position and E is the eye position. 
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1.44  VISION AND VISION OPTICS

When the image of a substantial part of the visual field moves uniformly across the retina, the eyes 
tend to rotate in a following movement to approximately stabilize the retinal image, until eventu-
ally the gaze is carried too far from the primary position, when a rapid anticompensatory flick-back 
occurs. Thus a continuously moving visual scene, such as the view from a train, causes a series of slow 
following movements and fast recoveries, so that a record of the eye movements takes a quasi-regular 
sawtooth form. At slow object speeds, the angular velocity of the slow phase is close to that of the field, 
but as the field velocity rises, greater lags in eye velocity occur, until at about 100 deg/s the following 
movements break down. Although this optokinetic nystagmus is basically a reflex, it can be influenced 
by any instructions given to the subject.

The angular speeds of the vergence eye movements (about 5 to 10 deg/s per degree of vergence532) 
are usually described as being much lower than those for version movements. However, studies with 
more natural 3-D targets suggest that it is possible for speeds to be much higher (up to 200 deg/s for 
35-deg vergence movements533,534). Vergence movements typically follow a quasi-exponential course 
with a time constant of about 300 ms. Their latency is about 200 ms. Although the primary stimulus 
for vergence movements is disparity, that is, the difference in position of the images in the two eyes 
with respect to their foveas, vergence movements can also be driven by accommodation (see “The 
Accommodation Response”) and by perceptual factors such as perspective in line drawings.535

The vergence system is primarily designed to cope with the differences in the directions of the 
visual axes of the two eyes which arise from their horizontal separation in the head. However, some 
vertical vergence movements and relative torsional movements about the approximate direction of 
the visual axis can also occur. Such fusional movements can compensate for corresponding small 
relative angular misalignments in the eyes or in the optical systems of binocular or biocular instru-
ments. The maximum amplitude of these movements is normally small (about 1 deg for vertical 
movements and a few degrees for cyclofusional movements, see, e.g., Ref. 336). They also take longer 
to complete than horizontal vergence movements (some 8 to 10 s as compared to about 1 s). Due to 
the limited effectiveness of vertical and torsional vergence movements, it is typically recommended 
that in instruments where the two eyes view an image through separate optical systems a 10 min 
arc tolerance be set for vertical misalignment and a 30 min arc limit be set for rotational differences 
between the two images (see “Tolerances in Binocular Instrumentation”).

Stability of Fixation

When an observer attempts to maintain fixation on a stationary target, it is found that the eyes are 
not steady, but that a variety of small-amplitude movements occur. These miniature eye movements 
can be broken down into three basic components: tremor, drift, and microsaccades. The frequency 
spectrum of the tremor falls essentially linearly with the logarithm of the frequency above 10 Hz, 
extending to about 200 Hz.537 The amplitude is small (probably less than the angle subtended 
at the nodal point of the eye by the diameter of the smallest foveal cones, i.e., about 24 sec arc). 
Drift movements are much larger and slower, with amplitudes of about 2 to 5 min arc at velocities 
around 4 min/s.538 The errors in fixation brought about by the slow drifts (which are usually disas-
sociated in the two eyes) are corrected microsaccades: these are correlated in the two eyes. There 
are large intersubject differences in both mean microsaccade amplitude (from 1 to 23 min arc) and 
intersaccadic interval (from about 300 ms to 5 s),539 which probably reflect voluntary control under 
experimental conditions.

The overall stability of fixation can be illustrated by considering the statistical variation in the 
point of fixation (Fig. 30).540,541 For most of the time the point of regard lies within a few minutes of 
arc of the target. Although it has been suggested that these small eye movements could have some role 
in reducing potential aliasing problems,542 experiments measuring contrast sensitivity for briefly 
presented interference fringes on the retina suggest that this is unlikely.543 Interestingly, when a suit-
able optical arrangement is used to counteract these small changes in fixation and stabilize the image 
on the retina, the visual image may fragment or even disappear completely,538 so that these small 
movements are important for normal visual perception. Fincham’s suggestion381 that small eye move-
ments  are of importance to the ability of the eye to respond correctly to a change in accommodation 
stimulus has never been properly explored.
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OPTICS OF THE EYE  1.45

1.11 CONCLUSION

Recent years have seen considerable advances in our understanding of the aberrations of the eye and 
their dependence on factors such as pupil size, age, and field angle. The refractive index distribution 
of the lens remains to be fully elucidated, although substantial progress has been made. In general, 
it appears that the optical characteristics of the eye are such that the natural retinal image quality 
under different conditions of lighting, field, and age is well matched to the corresponding needs of 
the neural parts of the visual system. Those aberrations which are present may well be useful in such 
roles as guidance of the accommodation response, expansion of the depth-of-focus, and control of 
aliasing.
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2.1 GLOSSARY

 A amplitude

 a interpupillary distance

 Ap effective area of the entrance pupil

 C contrast

 co maximum concentration of photopigment

 d horizontal disparity

 de distance from the image plane to the exit pupil of an optical system

 dq average disparity between two points and the convergence point

 E(l) photopic spectral illuminance distribution

 Ee(l) spectral irradiance distribution

 f spatial frequency of a sinusoid

 Io half-bleaching constant

 Jo maximum photocurrent

 l length of outer segment

 L(l) photopic spectral luminance distribution

 Le(l) spectral radiance distribution

 m magnifi caton of the exit pupil relative to the actual pupil

 N total effective photons absorbed per second

 nr index of refraction of the media where the image plane is located

 n(l) spectral photon-fl ux irradiance distribution

 p proportion of unbleached photopigment

 to time constant of photopigment regeneration

 t(l) transmittance function of the ocular media

 V(l) standard photopic spectral sensitivity function of the human visual system

2.1

2
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2.2  VISION AND VISION OPTICS

 a(l) absorptance spectrum

 ΔC contrast increment or decrement

 Δf frequency increment or decrement

 Δz distance between any pair of points in the depth dimension

 e retinal eccentricity

 e(l) extinction spectrum

 q convergence angle of the eyes

 q orientation of a sinusoid

 k collection area, or aperture, of a photoreceptor

 l wavelength of the light in a vacuum

 x isomerization effi ciency

 Σ covariance matrix for a gaussian noise process

 so half-saturation constant

 t time interval

 topt optimum time interval

 Φ(·) cumulative standard normal probability function
φ  phase of a sinusoid

2.2 INTRODUCTION

Physiological optics concerns the study of (1) how images are formed in biological eyes, (2) how 
those images are processed in the visual parts of the nervous system, and (3) how the properties of 
image formation and neural processing manifest themselves in the perceptual performance of the 
organism. The previous chapter reviewed image formation; this chapter briefly describes the neural 
processing of visual information in the early levels of the human visual system, and summarizes, 
somewhat more extensively, what is known about human visual performance.

An enormous amount of information about the physical environment is contained in the 
light reaching the cornea of the eye. This information is critical for many of the tasks the human 
observer must perform, including identification of objects and materials, determination of the 
three-dimensional structure of the environment, navigation through the environment, prediction of 
object trajectories, manipulation of objects, and communication with other individuals. The perfor-
mance of a human observer in a given visual task is limited by the amount of information available 
in the light at the cornea and by the amount (and type) of information encoded and transmitted 
by the successive stages of visual processing. This chapter presents a concise description of visual 
performance in a number of fundamental visual tasks. It also presents a concise description of the 
physiological and psychological factors believed to underlie performance in those tasks. Two major 
criteria governed the selection of the material to be presented. First, we attempted to focus on quanti-
tative data and theories that should prove useful for developing rigorous models or characterizations 
of visual performance. Second, we attempted to focus on data and theories that have a firm empirical 
basis, including at least some knowledge of the underlying biological mechanisms.

2.3 OPTICS, ANATOMY, PHYSIOLOGY OF THE 
VISUAL SYSTEM

Image Formation

The processing of visual information begins with the optics of the eye, which consists of three major 
components: the cornea, pupil, and lens. The optical components are designed to form a sharp 
image at the layer of the photoreceptors in the retina. Neil Charman (Chap. 1) discusses many of 
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the details concerning how these optical components affect image quality. We briefly describe a few 
of the most useful formulas and methods for computing the approximate size, location, quality, and 
intensity of images formed at the photoreceptors. Our aim is to provide descriptions of image 
formation that might prove useful for developing models or characterizations of performance in 
perceptual tasks.

The sizes and locations of retinal images can be found by projecting points on the objects along 
straight lines through the image (posterior) nodal point until they intersect the retinal surface. The 
intersections with the retinal surface give the image locations corresponding to the points on the 
objects. The angles between pairs of projection lines are visual angles. Image locations are usu-
ally described in terms of the visual angles that projection lines make with respect to a reference 
projection line (the visual axis), which passes through the nodal point and the center of the fovea. 
The radial visual angle between a projection line from an object and the visual axis is the object’s 
eccentricity. Image sizes are often described by the visual angles between key points on the object. 
For purposes of computing the size and location of images, it is usually sufficient to use a simplified 
model of the eye’s optics, such as the reduced eye, which consists of a single spherical refracting surface 
(radius of curvature = 5.5 mm) and a retinal surface located 16.7 mm behind the nodal point (see 
Fig. 2c, Chap. 1).

A general method for computing the quality of retinal images is by convolution with a point-
spread function h(x, y). Specifically, if o(x, y) is the luminance (or radiance) of the object, and i(x, y)
is the image illuminance (or irradiance), then

i x y o x y h x y( , ) ( , ) ( , )= ∗∗  (1)

where ∗∗ represents the two-dimensional convolution operator. The shape of the point-spread func-
tion varies with wavelength and with retinal location. The precise way to deal with wavelength is 
to perform a separate convolution for each wavelength in the spectral luminance distribution of 
the object. In practice, it often suffices to convolve with a single point-spread function, which is 
the weighted average, across wavelength, of the monochromatic point-spread functions, where the 
weights are given by the shape of the spectral luminance distribution. To deal with retinal location, 
one can make use of the fact that the human point-spread function changes only gradually with 
retinal eccentricity out to about 20 deg;1 thus, a large proportion of the visual field can be divided 
into a few annular regions, each with a different point-spread function.

Calculation of the point-spread function is normally accomplished by finding the transfer 
function, H(u, v).2,3 (The point-spread function can be obtained, if desired, by an inverse Fourier 
transform.) The transfer function is given by the autocorrelation of the generalized pupil function 
followed by normalization to a peak value of 1.0:

T u v p x y e p x y eiW x y iW x y( , ) ( , ) ( , ) |( , , ) ( , , )= ⊗⊗ −λ λ
xx d mn u y d mn ve r e r= =( / ) , ( / )λ λ  (2)

H u v
T u v

T
( , )

( , )

( , )
=

0 0
 (3)

where l is the wavelength of the light in a vacuum, nr is the index of refraction of the media where 
the image plane is located, de is the distance from the image plane to the exit pupil of the optical sys-
tem, and m is the magnification of the exit pupil relative to the actual pupil. The generalized pupil 
function is the product of the simple pupil function, p(x, y) (transmittance as a function of position 
within the actual pupil), and the aberration function, eiW(x,t,l). The exit pupil is the apparent pupil, 
when viewed from the image plane. The size of and distance to the exit pupil can be found by ray-
tracing a schematic eye. For the Le Grand eye, the relevant parameters are approximately as follows: 
m = 1.03, de = 20.5 mm, and n = 1.336. Average values of the monochromatic and chromatic aberra-
tions are available (see Chap. 1) and can be used as estimates of W(x, y, l).

Equation (3) can be used to compute approximate point-spread functions (and hence image 
quality) for many stimulus conditions. However, for some conditions, direct measurements 
(or psychophysical measurements) of the point-spread function are also available (see Chap. 1), 
and are easier to deal with. For broadband (white) light and a well-accommodated eye, the axial 
point-spread functions directly measured by Campbell and Gubisch4 are representative. A useful set 
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2.4  VISION AND VISION OPTICS

of monochromatic point-spread functions was measured at various eccentricities by Navarro et al.1

These point-spread functions can be used directly in Eq. (1) to compute approximate image quality.
The approximate retinal irradiance for extended objects is given by the following formula:

E
A

L te

p

e( )
.

( ) ( )λ λ λ=
278 3

 (4)

where Ee(l) is the retinal spectral irradiance distribution (watts · m−2 · nm−1), Le(l) is the spectral 
radiance distribution of the object (watts · m−2 · sr−1 · nm−1), t(l) is the transmittance of the ocular 
media (see Chap. 1), and Ap is the effective area of the entrance pupil (mm2). [Note, Ap = ∫∫ p(x/m′,
y/m′) dx dy, where m′ is magnification of the entrance pupil relative to the actual pupil; the entrance 
pupil is the apparent size of the pupil when viewed from outside the eye.]

Photopic retinal illuminance, E(l) (candelas · nm−1), is computed by an equivalent formula 
where the spectral radiance distribution, Le(l), is replaced by the spectral luminance distribution, 
L(l) (candelas · m−2 · nm−1), defined by

L V Le( ) ( ) ( )λ λ λ= 683  (5)

where V(l) is the standard photopic spectral sensitivity function of the human visual system.5

In theoretical calculations, it is often useful to express light levels in terms of photon flux rather 
than in terms of watts. The photon-flux irradiance on the retina, n(l) (quanta · sec−1 · deg−2 · nm−1)
is computed by multiplying the retinal irradiance, Ee(l), by 8.4801 × 10−8 which converts m2 to deg2

(based upon the reduced eye), and by l/ch which converts watts into quanta/sec (where c is the speed 
of light in a vacuum, and h is Planck’s constant). Thus,

n A L tp e( ) . ( ) ( )λ λ λ λ= ×1 53 106  (6)

and, by substitution of Eq. (5) into Eq. (6),

n A
L

V
tp( ) .

( )

( )
( )λ λ

λ
λ λ= ×2 24 103  (7)

Most light-measuring devices report radiance, Le(l), or luminance, L(l); Eqs. (6) and (7) allow 
conversion to retinal photon-flux irradiance, n(l). For more details on the calculation of retinal 
intensity, see Wyszecki and Stiles.5

Image Sampling by the Photoreceptors

The image formed at the receptor layer is described by a four-dimensional function n(x, y, t, l), 
which gives the mean photon-flux irradiance (quanta · sec−1 · deg2 · nm−1) as a function of space 
(x, y), time (t), and wavelength (l). This four-dimensional function also describes the photon noise 
in the image. Specifically, photon noise is adequately described as an inhomogeneous Poisson pro-
cess; thus, the variance in the number of photons incident in a given interval of space, time, and 
wavelength is equal to the mean number of photons incident in that same interval.

The photoreceptors encode the (noisy) retinal image into a discrete representation in space and 
wavelength, and a more continuous representation in time. The image sampling process is a crucial 
step in vision that can, and often does, result in significant information loss. The losses occur because 
physical and physiological constraints make it impossible to sample all four dimensions with suf-
ficiently high resolution.

As shown in the schematic diagram in Fig. 1, there are two major types of photoreceptors: rods 
and cones. They play very different functional roles in vision; rods subserve vision at low light levels 
and cones at high light levels. There are three types of cones, each with a different spectral sensitivity 
(which is the result of having different photopigments in the outer segment). The “long” (L), “middle” 
(M), and “short” (S) wavelength cones have peak spectral sensitivities at wavelengths of approxi-
mately 570, 540, and 440 nm, respectively. Information about the spectral wavelength distribution of 
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Rods

Cones

Rod amacrine

On center

Rod bipolar

Amacrine

Horizontal

Invaginating
cone

bipolar

Off center

Inner plexiform layer

Flat cone bipolar

Outer plexiform layer

Ganglion cells

FIGURE 1 Schematic diagram of the retinal neurons and their major synaptic connections. Note that rods, rod 
bipolar cells, and rod amacrine cells are absent in the fovea. (From Ref. 263.)
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2.6  VISION AND VISION OPTICS

the light falling on the retina is encoded by the relative activities of the L, M, and S cones. All rods have 
the same spectral sensitivity (and the same photopigment), peaking at about 500 nm.

The quality of spatial, temporal, and wavelength information encoded by the photoreceptors 
depends upon: (1) the spatial distribution of the photoreceptors across the retina, (2) the efficiency 
with which individual photoreceptors absorb light at different wavelengths (the absorptance spectrum), 
(3) the area over which the individual photoreceptors collect light (the receptor aperture), and (4) the 
length of time over which the individual photoreceptors integrate light.

The spatial distribution of cones and rods is highly nonuniform. Figure 2a shows the typical den-
sity distribution of rod and cone photoreceptors across the retina (although there are individual dif-
ferences; e.g., see Ref. 6). Cone density decreases precipitously with eccentricity; rods are absent in 
the fovea and reach a peak density at 20 deg. If the receptor lattice were perfectly regular, the highest 
unambiguously resolvable spatial frequency (the Nyquist limit), would be half the linear density 
(in cells · deg−1). Under normal viewing conditions, the Nyquist limit does not affect vision in the 
fovea because the eye’s optics eliminate spatial frequencies at and above the limit. However, the 
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FIGURE 2 (a) Linear density of cones, rods, and ganglion cells as a function of eccentricity in the human 
retina. (The data were modified from Refs. 6 and 32.) Conversion from cells/mm2 to cells/deg2 was computed assum-
ing a posterior nodal point 16.68 mm from the retina, and a retinal radius of curvature of 12.1 mm. Conversion 
to cells/deg was obtained by taking the square root of areal density. Ganglion cell density in the central 10 deg 
was derived assuming a 3:1 ratio of ganglion cells to cones in the fovea.32 (b) Human cone outer segment length. 
(Modified from Ref. 125.) (c) Human cone inner segment, cone outer segment, and rod diameter as a function of 
eccentricity. (Modified from Ref. 125.)
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VISUAL PERFORMANCE  2.7

presentation of interference fringes (which avoid degradation by the eye’s optics) yields visible spatial 
aliasing for spatial frequencies above the Nyquist limit.7–9

The densities and retinal distributions of the three cone types are quite different. The S cones 
form a rather regular lattice comprising less the 2 percent of cones in the central fovea and some-
what less than 10 percent of the cones elsewhere;10–12 they may be absent in the central 20′ to 25′ of 
the fovea.13 It is much more difficult to distinguish individual L and Μ cones anatomically, so their 
densities and distributions are less certain. Psychophysical evidence indicates that the ratio of L to Μ
cones is approximately 2:1,14,15 but the available physiological data in monkey suggest a ratio closer 
to 1:1.16,17

From the Beer-Lambert law, the absorptance spectrum of a receptor depends upon the concentra-
tion of the photopigment, co p, in the receptor outer segment, the length of the outer segment, l, and 
the extinction spectrum, e(l), of the photopigment,

α λ ε λ( ) ( )= − −1 10 lc po  (8)

where co is the concentration of photopigment in the dark-adapted eye and p is proportion of 
unbleached photopigment. The specific absorptance spectra for the different classes of receptor are 
described in Chap. 11 by Andrew Stockman and David H. Brainard. At the peak wavelength, the photo-
receptors absorb approximately 50 percent of the incident photons (although there are some varia-
tions with eccentricity).

Because of photopigment bleaching and regeneration processes within the photoreceptor, the 
absorption spectra of the photopigments change depending upon the history of photon absorp-
tions. For example, prolonged exposure to high intensities depletes a significant fraction of the avail-
able photopigment, reducing the overall optical density. Reflection densitometry measurements18–20

have shown, to first approximation, that the proportion p of available photopigment at a given point 
in time is described by a first-order differential equation:

dp

dt

n

lc

p

t

lc p

o o

o

= − +
−−( ) ( )( )λ ξ ε λ1 10 1

 (9)

where n(l) is the photon-flux irradiance distribution (quanta · sec−1 · deg−2 · nm−1), to is the exponential 
time constant of regeneration, and x is the isomerization efficiency (which is believed to be near 1.0). 
For broadband light, Eq. (9) simplifies and can be expressed in terms of retinal illumination:19

dp

dt

Ip

Q

p

te o

= − +
−( )1

 (10)

where I is the retinal illumination (in trolands∗) and Qe is the energy of a flash (in troland · sec)
required to reduce the proportion of unbleached photopigment to 1/e. For the cone photopigments, 
the time constant of regeneration is approximately 120 sec, and Qe (for broadband light) is approxi-
mately 2.4 × 106 troland · sec. For rods, the time constant of regeneration is approximately 360 sec, 
and Qe is approximately 1.0 × 107 scotopic troland · sec. Equation (10) implies that the steady-state 
proportion of available photopigment is approximately

p I
I

I I
o

o

( ) =
+

 (11)

where Io = Qe/to. (Io is known as the half-bleaching constant.) Equation (11) is useful when comput-
ing photon absorptions at high ambient light levels; however, photopigment bleaching is not signifi-
cant at low to moderate light levels. Equation (7) also implies that bleaching and regeneration can 
produce changes in the shapes of the absorptance spectra (see Chap. 10).

The lengths of the photoreceptor outer segments (and hence their absorptances) change with 
eccentricity. Figure 2b shows that the cone outer segments are longer in the fovea. Rod outer segments 
are approximately constant in length. If the dark-adapted photopigment concentration, co, is constant 

∗The troland is defined to be the retinal illumination produced by viewing a surface with a luminance of 1 cd/m2 through a 
pupil with an area of 1 mm2.
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2.8  VISION AND VISION OPTICS

in a given class of photoreceptor (which is likely), then increasing outer segment length increases the 
amount of light collected by the receptor (which increases signal-to-noise ratio).

The light collection area of the cones is believed to be approximately 70 to 90 percent of the cross-
sectional area of the inner segment at its widest point (see Fig. 1), although direct measurements 
are not available (see Refs. 21 and 22). The collection area of the rod receptors is equal to the cross-
sectional area of the inner and outer segments (which is the same). Figure 2c plots inner-segment 
diameter as a function of eccentricity for cones and rods. As can be seen, the cone aperture increases 
with eccentricity, while the rod aperture is fairly constant. Increasing the cone aperture increases the 
light collected (which increases signal-to-noise ratio), but slightly reduces contrast sensitivity at high 
spatial frequencies (see later).

The data and formulas above [Eqs. (6) to (10)] can be used to compute (approximately) the total 
effective photons absorbed per second, N, in any receptor, at any eccentricity:

N n d= ∫κξα λ λ λ( ) ( )  (12)

where k is the collection area, or aperture, of the receptor (in deg2).
Photons entering through the pupillary center have a greater chance of being absorbed in the 

cones than photons entering through the pupillary margins. This phenomenon, known as the 
Stiles-Crawford effect, can be included in the above calculations by modifying the pupil function 
[Eqs. (3) and (4); also see Chaps. 1 and 8]. We also note that the cones are oriented toward the exit 
pupil.

The temporal response properties of photoreceptors are more difficult to measure than their spa-
tial integration properties. Figure 3 shows some physiological measurements of the photocurrent 
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FIGURE 3 Photocurrent responses of macaque rod and 
cone photoreceptors to flashes of light. Each trace represents 
the response to a different intensity level. The flash intensities 
were varied by factors of two. (From Ref. 23. Copyright © 1989 by 
Scientific American, Inc. All rights reserved.)
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VISUAL PERFORMANCE  2.9

responses of primate (macaque) rods and cones at low and moderate light levels.23 Rods integrate pho-
tons over a substantially longer duration than cones do. In addition, rods produce reliable responses 
to single photon absorptions, but cones do not.

Photoreceptors, like all neurons, have a limited dynamic range. Direct recordings from recep-
tors in macaque have shown that the peak responses of photoreceptors to brief flashes of light are 
adequately described by either a modified Michaelis-Menton function

f z
J z

z
o

n

n
o
n

( ) =
+σ

 (13)

or an exponential function

f z Jo
zn

o
n

( ) ( )/= − −1 2 σ  (14)

where Jo is the maximum photocurrent, so is the half-saturation constant (the value of z that pro-
duces exactly half the maximum response), and n is an exponent that has a value near 1.0.17,24,25 As 
the above equations imply, the photoreceptors respond approximately linearly to transient intensity 
changes at low to moderate light levels, but respond nonlinearly (ultimately reaching saturation) at 
higher light levels. Recent electroretinogram (ERG) measurements suggest that the flash response of 
human photoreceptors is similar to those of the macaque.26

The nonlinear response saturation suggests that the receptors should not be able to encode high 
image intensities accurately (because any two intensities that saturate receptor response will be indis-
tinguishable). However, the cones avoid saturation effects under many circumstances by adjusting 
their gain (so) depending upon the ambient light level; the rods do not adjust their gain nearly as 
much. The gain adjustment is accomplished in a few ways. Photopigment depletion (see earlier) 
allows multiplicative gain changes, but only operates at very high ambient light levels. Faster-acting 
mechanisms in the phototransduction sequence are effective at moderate to high light levels.27 At this 
time, there remains some uncertainty about how much gain adjustment (adaptation) occurs within 
the cones.17,24,28

Retinal Processing

The information encoded by the photoreceptors is processed by several layers of neurons in the 
retina. The major classes of retinal neuron in the primate (human) visual system and their typical 
interconnections are illustrated schematically in Fig. 1. Although the retina has been studied more 
extensively than any other part of the nervous system, its structure and function are complicated 
and not yet fully understood. The available evidence suggests that the primate retina is divided into 
three partially overlapping neural pathways: a rod pathway, a cone parvo pathway, and a cone magno 
pathway (for reviews see Refs. 29–31). These pathways, illustrated in Fig. 4, carry most of the infor-
mation utilized in high-level visual processing tasks. There are other, smaller pathways (which will 
not be described here) that are involved in functions such as control of the pupil reflex, accommo-
dation, and eye movements. Although Fig. 4 is based upon the available evidence, it should be kept 
in mind that there remains considerable uncertainty about some of the connections.

Retinal Anatomy As indicated in Fig. 4, the photoreceptors (R, C) form electrical synapses (gap-
junctions) with each other, and chemical synapses with horizontal cells (H) and bipolar cells (RB, 
MB+, MB−, DB+, DB−). The electrical connections between receptors are noninverting∗ and hence 
produce simple spatial and temporal summation. The dendritic processes and the axon-terminal 
processes of the horizontal cells provide spatially extended, negative-feedback connections from 
cones onto cones and from rods onto rods, respectively. It is likely that the horizontal cells play an 
important role in creating the surround response of ganglion cells. Rod responses probably do not 
influence cone responses (or vice versa) via the horizontal cells.

∗By noninverting we mean that changes in the response of the presynaptic neuron, in a given direction, produce changes in 
the response of the postsynaptic neuron in the same direction.
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2.10  VISION AND VISION OPTICS

In the rod pathway, rod bipolar cells (RB) form noninverting chemical synapses with amacrine
cells (AII, A). The rod amacrine cells (AII) form electrical (noninverting) synapses with the on-center
bipolar cells (MB+, DB+), and form chemical (inverting) synapses with off-center bipolar cells 
(MB−, DB−) and with off-center ganglion cells (PG−, MG−). Other amacrine cells (A) form recip-
rocal negative-feedback connections to the rod bipolar cells.

In the cone pathways, on-bipolar cells (MB+, DB+) form chemical synapses with amacrine cells 
(A) and with on-center ganglion cells (PG+, MG+).∗ Off-bipolar cells (FMB, FDB) form chemical 
synapses with amacrine cells and off-center ganglion cells (PG−, MG−).

The ganglion cells are the output neurons of the retina; their myelinated axons form the optic 
nerve. In the fovea and parafovea, each Ρ ganglion cell (PG+ , PG−) forms synapses with only one 
midget bipolar cell (MB+ , MB−), and each midget bipolar cell forms synapses with only one cone; 

Rod pathway Noninverting chemical

Noninverting electrical
Many to many

One to one

Cone magno pathway

Cone parvo pathway

AIIA

RB

DB+ MB+

MB+

MB–

MB–

PG+ PG–

MG–
C R

H

AA

A

PG–PG+

DB–

MG+

R C

H

Inverting chemical

DB+ DB–

MG+ MG–

C R

H

A

FIGURE 4 Schematic diagram of neural connections in the pri-
mate retina. R (rod), C (cone), H (horizontal cell), RB (rod bipolar), 
MB+ (midget on-bipolar), MB− (midget off-bipolar), DB+ (diffuse 
on-bipolar), DB− (diffuse off-bipolar), A (amacrine), AII (rod ama-
crine), PG+ (P or midget on-center ganglion cell), PG− (P or midget 
off-center ganglion cell), MG+ (M or parasol on-center ganglion cell), 
MG− (M or parasol off-center ganglion cell).

∗The parvo ganglion cells and magno ganglion cells are also referred to as midget ganglion cells and parasol ganglion cells,
respectively.
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VISUAL PERFORMANCE  2.11

however, each cone makes contact with a midget on-bipolar and a midget-off bipolar. Thus, the Ρ
pathway (in the fovea) is able to carry fine spatial information. Current evidence also suggests that 
the Ρ pathway carries most of the chromatic information (see Chap. 11). The Μ ganglion cells (MG+, 
MG−) form synapses with diffuse bipolar cells (DB+, DB−), and each diffuse bipolar cell forms syn-
apses with many cones. Thus, the Μ pathway is less able to carry fine spatial information. However, 
the larger spatial summation (and other boosts in gain) give the Μ pathway greater sensitivity to 
changes in contrast. Furthermore, the larger sizes of neurons in the Μ pathway provide somewhat 
faster responses and hence somewhat faster transmission of information.

Figure 2a shows the density of ganglion cells as a function of eccentricity in the human retina;32

for macaque retina, see Ref. 33. At each eccentricity, the Ρ cells (PG+, PG−) comprise approximately 
80 percent of the ganglion cells and the Μ cells (MG+, MG−) approximately 10 percent. Half the 
Ρ and Μ cells are on-center (PG+ and MG+) and half are off-center (PG− and MG−). Thus, the 
approximate densities of the four major classes of ganglion cells can be obtained by scaling the curve in 
Fig. 2a. As can be seen, ganglion cell density decreases more quickly with eccentricity than does cone 
density, but in the fovea there are at least 2 to 3 ganglion cells per cone (a reasonable assumption is 
that there are two Ρ cells for every cone). The Nyquist limit of the retina would appear to be set by the 
cone density in the fovea and by the ganglion cell density in the periphery.

Retinal Physiology Ganglion cells transmit information to the brain via action potentials propa-
gating along axons in the optic nerve. The other retinal neurons transmit information as graded 
potentials (although amacrine cells generate occasional action potentials). Much remains to be 
learned about exactly how the computations evident in the responses of ganglion cells are implanted 
within the retinal circuitry.∗

The receptive fields† of ganglion cells are approximately circular and, based upon their responses 
to spots of light, can be divided into a center region and an antagonistic, annular, surround region.34

In on-center ganglion cells, light to the center increases the response, whereas light to the surround 
suppresses the response; the opposite occurs in off-center ganglion cells.

For small to moderate contrast modulations around a steady mean luminance, most Ρ and Μ cells 
respond approximately linearly, and hence their spatial and temporal response properties can be use-
fully characterized by a spatiotemporal transfer function. The spatial components of the transfer 
function are adequately described as a difference of gaussian functions with separate space constants 
representing the center and surround;35–37 see Fig. 5a. The available data suggest that the surround 
diameter is typically 3 to 6 times the center diameter.37 The temporal components of the transfer 
function have been described as a cascade of simple feedback and feed-forward linear filters (e.g., 
Ref. 38; see Fig. 5b). There also appears to be a small subset of Μ cells that is highly nonlinear, similar 
to the Υ cells in cat.39

The response amplitude of Μ and Ρ cells as a function of sinewave contrast is reasonably well 
described by a Michaelis-Menton function [i.e., by Eq. (14)], but where z and sο are contrasts rather 
than intensities. As indicated by Fig. 5, the Μ ganglion cells are (over most spatial and temporal frequen-
cies) about 4 to 10 times more sensitive than the Ρ ganglion cells; in other words, sο is 4 to 10 times 
smaller in Μ cells than Ρ cells.

When mean (ambient) light level increases, the high-frequency falloffs of the temporal transfer 
functions of Μ and Ρ cells shift toward higher frequencies, corresponding to a decrease in the time 
constants of the linear filters.38,40 The effect is reduction in gain (an increase in sο), and an increase 
in temporal resolution.

Relatively little is known about how the spatial transfer functions of primate ganglion cells change 
with mean light level. In cat, the relative strength of the surround grows with mean luminance, but the 
space constants (sizes) of the center and surround components appear to change relatively little.41,42

∗In this subsection we describe the electrophysiology of Μ and Ρ cells. This description is based on a composite of data 
obtained from ganglion cells and geniculate cells. The response properties of Μ and Ρ ganglion cells and Μ and Ρ geniculate cells 
are very similar.

†The receptive field of a neuron is defined to be the region of the visual field (or, equivalently, of the receptor array) where
light stimulation has an effect on the response of the neuron.
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2.12  VISION AND VISION OPTICS

The major effect of increasing adaptation luminance is an increase in the magnitude of the low-
frequency falloff of the spatial transfer function.

The center diameters of both Ρ and Μ cells increase with eccentricity,42,43 roughly in inverse pro-
portion to the square root of ganglion-cell density (cf., Fig. 2a). However, the precise relationship 
has not been firmly established because of the difficulty in measuring center diameters of ganglion 
cells near the center of the fovea, where the optical point-spread function is likely to be a major 
component of center diameter.37

Central Visual Processing

Most of the information encoded in the retina is transmitted via the optic nerve to the lateral genic-
ulate nucleus (LGN) in the thalamus. The neurons in the LGN then relay the retinal information 
to the primary visual cortex (V1). Neurons in V1 project to a variety of other visual areas. Less is 
known about the structure and function of V1 than of the retina or LGN, and still less is known 
about the subsequent visual areas.

Central Anatomy The LGN is divided into six layers (see Fig. 6); the upper four layers (the parvocel-
lular laminae) receive synaptic input from the Ρ ganglion cells, the lower two layers (the magnocel-
lular laminae) receive input from the Μ ganglion cells. Each layer of the LGN receives input from 
one eye only, three layers from the left eye and three from the right eye. The LGN also receives input 
from other brain areas including projections from the reticular formation and a massive projection 
(of uncertain function) from layer 6 of V1. The total number of LGN neurons projecting to the 
visual cortex is slightly larger than the number of ganglion cells projecting to the LGN.

The segregation of Μ and Ρ ganglion cell afferents into separate processing streams at the LGN is 
preserved to some extent in subsequent cortical processing. The magnocellular neurons of the LGN 
project primarily to neurons in layer 4ca in V1, which project primarily to layer 4b. The neurons 
in layer 4b project to several other cortical areas including the middle-temporal area (MT) which 
appears to play an important role in high-level motion processing (for reviews see Refs. 44–46).
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FIGURE 5 Typical spatial and temporal contrast sensitivity functions of Ρ and Μ ganglion 
cells. (a) Spatial contrast sensitivity functions for sinusoidal gratings with a mean intensity of 
1400 td, drifting at 5.2 cps. The symbols are modulation thresholds for a uniform field flickering 
sinusoidally at 5.2 cps. The threshold criterion was approximately 10 extra impulses per second. 
(Adapted from Ref. 37.) (b) Temporal contrast sensitivity functions for drifting sinusoidal gratings 
with mean intensities of 4600 td (P cell) and 3600 td (M cell), and spatial frequencies of 3 cpd 
(P cell) and 1.6 cpd (M cell). The threshold criterion was approximately 10 extra impulses per 
second. (Adapted from Ref. 38.)
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VISUAL PERFORMANCE  2.13

The parvocellular neurons of the LGN project to layers 4a and 4cb in V1. The neurons in layers 4a 
and 4cb project to the superficial layers of V1 (layers 1, 2, and 3), which project to areas V2 and V3. 
Areas V2 and V3 send major projections to area V4 which sends major projections to IT (infero-
temporal cortex). The superficial layers of V1 also send projections to layers 5 and 6.

It has been hypothesized that the magno stream subserves crucial aspects of motion and depth 
perception and that the parvo stream subserves crucial aspects of form and color perception. 
However, current understanding of the areas beyond V1 is very limited; it is likely that our views of 
their functional roles in perception will change substantially in the near future. For reviews of corti-
cal functional anatomy see, for example, Refs. 46–49.

Central Physiology The receptive field properties of LGN neurons are quite similar to those of 
their ganglion-cell inputs.50–52 LGN neurons have, on average, a lower spontaneous response rate 
than ganglion cells, and are more affected by changes in alertness and anesthetic level, but otherwise 
display similar center/surround organization, and similar spatial, temporal, and chromatic response 
properties (however, see Ref. 53).
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FIGURE 6 Schematic diagram of a vertical section through the 
lateral geniculate nucleus and through striate cortex (V1) of the primate 
visual system. (Reproduced from Ref. 49.)

Bass_v3ch02_p001-052.indd 2.13 8/21/09 11:27:05 AM

DO
 N

OT
 D

UP
LI

CA
TE



2.14  VISION AND VISION OPTICS

The receptive-field properties of neurons in the primary visual cortex are substantially different 
from those in the retina or LGN; V1 neurons have elongated receptive fields that display a substantial 
degree of selectivity to the size (spatial frequency), orientation, direction of motion of retinal stimula-
tion, and binocular disparity.54–56 Thus, the probability that a cortical neuron will be activated by an 
arbitrary retinal image is much lower than for retinal and LGN neurons.

Each region of the visual field is sampled by cortical neurons selective to the full range of sizes, 
orientations, directions of motion, and binocular disparities. When tested with sinewave gratings, 
cortical neurons have a spatial-frequency bandwidth (full width at half height) of 1 to 1.5 octaves and 
an orientation bandwidth of 25 to 35 degrees.57,58 The number of neurons in area V1 is more than two 
orders of magnitude greater than the number of LGN neurons;59 thus, there are sufficient numbers 
of cortical neurons in each region of the visual field for their receptive fields to tile the whole spatial-
frequency plane transmitted from retina to cortex several times. However, the number of cortical cells 
encoding each region of the spatial-frequency plane is still uncertain. The temporal frequency tuning 
of V1 neurons is considerably broader than the spatial-frequency tuning with peak sensitivities mostly 
in the range of 5 to 10 cps.60 The direction selectivity of V1 neurons varies from 0 to 100 percent with 
an average of 50 to 60 percent.57∗ Early measurements of disparity tuning in primate suggested that 
cortical neurons fall into three major categories: one selective to crossed disparities, one selective to 
uncrossed disparities, and one tuned to disparities near zero.56 Recent evidence61 in agreement with 
evidence in cat cortex62,63 suggests a more continuous distribution of disparity tuning.

The chromatic response properties of V1 neurons are not yet fully understood.49 There is some 
evidence that discrete regions in the superficial layers of V1, called cytochrome oxidase “blobs,” con-
tain a large proportion of neurons responsive to chromatic stimuli;64 however, see Ref. 65.

The spatial-frequency tuning functions of cortical cells have been described by a variety of simple 
functions including Gabor filters, derivatives of gaussian filters, and log Gabor filters (e.g., Ref. 66). 
The temporal-frequency tuning functions have been described by difference of gamma filters. The 
full spatiotemporal tuning (including the direction-selective properties of cortical cells) has been 
described by quadrature (or near quadrature) pairs of separable spatiotemporal filters with spatial 
and temporal components drawn from the types listed above (e.g., Ref. 67).

Essentially all V1 neurons display nonlinear response characteristics, but can be divided into two 
classes based upon their nonlinear behavior. Simple cells produce approximately half-wave rectified 
responses to drifting or counterphase sinewave gratings; complex cells produce a large unmodulated 
(DC) response component with a superimposed half-wave or full-wave rectified response component.68

Simple cells are quite sensitive to the spatial phase or position within the receptor field; complex cells 
are relatively insensitive to position within the receptive field.54

Most simple and complex cells display an accelerating response nonlinearity at low contrasts 
and response saturation at high contrasts, which can be described by a Michaelis-Menton function 
[Eq. (11)] with an exponent greater than 1.0.69 These nonlinearities impart the important property 
that response reaches saturation at approximately the same physical contrast independent of the 
spatial frequency, orientation, or direction of motion of the stimulus. The nonlinearities sharpen 
the spatiotemporal tuning of cortical neurons while maintaining that tuning largely independent of 
contrast, even though the neurons often reach response saturation of 10 to 20 percent contrast.70,71

Unlike retinal ganglion cells and LGN neurons, cortical neurons have little or no spontaneous 
response activity. When cortical cells respond, however, they display noise characteristics similar to 
retinal and LGN neurons; specifically, the variance of the response is approximately proportional to 
the mean response;72,73 unlike Poisson noise, the proportionality constant is usually greater than 1.0.

2.4 VISUAL PERFORMANCE

A major goal in the study of human vision is to relate performance—for example, the ability to see 
fine detail—to the underlying anatomy and physiology. In the sections that follow, we will discuss 
some of the data and theories concerning the detection, discrimination, and estimation of contrast, 

∗Direction selectivity is defined as 100 × (Rp − Rn)/Rp, where Rp is the magnitude of response in the preferred direction and 
Rn is the magnitude of response in the nonpreferred direction.
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VISUAL PERFORMANCE  2.15

position, shape, motion, and depth by human observers. In this discussion, it will be useful to use as 
a theoretical framework the information-processing model depicted in Fig. 7. The visual system is 
represented as a cascade of processes, starting with eye movements, that direct the visual axis toward 
a point of interest, proceeding through a number of processing stages discussed in the previous sec-
tions and in Chaps. 1 and 11, and ending with a decision. When a human observer makes a deci-
sion about a set of visual stimuli, the accuracy of this decision depends on all the processes shown 
in Fig. 7. Psychophysical experiments measure the performance of the system as a whole, so if one 
manipulates a particular variable and finds it affects observers’ performance in a visual task, one 
cannot readily pinpoint the responsible stage(s). The effect could reflect a change in the amount of 
information the stimulus provides, in the fidelity of the retinal image, in representation of the stim-
ulus among spatiotemporal channels, or in the observer’s decision strategy. Obviously, it is impor-
tant to isolate effects due to particular processing stages as well as possible.

We begin by discussing the decisions a human observer might be asked to make concerning visual 
stimuli. Humans are required to perform a wide variety of visual tasks, but they can be divided into 
two general categories: identification tasks and estimation tasks.∗ In an identification task, the observer 
is required to identify a visual image, sequence of images, or a part of an image, as belonging to one 
of a small number of discrete categories. An important special case is the discrimination task in which 
there are only two categories (e.g., Is the letter on the TV screen an E or an F ?). When one of the two 
categories is physically uniform, the task is often referred to as a detection task (e.g., Is there a letter E
on the screen or is the screen blank?). In the estimation task, the observer is required to estimate the 
value of some property of the image (e.g., What is the height of the letter?). The distinction between 
estimation and identification is quantitative, not qualitative; strictly speaking, an estimation task can 

Stimuli

Eye movements

Optics

Receptors

Retinal adaptation/inhibition

Spatiotemporal channels

Decision processes

FIGURE 7 Simple information-processing model of 
the visual system representing the major factors affecting 
contrast detection and discrimination.

∗Visual tasks can also be categorized as objective or subjective. Objective tasks are those for which there is, in principle, a 
precise physical standard against which performance can be evaluated (e.g., a best or correct performance). The focus here is on
objective tasks because performance in those tasks is more easily related to the underlying physiology.
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2.16  VISION AND VISION OPTICS

be regarded as an identification task with a large number of categories. There are two fundamental 
measures of performance in visual tasks: the accuracy with which the task is performed, and the speed
at which the task is performed. For further discussion of methods for measuring visual performance, 
see Chap. 3 by Denis G. Pelli and Bart Farell.

Referring again to the information-processing model of Fig. 7, we note that it is difficult to iso-
late the decision strategy; the best one can do is to train observers to adhere as closely as possible to 
the same decision strategy across experimental conditions. So, whether the experiment involves simple 
identification tasks, such as discrimination or detection procedures, or estimation tasks, observers are 
generally trained to the point of using a consistent decision strategy.

The stimulus for vision is distributed over space, time, and wavelength. As mentioned earlier, we 
are primarily concerned here with spatial and temporal variations in intensity; variations in wave-
length are taken up in Chap. 11.

Before considering human visual performance, we briefly describe ideal-observer theory (e.g., 
Refs 74 and 75), which has proven to be a useful tool for evaluating and intepreting visual performance.

Ideal-Observer Theory

In attempting to understand human visual performance, it is critically important to quantify 
performance limitations imposed by the information contained in the stimulus. There is a well-
accepted technique, based on the theory of ideal observers,75 for so doing. As applied to vision (see 
Refs. 76–79), this approach is based on comparing human observers’ performance to that of an 
ideal observer for the same stimuli. Ideal observers have three main elements: (1) a precise descrip-
tion of the stimuli, including any random variation or noise; (2) descriptions of how the stimuli 
are modified by the visual stages of interest (e.g., optics, receptors); and (3) an optimal decision 
rule. Such observers specify the best possible level of performance (e.g., the smallest detectable 
amount of light) given the variability in the stimulus and information losses in the incorporated 
visual stages. Because ideal observer performance is the best possible, the thresholds obtained are 
a measure of the information available in the stimulus (to perform the task) once processed by 
the incorporated stages. Poorer performance by the human observer must be due to information 
losses in the unincorporated stages. Thus, ideal-observer theory provides the appropriate physical 
benchmark against which to evaluate human performance.75,80 One can, of course, use models of 
anatomical and physiological mechanisms to incorporate various processing stages into an ideal 
observer (as shown in Fig. 7); comparisons of human and ideal observer performance in such cases 
can allow one to compute precisely the information transmitted and lost by mechanisms of interest. 
This allows assessment of the contributions of anatomical and physiological mechanisms to overall 
visual performance.78

It is important to recognize that ideal-observer theory is not a theory of human performance 
(humans generally perform considerably below ideal); thus, the theory is not a substitute for psycho-
physical and physiological modeling. However, the theory is crucial for understanding the stimuli 
and the task. In many ways, measuring and reporting the information content of stimuli with an ideal 
observer is as fundamental as measuring and reporting the basic physical dimensions of stimuli.

To illustrate the concepts of ideal-observer theory, consider an identification task with response 
alternatives (categories) a1 through am, where the probability of a stimulus from category aj equals 
qj. Suppose, further, that the stimuli are static images, with an onset at some known point in time. 
(By a static image, we mean there is no temporal variation within a stimulus presentation except for 
photon noise.) Let Z be the list of random values (e.g., photon counts) at each sample location (e.g., 
photoreceptor) in some time interval t for a single presentation of a stimulus:

Z =( , , )Z Zn1…  (15)

where Zi, is the sample value at the ith location.
Overall accuracy in an identification task is always optimized (on average) by picking the most 

probable stimulus category given the sample data and the prior knowledge. Thus, if the goal is to 
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VISUAL PERFORMANCE  2.17

maximize overall accuracy in a given time interval t, then the maximum average percent correct 
(PCopt) is given by the following sum:

PC q p
z

opt( ) ( | )τ ατ= ∗ ∗∑ z  (16)

where pt(z |a∗) is the probability density function associated with Z for stimulus category aj, and 
the subscript ∗ represents the category j for which the product q∗ pt(z|a∗) is maximum. (Note, Z is a 
random vector and z is a simple vector.)

Suppose, instead, that the goal of the task is to optimize speed. Optimizing speed at a given accu-
racy level is equivalent to finding the minimum stimulus duration, topt(e), at a criterion error rate e.
The value of topt(e) is obtained by setting the left side of Eq. (16) to the criterion accuracy level (1 − e)
and then solving for t.

For the detection and discrimination tasks, where there are two response categories, Eq. (16) 
becomes

PC q p q p
z

opt( ) | ( | ) ( ) ( | )|τ α ατ τ= + − −∑1
2

1
2

11 1 1 2z z  (17)

[The summation signs in Eqs. (16) and (17) are replaced by an integral sign if the probability den-
sity functions are continuous.]

Because the sums in Eqs. (16) and (17) are overall possible vectors z = (z1,…, zn), they are often 
not of practical value in computing optimal performance. Indeed, in many cases there is no practical 
analytical solution for ideal-observer performance, and one must resort to Monte Carlo simulation.

Two special cases of ideal-observer theory have been widely applied in the analysis of psycho-
physical discrimination and detection tasks. One is the ideal observer for discrimination or detec-
tion tasks where the only source of stimulus variability is photon noise.77,81,82 In this case, optimal 
performance is given, to close approximation, by the following formulas:83,84

PC q q
c
d

d
q

c
d

d
opt( ) ( )τ = + −

′
+ ′⎛

⎝⎜
⎞
⎠⎟

−
′
− ′⎛

⎝
1 1

2 2
Φ Φ⎜⎜

⎞
⎠⎟  (18)

where c = ln [(1 − q)/q], Φ(·) is the cumulative standard normal probability distribution, and

′ =
−

+

=
∑

d

b a b a

b a b a

i i i i
i

n

i i i

τ 1 2

1

2

/ ( )ln( / )

( )ln ( / ii
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)

/
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∑

⎡
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⎤

⎦
⎥

1

1 2  (19)

In Eq. (19), ai and bi are the average numbers of photons per unit time at the ith sample location, 
for the two alternative stimuli (a1 and a2). For equal presentation probabilities (q = 0.5), these two 
equations are easily solved to obtain topt(e).85,86 In signal-detection theory75 the quantity d′ provides a 
criterion-independent measure of signal detectability or discriminability.

Figure 8 provides an example of the use of ideal-observer theory. It compares human and ideal 
performance for detection of square targets of different areas presented briefly on a uniform back-
ground. The symbols show the energy required for a human observer to detect the target as a func-
tion of target area. The lower curve shows the absolute performance for an ideal observer operating 
at the level of photon absorption in the receptor photopigments; the upper curve shows the same 
curve shifted vertically to match the human data. The differences between real and ideal perfor-
mance represent losses of information among neural processes. The data show that neural efficiency, 
[d′real]

2/[d′ideal]
2, for the detection of square targets is approximately 1/2 percent for all but the largest 

target size.
Another frequently applied special case is the ideal observer for detection and discrimination tasks 

where the signal is known exactly (SKE) and white or filtered gaussian noise (i.e., image or pixel 
noise) has been added. Tasks employing these stimuli have been used to isolate and measure central 
mechanisms that limit discrimination performance80,87,88 to evaluate internal (neural) noise levels in 
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2.18  VISION AND VISION OPTICS

the visual system,79,89 and to develop a domain of applied psychophysics relevant to the perception 
of the noisy images, such as those created by radiological devices and image enhancers.90–92 For the 
gaussian-noise-limited ideal discriminator, Eq. (18) still applies, but d′ is given by the following:

′ =
−

d
E L E L

VAR L

( | ) ( | )

( )

α α2 1  (20)

where

L = − ′ −[ ]m m Z2 1
1Σ  (21)

In Eq. (21), Ζ is the column vector of random values from the sample locations (e.g., pixels), 
[m2 − m1]′ is a row vector of the differences in the mean values at each sample point (i.e., b1 − a1,…, 
bn − an), and Σ is the covariance matrix resulting from the gaussian noise (i.e., the element si,j of Σ
is the covariance between the ith and jth sample location). In the case of white noise, Σ is a diagonal 
matrix with diagonal elements equal to s2, and thus,∗

′ = −∑d b ai i

1 2

σ
( )  (22)

As an example, Fig. 9 compares human and ideal performance for amplitude discrimination of 
small targets in white noise as a function of noise spectral power density (which is proportional to s2). 
The solid black line of slope 1.0 shows the absolute performance of an ideal observer operating at the 
level of the cornea (or display screen); thus, the difference between real and ideal performance rep-
resents all losses of information within the eye, retina, and central visual pathways. For these condi-
tions, efficiency for amplitude discrimination of the targets ranges from about 20 to 70 percent, much 
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FIGURE 8 Comparison of real and ideal performance 
for detection of square targets on a uniform background 
of 10 cd/m2 (viewed through a 3-mm artificial pupil). The 
symbols represent human thresholds as a function of target 
area. Threshold energy is in units of cd/m2 × min2 × sec. 
The lower curve is ideal performance at the level of the 
photoreceptors; the upper curve is the ideal performance 
shifted vertically to match the human data. (Adapted from 
Ref. 264.)

∗It should be noted that the performance of the photon-noise-limited oberver [Eq. (19)] becomes equivalent to an SKE 
white noise observer [Eq. (22)] for detection of targets against intense uniform backgrounds.
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VISUAL PERFORMANCE  2.19

higher than for detecting targets in uniform backgrounds (cf., Fig. 8). Efficiencies are lower in Fig. 8 
than in Fig. 9 primarily because, with uniform backgrounds, internal (neural) noise limits human, 
but not ideal, performance; when sufficient image noise is added to stimulus, it begins to limit both 
real and ideal performance.

The following sections are a selective review of human visual performance and underlying ana-
tomical and physiological mechanisms. The review includes spatial and temporal contrast percep-
tion, light adaptation, visual resolution, motion perception, and stereo depth perception, but due to 
space limitations, excludes many other active areas of research such as color vision (partially reviewed 
Chaps. 10 and 11), eye movements,93 binocular vision,94,95 spatial orientation and the perception 
of layout,96,97 pattern and object recognition,96–99 visual attention,100 visual development,101,102 and 
abnormal vision.103

Contrast Detection

The study of contrast detection in the human visual system has been dominated for the last 
20 years by methods derived from the concepts of linear systems analysis. The rationale for apply-
ing linear systems analysis in the study of visual sensitivity usually begins with the observation 
that a complete characterization of a visual system would describe the output resulting from any 
arbitrary input. Given that the number of possible inputs is infinite, an exhaustive search for all 
input-output relationships would never end. However, if the system under study is linear, then lin-
ear systems analysis provides a means for characterizing the system from the measurement of a 
manageably small set of input-output relationships. Of course, the visual system has important 
nonlinearities, so strictly speaking, the assumptions required by linear systems analysis are violated 
in general. Nonetheless, there have been several successful applications of linear systems analysis in 
vision.
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FIGURE 9 Comparison of real (symbols) and ideal 
(solid black line) performance for contrast discrimina-
tion of spatially localized targets in white noise back-
grounds with a mean luminance of 154 cd/m2. Noise 
spectral density and target signal energy are in units of 
10−7 deg2 (the arrow indicates a noise standard devia-
tion of 26 percent contrast per pixel). (�) Gaussian target 
(standard deviation = 0.054 deg); (�) Gaussian damped 
sinewave target (9.2 cpd, standard deviation = 0.109 deg); 
(�) Gaussian damped sinewave target (4.6 cpd, standard 
deviation = 0.217 deg); (�) Sinewave target (4.6 cpd, 
0.43 × 0.43 deg). (Adapted from Ref. 87.)
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2.20  VISION AND VISION OPTICS

In the case of spatial vision, linear systems analysis capitalizes on the fact that any spatial retinal illu-
mination distribution, I(x, y) can be described exactly by the sum of a set of basis functions, such as the 
set of sinusoids. Sinusoids are eigenfunctions of a linear system, which implies that the system response 
to a sinusoidal input can be completely characterized by just two numbers; an amplitude change and 
a phase change. Indeed, it is commonly assumed (usually with justification) that spatial phase is unal-
tered in processing, so only one number is actually required to describe the system response to a sinu-
soid. Linear systems analysis provides a means for predicting, from such characterizations of system 
responses to sinusoids, the response to any arbitrary input. For these reasons, the measurement of sys-
tem responses to spatial sinusoids has played a central role in the examination of human spatial vision. 
We will begin our discussion with the spatial sinusoid and the system response to it.

A spatial sinusoid can be described by

I x y A f x y I( , ) sin[ ( cos( ) sin( )) ]= + + +2π θ θ φ  (23)

where I  is the space-average intensity of the stimulus field (often expressed in trolands), A is the 
amplitude of the sinusoid, f is the spatial frequency (usually expressed in cycles · deg−1 or cpd), q is 
the orientation of the pattern relative to axes x and y, and φ  is the phase of the sinusoid with respect 
to the origin of the coordinate system. The contrast C of a spatial sinewave is defined as (Imax − Imin)/
(Imin + Imin), where Imax is the maximum intensity of the sinusoid and Imin is the minimum; thus 

C A I= / . When the sinusoid is composed of vertical stripes, q is zero and Eq. (23) reduces to

I x y A fx I( , ) sin[ )= + +2π φ  (24)

When the contrast C of a sinusoidal grating (at a particular frequency) is increased from zero 
(while holding I  fixed), there is a contrast at which it first becomes reliably detectable, and this 
value defines the contrast detection threshold. It is now well-established that contrast threshold varies 
in a characteristic fashion with spatial frequency. A plot of the reciprocal of contrast at threshold as a 
function of spatial frequency constitutes the contrast sensitivity function (CSF). The CSF for a young 
observer with good vision under typical indoor lighting conditions is shown in Fig. 10 (blue squares). 
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FIGURE 10 Contrast sensitivity as a function of 
spatial frequency for a young observer with good vision 
under typical indoor lighting conditions. The blue squares 
represent the reciprocals of contrast at detection threshold 
for sinusoidal grating targets. The red circles represent the 
reciprocals of contrast thresholds for half-cycle sinusoids. 
The solid line represents the predicted threshold function 
for half-cycle gratings for a linear system whose CSF is given 
by the blue squares. (Adapted from Ref. 193.)
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VISUAL PERFORMANCE  2.21

The function is bandpass with a peak sensitivity at 3 to 5 cpd. At those spatial frequencies, a contrast 
of roughly 1/2 percent can be detected reliably (once the eye has adapted to the mean luminance). 
At progressively higher spatial frequencies, sensitivity falls monotonically to the so-called high-
frequency cutoff at about 50 cpd; this is the finest grating an observer can detect when the contrast C
is at its maximum of 1.0. At low spatial frequencies, sensitivity falls as well, although (as we will see) 
the steepness of this low-frequency rolloff is quite dependent upon the conditions under which the 
measurements are made. It is interesting that most manipulations affect the two sides of the function 
differently, a point we will expand later.

The CSF is not an invariant function; rather the position and shape of the function are subject 
to significant variations depending on the optical quality of the viewing situation, the average lumi-
nance of the stimulus, the time-varying and chromatic qualities of the stimulus, and the part of the 
retina on which the stimulus falls. We will examine all of these effects because they reveal important 
aspects of the visual processes that affect contrast detection.

Before turning to the visual processes that affect contrast detection, we briefly describe how CSF 
measurements and linear systems analysis can be used to make general statements about spatial con-
trast sensitivity. Figure 10 plots contrast sensitivity to targets composed of extended sinusoids and to 
targets composed of one half-cycle of a cosinusoid. Notice that sensitivity to high spatial frequencies 
is much higher with the half-cycle cosinusoids than it is with extended sinusoids.

The half-cycle wave forms can be described as cosinusoids multiplied by rectangular functions 
of widths equal to one-half period of the cosinusoid. The truncating rectangular function causes the 
frequencies in the pattern to “splatter” to higher and lower values than the nominal target frequency. 
Multiplication of the Fourier transforms of the half-cycle targets by the CSF obtained with extended 
sinusoids yields an estimate of the visual system’s output response to the half-cycle targets. From 
there, use of a simple decision rule allows one to derive predicted half-cycle contrast sensitivities for a 
linear system. One expects to find greater visibility to high spatial frequencies with half-cycle gratings. 
The quantitative predictions are represented by the solid line in Fig. 10 and they match the observa-
tions rather well. There are numerous cases in the literature in which the CSF yields excellent predic-
tions of the visibility of other sorts of patterns, but there are equally many cases in which it does not. 
We will examine some of the differences between those two situations later.

All of the information-processing stages depicted in Fig. 7 affect the CSF, and most of those effects 
have now been quantified. We begin with eye movements.

Eye Movements Even during steady fixation, the eyes are in constant motion, causing the retina to 
move with respect to the retinal images.104 Such motion reduces retinal image contrast by smearing 
the spatial distribution of the target, but it also introduces temporal variation in the image. Thus, it 
is not obvious whether eye position jitter should degrade or improve contrast sensitivity. It turns out 
that the effect depends on the spatial frequency of the target. At low frequencies, eye movements are 
beneficial. When the image moves with respect to the retina, contrast sensitivity improves for spatial 
frequencies less than about 5 cpd.105,106 The effect of eye movements at higher spatial frequencies is 
less clear, but one can measure it by presenting sinusoidal interference fringes (which bypass optical 
degradations due to the eye’s aberrations) at durations too short to allow retinal smearing and at 
longer durations at which smearing might affect sensitivity.107 There is surprisingly little attenuation 
due to eye position jitter; for 100-ms target presentations, sensitivity at 50 cpd decreases by only 0.2 
to 0.3 log units relative to sensitivity at very brief durations. Interestingly, sensitivity improves at long 
durations of 500 to 2000 ms. This may be explained by noting that the eye is occasionally stationary 
enough to avoid smearing due to the retina’s motion.

Thus, the eye movements that occur during steady fixation apparently improve contrast sensitiv-
ity at low spatial frequencies and have little effect at high frequencies. This means that with steady 
fixation there is little need for experimenters to monitor or eliminate the effects of eye movements in 
measurements of spatial contrast sensitivity at high spatial frequencies.

Optics The optical tranfer function (OTF) of an optical system describes the attenuation in contrast 
(and the phase shift) that sinusoidal gratings undergo when they pass through the optical system. 
As shown in Chap. 1 the human OTF (when the eye is well accommodated) is a low-pass function 
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2.22  VISION AND VISION OPTICS

whose shape depends on pupil size and eccentricity. The dashed curve and the blue squares in 
Fig. 11 show the foveal OTF and the foveal CSF, respectively, for a pupil diameter of 3.8 mm. At 
high spatial frequencies, the foveal CSF declines at a faster rate than the foveal OTF. Thus, the OTF 
can only account for part of the high-frequency falloff of the CSF. Also, it is obvious that the OTF 
(which is a low-pass function) cannot account for the falloff in the CSF at low spatial frequencies.

Receptors Several receptor properties affect spatial contrast sensitivity and acuity. As noted earlier, 
the receptors in the fovea are all cones, and they are very tightly packed and arranged in a nearly 
uniform hexagonal lattice. With increasing retinal eccentricity, the ratio of cones to rods decreases 
steadily (see Fig. 2a) and the regularity of the lattice diminishes.

Several investigators have noted the close correspondence between the Nyquist frequency and the 
highest-detectable spatial frequency108–111 and have argued that the geometry of the foveal cone lattice 
sets a fundamental limit to grating acuity. However, more importance has been placed on this relation-
ship than is warranted. This can be shown in two ways. First, grating acuity varies with several stim-
ulus parameters including space-average luminance, contrast, and temporal duration. For example, 
grating acuity climbs from about 5 cpd at a luminance of 0.001cd/m2 to 50 to 60 cpd at luminances 
of 100 cd/m2 or higher.112 Obviously, the cone lattice does not change its properties in conjunction 
with changes in luminance, so this effect has nothing to do with the Nyquist limit. The only condi-
tions under which the Nyquist limit might impose a fundamental limit to visibility would be at high 
luminances and contrasts, and relatively long target durations. Second, and more importantly, several 
investigators have shown that observers can actually detect targets whose frequency components are 
well above the Nyquist limit. For example, Williams113 presented high-frequency sinusoidal gratings 
using laser inter-ferometry to bypass the contrast reductions that normally occur in passage through 
the eye’s optics. He found that observers could detect gratings at frequencies as high as 150 cpd, which 
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FIGURE 11 The contrast sensitivity function (CSF) 
and the transfer functions for various visual processing 
stages. All functions have been normalized to a log sensi-
tivity of 0.0 at 10 cpd. The blue squares represent the CSF 
measured in the conventional way using incoherent white 
light.22 The red circles represent the transfer function of
the prenonlinearity filter measured.22 The dotted line rep-
resents the neural transfer function that results from a 
bank of photon-noise-limited spatial filters of constant 
bandwidth.122 The dashed line represents the optical trans-
fer function for a 3.8-mm pupil.4 The green circles are the 
product of the three transfer functions.
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VISUAL PERFORMANCE  2.23

is 2.5 times the Nyquist limit. Observers did so by detecting the gratings’ “aliases,” which are Moiré-
like distortion products created by undersampling the stimulus.114 The CSF under these conditions 
is smooth with no hint of a loss of visibility at the Nyquist limit. The observer simply needs to switch 
strategies above and below the Nyquist limit; when the targets are below the limit, the observer can 
detect the undistorted targets, and when the targets are above the limit, the observer must resort 
to detecting the targets’ lower frequency aliases.7 On the other hand, when the task is to resolve the 
stripes of a grating (as opposed to detecting the grating), performance is determined by the Nyquist 
limit over a fairly wide range of space-average luminances.115

In addition to receptor spacing, one must consider receptor size in the transmission of signals 
through the early stages of vision. As noted earlier, the prevailing model of cones holds that the inner 
segment offers an aperture to incoming photons. In the fovea, the diameter of the inner segment is 
roughly 0.5 min6,21 (see Fig. 2c). Modeling the cone aperture by a cylinder function of this diameter, 
one can estimate the low-pass filtering due to such an aperture from the cylinder’s Fourier transform, 
which is a first-order Bessel function whose first zero occurs at 146 cpd. However, the entrance to a 
structure only a few wavelengths of light wide cannot be described accurately by geometric optics,116

so the receptor aperture is generally modeled by a gaussian function whose full width at half height is 
somewhat smaller than the anatomical estimates of the aperture diameter.22

The modulation transfer of the neural stages prior to a compressive nonlinearity (thought to exist 
in the bipolar cells of the retina or earlier) has been measured in the following way.22 Laser interfer-
ometry was used to bypass the contrast reductions that normally occur as light passes through the 
eye’s optics. The stimuli were two high-contrast sinusoids of the same spatial frequency but slightly 
different orientations; these created a spatial “beat” of a different orientation and frequency than the 
component gratings. Passing two sinusoids through a compressive nonlinearity, like the ones known 
to exist early in the visual system, creates a number of distortion products at various frequencies and 
orientations. MacLeod et al.22 varied the orientations and frequencies of the components so as to 
create a “beat” at 10 cpd, and then measured contrast sensitivity to the “beat.” Because the “beat” was 
always at the same spatial frequency, the filtering properties of postnonlinearity stages could not affect 
the measurements and, therefore, any effect of component frequency on contrast sensitivity had to be 
due to the filtering properties of prenonlinearity stages. Observers were able to detect the “beat” pro-
duced by component gratings of frequencies as high as 140 cpd. This implies that the prenonlinearity 
filter has exceptionally large bandwidth. By inverse Fourier transformation of these data, one can 
estimate the spatial extent of the filter; it appears to have a full width at half height of about 16 arcsec, 
which is a bit smaller than current estimates of the cone aperture. Thus, the early neural stages are 
able to pass information up to extremely high spatial frequencies once the optics are bypassed.

The red circles in Fig. 11 display the estimate of the transfer function of the prenonlinearity neural 
filter for foveal viewing. Notice that it is virtually flat up to 140 cpd. Also shown (blue squares) is the 
CSF obtained in the conventional manner with incoherent white light from a CRT display. This func-
tion represents the product of the optics and the prenonlinearity and postnonlinearity spatial filters. 
As can be seen, the bandwidth of the conventional CSF is much smaller than the bandwidth of the 
prenonlinearity filter. Thus, optics and postnonlinearity filtering are the major constraints to contrast 
sensitivity at higher spatial frequencies.

As mentioned earlier, the transfer function of the optics is shown as the dashed line. The product 
of the optical transfer function and the prenonlinearity transfer function would be very similar to 
the dashed line because the prenonlinearity function is virtually flat. Thus, the product of optics and 
prenonlinearity filter does not match the observed CSF under conventional viewing conditions at 
all; the postnonlinearity filter must also contribute significantly to the shape of the CSF. The mis-
match between the dashed line and the CSF is obvious at low and high spatial frequencies. We con-
sider the high-frequency part first; the low-frequency part is considered later under “Adaptation and 
Inhibition.”

Spatial Channels Spatial filters with narrow tuning to spatial frequency have been demonstrated 
in a variety of ways.117,118 For example, the visibility of a sinusoidal target is reduced by the presence 
of a narrowband noise masker whose center frequency corresponds to the spatial frequency of the 
sinusoid, but is virtually unaffected by the presence of a masker whose center frequency is more than 
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2.24  VISION AND VISION OPTICS

1.5 octaves from the frequency of the sinusoid (Ref. 119; see “Contrast Discrimination and Contrast 
Masking” later in chapter). These spatial mechanisms, which have been described mathematically 
by Gabor functions and other functions,120 correspond to a first approximation with the properties 
of single neurons in the visual cortex.58 They seem to have roughly constant bandwidths, expressed 
in octaves or log units, regardless of preferred frequency.58,117 As a consequence, mechanisms 
responding to higher spatial frequencies are smaller in vertical and horizontal spatial extent than 
mechanisms responding to lower frequencies.121,122 Thus, for a given stimulus luminance, a higher-
frequency mechanism receives fewer photons than does a lower-frequency mechanism. The mean 
number of photons delivered to such a mechanism divided by the standard deviation of the number 
of photons—the signal-to-noise ratio—follows a square root relation,123 so the signal-to-noise ratio 
is inversely proportional to the preferred frequency of the mechanism. The transfer function one 
expects for a set of such mechanisms should be proportional to 1/f where f is spatial frequency.122

This function is represented by the dotted line in Fig. 11. If we use that relation for describing 
the postnonlinearity filter, and incorporate the measures of the optical and prenonlinearity filters 
described above, the resultant is represented by the green circles. The fit between the observed CSF 
and the resultant is good, so we can conclude that the filters described here are sufficient to account 
for the shape of the high-frequency limb of the human CSF under foveal viewing conditions.

By use of the theory of ideal observers (see earlier), one can calculate the highest possible contrast 
sensitivity a system could have if limited by the optics, photoreceptor properties, and constant band-
width spatial channels described above. As can be seen (green circles), the high-frequency limb of the 
CSF of such an ideal observer is similar in shape to that of human observers,122,124 although the rate 
of falloff at the highest spatial frequencies is not quite as steep as that of human observers.124 More 
importantly, the absolute sensitivity of the ideal observer is significantly higher. Some of the low per-
formance of the human compared to the best possible appears to be the consequence of processes that 
behave like noise internal to the visual system and some appears to be the consequence of employing 
detecting mechanisms that are not optimally suited for the target being presented.79,89 The high detec-
tion efficiencies observed for sinewave grating patches in the presence of static white noise (e.g., 
Ref. 87; Fig. 9) suggest that poor spatial pooling of information is not the primary factor responsible for 
the low human performance (at least when the number of cycles in the grating patches are kept low).

Optical/Retinal Inhomogeneity The fovea is undoubtedly the most critical part of the retina for 
numerous visual tasks such as object identification and manipulation, reading, and more. But, the 
fovea occupies less than 1 percent of the total retinal surface area, so it is not surprising to find that 
nonfoveal regions are important for many visual skills such as selecting relevant objects to fixate, 
maintaining posture, and determining one’s direction of self-motion with respect to environmental 
landmarks. Thus, it is important to characterize the visual capacity of the eye for nonfoveal loci as well.

The quality of the eye’s optics diminishes slightly from 0 to 20 deg of retinal eccentricity and sub-
stantially from 20 to 60 deg;1 see Chap. 1. As described earlier and displayed in Fig. 2, the dimensions 
and constituents of the photoreceptor lattice and the other retinal neural elements vary significantly 
with retinal eccentricity. With increasing eccentricity, cone and retinal ganglion cell densities fall 
steadily and individual cones become broader and shorter. Given these striking variations in optical and 
receptoral properties across the retina, it is not surprising that different aspects of spatial vision vary 
greatly with retinal eccentricity. Figure 12 shows CSFs at eccentricities of 0 to 40 deg. With increasing 
eccentricity, contrast sensitivity falls off at progressively lower spatial frequencies. The high-frequency 
cutoffs range from approximately 2 cpd at 40 deg to 50 cpd in the fovea. Low-frequency sensitivity 
is similar from one eccentricity to the next. There have been many attempts to relate the properties 
of the eye’s optics, the receptors, and postreceptoral mechanisms to contrast sensitivity and acuity. 
For example, models that incorporate eccentricity-dependent variations in optics and cone lattice 
properties, plus the assumption of fixed bandwidth filters (as in Ref. 122), have been constructed and 
found inadequate for explaining the observed variations in contrast sensitivity; specifically, high-
frequency sensitivity declines more with eccentricity than can be explained by information losses 
due to receptor lattice properties and fixed bandwidth filters alone.125 Adding a low-pass filter to the 
model representing the convergence of cones onto retinal ganglion cells32 (i.e., by incorporating varia-
tion in receptive field center diameter) yields a reasonably accurate account of eccentricity-dependent 
variations in contrast sensitivity.125
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Adaptation and Inhibition Contrast sensitivity is also dependent upon the space-average intensity 
(i.e., the mean or background luminance) and the prior level of light adaptation. The blue symbols 
in Fig. 13 show how threshold amplitudes for spatial sinewaves vary as a function of background 
luminance for targets of 1 and 12 cpd.126 [Recall that sinewave amplitude is contrast multiplied by 
background intensity; see discussion preceding Eq. (24).] The backgrounds were presented continu-
ously and the observer was allowed to become fully light-adapted before thresholds were measured. 
For the low-spatial-frequency target (blue circles), threshold increases linearly with a slope of 1.0 
above the low background intensities (1 log td). A slope of 1.0 in log-log coordinates implies that

A kIT =  (25)
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FIGURE 12 CSFs at different retinal eccentricities.  
(Adapted from Ref. 125.)
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FIGURE 13 Amplitude threshold for gaussian-
damped sinusoidal targets with 0.5-octave bandwidths 
as a function of background intensity. The targets were 
presented for 50 ms. The green symbols are thresholds 
measured at the onset of backgrounds flashed for 500 ms 
in the dark-adapted eye. The blue symbols are thresholds 
measured against steady backgrounds after complete adap-
tation to the background intensity. The difference between 
the green and blue symbols shows the effect of adaptation 
on contrast sensitivity. (Adapted from Ref. 126.)
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2.26  VISION AND VISION OPTICS

where AT is the amplitude threshold (or equivalently, it implies that contrast threshold, CT, is con-
stant). This proportional relationship between threshold and background intensity is known as 
Weber’s law. For the higher spatial-frequency target (blue squares), threshold increases linearly with 
a slope of 0.5 at intermediate background intensities (0 to 3 log td) and converges toward a slope of 
1.0 at the highest background intensities. A slope of 0.5 implies that

A k IT =  (26)

(or equivalently, that contrast threshold, CT, decreases in inverse proportion to the square root of 
background intensity). This relationship between amplitude threshold and the square root of back-
ground intensity is known as the square root law or the DeVries-Rose law. As suggested by the data in 
Fig. 13, the size of the square root region gradually grows as spatial frequency is increased. The effect 
on the CSF is an elevation of the peak and of the high-frequency limb relative to the low-frequency 
limb as mean luminance is increased, thereby producing a shift of the peak toward higher spatial fre-
quencies.127,128 This result explains why humans prefer bright environments when performing tasks 
that require high spatial precision.

The visual system is impressive in its ability to maintain high sensitivity to small contrasts (as pro-
duced, for example, by small changes in surface reflectance) over the enormous range of ambient light 
levels that occur in the normal environment. In order to have high sensitivity to small contrasts, the 
response gain of visual neurons must be kept high, but high gain leaves the visual system vulnerable 
to the effects of response saturation (because neurons are noisy and have a limited response range). 
The visual system’s solution to this “dynamic-range problem” is threefold: (1) use separate popula-
tions of receptors (rods and cones) to detect contrasts in the lower and upper ranges of ambient 
intensity, (2) adjust the retinal illumination via the pupil reflex, and (3) directly adjust the sensitivity 
of individual receptors and neurons (e.g., Refs. 129, 130). All three components are important, but 
the third is the most significant and is accomplished within the receptors and other neurons through 
photochemical and neural adaptation. The combined effect of the photochemical and neural adapta-
tion mechanisms on foveal contrast detection is illustrated by the difference between the open and 
solid data points in Fig. 13 (all the data were obtained with a fixed pupil size). The green symbols 
show cone detection threshold for the 1- and 12-cpd targets on a background flashed in the dark-
adapted eye (i.e., there was no chance for light adaptation) as a function of background intensity. The 
difference between the green and blue symbols shows the improvement in detection sensitivity due to 
photochemical and neural adaptation within the cone system.

The pupil reflex and photopigment depletion (see “Image Sampling by the Photoreceptors”) are 
multiplicative adaptation mechanisms; they adjust the sensitivity of the eye by effectively scaling the 
input intensity by a multiplicative gain factor that decreases with increasing average intensity. The 
pupil reflex operates over most of the intensity range (see Chap. 1); photopigment depletion is only 
effective in the cone system above about 4 log td (see Fig. 13) and is ineffective in the rod system, at 
least over the range of relevant intensities (see earlier discussion). There is considerable psychophysi-
cal evidence that a substantial component of the remaining improvement in sensitivity illustrated 
in Fig. 12 is due to multiplicative neural adaptation mechanisms.129,131–134 However, multiplicative 
adaptation alone cannot reduce threshold below a line of slope 1.0, tangent to the threshold curve in 
dark-adapted eye.129,134 The remaining improvements in sensitivity (the difference between the tan-
gent lines and the blue symbols) can be explained by neural subtractive adaptation mechanisms.134,135

There is evidence that the multiplicative and subtractive adaptation mechanisms each have fast and 
slow components.134–137 Threshold functions, such as those in Fig. 13, can be predicted by simple 
models consisting of a compressive (saturating) nonlinearity [Eq. (13)], a multiplicative adaptation 
mechanism, a subtractive adaptation mechanism, and either constant additive noise or multiplicative 
(Poisson) neural noise.

A common explanation of the low-frequency falloff of the CSF (e.g., Fig. 12) is based on center/
surround mechanisms evident in the responses of retinal and LGN neurons. For example, compare 
the CSFs measured in individual LGN neurons in Fig. 5 with the human CSF in Fig. 12. The center 
and surround mechanisms are both low-pass spatial filters, but the cutoff frequency of the surround 
is much lower than that of the center. The center and surround responses are subtracted neurally, so 
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VISUAL PERFORMANCE  2.27

at low spatial frequencies, to which center and surround are equally responsive, the neuron’s response 
is small. With increasing spatial frequency, the higher resolution of the center mechanism yields a 
greater response relative to the surround, so the neuron’s response increases.

While the center/surround mechanisms are undoubtedly part of the explanation, they are unlikely 
to be the whole story. For one thing, the time course of the development of the low-frequency falloff is 
slower than one expects from physiological measurements.105 Second, the surround strength in retinal 
and LGN neurons is on average not much more than half the center strength;37 this level of surround 
strength is consistent with the modest low-frequency falloffs observed under transient presentations, 
but inconsistent with the steep falloff observed for long-duration, steady-fixation conditions. Third, 
there is considerable evidence for slow subtractive and multiplicative adaptation mechanisms, and 
these ought to contribute strongly to the shape of the low-frequency limb under steady fixation con-
ditions.137–139 Thus, the strong low-frequency falloff of the CSF under steady viewing conditions may 
reflect, to some degree, slow subtractive and multiplicative adaptation mechanisms whose purpose is 
to prevent response saturation while maintaining high contrast sensitivity over a wide range of ambi-
ent light levels. The weaker low-frequency falloff seen for brief presentations may be the result of the 
fast-acting surround mechanisms typically measured in physiological studies; however, fast-acting 
local multiplicative and subtractive mechanisms could also play a role.

Temporal Contrast Detection Space-time plots of most contrast-detection stimuli (plots of inten-
sity as a function of x, y, t) show intensity variations in both space and time; in other words, most 
contrast detection stimuli contain both spatial and temporal contrast.

The discussion of contrast detection has, so far, emphasized spatial dimensions (e.g., spatial fre-
quency), but there is, not surprisingly, a parallel literature emphasizing temporal dimensions (for a 
recent review see Ref. 140). Figure 14 shows de Lange’s141 measurements of temporal contrast sensitivity 
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FIGURE 14 Temporal contrast sensitivity functions measured in 
the fovea at several mean luminances for a 2° circular test field. The 
test field was modulated sinusoidally and was imbedded in a large, uni-
form background field of the same mean luminance. Mean luminance: 
(�) 0.375 td, (�) 1 td, (�) 3.75 td, (�) 10 td, (�) 37.5 td, (�) 100 td, 
(�) 1000 td, (�) 10,000 td. (Data from Ref. 141.) The black curve is the 
MTF derived from the impulse response function of a single macaque cone 
reported by Schnapf et al.17 The cone MTF was shifted vertically (in log-log 
coordinates) for comparison with the shape of the high-frequency falloff 
measured psychophysically.
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2.28  VISION AND VISION OPTICS

functions at several mean luminances for uniform discs of light modulated in intensity sinusoidally 
over time. The major features of these results have been confirmed by other researchers.142,143 Like 
spatial CSFs, temporal CSFs typically have a bandpass shape. At high mean luminances, the peak con-
trast sensitivity occurs at approximately 8 cycles per second (cps) and the cutoff frequency (also known as 
the critical flicker frequency) at approximately 60 cps. Contrast sensitivity increases with increasing 
mean luminance, larger increases (in log-log coordinates) being observed at middle and high tem-
poral frequencies. For low temporal frequencies (below 6 cps), contrast sensitivity is nearly constant 
(i.e., Weber’s law is observed) for mean intensities greater than 10 td or so.

The entire temporal CSF can be fit by a weighted difference of linear low-pass filters, where one of 
the filters has a relatively lower cutoff frequency, and/or where one of the filters introduces a relatively 
greater time delay (see Ref. 140). However, to fit the temporal CSFs obtained under different stimulus 
conditions, the time constants and relative weights of the filters must be allowed to vary. The low-
frequency falloff may be partly due to the biphasic response of the photoreceptors (see Fig. 3), which 
appears to involve a fast subtractive process.17 Surround mechanisms, local subtractive mechanisms, 
and local multiplicative mechanisms also probably contribute to the low-frequency falloff.

The factors responsible for the high-frequency falloff are not fully understood, but there is some 
evidence that much of the high-frequency falloff is the result of temporal integration within the photo-
receptors.144,145 The black curve in Fig. 14 is the MTF of the macaque cone photocurrent response 
derived from measured impulse-response functions17 (see Fig. 3). The impulse responses were obtained 
in the linear response range by presenting brief, dim flashes on a dark background. Although the back-
ground was dark, there appears to be little effect of light adaptation on cone responses until back-
ground intensity exceeds at least a few hundred trolands;17,24 thus, the cone impulse-response functions 
measured in the dark ought to be valid up to moderate background intensities. Following Boynton and 
Baron,144 we have shifted the MTF vertically in order to compare the shape of the cone high-frequency 
falloff to that of the temporal CSF. The shapes are similar, lending support to the hypothesis that cone 
temporal integration is responsible for the shape of the high-frequency limb of the temporal CSF.

It is well established that a pulse of light briefer than some critical duration will be just visible 
when the product of its duration and intensity is constant. This is Bloch’s law, which can be written:

I T k T TT c= <for  (27)

where k is constant, Tc is the critical duration and IT is the threshold intensity at duration T.
Naturally, Bloch’s law can also be stated in terms of contrasts by dividing the intensities in the above 
equation by the background intensity. Below the critical duration, log-log plots of threshold inten-
sity versus duration have a slope of −1. Above the critical duration, threshold intensity falls more 
slowly with increasing duration than predicted by Bloch’s law (slope between − 1 and 0) and, in 
some cases, it even becomes independent of duration (slope of 0).76,146 It is sometimes difficult to 
determine the critical duration because the slopes of threshold-versus-duration plots can change 
gradually, but under most conditions Bloch’s critical duration declines monotonically with increas-
ing background intensity from about 100 ms at 0 log td to about 25 ms at 4 log td.

Bloch’s law is an inevitable consequence of a linear filter that only passes temporal frequencies 
below some cutoff value. This can be seen by computing the Fourier transform of pulses for which the 
product ITT is constant. The amplitude spectrum is given by IT sin (Tpf )/pf where f is temporal fre-
quency; this function has a value ITT at f = 0 and is quite similar over a range of temporal frequencies 
for small values of T. Indeed, to a first approximation, one can predict the critical duration Tc from the 
temporal CSFs shown in Fig. 14, as well as the increase in Tc with decreasing background intensity.140

The shape of the temporal sensitivity function depends upon the spatial frequency of the stimulus. 
Figure 15 shows temporal CSFs measured for spatial sinewave gratings whose contrast is modulated 
sinusoidally in time.147 With increasing spatial frequency, the temporal CSF evolves from a bandpass 
function with high sensitivity (as in Fig. 14) to a low-pass function of lower sensitivity.128,147 The solid 
curves passing through the data for the high spatial-frequency targets and the dashed curves passing 
through the data for the low spatial-frequency targets are identical except for vertical shifting. Similar 
behavior occurs for spatial CSFs at high spatial frequencies: changes in temporal frequency cause a 
vertical sensitivity shift (in log coordinates). Such behavior shows that the spatiotemporal CSF is 
separable at high temporal and spatial frequencies; that is, sensitivity can be predicted from the product 
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of the spatial and temporal CSFs at the appropriate frequencies. This finding suggests that the same 
anatomical and physiological mechanisms that determine the high-frequency slope of spatial and 
temporal CSFs determine sensitivity for the high-frequency regions of the spatiotemporal CSF.

The spatiotemporal CSF is, however, clearly not separable at low spatial and temporal frequencies, 
so an explanation of the underlying anatomical and physiological constraints is more complicated. 
The lack of spatiotemporal separability at low spatiotemporal frequencies has been interpreted by 
some as evidence for separate populations of visual neurons tuned to different temporal frequen-
cies143,148 and by others as evidence for different spatiotemporal properties of center and surround 
mechanisms within the same populations of neurons.147,149 It is likely that a combination of the two 
explanations is the correct one. For a review of the evidence concerning this issue prior to 1984, see 
Ref. 140; for more recent evidence, see Refs. 150, 151, and 152.

The available evidence indicates that the temporal CSF varies little with retinal eccentricity once 
differences in spatial resolution are taken into account.153,154

Chromatic Contrast Detection The discussion has, so far, concerned luminance contrast detec-
tion (contrast detection based upon changes in luminance over space or time); however, there is 
also a large literature concerned with chromatic contrast detection (contrast detection based upon 
changes in wavelength distribution over space or time). Although the focus of this chapter is on ach-
romatic vision, it is appropriate to say a few words about chromatic contrast sensitivity functions. 
A chromatic spatial CSF is obtained by measuring thresholds for the detection of sinewave gratings 
that modulate spatially in wavelength composition, without modulating in luminance.∗ This is typi-
cally accomplished by adding two sinewave gratings of different wavelength distributions but the 
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FIGURE 15 Temporal contrast sensitivity functions 
measured for several different spatial frequencies. The con-
trast of spatial sinewave gratings were modulated sinusoidally 
in time. The solid curves passing through the data for the 
high spatial-frequency targets and the dashed curves passing 
through the data for the low-frequency targets are identical 
except for vertical shifting. (Reproduced from Ref. 147.)

∗The standard definition of luminance is based upon “the V(l) function” [see Eq. (5)] which is an average of spectral sen-
sitivity measurements on young human observers. Precision work in color vision often requires taking individual differences 
into account. To do this a psychophysical procedure, such as flicker photometry, is used to define luminance separately for each
observer in the study. For more details, see Ref. 5 and Chap. 11.
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2.30  VISION AND VISION OPTICS

same luminance amplitude. The two gratings are added in opposite spatial phase so that the mean 
luminance is constant across the pattern; such a pattern is said to be isoluminant. Formally, an isolu-
minant sinewave grating can be defined as follows:

I x y A fx I A fx I( , ) ( sin( ) ) ( sin( ) )= + + − +2 21 2π π  (28)

where the first term on the right represents the grating for one of the wavelength distributions, and 
the second term on the right for the other distribution. The terms I1  and I2  are equal in units of 
luminance. Contrast sensitivity at spatial frequency f is measured by varying the common amplitude, 
A. (Note that I(x, y) is constant independent of A, and that when A = 0.0 the image is a uniform field 
of constant wavelength composition.) Chromatic contrast is typically defined as C A I I= +2 1 2/( ).

The green circles in Fig. 16 are an isoluminant CSF for a combination of red and green gratings.155

The squares are a luminance (isochromatic) CSF measured with the same procedure, on the same 
subjects. As can be seen, there are three major differences between luminance and chromatic CSFs:156

(1) the high-frequency falloff of the chromatic CSFs occurs at lower spatial frequencies (acuity is 
worse); (2) the chromatic CSF has a much weaker (or absent) low-frequency falloff, even under steady 
viewing conditions; and (3) chromatic contrast sensitivity is greater than luminance contrast sensitivity 
at low spatial frequencies.

Two of the factors contributing to the lower high-frequency limb of the chromatic (red/green) 
CSF are the large overlap in the absorption spectra of the L (red) and Μ (green) cones, and the 
overlap (when present) of the wavelength distributions of the component gratings. Both of these 
factors reduce the effective contrast of the grating at the photoreceptors. A precise way to quantify 
these effects (as well as those of the other preneural factors) is with an ideal-observer analysis (e.g., 
Refs. 78,124,157). For example, one can physically quantify the equivalent luminance contrast of a 
chromatic grating by (1) computing the detection accuracy of an ideal observer, operating at the level 
of the photoreceptor photopigments, for the chromatic grating at the given chromatic contrast, and 
then (2) computing the equivalent luminance contrast required to bring the ideal observer to the 
same accuracy level.124,158 The magenta circles in Fig. 16 are the chromatic CSF data replotted in terms 
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FIGURE 16 Isoluminant and isochromatic con-
trast sensitivity functions. The blue squares are isochro-
matic (luminance) CSFs for a green grating (526 nm). The 
green circles are isoluminant (chromatic) CSFs for grat-
ings modulating between red (602) and green (526 nm). 
The magenta circles are the isoluminant data replotted as 
equivalent luminance contrast sensitivity (right axis). The 
isochromatic CSF plots the same on the left and right axes. 
(Data from Ref. 155.)
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of equivalent luminance contrast. (The luminance CSF data are, of course, unaffected and hence are 
the same on both scales.) If the differences between the high-frequency falloffs of the luminance and 
chromatic CSFs were due to preneural factors alone, then the high-frequency limbs (magenta circles 
and blue squares) would superimpose. The analysis suggests that there are also neural factors contrib-
uting to the difference between high-frequency limbs.

One difficulty in interpreting the high-frequency limb of chromatic CSFs is the potential for 
luminance artifacts due to chromatic aberration.156 Recently Sekiguchi et al.124 eliminated chromatic 
aberration artifacts by producing isoluminant gratings with a laser interferometer which effectively 
bypasses the optics of the eye. Their results are similar to those in Fig. 16.

Comparison of the magenta circles and blue squares in Fig. 16 shows that the neural mechanisms 
are considerably more efficient at detecting chromatic contrast than luminance contrast at spatial 
frequencies below 2 cpd. One possible explanation is based upon the receptive-field properties of 
neurons in the retina and LGN (e.g., see Refs. 48 and 159). Many retinal ganglion cells (and presum-
ably bipolar cells) are chromatically opponent in the sense that different classes of photoreceptors 
dominate the center and surround responses. The predicted CSFs of linear receptive fields with chro-
matically opponent centers and surrounds are qualitatively similar to those in Fig. 16.

Chromatic temporal CSFs have been measured in much the same fashion as chromatic spatial 
CSFs except that the chromatic sinewaves were modulated temporally rather than spatially [i.e., x
represents time rather than space in Eq. (28)]. The pattern of results is also quite similar:94,156,160

(1) the high-frequency falloff of chromatic CSFs occurs at lower temporal frequencies, (2) the chro-
matic CSF has a much weaker low-frequency falloff, and (3) chromatic contrast sensitivity is greater 
than luminance contrast sensitivity at low temporal frequencies. Again, the general pattern of results 
is qualitatively predicted by a combination of preneural factors and the opponent receptive field 
properties of retinal ganglion cells (e.g., see Ref. 48).

Contrast Discrimination and Contrast Masking

The ability to discriminate on the basis of contrast is typically measured by presenting two sinu-
soids of the same spatial frequency, orientation, and phase, but differing contrasts. The common 
contrast C is referred to as the pedestal contrast and the additional contrast ΔC in one of the sinu-
soids as the increment contrast. Figure 17 shows typical contrast discrimination functions obtained 
from such measurements. The increment contrast varies as a function of the pedestal contrast. At low 
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2.32  VISION AND VISION OPTICS

pedestal contrasts, ΔC falls initially and then at higher contrasts becomes roughly proportional to 
C 0.6. Because the exponent is generally less than 1.0, Weber’s law does not hold for contrast discrimi-
nation. Ideal observer calculations show that pedestal contrast has no effect on discrimination infor-
mation; therefore, the variations in threshold with pedestal contrast must be due entirely to neural 
mechanisms. The dip at low pedestal contrasts has been modeled as a consequence of an accelerat-
ing nonlinearity in the visual pathways (e.g., Ref. 161) or the consequence of observer uncertainty 
(e.g., Ref. 162). The evidence currently favors the former.89 Contrast discrimination functions at dif-
ferent spatial frequencies78,163 and at different eccentricities164 are, to a first approximation, similar in 
shape; that is to say, the functions can be superimposed by shifting the data along the log pedestal 
and log increment axes by the ratio of detection thresholds.

A generalization of the contrast-discrimination experiment is the contrast-masking experiment 
in which the increment and pedestal differ from one another in spatial frequency, orientation and/or 
phase. In contrast-masking experiments, the increment and pedestal are usually referred to as the 
target and masker, respectively. Figure 18a shows typical contrast-masking functions obtained for 
sinewave maskers of different orientations. The orientation of the sinewave target is vertical (0 deg); 
thus, when the orientation of the masker is also vertical (squares), the result is just a contrast dis-
crimination function, as in Fig. 17. For suprathreshold maskers (in this case, maskers above 2 percent 
contrast), the threshold elevation produced by the masker decreases as the difference between target 
and masker orientation increases; indeed, when the target and masker are perpendicular (diamonds), 
there is almost no threshold elevation even at high masker contrasts. Also, the slope of the contrast- 
masking function (in log-log coordinates) decreases as the difference in orientation increases. Finally, 
notice that threshold enhancement at low masking contrasts occurs only when the masker has approx-
imately the same orientation as the target.

Figure 18b shows a similar set of masking functions obtained for sinewave maskers of differ-
ent spatial frequencies. The effect of varying masker spatial frequency is similar to that of varying 
masker orientation: with greater differences in spatial frequency between masker and target, masking 
is reduced, the slope of the contrast-masking function is reduced, and the threshold enhancement at 
low masker contrasts becomes less evident.

The substantial variations in threshold seen as a function of masker spatial frequency and orienta-
tion provide one of the major lines of evidence for the existence of multiple orientation and spatial-
frequency-tuned channels in the human visual system;119,165 for a review, see Ref. 166. Masking data 
(such as those in Fig. 18) have been analyzed within the framework of specific multiple-channel mod-
els in order to estimate the tuning functions of the spatial channels (e.g., Ref. 167). In one popular 
model, each channel consists of an initial linear filter followed by a static (zero memory) nonlinearity 
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Ref. 265.)
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that is accelerating at low contrasts and compressive at high contrasts (e.g., Refs. 161, 167, 168). Wilson 
and colleagues have shown that the spatial-channel tuning functions estimated within the framework 
of this model can predict discrimination performance in a number of different tasks (for a summary, 
see Ref. 169). However, recent physiological evidence70,71 and psychophysical evidence169,170 suggests 
that the compressive component of the nonlinearity is a broadly tuned, multiplicative gain mecha-
nism, which is fundamentally different from the accelerating component. The full implications of 
these findings for the psychophysical estimation of channel-tuning functions and for the prediction 
of discrimination performance are not yet known.

Masking paradigms have also been used to estimate the tuning of temporal channels.151,171

Contrast Estimation

We have argued that the differential visibility of coarse and fine patterns can be understood from an 
analysis of information losses in the early stages of vision: optics, receptor sampling, the inverse rela-
tion between the preferred spatial frequency and size of tuned spatial mechanisms, and retinal adap-
tation mechanisms. It is important to note, however, that the differential visibility described by the 
CSF in Fig. 11 does not relate directly to perceptual experience. For example, if you hold this page 
up close and then at arm’s length, the apparent contrast of the text does not change appreciably even 
though the spatial frequency content (in cycles per degree) does. This observation has been dem-
onstrated experimentally by asking observers to adjust the contrast of a sinusoidal grating of one 
spatial frequency until it appeared to match the contrast of a sinusoid of a different frequency.172 For 
example, consider two gratings, one at 5 cpd and another at 20 cpd; the former is near the peak of 
the CSF and the latter is well above the peak so it requires nearly a log unit more contrast to reach 
threshold. The 5-cpd target was set to a fixed contrast and the observer was asked to adjust the con-
trast of the 20-cpd target to achieve an apparent contrast match. When the contrast of the 5-cpd tar-
get was set near threshold, observers required about a log unit more contrast in the higher-frequency 
target before they had the same apparent contrast. The most interesting result occurred when the 
contrast of the 5-cpd grating was set to a value well above threshold. Observers then adjusted the 
contrast of the 20-cpd grating to the same physical value as the contrast of the lower-frequency tar-
get. This is surprising because, as described above, two gratings of equal contrast but different spatial 
frequencies produce different retinal image contrasts (see Chap. 1). In other words, when observers 
set 5- and 20-cpd gratings to equal physical contrasts, they were accepting as equal in apparent con-
trast two gratings whose retinal image contrast differed substantially. This implies that the visual 
system compensates at suprathreshold contrasts for the defocusing effects of the eye’s optics and 
perhaps for the low-pass filtering effects of early stages of processing. This phenomenon has been
called contrast constancy; the reader might recognize the similarity to deblurring techniques used in 
aerial and satellite photography (e.g., Ref. 173).

Visual Acuity

The ability to perceive high-contrast spatial detail is termed visual acuity. Measurements of visual 
acuity are far and away the most common means of assessing ocular health174 and suitability for 
operating motor vehicles.175 The universal use of visual acuity is well justified for clinical assess-
ment,176 but there is evidence that it is unjustified for automobile licensing (e.g., Ref. 177).

As implied by the discussion of contrast sensitivity, eye movements, optics, receptor properties, 
and postreceptoral neural mechanisms all conspire to limit acuity; one factor may dominate in a 
given situation, but they all contribute. To assess acuity, high-contrast patterns of various sizes are 
presented at a fixed distance. The smallest pattern or smallest critical pattern element that can be reli-
ably detected or identified is taken as the threshold value and is usually expressed in minutes of arc. 
Countless types of stimuli have been used to measure visual acuity, but the four illustrated in Fig. 19 
are most common.

Gratings are used to measure minimum angle of resolution (MAR); the spatial frequency of a 
high-contrast sinusoidal grating is increased until its modulation can no longer be perceived. The 
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2.34  VISION AND VISION OPTICS

reader should note that this measurement is equivalent to locating the high-frequency cutoff of the 
spatial CSFs shown in previous sections. Under optimal conditions, the finest detectable grating bars 
are about 30 arcsec wide.112

The Landolt ring target is a high-contrast ring with a gap appearing in one of four positions. 
Threshold is defined as the smallest gap that can be correctly located. Under optimal conditions, 
threshold is again about 30 arcsec or slightly smaller.112

The most common test in clinical and licensing situations is the letter acuity task. The stimuli are 
a series of solid, high-contrast letters, varying in size. Threshold is defined by the smallest identifiable 
stroke width which, under optimal conditions, is nearly 30 arcsec.

Finally, the vernier acuity task involves the presentation of two nearly aligned line segments. 
Threshold is defined by the smallest visible offset from colinearity. Under optimal conditions, vernier 
acuity is about 5 arcsec.178,179 The special label, hyperacuity, has been provided for spatial thresholds, 
like vernier acuity, that are smaller than the intercone distance.180

In practice, testing environments can vary widely along dimensions that affect visual acuity. These 
dimensions include illumination, the care chosen to correct refractive errors, and more. The National 
Academy of Sciences (1980) has provided a set of recommended standards for use in acuity measure-
ments including use of the Landolt ring.

Although these various acuity tasks are clearly related, performance on the four tasks is affected 
differently by a variety of factors and, for this reason, one suspects that the underlying mechanisms 
are not the same.110,181 Figure 20 shows how grating and vernier acuities vary with retinal eccentricity. 
It is obvious from this figure that no single scaling factor can equate grating and vernier acuity across 
retinal eccentricities; a scaling factor that would equate grating acuity, for example, would not be large 
enough to offset the dependence of vernier acuity on retinal eccentricity.

Indeed, there have been several demonstrations that the two types of acuity depend differently 
on experimental conditions. For example, grating acuity appears more susceptible to optical defects 
and contrast reductions, whereas vernier, Landolt, and letter acuities are more susceptible to a visual 
condition called amblyopia.182 There are numerous models attempting to explain why different types 

Granting Vernier

Landolt Letter

FIGURE 19 Targets commonly used to assess 
visual acuity. The dimension of the target that is 
taken as the acuity threshold is indicated by the 
arrows.
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of acuity are affected dissimilarly by experimental conditions, particularly eccentric viewing (e.g., 
Refs. 183 and 184).

The explanation of spatial discrimination thresholds smaller than the distance between photo-
receptors, such as vernier acuity, has become a central issue in contemporary models of spatial vision. 
One view is that the fine sensitivity exhibited by the hyperacuities179 reveals a set of local spatial 
primitives or features that are encoded particularly efficiently in the early stages of vision.185–187 The 
other view is that hyperacuity can be understood from an analysis of information processing among 
the spatially tuned mechanisms described in the earlier sections.183,188,189 Evidence favoring the sec-
ond view is manifold. It has been shown, for example, that offset thresholds smaller than the grain of 
the photoreceptor lattice are predicted from measurements of the linear filtering and signal-to-noise 
properties of retinal ganglion cells.188 Likewise, human vernier thresholds can be predicted in many 
situations from measurements of contrast discrimination thresholds.190 Also, ideal-observer analysis 
has demonstrated that the information available at the level of the photoreceptors predicts better 
performance in hyperacuity tasks than in acuity (resolution) tasks,191 suggesting that any relatively 
complete set of spatially tuned mechanisms should produce better performance in the hyperacuity 
tasks. The remaining puzzle for proponents of the second view, however, is why vernier acuity and 
the other hyperacuities diminish so strikingly with increasing retinal eccentricity.

Pattern Discrimination

An important aspect of spatial vision is the ability to distinguish one pattern from another. In this 
section, we consider the ability to distinguish simple, suprathreshold patterns that vary along a sin-
gle dimension. The dimensions considered are orientation, size or spatial frequency, and position or 
phase.

The detectability of a pattern varies to some degree with orientation. For most observers, for 
example, targets are most visible when oriented vertically or horizontally and least when oriented 
obliquely.192 This oblique effect is demonstrable for periodic and aperiodic targets and is largest for 
fine-detail targets. The cause of the effect appears to be differential sensitivity among orientation-
tuned mechanisms, presumably in the visual cortex.193 The ability to discriminate gratings differ-
ing in orientation depends on several stimulus parameters including target length, contrast, and 
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2.36  VISION AND VISION OPTICS

spatial frequency, but observers can generally discriminate extended, high-contrast targets that differ 
by 1 deg or less.

The ability to discriminate gratings differing in spatial frequency or aperiodic stimuli differing 
in size depends critically on the reference frequency or size. That is to say, the ratio of the frequency 
discrimination threshold, Δf, to the reference frequency, f, is roughly constant at about 0.03 for a wide 
range of reference frequencies;194 similarly, the ratio of size discrimination threshold to reference size 
is roughly constant for a variety of reference sizes, except when the reference is quite small.179

The encoding of spatial phase is crucial to the identification of spatial patterns. Its importance is 
demonstrated quite compellingly by swapping the amplitude and phase spectra of two images; the 
appearance of such hybrid images corresponds to a much greater degree with their phase spectra than 
with their amplitude spectra.195 The conventional explanation is that the phase spectrum determines 
the spatial structure of an image, but this is perhaps too simplistic because the amplitude spectra of 
most natural images are much more similar to one another than are the phase spectra (e.g., Refs. 196 
and 197). Also, given that the result was obtained using global Fourier transforms, it does not have 
direct implications about the relative importance of phase coding within spatially localized channels.198

Nonetheless, such demonstrations illustrate the important relationship between the encoding of spa-
tial phase and pattern identification.

In phase discrimination tasks, the observer distinguishes between patterns—usually periodic 
patterns—that differ only in the phase relationships of their spatial frequency components. The rep-
resentation of spatial phase in the fovea is very precise: observers can, for instance, discriminate relative 
phase shifts as small as 2 to 3 deg (of phase angle) in compound gratings composed of a fundamental 
and third harmonic of 5 cpd;199 this is equivalent to distinguishing a positional shift of about 5 arcsec. 
Phase discrimination is much less precise in extrafoveal vision.200–202 There has been speculation that 
the discrimination anomalies observed in the periphery underlie the diminished ability to distinguish 
spatial displacements,110 to segment textures on the basis of higher-order statistics,203,204 and to iden-
tify complex patterns such as letters,205 but detailed hypotheses linking phase discrimination to these 
abilities have not been developed.

One model of phase discrimination206 holds that local energy computations are performed on 
visual inputs and that local energy peaks are singled out for further analysis. The energy computation 
is performed by cross-correlating the waveform with even- and odd-symmetric spatial mechanisms 
of various preferred spatial frequencies. The relative activities of the even- and odd-symmetric mech-
anisms are used to represent the sort of image feature producing the local energy peak. This account 
is supported by the observation that a two-channel model, composed of even- and odd-symmetric 
mechanisms, predicts many phase discrimination capabilities well (e.g., Refs. 207–209). The model 
also offers an explanation for the appearance of illusory Mach bands at some types of edges and 
not others.206 For this account to work, however, one must assume that odd-symmetric, and not 
even-symmetric, mechanisms are much less sensitive in the periphery than in the fovea because 
some relative phase discriminations are extremely difficult in extrafoveal vision and others are quite 
simple202,209,210 (but see Ref. 211).

Motion Detection and Discrimination

The ability to discriminate the form and magnitude of retinal image motion is critical for many 
fundamental visual tasks, including navigation through the environment, shape estimation, and dis-
tance estimation. There is a vast literature on motion perception (some representative reviews from 
somewhat different perspectives can be found in Refs. 45, 212, 213). Here, we briefly discuss simple 
motion discrimination in the frontoparallel plane, and (as an example of more complicated motion 
processing) observer heading discrimination.

Detection and/or discrimination of motion in the frontoparallel plane is influenced by a number 
of factors, including contrast, wavelength composition, spatial-frequency content, initial speed, and 
eccentricity. For simplicity, and for consistency with the other sections in this chapter, we consider 
here only experiments employing sinewave-grating or random-dot stimuli.

Contrast sensitivity functions for detection of moving (drifting) sinewave-grating targets have the 
interesting property that they are nearly shape invariant on a log spatial-frequency axis; furthermore, 
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as shown in Fig. 21a, they are nearly superimposed at high speeds and low spatial frequencies, 
when plotted as a function of temporal frequency.106,214∗ This latter result corresponds to the fact 
(mentioned earlier) that spatial CSFs are relatively flat at low spatial frequencies and high temporal 
frequencies.128,147 In interpreting Fig. 21a, it is useful to note that the velocity (V) of a drifting sine-
wave grating is equal to the temporal frequency (ft) divided by the spatial frequency (fs):

V
f

f
t

s

=  (29)

Measurements of CSFs for moving stimuli provide relatively little insight into how the visual system 
extracts or represents motion information. For example, in one common paradigm106 it is possible 
for subjects to perform accurately without “seeing” any motion at all. Greater insight is obtained by 
requiring the observer to discriminate between different aspects of motion such as speed or direction.

Representative measurements of speed discrimination for drifting sinewave grating targets are 
shown in Fig. 21b. The figure shows the just-detectable change in speed as a function of temporal 
frequency; each curve is for a differential initial or base speed. Similar to the motion CSFs, speed dis-
crimination is seen to be largely dependent upon the temporal frequency and relatively independent 
of the speed.215 As can be seen, the smallest detectable changes in speed are approximately 5 percent, 
and they occur in the temporal frequency range of 5 to 10 cps, which is similar to the temporal fre-
quency where contrast sensitivity for drifting gratings is greatest (cf., Fig. 21a). Interestingly, 5 to 10 cps
is the temporal frequency range of strongest response for most neurons in the macaque’s primary 
visual cortex.60 For random-dot patterns, the smallest detectable change in speed is also approximately 
5 percent.216

Representative measurements of direction discrimination for drifting random-dot patterns are shown 
in Fig. 21c, which plots direction threshold in degrees as a function of stimulus duration for a wide range 
of speeds. Direction discrimination improves with duration and is a U-shaped function of dot speed. 
Under optimal conditions, direction discrimination thresholds are in the neighborhood of 1 to 2°.216,217

The available evidence suggests that direction and speed discrimination improve quickly with 
contrast at low contrasts but show little improvement when contrast exceeds a few percent.215,218,219

Motion discrimination is relatively poor at isoluminance.220,221 The variations in motion discrimination 
with eccentricity can be largely accounted for by changes in spatial resolution.222
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FIGURE 21 Motion detection and discrimination thresholds. (a) Contrast sensitivity for drifting sinewave gratings 
plotted as a function of temporal frequency. Each curve is for a different drift speed; (�) 1 deg/s (�) 10 deg/s, (�) 100 deg/s; 
(�) 800 deg/s. (Adapted from Ref. 214.) (b) Speed discrimination thresholds plotted as a function of temporal frequency. Each 
curve is for a different drift speed; (�) 5 deg/s, (�) 10 deg/s, (�) 20 deg/s. (Adapted from Ref. 215.) (c) Direction threshold 
for random dot patterns as a function of stimulus duration. Each curve is for a different drift speed; (�) 1 deg/s, (�) 4 deg/s, 
(�) 16 deg/s, (�) 64 deg/s, (�) 256 deg/s. (Adapted from Ref. 216.)

∗The temporal frequency of a drifting grating is the number of stripes passing a fixed reference point per unit time (seconds).
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Psychophysical evidence suggests that there are at least two mechanisms that can mediate motion 
discrimination—a short-range mechanism which appears to be closely associated with motion-
selective neurons in the early levels of cortical processing, and a long-range mechanism which appears 
to be associated with more “inferential” calculations occurring in later levels of cortical processing. 
Clear evidence for this view was first observed in an apparent motion paradigm in which observers 
were required to judge the shape of a region created by laterally displacing a subset of random dots 
in a larger random-dot pattern.223 (These patterns are examples of random-dot kinematograms, the 
motion analog to random-dot stereograms.) Observers could accurately judge the shape of the region 
only if the displacements (1) were less than approximately 15 minarc (Dmax = 15 min); (2) occurred 
with a delay of less than approximately 100 ms; and (3) occurred within the same eye (i.e., dichoptic 
presentations failed to produce reliable discrimination). These data suggest the existence of motion-
sensitive mechanisms that can only detect local, monocular correlations in space-time.

The fact that motion-selective neurons in the early levels of the cortex can also only detect local 
spatiotemporal correlations suggests that they may be the primary source of neural information 
used by the subsequent mechanisms that extract shape and distance information in random-dot 
kinematograms. The receptive fields of motion-selective neurons decrease in size as a function of 
optimal spatial frequency, and they increase in size as a function of retinal eccentricity. Thus, the 
hypothesis that motion-selective neurons are the substrate for shape extraction in random-dot 
kinematograms is supported by the findings that Dmax increases as spatial-frequency content is 
decreased via low-pass filtering,224 and that Dmax increases as total size of the kinematogram is 
increased.225

Accurate shape and motion judgments can sometimes be made in apparent-motion displays 
where the stimulation is dichoptic and/or the spatiotemporal displacements are large. However, in 
these cases the relevant shape must be clearly visible in the static frames of the kinematogram. The 
implication is that higher-level, inferential analyses are used to make judgments under these circum-
stances. A classic example is that we can infer the motion of the hour hand on a clock from its long-
term changes in position even though the motion is much too slow to be directly encoded by motion-
selective cortical neurons.

The evidence for short-term and long-term motion mechanisms raises the question of what mech-
anisms actually mediate performance in a given motion discrimination task. The studies described 
above (e.g., Fig. 21) either randomized stimulus parameters (such as duration and spatial frequency) 
and/or used random-dot patterns; hence, they most likely measured properties of the short-range 
mechanisms. However, even with random-dot patterns, great care must be exercised when interpret-
ing discrimination experiments. For example, static pattern-processing mechanisms may sometimes 
contribute to motion discrimination performance even though performance is at chance when static 
views are presented at great separations of space or time. This might occur because persisting neural 
responses from multiple stimulus frames merge to produce “virtual” structured patterns (e.g., Glass 
patterns226). Similar caution should be applied when interpreting discrimination performance with 
random-dot stereograms (see below).

The discussion of motion perception to this point has focused on the estimation of velocities of 
various stimuli. Such estimation is importantly involved in guiding locomotion through and estimat-
ing the three-dimensional layout of cluttered environments. Motion of an observer through a rigid 
visual scene produces characteristic patterns of motion on the retina called the optic flow field.227,228

Observers are able to judge the direction of their own motion through the environment based upon 
this optical flow information alone.229,230 In fact, accurate motion perception is possible even for 
random-dot flow fields, suggesting that the motion-selective neurons in the early levels of the visual 
cortex are a main source of information in perceiving self-motion. But, how is the local motion 
information provided by the motion-selective neurons used by subsequent mechanisms to compute 
observer motion?

Gibson227,228 proposed that people identify their direction of self-motion with respect to obstacles 
by locating the source of flow: the focus of expansion. Figure 22a depicts the flow field on the retina 
as the observer translates while fixating ahead. Flow is directed away from the focus of expansion and 
this point corresponds to the direction of translation. Not surprisingly, observers can determine their 
heading to within ±1 deg from such a field of motion.230
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The situation becomes much more complicated once eye/head movements are considered. Figure 22b
illustrates this by portraying the flow resulting from forward translation while the observer rotates the 
eyes to maintain fixation on a point off to the right. This motion does not produce a focus of expan-
sion in the image corresponding to the heading; the only focus corresponds to the point of fixation. 
Consequently, heading cannot be determined by locating a focus (or singularity) in the retinal flow 
field. Nonetheless, human observers are able to locate their heading to within ±1.5 deg.231

Recent theoretical efforts have concentrated on this problem of computing heading in the pres-
ence of rotations due to eye/head movements. There are two types of models. One holds that observ-
ers measure the rotational flow components due to eye/head movements by means of an extraretinal 
signal; that is, the velocity of rotations is signaled by proprioceptive feedback from the extraocular 
and/or neck muscles or by efferent information.232–236 The rotational flow components are then 
subtracted from the flow field as a whole to estimate the heading. The other type of model holds 
that people determine heading in the presence of rotations from retinal image information alone 
(e.g., Refs. 233–236). These models hypothesize that the visual system decomposes the flow field into 
rotational and translational components by capitalizing on the fact that flows due to translation and 
rotation depend differently on the scene geometry. Once the decomposition is performed, the head-
ing can be estimated from the translational components (see Fig. 22a).

Current experimental evidence favors the extraretinal signal model,237,238 but there is also evidence 
supporting the retinal-image model when the eye-head rotations are slow.231

The optic flow field also contains information specifying the relative depths of objects in the 
visual scene: The velocities of retinal image motions are, to a first approximation, proportional to 
the inverse depths of the corresponding objects.239 Human observers are quite sensitive to this depth 

 (a)

Translation

Translation and rotation

 (b)

FIGURE 22 Optic flow fields resulting from forward translation across a rigid ground 
plane. (a) Flow field in the retinal image when the observer translates straight ahead while 
maintaining constant eye and head position; the heading is indicated by the small vertical 
line. (b) Retinal flow field when the observer translates straight ahead while making an eye 
movement to maintain fixation on the circle; again the heading is indicated by the small ver-
tical line. (Adapted from Ref. 231.)
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cue as evidenced by the fact that they perceive depth variation for differential motions of as small as 
1
2

1
3

−  arcsec per s.240

Binocular Stereoscopic Discrimination

Light from the three-dimensional environment is imaged onto the two-dimensional array of photo-
receptors, so the dimension associated with distance from the eye is collapsed in the two-dimensional 
retinal image. The images in the two eyes generally differ, however, because the eyes are separated by 
6 to 7 cm. The differences between the images, which are called binocular disparities, are used by the 
visual system to recover information about the distance dimension. The depth percept that results 
from binocular disparity is called stereopsis. Binocular disparity (stereo) information is formally 
equivalent to the monocular information that results from a step translation of one eye by 6 to 7 cm. 
This observation implies a close theoretical connection between the computation of distance from 
motion and distance from binocular disparity. As indicated in an earlier section, the extraction of ste-
reo and motion information presumably begins in the early stages of cortical processing (i.e., in V1 of 
the macaque), where many neurons are selective for disparity and direction of motion.

The geometry of stereopsis is described in Chap. 1, Fig. 25. Here, we briefly consider the nature 
of the information available for computing distance from disparity. The distance between any pair 
of points in the depth dimension (Δz) is related to the horizontal disparity (d) and the horizontal 
convergence angle of the eyes (q) by the following formula:∗

Δz
ad

d d d d
=

+ + + −( / )( / )θ θθ θ2 2
 (30)

where dq is the average disparity between the two points and the convergence point, and a is the 
interpupillary distance (the distance between the image nodal points of the eyes). If dq is zero, then 
the points are centered in depth about the convergence point. The locus of all points where the dis-
parity d equals zero is known as the (Vieth-Müller) horopter. As Eq. (30) indicates, the computa-
tion of absolute distance between points from horizontal disparity requires knowledge of the “eye 
parameters” (the interpupillary distance and the angle of convergence). However, relative distance 
information is obtained even if the eye parameters are unknown (in other words, Δz is monotonic 
with d). Furthermore, absolute distance can be recovered in principle without knowing the angle of 
convergence from use of horizontal and vertical binocular disparities (e.g., Refs. 241 and 242).

Under optimal conditions, the human visual system is capable of detecting very small binocular 
disparities and hence rather small changes in distance. In the fovea, disparities of roughly 10 arsec
can be detected if the test objects contain sharp, high-contrast edges and if they are centered in 
depth about a point on or near the horopter (dq = 0.0).178,243 At a viewing distance of 50 cm, 10 s
corresponds to a distance change of about 0.02 cm, but at 50 m, it corresponds to a distance change 
of about 2 m.

In measuring stereoscopic discrimination performance, it is essential that the task cannot be per-
formed on the basis of monocular information alone. This possibility can be assessed by measuring 
monocular and binocular performance with the same stimuli; if monocular performance is substan-
tially worse than binocular performance, then binocular mechanisms per se are used in performing 
the stereoscopic task.243,244 Random-dot stereograms244,245 are particularly effective at isolating bin-
ocular mechanisms because discriminations cannot be performed reliably when such stereograms 
are viewed monocularly.244,246

Stereopsis is affected by a number of factors. For example, the contrast required to produce a ste-
reoscopic percept varies with the spatial frequency content of the stimulus. This result is quantified 
by the contrast sensitivity function for stereoscopic discrimination of spatially filtered random-dot 
stereograms; the function is similar in shape to CSFs measured for simple contrast detection,247 but 

∗This formula is an approximation based on the assumption of relatively small angles and object location near the midsagittal 
plane; it is most accurate for distances under a few meters.
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detection occurs at lower contrasts than stereopsis occurs. In other words, there is a range of contrasts 
that are clearly detectable, but insufficient to yield a stereoscopic percept.247

The fact that the CSFs for contrast detection and stereoscopic discrimination have similar shapes 
suggests that common spatial-frequency mechanisms are involved in the two tasks. This hypothesis 
receives some support from masking and adaptation experiments demonstrating spatial-frequency 
tuning248–251 and orientation tuning252 for stereo discrimination, and from electrophysiological 
studies demonstrating that cortical cells selective for binocular disparity are also usually selective for 
orientation55,56,62 and spatial frequency.253

The smallest detectable disparity, which is called stereoacuity, improves as luminance contrast is 
increased.254–256 As shown in Fig. 23a, stereoacuity improves approximately in inverse proportion to the 
square of contrast at low contrasts, and in inverse proportion to the cube root of contrast at high con-
trasts. Stereoacuity is also dependent upon spatial frequency; it improves in inverse proportion to tar-
get spatial frequency over the low spatial-frequency range, reaching optimum near 3 cpd (Fig. 23b).255

Both the inverse-square law at low contrasts and the linear law at low spatial frequencies are predicted 
by signal-detection models that assume independent, additive noise and simple detection rules.255,256

Stereoacuity declines precipitously as a function of the distance of the test objects from the con-
vergence plane (Fig. 23c).257,258 For example, adding a disparity pedestal of 40 minarc to test objects 
reduces acuity by about 1 log unit. This loss of acuity is not the result of losses of information due to 
the geometry of stereopsis; it must reflect the properties of the underlying neural mechanisms. [Note 
in Eq. (30) that adding a disparity to both objects is equivalent to changing the value of dq .]

Much like the spatial channels described earlier under “Spatial Channels,” there are multiple 
channels tuned to different disparities, but it is unclear whether there are a small number of such 
channels—“near,” “far,” and “tuned”259—or a continuum of channels.56,63,260,261 Models that assume a 
continuum of channels with finer tuning near the horopter predict both the sharp decline in stereo-
acuity away from the horopter261,262 and the shapes of tuning functions that have been estimated from 
adaptation and probability summation experiments.260,261
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FIGURE 23 Disparity discrimination thresholds as a function of contrast, spatial frequency, and pedestal disparity. 
(a) Disparity threshold as a function of luminance contrast (in contrast threshold units) for dynamic random-dot stereograms. 
(Adapted from Ref. 256.) (b) Disparity threshold as a function of spatial frequency for sinewave-grating stereograms. (Adapted 
from Ref. 255.) (c) Disparity threshold as a function of the disparity pedestal (distance from the convergence plane) for difference-
of-gaussian (DOG) stereograms. (Adapted from Ref. 258.).
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3.1 INTRODUCTION

Psychophysical methods are the tools for measuring perception and performance. These tools are 
used to reveal basic perceptual processes, to assess observer performance, and to specify the required 
characteristics of a display. We are going to ignore this field’s long and interesting history,1 and much 
theory as well.2,3 Here we present a formal treatment, emphasizing the theoretical concepts of psy-
chophysical measurement. For practical advice in setting up an experiment, please turn to our user’s 
guide.4 Use the supplied references for further reading.

Consider the psychophysical evaluation of the suitability of a visual display for a particular pur-
pose. A home television to be used for entertainment is most reasonably assessed in a “beauty contest” 
of subjective preference,5 whereas a medical imaging display must lead to accurate diagnoses6,7 and 
military aerial reconnaissance must lead to accurate vehicle identifications.8 In our experience, the 
first step toward defining a psychophysically answerable question is to formulate the problem as a task 
that the observer must perform. One can then assess the contribution of various display parameters 
toward that performance. Where precise parametric assessment is desired it is often useful to substi-
tute a simple laboratory task for the complex real-life activity, provided one can either demonstrate, 
or at least reasonably argue, that the laboratory results are predictive.

Psychophysical measurement is usually understood to mean measurement of behavior to reveal 
internal processes. The experimenter is typically not interested in the behavior itself, such as pressing 
a button, which merely communicates a decision by the observer about the stimulus.∗ This chapter 
reviews the various decision tasks that may be used to measure perception and performance and eval-
uates their strengths and weaknesses. We begin with definitions and a brief review of visual stimuli. 
We then explain and evaluate the various psychophysical tasks, and end with some practical tips.

3.1

3

∗Psychophysical measurement can also be understood to include noncommunicative physiological responses such as pupil 
size, eye position, electrical potentials measured on the scalp and face, and even BOLD fMRI responses in the brain, which might
be called “unintended” responses. (These examples are merely suggestive, not definitive. Observers can decide to move their eyes
and, with feedback, can learn to control many other physiological responses. Responses are “unintended” only when they are not 
used for overt communication by the observer.) Whether these unintended responses are called psychophysical or physiological 
is a matter of taste. In any case, decisions are usually easier to measure and interpret, but unintended responses may be preferred 
in certain cases, as when assessing noncommunicative infants and animals.
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3.2 DEFINITIONS

At the highest level, an experiment answers a question about how certain “experimental conditions” 
affect observer performance. Experimental conditions include stimulus parameters, observer instruc-
tion, and anything else that may affect the observer’s state. Experiments are usually made up of many 
individual measurements, called “trials,” under each experimental condition. Each trial presents a 
stimulus and collects a response—a decision—from the observer.

There are two kinds of decision tasks: judgments and adjustments. It is useful to think of one as 
the inverse of the other. In one case the experimenter gives the observer a stimulus and asks for a clas-
sification of the stimulus or percept; in the other case the experimenter, in effect, gives the observer a 
classification and asks for an appropriate stimulus back. Either the experimenter controls the stimulus 
and the observer makes a judgment based on the resulting percept, or the observer adjusts the stimulus 
to satisfy a perceptual criterion specified by the experimenter (e.g., match a sample). Both techniques 
are powerful. Adjustments are intrinsically subjective (because they depend on the observers’ under-
standing of the perceptual criterion), yet they can often provide good data quickly and are to be 
preferred when applicable. But not all questions can be formulated as adjustment tasks. Besides being 
more generally applicable, judgments are often easier to analyze, because the stimulus is under the 
experimenter’s control and the task may be objectively defined. Observers typically like doing adjust-
ments and find judgments tedious, partly because judgment experiments usually take much longer.

An obvious advantage of adjustment experiments is that they measure physical stimulus parame-
ters, which may span an enormous dynamic range and typically have a straightforward physical inter-
pretation. Judgment tasks measure human performance (e.g., frequency of seeing) as a function of 
experimental parameters (e.g., contrast). This is appropriate if the problem at hand concerns human 
performance per se. For other purposes, however, raw measures of judgment performance typically 
have a very limited useful range, and a scale that is hard to interpret. Having noted that adjustment 
and judgment tasks may be thought of as inverses of one another, we hasten to add that in practice 
they are often used in similar ways. Judgment experiments often vary a stimulus parameter on suc-
cessive trials in order to find the value that yields a criterion judgment. These “sequential estimation 
methods” are discussed in Sec. 3.6. The functional inversion offered by sequential estimation allows 
judgment experiments to measure a physical parameter as a function of experimental condition, like 
adjustment tasks, while retaining the judgment task’s more rigorous control and interpretation.

Distinguishing between judgment and adjustment tasks emphasizes the kind of response that the 
observer makes. It is also possible to subdivide tasks in a way that emphasizes the stimuli and the 
question posed. In a detection task there may be any number of alternative stimuli, but one is a blank, 
and the observer is asked only to distinguish between the blank and the other stimuli. Slightly more 
general, a discrimination task may also have any number of alternative stimuli, but one of the stimuli, 
which need not be blank, is designated as the reference, and the observer is asked only to distin-
guish between the reference and other stimuli. A decision that distinguishes among more than two 
categories is usually called an identification or classification.9 All decision tasks allow for alternative 
responses, but two alternatives is an important special case.10

As normally used, the choice of term, detection or discrimination, says more about the exper-
imenter’s way of thinking than it does about the actual task faced by the observer. This is because 
theoretical treatments of detection and discrimination usually allow for manipulation of the experi-
mental condition by introduction of an extraneous element, often called a “mask” or “pedestal,” that is 
added to every stimulus. Thus, one is always free to consider a discrimination task as detection in the 
presence of a mask. This shift in perspective can yield new insights (e.g., Refs. 11–15). Since there is no 
fundamental difference between detection and discrimination,16 we have simplified the presentation 
below by letting detection stand in for both. The reader may freely substitute “reference” for “blank” 
(or suppose the presence of an extraneous mask) in order to consider the discrimination paradigm.

The idea of “threshold” plays a large role in psychophysics. Originally deterministic, threshold once 
referred to the stimulus intensity above which the stimulus was always distinguishable from blank, 
and below which it was indistinguishable from blank. In a discrimination task one might refer to a 
“discrimination threshold” or a “just-noticeable difference.” Nowadays the idea is statistical; we know 
that the observer’s probability of correct classification rises as a continuous function of stimulus 
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PSYCHOPHYSICAL METHODS  3.3

intensity (see Fig. 1). Threshold is defined as the stimulus intensity (e.g., contrast) corresponding
to an arbitrary level of performance (e.g., 82 percent correct). However, the old intuition, now called a 
“high threshold,” still retains a strong hold on everyone’s thinking for the good reason that the transi-
tion from invisible to visible, though continuous, is quite abrupt, less than a factor of two in contrast.

Most psychophysical research has concentrated on measuring thresholds. This has been moti-
vated by a desire to isolate low-level sensory mechanisms by using operationally defined tasks that are 
intended to minimize the roles of perception and cognition. This program is generally regarded as 
successful—visual detection is well understood (e.g., Ref. 17)—but leaves most of our visual experi-
ence and ability unexplained. This has stimulated a great deal of experimentation with suprathreshold 
stimuli and nondetection tasks in recent years.

3.3 VISUAL STIMULI

Before presenting the tasks, which are general to all sense modalities (not just vision), it may be help-
ful to briefly review the most commonly used visual stimuli. Until the 1960s most vision research used 
a spot as the visual stimulus (e.g., Ref. 18). Then cathode ray tube displays made it easy to generate 
more complex stimuli, especially sinusoidal gratings, which provided the first evidence for multiple 
“spatial frequency channels” in vision.19 Sinusoidal grating patches have two virtues. A sinusoid at the 
display always produces a sinusoidal image on the retina.∗ And most visual mechanisms are selective 
in space and in spatial frequency, so it is useful to have a stimulus that is restricted in both domains.
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FIGURE 1 Probability of correctly identifying a letter in 
noise, as a function of letter contrast. The letters are bandpass fil-
tered. Gaussian noise was added independently to each pixel. Each 
symbol represents the proportion correct in 30 trials. The solid 
curve through the points is a maximum likelihood fit of a Weibull 
function. The other curve represents a similar maximum likeli-
hood fit to the performance of a computer program that imple-
ments the ideal letter classifier.40 Efficiency, the squared ratio of 
threshold contrasts, is 9 percent. (Courtesy of Joshua A. Solomon.)

∗This is strictly true only within an isoplanatic patch, i.e., a retinal area over which the eye’s optical point spread function is 
unchanged.
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3.4  VISION AND VISION OPTICS

Snellen,20 in describing his classic eye chart, noted the virtue of letters as visual stimuli—they offer 
a large number of stimulus alternatives that are readily identifiable.21,22 Other commonly used stimuli 
include annuli, lines, arrays of such elements, and actual photographs of faces, nature, and mili-
tary vehicles. There are several useful texts on image quality, emphasizing signal-to-noise ratio.23–26

Finally, there has been some psychophysical investigation of practical tasks such as reading,27 flying 
an airplane,28 or shopping in a supermarket.29

The stimulus alternatives used in vision experiments are usually parametric variations along a sin-
gle dimension, most commonly contrast, but frequently size and position in the visual field. Contrast
is a dimensionless ratio: the amplitude of the luminance variation within the stimulus, normalized 
by the background luminance. Michelson contrast (used for gratings) is the maximum minus the 
minimum luminance divided by the maximum plus the minimum. Weber contrast (used for spots 
and letters) is the maximum deviation from the uniform background divided by the background 
luminance. RMS contrast is the root-mean-square deviation of the stimulus luminance from the 
mean luminance, divided by the mean luminance.

3.4 ADJUSTMENTS

Adjustment tasks require that the experimenter specify a perceptual criterion to the observer, who 
adjusts the stimulus to satisfy the criterion. Doubts about the observer’s interpretation of the crite-
rion may confound interpretation of the results. The adjustment technique is only as useful as the 
criterion is clear.

Threshold

Figure 2 shows contrast sensitivity (the reciprocal of the threshold contrast) for a sinusoidal grating 
as a function of spatial and temporal frequency.30 These thresholds were measured by what is prob-
ably the most common form of the adjustment task, which asks the observer to adjust the stimulus 
contrast up and down to the point where it is “just barely detectable.” While some important studies 
have collected their data in this way, one should bear in mind that this is a vaguely specified criterion. 
What should the observer understand by “barely” detectable? Seen half the time? In order to adjust
to threshold, the observer must form a subjective interpretation and apply it to the changing percept. 
It is well known that observers can be induced (e.g., by coaching) to raise or lower their criterion, 
and when comparing among different observers it is important to bear in mind that social and per-
sonality factors may lead to systematically different interpretations of the same vague instructions. 
Nevertheless, these subjective effects are relatively small (about a factor of two in contrast) and many 
questions can usefully be addressed, in at least a preliminary way, by quick method-of-adjustment 
threshold settings. Alternatively, one might ignore the mean of the settings and instead use the stan-
dard deviation to estimate the observer’s discrimination threshold.31

Nulling

Of all the many kinds of adjustments, nulling is the most powerful. Typically, there is a simple basic 
stimulus that is distorted by some experimental manipulation, and the observer is given control over 
the stimulus and asked to adjust it so as to cancel the distortion (e.g., Ref. 32). The absence of a spe-
cific kind of distortion is usually unambiguous and easy for the observer to understand, and the 
observer’s null setting is typically very reliable.

Matching

Two stimuli are presented, and the observer is asked to adjust one to match the other. Sometimes the 
experiment can be designed so that the observer can achieve a perfect match in which the stimuli 
are utterly indistinguishable, which Brindley33 calls a “Class A” match. Usually, however, the stimuli 
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PSYCHOPHYSICAL METHODS  3.5

are obviously different and the observer is asked to match only a particular aspect of the stimuli, 
which is called a “Class B” match. For example, the observer might be shown two grating patches, one 
fine and one coarse, and asked to adjust the contrast of one to match the contrast of the other.34 Or 
the observer might see two uniform patches of different colors and be asked to match their bright-
nesses.35 Observers (and reviewers for publication) are usually comfortable with matching tasks, but, 
as Brindley points out, it is amazing that observers can seemingly abstract and compare a particular 
parameter of the multidimensional stimuli in order to make a Class Β match. Matching tasks are 
extremely useful, but conclusions based on Class Β matches may be less secure than those based on 
Class A matches because our understanding of how the observer does the task is less certain.

Magnitude Production

The observer is asked to adjust a stimulus to match a numerically specified perceptual criterion, e.g., 
“as bright as a 60-watt light bulb.” The number may have a scale (watts in this case) or be a pure 
number.2 The use of pure numbers, without any scale, to specify a perceptual criterion is obviously 
formally ambiguous, but in practice many experimenters report that observers seem comfortable 
with such instructions and produce stable results that are even reasonably consistent among differ-
ent observers. Magnitude production, however, is rarely used in visual psychophysics research.

C
on

tr
as

t 
se

n
si

ti
vi

ty

300

100

30

10

3
16

6

1 cycle/second

22

0.3 1 3

Spatial frequency (cycles/degree)

10 30

FIGURE 2 Spatial contrast sensitivity (reciprocal of threshold 
contrast) functions for sinusoidal gratings temporally modulated 
(flickered) at several temporal frequencies. The points are the means of 
four method-of-adjustment measurements and the curves (one with a 
dashed low-frequency section) differ only in their positions along the 
contrast-sensitivity scale. (From Robson.30)
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3.6  VISION AND VISION OPTICS

3.5 JUDGMENTS

Judgment tasks ask the observer to classify the stimulus or percept. They differ primarily in the 
number of alternative stimuli that may be presented on a given trial and the number of alternative 
responses that the observer is allowed.

The Ideal Observer

When the observer is asked to classify the stimulus (not the percept) it may be useful to consider 
the mathematically defined ideal classifier that would yield the most accurate performance using 
only the information (the stimuli and their probabilities) available to the observer.36–42 Obviously 
this would be an empty exercise unless there is some known factor that makes the stimuli hard to 
distinguish. Usually this will be visual noise: random variations in the stimulus, random statistics of 
photon absorptions in the observer’s eyes, or random variations in neural processes in the observer’s 
visual system. If the stimuli plus noise can be defined statistically at some site—at the display, as an 
image at the observer’s retinae, as a pattern of photon absorptions, or as a spatiotemporal pattern of neu-
ral activity—then one can solve the problem mathematically and compute the highest attainable level 
of performance. This ideal often provides a useful point of comparison in thinking about the actual 
human observer’s results. A popular way of expressing such a comparison is to compute the human
observer’s efficiency, which will be a number between 0 and 1. For example, in Fig. 1 at threshold 
the observer’s efficiency for letter identification is 9 percent. As a general rule, the exercise of work-
ing out the ideal and computing the human observer’s efficiency is usually instructive but, obvi-
ously, low human efficiencies should be interpreted as a negative result, suggesting that the ideal is 
not particularly relevant to understanding how the human observer does the task.

Yes-No

The best-known judgment task is yes-no. It is usually used for detection, although it is occasionally 
used for discrimination. The observer is either asked to classify the stimulus, “Was a nonblank stimu-
lus present?” or classify the percept, “Did you see it?” The observer is allowed only two response alter-
natives: yes or no. There may be any number of alternative stimuli. If the results are to be compared 
with those of an ideal observer, then the kind of stimulus, blank or nonblank, must be unpredictable.

As with the method-of-adjustment thresholds discussed above, the question posed in a yes-no 
experiment is fundamentally ambiguous. Where is the dividing line between yes and no on the con-
tinuum of internal states between the typical percepts generated by the blank and nonblank stimuli? 
Theoretical considerations and available evidence suggest that observers act as if they reduced the 
percept to a “decision variable,” a pure magnitude—a number if you like—and compared that mag-
nitude with an internal criterion that is under their conscious control.40,43 Normally we are not inter-
ested in the criterion, yet it is troublesome to remove its influence on the results, especially since the 
criterion may vary between experimental conditions and observers. For this reason, most investiga-
tors no longer use yes-no tasks.

As discussed next, this pesky problem of the observer’s subjective criterion can be dealt with 
explicitly, by using “rating scale” tasks, or banished, by using unbiased “two-alternative forced choice” 
(2afc) tasks. Rating scale is much more work, and unless the ratings themselves are of interest, the end 
result of using either rating scale or 2afc is essentially the same.

Rating Scale

In a rating scale task the observer is asked to rate the likelihood that a nonblank stimulus was pre-
sented. There must be blank and nonblank stimulus alternatives, and there may be any number of 
alternative ratings—five is popular—but even a continuous scale may be allowed.44 The endpoints of 
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PSYCHOPHYSICAL METHODS  3.7

the rating scale are “The stimulus was definitely blank” and “The stimulus was definitely nonblank,” 
with intermediate degrees of confidence in between. The results are graphed as a receiver operating 
characteristic, or ROC, that plots one conditional probability against another. The observer’s rat-
ings are transformed into yes-no judgments by comparing them with an external criterion. Ratings 
above the criterion become “yes” and those below the criterion become “no.” This transformation 
is repeated for all possible values of the external criterion. Finally, the experimenter plots—for each 
value of the criterion—the probability of a yes when a nonblank stimulus was present (a “hit”) 
against the probability of a yes when a blank stimulus was present (a “false alarm”). In medical con-
texts the hit rate is called “sensitivity” and one minus the false alarm rate is called “specificity.” Figure 3 
shows an ROC curve for a medical diagnosis;45 radiologists examined mammograms and rated the 
likelihood that a lesion was benign or malignant.

In real-life applications the main value of ROC curves is that they can be used to optimize yes-no 
decisions based on ratings, e.g., whether to refer a patient for further diagnosis or treatment. However, 
this requires knowledge of the prior stimulus probabilities (e.g., in Fig. 3, the incidence of disease in 
the patient population), the benefit of a hit, and the cost of a false alarm.6,7 These conditions are rarely 
met. One usually can estimate prior probability and assess the cost of the wasted effort caused by the 
false alarms, but it is hard to assign a commensurate value to the hits, which may save lives through 
timely treatment.

The shape of the ROC curve has received a great deal of attention in the theoretical detection 
literature, and there are various mathematical models of the observer’s detection process that can 
account for the shape.46–48 However, unless the actual situation demands rating-based decisions, the 
ROC shape has little or no practical significance, and the general practice is to summarize the ROC 
curve by the area under the curve. The area is 0.5 when the observers’ ratings are independent of the 
stimuli (i.e., useless guessing). The area can be at most 1—when the observer makes no mistakes. The 
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FIGURE 3 Example of an empirical ROC. Six radi-
ologists attempted to distinguish between malignant and 
benign lesions in a set of 118 mammograms, 58 malignant 
and 60 benign, first when the mammograms were viewed in 
the usual manner (“standard”), and then—“enhanced”—
when they were viewed with two aids, including a checklist 
of diagnostic features. The ratings were “very likely malig-
nant,” “probably malignant,” “possibly malignant,” “prob-
ably benign,” and “very likely benign.” The areas under the 
curves are 0.81 and 0.87. (From Swets.45)
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3.8  VISION AND VISION OPTICS

area can descend below 0.5 when the observer reverses the categories of blank and nonblank. We’ll 
see in a moment that a result equivalent to ROC area can usually be obtained with much less effort by 
doing a two-alternative forced choice experiment instead.

Two-Alternative Forced Choice

This task is traditionally characterized by two separate stimulus presentations, one blank and one 
nonblank, in random order. The two stimuli may be presented successively or side by side. The 
observer is asked whether the nonblank stimulus was first or second (or on the left or right). We noted 
above that in yes-no tasks observers seem to reduce the stimulus to a decision variable, the mag-
nitude upon which they base their decisions. The 2afc task is said to be “unbiased” because the 
observer presumably chooses the presentation that generated the higher magnitude, without refer-
ring to any subjective internal criterion. At the beginning of this section we said that all judgment 
tasks consist of the presentation of a stimulus followed by a judgment. In this view, we might consider 
the two presentations in the 2afc task to be a single stimulus. The two possible composite stimuli to 
be discriminated are reflections of one another, either in space or time. The symmetry of the two 
alternatives suggests that the observer’s choice between them may be unbiased.

Other related tasks are often called “two-alternative forced choice” and are similarly claimed to be 
unbiased. There is some confusion in the literature over which tasks should be called “2afc.” In our 
view, the “2afc” label is of little consequence. What matters is whether the task is unbiased, i.e., are 
the alternative stimuli symmetric for the observer? Thus a yes-no discrimination of blank and non-
blank stimuli may be biased even though there are two response alternatives and the choice is forced, 
whereas it may be reasonable to say that the judgment of the orientation of a grating that is either 
horizontal or vertical is unbiased even though there is only a single presentation. We suggest that 
authors wishing to claim that their task is unbiased say so explicitly and state why. This claim might 
be based on a priori considerations of the symmetry between the stimuli to be discriminated, or on a 
post hoc analysis of relative frequencies of the observer’s responses.

In theory, if we accept the assumptions that each stimulus presentation produces in the observer 
a unidimensional magnitude (one number, the decision variable), that the observer’s ratings and 2afc 
decisions are based, in the proper way, on this magnitude, and that these magnitudes are stochastically 
independent between presentations, then the probability of a correct response on a 2afc trial must 
equal the area under the ROC curve.47 Nachmias43 compared 2afc proportion correct and ROC area 
empirically, finding that ROC area is slightly smaller, which might be explained by stimulus-induced 
variations in the observer’s rating criteria.

MAGNITUDE ESTIMATION

In the inverse of magnitude production, a stimulus is presented and the observer is asked to rate 
it numerically.2 Some practitioners provide a reference (e.g., a stimulus that rates 100), and some 
don’t, allowing observers to use their own scale. Magnitude estimation and rating scale are funda-
mentally the same. Magnitude estimation experiments typically test many different stimulus intensi-
ties a few times to plot mean magnitude versus intensity, and rating-scale experiments typically test 
few intensities many times to plot an ROC curve at each intensity.

Response Time

In practical situations the time taken by the observer to produce a judgment usually matters, and it 
will be worthwhile recording it during the course of the experiment. Some psychophysical research 
has emphasized response time as a primary measure of performance in an effort to reveal mental 
processes.49
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PSYCHOPHYSICAL METHODS  3.9

3.6 STIMULUS SEQUENCING

So far we have discussed a single trial yielding a single response from the observer. Most judgments 
are stochastic, so judgment experiments usually require many trials. An uninterrupted sequence of 
trials is called a run (or a block). There are two useful methods of sequencing trials within a run.

Method of Constant Stimuli

Experimenters have to worry about small, hard-to-measure variations in the observer’s sensitiv-
ity that might contaminate comparisons of data collected at different times. It is therefore desir-
able to run the trials for the various conditions as nearly simultaneously as possible. One technique 
is to interleave trials for the various conditions. This is the classic “method of constant stimuli.” 
Unpredictability of the experimental condition and equal numbers of trials for each condition are 
typically both desirable. These are achieved by using a randomly shuffled list of all desired trials to 
determine the sequence.

Sequential Estimation Methods

One can use the method of constant stimuli to measure performance as a function of a signal 
parameter—let us arbitrarily call it intensity—and determine, by interpolation, the threshold inten-
sity that corresponds to a criterion level of performance.∗ This approach requires hundreds of tri-
als to produce a precise threshold estimate. Various methods have been devised that obtain precise 
threshold estimates in fewer trials, by using the observer’s previous responses to choose the stimulus 
intensity for the current trial. The first methods were simple enough for the experimenter to imple-
ment manually, but as computers appeared and then became faster, the algorithms have become 
more and more sophisticated. Even so, the requisite computer programs are very short.

In general, there are three stages to threshold estimation. First, all methods, implicitly or explicitly, 
require that the experimenter provide a confidence interval around a guess as to where threshold may 
lie. (This bounds the search. Lacking prior knowledge, we would have an infinite range of possible 
intensities. Without a guess, where would we place the first trial? Without a confidence interval, where 
would we place the second trial?) Second, one must select a test intensity for each trial based on the 
experimenter’s guess and the responses to previous trials. Third, one must use the collected responses 
to estimate threshold. At the moment, the best algorithm is called ZEST,50 which is an improvement 
over the popular QUEST.51 The principal virtues of QUEST are that it formalizes the three distinct 
stages, and implements the first two stages efficiently. The principal improvement in ZEST is an opti-
mally efficient third stage.

3.7 CONCLUSION

This chapter has reviewed the practical considerations that should guide the choice of psychophysi-
cal methods to quickly and definitely answer practical questions related to perception and perfor-
mance. Theoretical issues, such as the nature of the observer’s internal decision process, have been 
de-emphasized. The question of how well we see is answerable only after we reduce the question 
to measurable performance of a specific task. The task will be either an adjustment—for a quick 
answer when the perceptual criterion is unambiguous—or a judgment—typically to find threshold 
by sequential estimation.

∗The best way to interpolate frequency-of-seeing data is to make a maximum likelihood fit by an S-shaped function.52

Almost any S-shaped function will do, provided it has adjustable position and slope.53
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3.10  VISION AND VISION OPTICS

The success of psychophysical measurements often depends on subtle details: the seemingly inci-
dental properties of the visual display, whether the observers receive feedback about their responses, 
and the range of stimulus values encountered during a run. Decisions about these matters have to be 
taken on a case-by-case basis.

3.8 TIPS FROM THE PROS

We asked a number of colleagues for their favorite tips.

• Experiments often measure something quite different from what the experimenter intended. Talk 
to the observers. Be an observer yourself.

• Viewing distance is an often-neglected but powerful parameter, trivially easy to manipulate over a 
100:1 range. Don’t be limited by the length of your keyboard cable.

• Printed vision charts are readily available, offering objective measurement of visiblity, e.g., to 
characterize the performance of a night-vision system.20,21,54,55

• When generating images on a cathode ray tube, avoid generating very high video frequencies (e.g., 
alternating black and white pixels along a horizontal raster line) and very low video frequencies 
(hundreds of raster lines per cycle) since they are typically at the edges of the video amplifier’s 
passband.56

• Liquid crystal displays (LCD) have largely replaced cathode ray tube (CRT) displays in the market 
place. LCDs are fine for static images, but have complicated temporal properties that are hard to 
characterize. Thus, CRTs are still preferable for presentation of dynamic images, as they allow you 
to know exactly what you are getting.57

• Consider the possibility of aftereffects, whereby past stimuli (e.g., at high contrast or different 
luminance) might affect the visibility of the current stimulus.58–61

• Drift of sensitivity typically is greatest at the beginning of a run. Do a few warm-up trials at the 
beginning of each run. Give the observer a break between runs.

• Allow the observer to see the stimulus once in a while. Sequential estimation methods tend to 
make all trials just barely detectable, and the observer may forget what to look for. Consider 
throwing in a few high-contrast trials, or defining threshold at a high level of performance.

• Calibrate your display before doing the experiment, rather than afterward when it may be too late.

3.9 ACKNOWLEDGMENTS

Josh Solomon provided Fig. 1. Tips were contributed by Al Ahumada, Mary Hayhoe, Mary Kaiser, 
Gordon Legge, Walt Makous, Suzanne McKee, Eugenio Martinez-Uriega, Beau Watson, David 
Williams, and Hugh Wilson. Al Ahumada, Katey Burns, and Manoj Raghavan provided helpful com-
ments on the manuscript. Supported by National Eye Institute grants EY04432 and EY06270.

3.10 REFERENCES

 1. E. G. Boring, Sensation and Perception in the History of Experimental Psychology, Irvington Publishers, New 
York, 1942.

 2. G. A. Gescheider, Psychophysics: Methods, Theory, and Application, 2d ed., Lawrence Erlbaum and Associates, 
Hillsdale, N.J., 1985, pp. 174–191.

 3. N. A. Macmillan and C. D. Creelman, New Developments in Detection Theory, Cambridge University Press, 
Cambridge, U.K., 1991.

Bass_v3ch03_p001-012.indd 3.10 8/21/09 11:33:39 AM

DO
 N

OT
 D

UP
LI

CA
TE



PSYCHOPHYSICAL METHODS  3.11

 4. B. Farell, and D. G. Pelli, “Psychophysical Methods, or How to Measure a Threshold and Why,” R. H. 
S. Carpenter and J. G. Robson (eds.), Vision Research: A Practical Guide to Laboratory Methods, Oxford 
University Press, New York, 1999.

 5. P. Mertz, A. D. Fowler, and H. N. Christopher, “Quality Rating of Television Images,” Proc. IRE 38:1269–1283
(1950).

 6. J. A. Swets, and R. M. Pickett, Evaluation of Diagnostic Systems: Methods from Signal Detection Theory,
Academic Press, New York, 1982.

 7. C. E. Metz, “ROC Methodology in Radiologic Imaging,” Invest. Radiol. 21:720–733 (1986).

 8. F. Scott, “The Search for a Summary Measure of Image Quality—A Progress Report,” Photographic Sci. and 
Eng. 12:154–164 (1968).

 9. F. G. Ashby, “Multidimensional Models of Categorization,” Multidimensional Models of Perception and 
Cognition, F. G. Ashby (ed.), Lawrence Erlbaum Associates, Hillsdale, N.J., 1992.

 10. D. G. Pelli, N. J. Majaj, N. Raizman, C. J. Christian, E. Kim, and M. C. Palomares,  “Grouping in Object 
Recognition: The Role of a Gestalt Law in Letter Identification,” Cognitive Neuropsychology  (2009) In press.

 11. F. W. Campbell, E. R. Howell, and J. G. Robson, “The Appearance of Gratings with and without the 
Fundamental Fourier Component,” J. Physiol. 217:17–18 (1971).

 12. B. A. Wandell, “Color Measurement and Discrimination,” J. Opt. Soc. Am. A 2:62–71 (1985). 

 13. A. B. Watson, A. Ahumada, Jr., and J. E. Farrell, “The Window of Visibility: A Psychophysical Theory 
of Fidelity in Time-Sampled Visual Motion Displays,” NASA Technical Paper, 2211, National Technical 
Information Service, Springfield, Va. 1983.

 14. E. H. Adelson, and J. R. Bergen, “Spatiotemporal Energy Models for the Perception of Motion,” J. Opt. Soc. 
Am. A 2:284–299 (1985).

 15. S. A. Klein, E. Casson, and T. Carney, “Vernier Acuity as Line and Dipole Detection,” Vision Res. 30:1703–1719 
(1990).

 16. B. Farell, and D. G. Pelli, “Psychophysical Methods,” A Practical Guide to Vision Research, J. G. Robson and 
R. H. S. Carpenter (eds.), Oxford University Press, New York, 1999. 

 17. N. V. S. Graham, Visual Pattern Analyzers, Oxford University Press, Oxford, 1989.

 18. H. B. Barlow, “Temporal and Spatial Summation in Human Vision at Different Background Intensities,” J. 
Physiol. 141:337–350 (1958).

 19. F. W. Campbell, and J. G. Robson, “Application of Fourier Analysis to the Visibility of Gratings,” J. Physiol.
197:551–566 (1968).

 20. H. Snellen, Test-Types for the Determination of the Acuteness of Vision, London: Norgate and Williams, 1866. 

 21. D. G. Pelli, J. G. Robson, and A. J. Wilkins, “The Design of a New Letter Chart for Measuring Contrast 
Sensitivity,” Clin. Vis. Sci. 2:187–199 (1988).

 22. D. G. Pelli, and J. G. Robson, “Are Letters Better than Gratings?,” Clin. Vis. Sci. 6:409–411 (1991).

 23. J. C. Dainty, and R. Shaw, Image Science, Academic Press, New York, 1974.

 24. E. H. Linfoot, Fourier Methods in Optical Image Evaluation, Focal Press, New York, 1964.

 25. D. E. Pearson, Transmission and Display of Pictorial Information, John Wiley & Sons, New York, 1975.

 26. O. H. Schade, Sr., Image Quality: A Comparison of Photographic and Television Systems, RCA Laboratories, 
Princeton, N.J., 1975.

 27. G. E. Legge, D. G. Pelli, G. S. Rubin, and M. M. Schleske, “Psychophysics of Reading—I. Normal Vision,” 
Vision Res. 25:239–252 (1985).

 28. J. M. Rolf and K. J. Staples, Flight Simulation, Cambridge University Press, Cambridge, U.K., 1986.

 29. D. G. Pelli, “The Visual Requirements of Mobility,” Low Vision: Principles and Application, G. C. Woo (ed.), 
Springer-Verlag, New York, 1987, pp. 134–146.

 30. J. G. Robson, “Spatial and Temporal Contrast-Sensitivity Functions of the Visual System,” J. Acoust. Soc. Am.
56:1141–1142 (1966).

 31. R. S. Woodworth and H. Schlosberg, Experimental Psychology, Holt, Rinehart, and Winston, New York, 1963, 
pp. 199–200.

 32. P. Cavanagh and S. Anstis, “The Contribution of Color to Motion in Normal and Color-Deficient Observers,” 
Vision Res. 31:2109–2148 (1991).

Bass_v3ch03_p001-012.indd 3.11 8/21/09 11:33:40 AM

DO
 N

OT
 D

UP
LI

CA
TE



3.12  VISION AND VISION OPTICS

 33. G. A. Brindley, Physiology of the Retina and the Visual Pathways, Edward Arnold Ltd., London, 1960.

 34. M. A. Georgeson and G. D. Sullivan, “Contrast Constancy: Deblurring in Human Vision by Spatial 
Frequency Channels,” J. Physiol. 252:627–656 (1975).

 35. R. M. Boynton, Human Color Vision, Holt Rinehart and Winston, New York, 1979, pp. 299–301.

 36. W. W. Peterson, T. G. Birdsall, and W. C Fox, “Theory of Signal Detectability,” Trans. IRE PGIT 4:171–212 (1954).

 37. W. P. Tanner, Jr. and T. G. Birdsall, “Definitions of d′ and h as Psychophysical Measures,” J. Acoust. Soc. Am.
30:922–928 (1958).

 38. H. L. Van Trees, Detection, Estimation, and Modulation Theory, Wiley, New York, 1968. 

 39. W. S. Geisler, “Sequential Ideal-Observer Analysis of Visual Discriminations,” Psychol. Rev. 96:267–314 
(1989).

 40. D. G. Pelli, “Uncertainty Explains Many Aspects of Visual Contrast Detection and Discrimination,” J. Opt. 
Soc. Am. A 2:1508–1532 (1985).

 41. D. G. Pelli, “The Quantum Efficiency of Vision,” Vision: Coding and Efficiency, C. Blakemore (ed.), 
Cambridge University Press, Cambridge, U.K., 1990, pp. 3–24.

42. D. G. Pelli, C. W. Burns, B. Farell, and D. C. Moore-Page, “Feature Detection and Letter Identification,” Vision 
Res. 46(28):4646–4674 (2006). See Appendix A.

 43. J. Nachmias, “On the Psychometric Function for Contrast Detection,” Vision Res. 21:215–223 (1981).

 44. H. E. Rockette, D. Gur and C. E. Metz, “The Use of Continuous and Discrete Confidence Judgments in 
Receiver Operating Characteristic Studies of Diagnostic-Imaging Techniques,” Invest. Radiol. 27:169–172 
(1992).

 45. J. A. Swets, “Measuring the Accuracy of Diagnostic Systems,” Science 240:1285–1293 (1988).

 46. J. Nachmias and R. M. Steinman, “Brightness and Discriminability of Light Flashes,” Vision Res. 5:545–557
(1965).

 47. D. M. Green and J. A. Swets, Signal Detection Theory and Psychophysics, Krieger Press, Huntington, N.Y., 1974.

 48. L. W. Nolte and D. Jaarsma, “More on the Detection of One of M Orthogonal Signals,” J. Acoust. Soc. Am.
41:497–505 (1967).

 49. R. D. Luce, Response Times: Their Role in Inferring Elementary Mental Organization, Oxford University Press, 
New York, 1986.

 50. P. E. King-Smith, S. S. Grigsby, A. J. Vingrys, S. C Benes and A. Supowit, “Efficient and Unbiased 
Modifications of the QUEST Threshold Method: Theory, Simulations, Experimental Evaluation and 
Practical Implementation,” Vision Res. 34:885–912 (1994).

 51. A. B. Watson and D. G. Pelli, “QUEST: A Bayesian Adaptive Psychometric Method,” Percept Psychophys.
33:113–120 (1983).

 52. A. B. Watson, “Probability Summation Over Time,” Vision Res. 19:515–522 (1979).

 53. D. G. Pelli, “On the Relation Between Summation and Facilitation,” Vision Res. 27:119–123 (1987).

 54. S. Ishihara, Tests for Color Blindness, 11th ed., Kanehara Shuppan, Tokyo, 1954.

 55. D. Regan and D. Neima, “Low-Contrast Letter Charts as a Test of Visual Function,” Ophthalmology 90:1192–
1200 (1983).

 56. D. G. Pelli and L. Zhang, “Accurate Control of Contrast on Microcomputer Displays,” Vision Res. 31:1337–
1350 (1991).

57. D. H. Brainard, D. G. Pelli and T. Robson, “Display Characterization,” In J. Hornak (ed.), Encyclopedia of 
Imaging Science and Technology, Wiley, 2002, pp. 172–188.

 58. C. Blakemore and F. W. Campbell, “Adaptation to Spatial Stimuli,” J. Physiol. 200(1):11–13 (1969).

 59. C. Blakemore and F. W. Campbell, “On the Existence of Neurones in the Human Visual System Selectively 
Sensitive to the Orientation and Size of Retinal Images,” J. Physiol. 203:237–260 (1969).

 60. T. N. Cornsweet, Visual Perception, Academic Press, New York, 1970.

 61. F. S. Frome, D. I. A. MacLeod, S. L. Buck and D. R. Williams, “Large Loss of Visual Sensitivity to Flashed 
Peripheral Targets,” Vision Res. 21:1323–1328 (1981).

Bass_v3ch03_p001-012.indd 3.12 8/21/09 11:33:40 AM

DO
 N

OT
 D

UP
LI

CA
TE



4.1

VISUAL ACUITY AND 
HYPERACUITY

Gerald Westheimer
Division of Neurobiology
University of California
Berkeley, California

4.1 GLOSSARY

Airy disk. Point-spread function in the image of a diffraction-limited optical instrument with a 
circular pupil.

Diffraction limit. Minimum dissipation of spatial information in the imaging of an optical system, 
due to the aperture restriction in the propagation of electromagnetic energy.

Fovea. Region in the center of the retina where receptor elements are most closely packed and reso-
lution highest.

Hyperacuity. Performance in task where thresholds are substantially lower than the grain of the 
receiving layer.

Light. Visually evaluated radiant energy. In this chapter radiant and luminous energy terms are 
used interchangeably.

Optical-transfer function. Modulation in the transmitted images of spatial sinusoids, as a function 
of their spatial frequency; it is complex, that is, has amplitude and phase terms. 

Psychophysics. Procedure for studying an observer’s performance by relating the variables of physi-
cal stimuli to measurements of associated responses.

Point-spread function. Spatial distribution of energy in the image of a point object.

Snellen letters. Alphanumeric characters of defi ned size and shape used in standard clinical testing 
of visual acuity.

Spatial frequency. Number of cycles of a sinusoidal grating target per unit distance. Commonly 
cycles/degree visual angle.

Superresolution. Ability to garner knowledge of spatial details in an optical image based on previ-
ous available information, either by extrapolation or averaging.

Vernier acuity. Performance limit in the alignment of two abutting line segment; it is the prime 
example of hyperacuity.

Visual acuity. Performance limit in distinguishing spatial details in visual object.

Visual angle. Angle subtended by an object at the center of the eye’s entrance pupil; it is a measure 
of distance in the retinal image.

4
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4.2  VISION AND VISION OPTICS

Equation (1). Point-spread function of a purely diffraction-limited optical imaging system with a 
round pupil.

q angular subtense of radius of Airy’s disk

 l wavelength of radiation

a diameter of aperture 

Equation (2). Specifi cation of contrast in the spatial distribution. 

Lmax, Lmin Luminance of maximum, minimum, respectively

4.2 INTRODUCTION

Visual acuity—literally sharpness—refers to the limit of the ability to discriminate spatial partition-
ing in the eye’s object space. As a psychophysical measure, its analysis encompasses

• The physics—in this case optics—of the stimulus situation 

• The anatomical and physiological apparatus within the organism that processes the external 
stimulus

• The operations leading to the generation of a response

Measurement of visual acuity involves the organism as a whole, even though it is possible to identify 
the performance limits of only a segment of the full operation, for example, the eyeball as purely an 
optical instrument, or the grain of the receptor layer of the retina, or neural activity in the visual 
cortex. But the term acuity is reserved for the behavioral essay and therefore necessarily includes the 
function of all components of the arc reaching from physical object space to some indicator of the 
response of the whole organism. It is a psychophysical operation. The fact that it includes a compo-
nent that usually involves an observer’s awareness does not preclude it from being studied with any 
desired degree of rigor.

4.3 STIMULUS SPECIFICATIONS 

Specification of the stimulus is an indispensable preliminary. For this purpose, an Euclidean object 
space containing visual targets is best defined by a coordinate system with its origin at the center of 
the eye’s entrance pupil and its three axes coinciding with those of the eye. The observer is usually 
placed to make the vertical (y) axis that of gravity, and the horizontal (x) axis orthogonal and pass-
ing through equivalent points in the two eyes; distances from the observer are measured along the 
z axis. When an optical device is associated with the eye, its principal axes should accord, either by 
positioning the device or the observer. On occasions when both eyes of an observer are involved, 
the origin of the coordinate system is located at the midpoint of the line joining the two eyes. More 
details of possible coordinate systems have been described elsewhere.1

The ocular structure most relevant to the spatial dissection of an observer’s object world is the 
retina, and the inquiry begins with the quest for the most instructive way of relating the distal and 
proximal stimuli, that is, the actual objects and their retinal images. Here it is achieved by using 
the center of the entrance pupil of the eye as the origin of the coordinate system which has at least 
two advantages. First, while associated with the eye’s imagery, it belongs to object space and hence 
is objectively determinable by noninvasive means. In a typical human eye, the entrance pupil is 
located about 3 mm behind the corneal vertex and is not far from round. Its center is therefore 
an operationally definable point. The second reason for choosing it as a reference point involves 
the nature of the eye’s image-forming apparatus. As seen in Fig. 1, the bundle of rays from a point 
source converging toward the retina is centered on the ray emerging from the center of the eye’s exit 
pupil, which is the optical conjugate of the center of the entrance pupil. Regardless of the position 
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VISUAL ACUITY AND HYPERACUITY  4.3

of the geometrical image with respect to the retina, that is, regardless of the state of defocus, the cen-
ter of the retinal image patch, blurred or sharp, will be defined by the intersection of that ray, called 
chief ray, with the retina. When two object points are presented to the eye, the retinal distance cor-
responding to their separation is given by the intercept of the chief rays from these objects. In this 
manner, the three-dimensional object space of the eye has been collapsed into the two-dimensional 
one of the retinal surface. What has been lost, and needs to be specified separately, is the object’s 
distance from the eye along the chief ray. But all objects, in or out of focus, anywhere along a given 
chief ray share a single retinal location, or, to rephrase it, the coordinates on the retinal surface are 
homologous to angular coordinates within the object-sided sheaf of rays converging on the center 
of the eye’s entrance pupil.

Hence in the specification of retinal distances it suffices to identify corresponding angles in the eye’s 
object space, objectively determinable measures. Units of measurement are the radian, or, degrees or 
minutes of arc. At a distance of 57 cm, a 1-cm object subtends 1 deg, a 0.16-mm object 1 arcmin. 
At the standard eye-chart distance of 6 m (20 ft) the limb of a 20/20 letter is just under 2 mm wide.

The next specification to be considered is that of the luminous intensity impinging on the eye. One 
starts with the most elemental stimulus: the luminous intensity of a point source is given in the inter-
nationally agreed-on unit of candela (lumens ⋅ steradian−1). This again is object-sided and objectively 
determinable. Extended sources are measured in terms of luminance (lumens ⋅ steradian−1 ⋅ unit area−1,
in practice cd ⋅ m−2). Hence the specification of visual acuity targets in the eye’s object space requires, 
apart from their observation distance, their spatial extent in angular measure at the eye’s entrance 
pupil and the luminance of the background from which or against which they are formed. The lumi-
nous energy reaching the retina differs in that it depends on the pupil area, the absorption in the eye’s 

(a)

(b)

FIGURE 1 Schematic diagram of imaging in human eye. (a) The retinal 
image size of a target is represented by the angle it subtends at the eye’s entrance 
pupil. (b) The position of the image of a point is most effectively demarcated by 
the intercept of the image-sided chief ray, which is the center of the light distri-
bution even if the eye is out of focus.
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4.4  VISION AND VISION OPTICS

media, and retinal factors considered elsewhere. Attenuation in the passage through the ocular media 
will differ from one eye to another and is prominently age dependent (Chap. 1). (Polarization and 
coherence properties of the incoming luminous energy are generally not relevant, but see special con-
ditions analyzed in Chap. 14). How this luminous energy is distributed on the retinal surface depends 
on the transfer characteristics of the eye’s optics which will now be considered.

4.4 OPTICS OF THE EYE’S RESOLVING CAPACITY

The spatial distribution of energy reaching the retina will differ from that incident on the cornea by 
being subject to spread produced by the eye’s imaging.

Light Spread in the Retinal Image and Limits of Resolution

The two modes of proceeding in this discussion, via the point-spread or the contrast-transfer func-
tions, are equivalent (Fig. 2). So long as one remains in the realm of optics and does not enter that of 
neural and psychophysical processing where linearity is not guaranteed, it is permissible to transfer 
back and forth between the two.

Point-Spread Function When the object space is restricted to a single point, the spatial distribution 
of energy in the image is called the point-spread function and describes the spread introduced by 
passage through the eye’s optics. Even in ideal focus, the spread depends on the eye’s aperture and 
the wavelength of the electromagnetic energy; the object-sided distribution then has q, that is, angle 
subtended by the distance from its center to the first zero, given by 

θ λ= 1 22.
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FIGURE 2 Retinal light distribution in an idealized optical system like the eye’s. (a) Diffraction-limited point-spread func-
tion (Airy’s disk). Unit distance is given by 1.22 l/a in radians, where l is the wavelength of light and a the diameter of the round 
pupil, both in the same units of length. (b) The optical contrast-transfer function for a square pupil (blue dashed line) and a round 
pupil (red solid line). It descends to zero at a spatial frequency equal to a/l cycles/radian.
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VISUAL ACUITY AND HYPERACUITY  4.5

A point can never be imaged smaller than a patch of such a size; the light distribution for any object 
is the convolution of that of the points constituting it. In practice there are additional factors due to 
the aberrations and scattering in each particular eye.

Spatial-Frequency Coordinates and Contrast-Transfer Function A fundamental property of optical 
imagery in its application to the eye is its linearity. Hence a permissible description of light distribu-
tions is in terms of their spatial Fourier spectra, that is, the amplitudes and phases of those spatial 
sinusoidal intensity distribution in terms of their spatial frequency that, when superimposed, will 
exactly reconstruct the original distribution. The limit here is the cutoff spatial frequency at which 
the optical transfer coefficient of the eye reaches zero (Fig. 2b).

Either of the two descriptors of the optical transfer between the eye’s object and image spaces, 
the point-spread function, that is, light spread in the image of a point, and the contrast-transfer 
function, that is, the change in amplitude and phase that the component sinusoids (as a function 
of spatial frequency in two angular dimensions) experience as they are transferred from the eye’s 
object space to the retinal image, is complete and the transposition between the two descriptors in 
uncomplicated.

Because resolution relates to the finest detail that can be captured in an image, the interest is in 
the narrowness of the point-spread function (e.g., width at half-height) or, equivalently, the high-
frequency end of the contrast-transfer function. The absolute limit imposed by diffraction gives a 
bound to these two functions but this is actually achieved only in fully corrected eyes with pupil 
diameters below about 3 mm, when other dioptric deficits are minimal. Concentrating on light of 
wavelength 555 nm, for which the visual system during daylight is most sensitive, Fig. 2, taken over 
directly from diffraction theory, illustrates the best possible performance that may be expected 
from a normal human eye under ordinary circumstances. The cutoff spatial frequency then is near 
90 cycles/degree−1 and the diameter of Airy’s disk about 1.5 arcmin.

A great deal of effort has gone into the determination of the actual point-spread functions of 
eyes which include factors such as aberrations. Only under very exceptional circumstances—and 
nowadays also with the aid of adaptive optics—does one get better imagery than what is shown in 
Fig. 2. When the pupil diameter is increased, theoretical improvement due to narrowing of the Airy 
disk is counteracted by aberrations which become more prominent as the outer zones of the pupil 
are uncovered. The effect of refractive errors on imaging can also be described in theory, but then 
phase changes in the contrast-transfer function enter because its complex nature (in the mathemati-
cal sense) can no longer be ignored (see under “Defocus”).

4.5 RETINAL LIMITATIONS—RECEPTOR MOSAIC 
AND TILING OF NEURONAL RECEPTIVE FIELDS

Also amenable to physical analysis are the limitations imposed on the resolving capacity of the eye 
by the structure of the retina. All information that is handed on to the neural stages of vision is in 
the first place partitioned by the elements of the receptor layer, each of which has an indivisible 
spatial signature. The spacing of the receptors is not uniform across the retina, nor is the indi-
viduality of their local sign necessarily retained in further processing. Ultimately, the information 
transfer to the brain is confined by the number of individual nerve fibers emerging from the retina. 
Nevertheless it is instructive to inquire into the grain of the retina in the foveal region where there is 
certainly at least one optic nerve fiber for each receptor. 

Figure 3 is a cross section of the layer of a primate retina and shows an approximately hexagonal 
array of cones, whose average spacing in the center is of the order of 0.6 arcmin. No matter what else 
is in play, human visual resolution cannot be better than is allowed by this structure. The center of 
the fovea is only about 0.5 deg in diameter; the further one proceeds into the retinal periphery the 
coarser the mosaic and the lower the ratio of receptors to optic nerve fibers. This explains the reason 
for our highly developed oculomotor system with its quick ability to transfer foveal gaze to different 
eccentric and even moving targets.
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4.6  VISION AND VISION OPTICS

The neural elements of the retina are not passive transducers but actively rearrange the optical 
signals that reach the receptors. After transmission to the brain, processing of these neural signals 
involves interaction from other regions and modification as a result of such factors as attention 
and memory. As yet the neural circuitry interposed between the optical image on the retina and the 
individual’s acuity response has not reached a level of understanding equivalent to that of the opti-
cal and receptor stages. 

4.6 DETERMINATION OF VISUAL RESOLUTION 
THRESHOLDS

Awareness of the limitations imposed by the optics and anatomy of the eye is, of course, of value, 
but visual acuity is, in the end, a function of the operation of the whole organism: what are the finest 
spatial differences that can be distinguished? In answering this question, attention has to be paid to 
the manner of obtaining the measurements.

Since there is scatter in individual determinations, the number of trials will be controlled by the 
needed precision. The armamentarium of psychophysical procedures allows determination of a 
threshold with arbitrary precision. The standard optometric visual acuity chart, in use for 150 years, 
is a textbook case of effective employment of this approach. The ensemble of test symbols, the infor-
mation content per symbol, the accepted answers, and the scaling of the steps and number of trials 
(letters in each row) have all been optimized for quick and reliable acuity identification. 

A psychophysical threshold is a number along a scale of a variable (e.g., distance between double 
stars) at which a correct response is made in a predetermined proportion of trials. In a good experi-
ment it is accompanied by a standard error. Thus if in a particular situation the two-star resolution 
threshold is found to be 0.92 + 0.09 arcmin and the 50-percent criterion was employed, this means 
that on 50 percent of occasions when the separation was 0.92 inch the observer would say “yes” (the 
percentage increasing with increasing separation) and that the scatter of the data and the number of 
observations were such that if the whole experiment were repeated many times, the value would be 
expected to be between 0.83 inch and 1.01 inch in 19 out of 20 runs of data. 

The distinction is often made between detection and discrimination thresholds. In sophisticated 
detection procedures, stimulus presentations are alternated randomly with blanks. A count is kept 
of the number of times the observer gives a “yes” answer when there was no stimulus, the so-called 
false positives. An elaborate analytical procedure can then be deployed to examine the internal 

FIGURE 3 Histological cross 
section of the retinal mosaic in the 
primate fovea. Each receptor repre-
sents an object-sided angle of about 
0.6 arcmin.
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VISUAL ACUITY AND HYPERACUITY  4.7

“noise” against which the incoming sensory signal has to compete.2 This methodology is appropri-
ate when there is a blank as one of the alternatives in the test, for example, in the measurement of 
the high spatial-frequency cutoff for grating resolution. In the bulk of acuity determinations the 
observer has to discriminate between at least two alternative configurations each presented well 
above detection threshold, and what has to be safeguarded against are bias errors. 

It is the current practice in vision research to observe as many of these niceties of psychophysi-
cal methodology as possible (Chap. 3). However, in clinical and screening situations less time and 
observer engagement is available, with, as a consequence, diminished reliability and repeatability of 
findings. 

4.7 KINDS OF VISUAL ACUITY TESTS

The common denominator of acuity tests is the determination of the finest detectable spatial parti-
tioning, and this can be done in many ways. The closest to the optical concept of resolving power are 
the two-point or two-line patterns, whose minimum separation is measured at which they are seen 
as double (Fig. 4a). More popular are the two-bar experiments, most effectively implemented in a 
matrix of 3 × 3 elements, in which either the top and bottom rows, or the right and left columns 

(a) (b)

(c) (d)

FIGURE 4 Patterns used in visual acuity tests and 
the associated response criteria: (a) Two point resolu-
tion. (b) Koenig bars in a 3 × 3 matrix. (c) Grating 
resolution. (d) Letters, as used in the clinical Snellen 
chart. Observers respond to these questions: You will 
be shown either a single or a double star. Was it “one” 
or “two?” (a). You will be shown a two-line pattern. 
Were the lines vertical or horizontal? (b). You will be 
shown a field that is either blank or contains verti-
cal stripes? Was it “blank” or “striped?” (c). You will 
be shown an alphanumeric character.  What letter or 
digit was it? (d).
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4.8  VISION AND VISION OPTICS

have a different contrast than the middle row or column (Fig. 4b), the observer’s responses being 
limited to “horizontal” and “vertical.” The size of the matrix elements is increased to determine the 
observer’s threshold. Overall size is no clue and the response is based on the detection of the internal 
image structure.

Some brightness variables are available to the experimenter. In the old days, the lines would be 
black on a white background whose luminance would be specified. With the advent of oscilloscopic 
displays this can now be white on black or, more generally, brighter and darker than a uniform back-
ground. Contrast is then a further variable, usually defined by the Michelson formula

( )

( )
max min

max min

L L

L L

−
+  (2)

With the advent of the Fourier approach to optics, grating targets have become popular. For the 
purposes of acuity, the highest spatial-frequency grating is determined at which, with 100-percent 
modulation, the field is just seen as striped rather than uniform (Fig. 4c). The phenomenon of 
spurious resolution, described below, makes this test inadvisable when focus errors may be at play. 
The role of grating targets in acuity measurements differs from that in modulation sensitivity tests, 
where gratings with a range of spatial periods are demodulated till they are no longer detectable. 
This process yields the modulation sensitivity curve, discussed below. 

Since they were first introduced in the second half of the 19th century, the standard for clinical 
visual acuity are the Snellen letters—alphanumerical characters, each drawn within a 5 × 5 matrix, 
with limb thickness as the parameter (Fig. 4d). From the beginning it was accepted that the resolution 
limit of the human eye is 1 arcmin, and hence the overall size of the Snellen letter for normal acuity is 
5 arcmin, or 9.5 mm at a distance of 6 m or 20 ft (optical infinity for practical purposes). When such
letters can be read at 20 ft, visual acuity is said to be 20/20. Letters twice this size can normally be 
read at 40 ft; an observer who can only read such double-sized letters at 20 ft has 20/40 acuity. The 
charts are usually assembled in lines of about 8 letters for 20/20 and progressively fewer for the lower 
ratings, with just a single letter for 20/200. Because in acuity determinations the error is proportional 
to the size of the letters3 and the sequence of letter sizes in charts is usually logarithmic.4 Snellen acuity 
is often converted to a fraction, 20/20 becoming 1.0, 20/40 becoming 0.5, and so on. When some of 
the letters in a line are missed, say 2 in the 20/20 line, a score of 20/20 − 2 is recorded. For example, 
if there are 7 letters in the 20/25 (0.8) line of which 3 are missed, and the next line is 20/30 (0.67) a 
numerical value of 0.74 [0.8 − (3/7) (0.8 − 0.67)] can be entered for statistical purposes.

Snellen charts have been made available in many alphabets, but letters may not have equal leg-
ibility, even in English. Hence a stripped-down version of letter acuity is often used. A single letter 
E can be shown in four or even eight orientations and the observer asked to respond, perhaps by 
pointing a hand with outstretched fingers. The detection of the location of a gap in an annulus, that 
is, the distinction between the letter O and an oriented C, called the Landolt C test after its inventor 
is particularly useful. Both the E and Landolt C tests can be fitted into the tradition of Snellen letters 
by, for the 20/20 targets, generating them with 1′ line within a 5 × 5′ matrix, with progressive size 
increases to arrive at a solid numerical acuity value. These two tests make no demands on the subjects’ 
literacy and have the virtue that the effect of guessing is a known quantity. Even here, a minor prob-
lem arises because of the “oblique effect,” a small performance deficit in oblique orientations over 
the horizontal and vertical. 

The development of the visual system in infants and the early detection of visual anomalies has 
sparked the design of infant visual acuity tests, usually depending on the observation of eye move-
ments to targets of interest whose size can be progressively diminished.5 Apart from this “preferen-
tial looking” technique, optokinetic nystagmus, that is, the involuntary eye tracking of large moving 
fields, can be effectively utilized to measure acuity by progressively diminishing the size of details 
until tracking fails.

As outlined so far, all the tests have in common the need for the subject to be aware and coopera-
tive, though not necessary literate. When these conditions are absent, other procedures have to be 
adopted, for example, recording the signals from the eye into the central nervous system from the 
scalp. These are not further described here. 
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VISUAL ACUITY AND HYPERACUITY  4.9

4.8 FACTORS AFFECTING VISUAL ACUITY

Visual acuity performance will be diminished whenever any of the contributing functions have not 
been optimized. Initial analysis concentrates on optical and retinal factors; not enough is known 
about the subsequent central neural stages to differentiate all the possible ways in which their operation 
can be encumbered or rendered inefficient. Such factors as attention, training, and task familiarity are 
clearly relevant. A treatment of the subject from the clinical point of view is available in textbooks.6,7

Pupil When the optical line-spread function has been widened for whatever reason, resolution will 
obviously suffer. This is the case when the pupil is too small—2 mm or less—when diffraction widens 
it or, in the presence of aberrated wavefronts, when it is very large—usually 6 mm or larger. 

Defocus Focus errors are of particular interest, because one of the most ubiquitous applications 
of visual acuity testing is to ascertain the best refractive state of eyes for purposes of spectacle, con-
tact lens, or surgical correction. Ever since the establishment of the current optometric routines in 
the late 19th century, rules of thumb have existed for the relationship between refractive error and 
unaided acuity. One of these is shown in Fig. 5. But this does not take into account a patient’s pupil 
size which governs depth of focus, the possible presence of astigmatism, and higher-order aberra-
tions, nor some complications arising from the nature of out-of-focus imagery. When a spherical 
wavefront entering the eye’s image space does not have its center at the retina, the imagery can be 
described as having a phase error that increases as the square of the distance from the center of 
the aperture.9 The contrast-transfer function, which is the Fourier transform of the complex (i.e., 
amplitude and phase) pupil aperture function, then does not descend to the cutoff spatial frequency 
monotonically, but shows oscillatory behavior (Fig. 6); in some regions in the spatial-frequency 
spectrum it dips below zero and the grating images have their black and white stripes reversed. This 
so-called spurious resolution means that if one views grating pattern under these conditions and 
gradually increases spatial frequency, stripes will first be visible, then disappear at the zero-crossing 
of the transfer function, then reappear with inverted contrast and so on. The seen image of objects 
like Snellen letters will undergo even more complex changes, with the possibility that “spurious” rec-
ognition is achieved with specific states of pupil size and defocus.
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FIGURE 5 Visual acuity in a typical eye as a function of uncorrected spherical 
refractive error in diopters. (Adapted from Laurance.8)
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4.10  VISION AND VISION OPTICS

Color The diffraction equations have wavelength as an explicit variable. The width of the point-
spread function varies inversely with wavelength. This is, however, only a minor factor where the 
effect of color on visual acuity is concerned. More immediately involved is the eye’s chromatic 
aberration, giving defocus of about 1 diopter at the extremes of the visual spectrum, where also 
more energy is needed to compensate for the fact that the luminous efficiency of the eye peaks 
as 555 nm for the photopic and 500 nm for the scotopic (rod) system. In practice, therefore, each 
situation will have to be handled individually depending on the wavelength distribution of the par-
ticular stimulus.

Retinal Eccentricity Due to the coarsening of the grain of the anatomical connections in the 
peripheral retina, visual acuity falls off with increasing eccentricity (Fig. 7) and this is more pro-
nounced in the extreme nasal than temporal field of view of each eye. In binocular vision, when 
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FIGURE 6 Normalized optical-transfer function for vari-
ous degrees of defocus, showing regions of the spatial-frequency 
spectrum in which the coefficients are negative and the contrast 
of grating targets is reversed in the image compared to that in 
the object. (Adapted from Hopkins.10) For an eye with a 3-mm 
round pupil and wavelength 560 nm, the cutoff spatial frequency 
denoted by the normalized value 1.0 on the axis of abscissas 
is 1.53 cycles/arcmin and the five curves show the theoretical 
response for 0, 0.23, 0.31, 0.62, and 1 diopters defocus.
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VISUAL ACUITY AND HYPERACUITY  4.11

both eyes are in play, acuity is usually better than in monocular vision, not only because the better 
eye covers any possible deficiency of the other, but also because of probability summation due to the 
two retinas acting as independent detectors. 

Luminance Acuity measured for black symbols against a white background, that is, for 100 percent 
contrast (Fig. 8) remains constant from about 10 cd ⋅ m−2 up. Below about 1 cd ⋅ m−2 the photopic 
system drops out and rods, which are absent in the fovea, take over. Their luminosity curve peaks at 
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FIGURE 7 Expected visual acuity in various locations in the peripheral visual 
field. (Adapted from Wertheim.11)
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FIGURE 8 Visual acuity for targets as a function of 
their luminance. (Adapted from Shlaer.12) The rod-cone 
break occurs at a light level equivalent to that of a scene 
lit by full-moon light.

Bass_v3ch04_p001-018.indd 4.11 8/21/09 6:47:10 PM

DO
 N

OT
 D

UP
LI

CA
TE



4.12  VISION AND VISION OPTICS

about 500 nm. Also, they are color blind, and subject to considerable spatial summation and adaptation, 
that is, become more sensitive with increased time in the dark, up to as much as 30 to 45 min. 

Contrast Most clearly shown with the use of grating stimuli, there is reduction in performance at 
both the low and high spatial frequency ends of the spectrum (Fig. 9). Because contrast sensitivity 
is lowered in various ocular abnormalities, particularly scatter of or absorption in the media, it has 
been found valuable to perform acuity measurements with low-contrast charts.14,15 Reversing the 
contrast polarity, that is, presenting bright letters against a dark background, has virtue for eyes with 
a wide point-spread function and light scatter16 and indeed improves acuity performance in some 
older eyes.17

Time Time is decidedly a factor in visual acuity. For very short presentations, about 20 ms or 
less, the eye integrates all the light flux, what matters then is the product of the intensity and the 
duration, in any combination. But acuity improves with duration in the several hundred millisecond 
range where light detection no longer depends on duration but only intensity (Fig. 10).

Surround A prominent effect in visual acuity is that of crowding, where the presence of any con-
tour close to the resolution target interferes with performance (Fig. 11). 

Practice Effects Surprisingly, in the fovea of normal observers, practice in the task does not confer 
any further advantage—it seems that optimum performance has been entrained through con-
tinuous exercise of the facility in everyday situation. Peripheral acuity can, however, be improved by 
training.20,21
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FIGURE 9 Modulation sensitivity (contrast detection) 
curve of the human visual apparatus as a function of spatial fre-
quency at different light levels. (From van Nes and Bouman.13)
Visual acuity is equivalent to the highest spatial frequency at which 
a response can still be obtained (intersection with the x axis) and 
the data here map well on those in Fig. 8.
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VISUAL ACUITY AND HYPERACUITY  4.13
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FIGURE 10 Visual acuity as function of exposure duration. (From Baron 
and Westheimer.18)
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FIGURE 11 Data showing the “crowding” effect in visual acuity. A standard let-
ter is surrounded by bars on all four sides and the performance drops when the bars 
are separated from the edge of the letter by the thickness of the letter’s line-width. 
(Adapted from Flom, Weymouth, and Kahneman.19)

Stage of Development and Aging Visual acuity shows a steep increase in the first few months of life 
and, if a secure measurement can be obtained, is not far from normal at least by the third year.5 The 
aging eye is subject to a large number of conditions that impair acuity (Chap. 14); it is their presence 
or absence that determines any individual patient’s status. Consequently age decrements of acuity 
can rage from none to severe.
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4.14  VISION AND VISION OPTICS

4.9 HYPERACUITY

For a long time human spatial discriminations have been known where thresholds are markedly 
lower than the resolution limit. For vernier acuity, the foveal alignment threshold for two abutting 
lines is just a few arcsecs, as compared with the 1 arcmin or so of ordinary resolution limit. 

Such high precision of localization is shared by many kinds of pattern elements, both in the direction 
joining them, in their alignment, and in deviations from rectilinearity (Fig. 12). The word hyperacuity 
is applied to this discrimination of relative position, in recognition that it surpasses by at least an order 
of magnitude the traditional acuity. Whereas the limitation of the latter are mainly in the resolving 
capacity of the eye’s optics and retinal mosaic, hyperacuity depends on the neural visual system’s abil-
ity to extract subtle differences within the spatial patterns of the optical image on the retina.

(a) (b)

(c)

(d)

FIGURE 12 Configuration in which location dif-
ferences can be detected with a precision higher than the 
resolution limit by up to an order of magnitude. These 
hyperacuity tasks do not contradict any laws of optics and 
are the result of sophisticated neural circuits identifying 
the centroids of light distributions and comparing their
location. Thresholds are just a few arcsec in the foveal 
discrimination of these patterns from their null standards: 
(a) orientation deviation from the vertical of a short line; 
(b) alignment or vernier acuity; (c) bisection of a spatial 
interval; and (d) deviation from straightness of a short line.
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VISUAL ACUITY AND HYPERACUITY  4.15

Localization discriminations in the hyperacuity range are performed by identification of the cen-
troid of the retinal light distributions22 of the involved pattern components, for example, abutting 
lines in the vernier task. The information is available in the image and can be described equally well 
in the domains of light distribution and its Fourier spectrum. It is testimony of sophisticated neural 
processing to arrive at the desired decision. Resolution and localization acuity share many attributes, 
though usually not in the same numerical measure. 

Like ordinary visual acuity, hyperacuity is susceptible to crowding and to the oblique effect, but 
the two classes of spatial discrimination do not share all the other attributes.23 Specifically, hyper-
acuity is more robust to reduction in exposure duration and diminishes more steeply with retinal 
eccentricity. It therefore follows that the neural processing apparatus is different and involves subtly 
recognition of differences in the excitation state of a neural population. In this respect it is similar
to a whole host of fine discriminations, for example, those in the visual domains of color and stereo-
scopic depth. 

4.10 RESOLUTION, SUPERRESOLUTION, AND 
INFORMATION THEORY

The threshold difference between ordinary visual acuity and hyperacuity raises the question whether 
any fundamental physical principles are being disobeyed.24

Resolution and Superresolution

In the first instance, all of vision must satisfy the laws of physical optics according to which no 
knowledge can be acquired about an object that is contained in the region beyond the cutoff spatial 
frequency decreed by diffraction theory. Here the concepts associated with the term superresolution 
(Chaps. 3 and 4 in Vol. I) are relevant; they have been expanded since first formulated as involving an 
extrapolation: If the predominant features in which the spatial-frequency spectrum of two objects dif-
fer are located beyond the cutoff, but are always accompanied by a characteristic signature within it, 
then in principle it is possible to make the distinction between the two objects from detailed study of 
the transmitted spectrum and extrapolate from that to arrive at a correct decision. More recently the 
word has also been used to describe a procedure by which several samples of noisy transmitted spatial-
frequency spectra from what is known to be the same object are superimposed and averaged. In both 
uses of the word, no diffraction theory limit has been broached; rather, knowledge is secured from 
detailed analyses of observed energy distributions on the basis of prior information—in the first case 
that the difference in the spatial-frequency spectrum inside the cutoff limit is always associated with 
those beyond it, in the second that the several spectra that are averaged arose from the same target.

Resolution and Information

Information theory has been of help in understanding some potentially knotty problems in defin-
ing resolution.25 Traditionally, the resolving power of an ideal optical instrument is regarded to have 
been reached when two stars are separated by the width of the Airy disk, when the images of the two 
stars partially overlap and the dip between the two peaks is about 19 percent. This so-called Rayleigh 
criterion usually allows the receptive apparatus to signal the two peaks and the trough as separable 
features—provided its spatial grain is fine enough and the intensity difference detectable. It is then 
possible to decide, without prior knowledge, that there are two stars or that a spectral line is double. 
But when there is prior knowledge that the source can only be either single or double, and if double, 
what their relative intensity is, then the decision can be made for smaller separations, because the 
light distribution resulting from the overlapping images of two adjoining sources differs in predict-
able fashion from that of a single sources, even when the dip between the peaks is less than at the 
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4.16  VISION AND VISION OPTICS

Rayleigh limit and even when there is no dip at all. This specific example highlights how informa-
tion theory, as first formulated by Shannon, enters the discussion: in quantifying the transmitted 
information, prior knowledge needs to be factored in.

The diffraction image of a point is an expression of the uncertainty principle: it describes the 
probability distribution of the location of the source of an absorbed photon. The larger the number 
of absorbed photons, the more secure the knowledge of the source’s location provided always that it 
is known that it has remained the same source as the photons are being accumulated. With sufficient 
number of absorbed photons, and the assurance that they arose from the same source, it is possible 
to assign location with arbitrary precision. Hence, from the standpoint of optics, there is nothing 
mysterious about the precision of locating visual target that is now called hyperacuity. Rather it draws 
attention to the physiological and perceptual apparatus that enables this precision to be attained.

4.11 SUMMARY

The human visual system’s capacity to discriminate spatial details is governed by the eye’s optical 
imagery, by the grain of the retinal receiving layer, by the physiological apparatus of the retina and 
the central nervous system, and by methodological considerations of recording observers’ responses. 
Overall, under the best conditions of ordinary viewing, the resolution limit is close to that governed 
by the diffraction theory for the involved optical parameters. Performance is impaired whenever 
any of the optical, anatomical, physiological, or perceptual components does not operate optimally. 
There is an additional class of visual threshold based not on resolution of spatial detail but on locat-
ing relative object position. Because thresholds then are at least one order of magnitude better, they 
are called hyperacuity. They do not contravene any laws of optics but are testimony to sophisticated 
neural processing that can identify the location of the centroid of retinal light distributions with 
high precision.
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5.1 GLOSSARY

 A area

 D distance

 Er illuminance at the retina (retinal illuminance)

 f focal length

 fe focal length of the eye

 Ls intrinsic luminance of the source

 td troland (the unit of retinal illuminance)

 x position

 Δ change in position

 Φ fl ux (general)

 Φp fl ux at the pupil

 t transmittance

We have also consistently used subscripted and/or subscripted versions of A and S for area, D for 
distance, f for focal lengths, x for positions, and Δ for changes in position.

5.2 INTRODUCTION

This chapter presents basic techniques for generating, controlling, and calibrating the spatial and 
temporal pattern of light on the retina (the visual stimulus). It deals with the optics of stimulus 
generation and the control of light sources used in the vision laboratory. Generation of stimuli by 
computer video displays is covered in detail in Chap. 22. Units for measuring radiation are discussed 
in Chap. 34, “Radiometry and Photometry,” by Edward Zalewski and Chap. 37, “Radiometry and 
Photometry for Vision Optics,” by Yoshi Ohno in Vol. II.

5.1

5
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5.2  VISION AND VISION OPTICS

5.3 THE SIZE OF THE VISUAL STIMULUS

The size of a visual stimulus can be specified either in terms of the angle which the stimulus sub-
tends at the pupil, or in terms of the physical size of the image of the stimulus formed at the retina, 
for most purposes vision scientists specify stimuli in terms of the angular subtense at the pupil. If an 
object of size h is viewed at distance D then we express its angular extent as

 Degrees visual angle =
⎛
⎝⎜

⎞
⎠⎟

⎛

⎝⎜
⎞
⎠⎟

−2
2

1tan
h
D

 (1)

or, for angles less than about 10 deg

 Degrees visual angle ≅ =360
2

57 3h
D

h
Dπ
.

 (2)

In this chapter we specify stimuli in terms of the actual retinal area, as well as the angular extent. 
Angular extent has the advantage that it is independent of the eye, that is, it can be specified totally in 
terms of externally measurable parameters. However, an understanding of the physical dimensions 
of the retinal image is crucial for understanding the interrelation of eye size, focal length, and light 
intensity, all of which are part of the design of optical systems for vision research.

5.4 FREE OR NEWTONIAN VIEWING

There are two broad classes of optical systems that are used in vision research. Free viewing, or new-
tonian viewing, forms an image of a target on the retina with minimal accessory optics (Fig. 1a).

Retinal Illuminance

Photometric units incorporate the overall spectral sensitivity of the eye, but that is the only special 
property of this set of units. That is, there are no terms specific to color (for a discussion of colorim-
etry, see Chap. 10) and no allowances for the details of visual perception. The eye is treated as a lin-
ear detector which integrates across wavelengths. The retinal illuminance of an object in newtonian 
view is determined by the luminous intensity of the target and the size of the pupil of the eye. The 
luminous power at the pupil [dimensions are luminous power or energy per unit time, the SI units 
are lumens (lm)]

 ΦP s s

p
L A

A

D
=

2
 (3)

where Ls is the luminance of the source [the SI units are lumens per meter squared per steradian 
(lm/m2/sr) or candelas per meter squared (cd/m2)], As is the source area, Ap is the area of the pupil, 
and D is the distance from the pupil to the source [so (Ap/D

2) is the solid angle the pupil subtends].
The area of the image element on the retina is

 ′ = =
⎛
⎝⎜

⎞
⎠⎟

A A m A
f

DR s s
e2

2

 (4)
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OPTICAL GENERATION OF THE VISUAL STIMULUS  5.3

where m is the magnification of the eye and fe is the effective focal length of the eye (Fig. 1b). From 
this we compute the illuminance at the retina as

 E
A

A L

fR

p

R

p s

e

=
′

=
Φ

( )2  (5)

(The SI units of illuminance are lm/m2). A typical value for fe, is 16.67 mm.1,2 Note that the retinal 
illuminance does not depend on the distance. That is, the retinal illuminance when viewing an 
extended source such as a video screen is independent of the viewing distance and is dependent 
only on the size of the eye’s pupil, the luminance of the source, and the focal length of the eye. In 
most cases, the focal length of the viewer’s eye is not known, but it is possible to measure the size 
of the pupil. For this reason a standard unit for specifying retinal illuminance was developed, the 
troland.

The Troland (td) The troland is a unit of illuminance (luminous power per unit area). The troland 
quantifies the luminous power per unit area at the retina (the retinal illuminance). One troland was 
defined as the illuminance at the retina when the eye observes a surface with luminance = 1 cd/m2 
through a pupil having an area of 1 mm2. Using Eq. (5) and a standard fe of 16.67 mm we find that 
the troland is defined by

 1 0 0035 2td lumens/m.=  (6)

S

(a)

D

h

(b)

D

AS

AP

AR

ER

fe

FIGURE 1 (a) In free viewing or newtonian viewing the eye’s 
optics are used to image a target onto the retina. (b) Computation of 
the retinal illuminance in free-viewing. As the area of the source, D the 
distance between the source and the eye, Ap the area of the pupil, fe the 
optical focal length of the eye, AR the area of the image of the source on 
the retina, and ER the retinal illuminance.
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5.4  VISION AND VISION OPTICS

This definition ties the troland to the illuminance on the retina of a standard eye assuming no 
transmission loss in the ocular media at 555 nm. Thus, two observers with different-size eyes, 
different-size pupils, or different relative losses in the ocular media, viewing the same surface, will 
have different retinal illuminances. Wyszecki and Stiles2 have recommended that the term troland 
value be used to distinguish the trolands computed for a standard eye from the actual retinal illu-
minance. General usage is that the retinal illuminance is determined simply by measuring the lumi-
nance of a surface in cd/m2 and multiplying this value by the area of the pupil in mm2.

Limitations of Free Viewing: An Example

There are two major limitations to newtonian view systems. The first is that the retinal illuminance 
is limited. For instance, a 60-W frosted incandescent bulb can produce a 120,000-td field, but to 
obtain a uniform 20 deg field it must be placed 17 inches from the observer’s eye. This requires 
an accommodative effort that not all observers can make. A comparable illuminance at more realistic 
distances, or with variable focus, requires larger light sources or more elaborate optical systems. 
The second limitation of free viewing is that variations in pupil size are not readily controlled. This 
means that the experimenter cannot specify the retinal illuminance for different stimulus conditions 
or for different individuals. Maxwellian view optical systems solve these problems.

5.5 MAXWELLIAN VIEWING

Figure 2a shows a simple Maxwellian view system. The key factor that distinguishes the maxwellian 
view system is that the illumination source is made optically conjugate to the pupil of the eye. As a 
result, the target which forms the stimulus is not placed at the source, but rather at a separate plane 
optically conjugate to the retina. In the system of Fig. 2a the plane conjugate to the retina, where a tar-
get should be placed, lies at the focal point of lens L21, between the source and the lens (see Chap. 6). 
Light from the source is diverging at this point, and slight changes in target position will cause changes 
in both the plane of focus and the magnification of the target. For this reason most real maxwellian 
view systems use multiple lenses. Figure 2b shows such a maxwellian view system where the single lens 
has been replaced by two lenses. The first lens collimates light from the source and the second forms 
an image of the source at the pupil. This places the retinal conjugate plane at the focal plane of L1. We 
label the conjugate planes starting at the eye, so R1 is the first plane conjugate to the retina and P1 is the 
first plane conjugate to the pupil.

Control of Focus and the Retinal Conjugate Plane

The focus of the maxwellian view system is controlled by varying the location of the target.3–5 
Moving the target away from R1 allows the experimenter either to adjust for ametropia or to require 
the observer to accommodate. To see this we compute where lens L1 (Fig. 2b) places the image of the 
target relative to the eye. If the target is at the focal point of L1, the image is at infinity, which means 
there is a real image in focus at the retina for an emmetropic eye. If we move the target toward lens 
L1, the lens of an emmetrope must shorten the focus to bring the image back into focus on the ret-
ina. We quantify this required change in focus as the change in the dioptric power of the eye (or the 
optical system if spectacle correction is used) where the dioptric power is simply the inverse of the 
focal length measured in meters. If the target is displaced by Δ from the focal point of L1 then using 
the newtonian form of the lens formula (x′x = f 2) we find that

 Change in dioptric power = Δ
( )f1

2  (7)
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OPTICAL GENERATION OF THE VISUAL STIMULUS  5.5

If the target move toward the lens L1, this compensating power must be positive (the focal length of 
the eye or eye plus spectacle shortens). If the target moves from f1 away from lens L1, the required 
compensation is negative. If the eye accommodates to keep the target in focus on the retina, then the 
size of the retinal image is unchanged by the change in position.3,4

Size

For this system the area of the illuminated retinal field is determined by the limiting aperture in a 
retinal conjugate plane between the light source and the retina (the field stop S2 in Fig. 2b) and is

 S
f

f
SR

e=
⎛
⎝⎜

⎞
⎠⎟1

2

2  (8)

S

D
P1 P0 P1

P2
P1 R1 P0 R0

P0 R0
R1

S2

S4

S1

(c)

(a) (b)

L21

f2

f4 f4f3 f2 f1 f1

f1 f1 fe

AP0

SR

AP1

AP2

AP1L4 L3 L2 L1

L1L2

Δ

AP0

ER

SR

FIGURE 2 (a) In a minimal maxwellian view system a lens L21 images a source in the plane of 
the eye’s pupil. The lens is shown at a distance D from the eye equal to twice its focal length. The field 
stop (S) in the aperture of L21. (b) A maxwellian view optical system with an accessible retinal conjugate 
plane (R1). Lens L2 collects light from the source and collimates it. Lens L1 images the source in the 
plane of the eye’s pupil (P0). Pupil conjugate planes (Pi) and retinal conjugate planes (Ri) are labeled 
starting at the eye. For an emmetrope lens L1 images the retina (R0) at R1. This is the plane where a 
visual target will appear in best focus for an emmetropic observer. Moving the target away from R1 a 
distance Δ changes the plane of focus of the retinal image, requiring the emmetrope to accommodate. 
The maximum size of the retinal image (SR) is limited for this system to the aperture of lens L2(S2). The 
pupil is imaged at position P1, where the light source is placed. (c) Shows a more complex system where 
a second set of pupil conjugate and retinal conjugate planes have been added. An artificial pupil (AP l) is 
added at P1. It is the image of this pupil at the source (AP2) that limits the retinal illuminance produced 
in this optical configuration. Other symbols as above.
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5.6  VISION AND VISION OPTICS

or for the schematic eye we use

 S
f

SR =
⎛
⎝⎜

⎞
⎠⎟

16 67

1

2

2

.
 (9)

where fe is the focal length of the eye (in mm) and f1 is the focal length of lens L1. This formula is 
used to compute the physical size of an image on the retina. Note that the linear magnification is 
(fe/f1) and the areal magnification is (fe/f1).2 The angular subtense of the field is the same as in Eq. (1), 
substituting the diameter of S2 for h and f1 for the distance D. Also note that the angular extent is 
independent of details of the optics of the eye. This convenience is the main reason that angular 
extent is the most widely used unit for specifying the stimulus in vision research.

Retinal Illuminance

One of the principal advantages of a maxwellian view system is that it provides a large, uniformly 
bright field of view. This mode of illumination is called Kohler illumination in microscopy. The light 
available in a maxwellian view optical system is determined by two main factors, the luminance of 
the light source, and the effective pupillary aperture of the optical system being used. In Fig. 2b we 
see that lens L2 collects light from the source. The amount of light collected is the maximum amount 
of light that can be presented to the eye and is1,3

 Φ = A L
S

fP s1
2

2
2( )

 (10)

where AP1 is the area of source being considered (or, equivalently, a unit area of the source), Ls is the 
luminance of the source (in lm/m2/sr), S2 is the aperture of lens L2, and f2 is the focal length of lens 
L2. We have used the area of lens L2, for this example, although in actual practice this area might be 
reduced by later field stops. This quantity will cancel out in the subsequent calculations. Finally, if all 
of the light collected by lens L2 is distributed across the retina, then the retinal illuminance is

 E
S

A L
f

f fR
R

s s
e

= =
⎛
⎝⎜

⎞
⎠⎟

Φ 1

2

2

 (11)

where SR is obtained from Eq. (8). Note that only the luminance of the source, the source area, and 
the focal lengths of the optical elements are important in setting the retinal illuminance. Using 
different diameters for lens L2 will change the amount of light collected and the size of the retinal 
area illuminated. Such a change will be reflected by changing the area parameter in both Eqs. (8) 
and (10), which cancel.

In Eq. (11) the area of the source image (AP1) at the pupil is

 A A
f

fP P0 1
1

2

2

=
⎛
⎝⎜

⎞
⎠⎟

 (12)

If the eye’s pupil (AP0) is smaller than this source image then the eye’s pupil is limiting and

 E
A L

fR
P s

e

= 0
2( )

 (13)

Equation (13) for the maxwellian view system is identical to Eq. (5) which we obtained for the 
newtonian view system, but now the entire field is at the retinal luminance set by the source lumi-
nance. Thus, in maxwellian view a large, high retinal illuminance field can be readily obtained.
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OPTICAL GENERATION OF THE VISUAL STIMULUS  5.7

To control the size of the entry pupil rather than allowing it to fluctuate with the natural pupil, 
most maxwellian view systems use a pupillary stop. Figure 2c shows a system where a stop has been 
introduced at an intermediate pupil conjugate plane AP1. This has the advantage of placing the pupil-
lary stop of the system conjugate to the eye’s pupil. The projection of AP1 at the source is AP2 and it 
is AP2 that limits the available luminous area of the source. Lenses L3 and L4 image the source onto 
the artificial pupil, and lenses L1 and L2 image the artificial pupil in the plane of the eye’s pupil (AP0). 
The retinal illuminance of this more complex system can be computed as follows: the field stop over 
which light is collected by lens L4 is S4 and can be computed by projecting the retinal area illuminated 
(SR) back to lens L4.

 S S
f f

f fR
e

4
1 3

2

2

=
⎛
⎝⎜

⎞
⎠⎟

 (14)

AP2 is the area of the source which passes through the artificial pupil:

 A
f

f
AP P2

4

3

2

1=
⎛
⎝⎜

⎞
⎠⎟

 (15)

Therefore the total amount of usable light collected is

 Φ = =
⎛
⎝⎜

⎞
⎠⎟

L A
S

f
S L A

f

f fs P R s P
e

2
4

4
2 1

1

2

2

( )
 (16)

and the retinal illuminance is

 E
S

L A
f

f fR
R

s p= =
⎛
⎝⎜

⎞
⎠⎟

Φ 1

2 3

2

 (17)

Note that, as in Eq. (13), [AP1(f1/f2)
2] is the size of the image of the aperture AP1 when measured 

at the exit pupil (AP0). Thus, even in this more complex case we find that the retinal illuminance is 
dependent only on the source luminance, the pupillary area measured at P0, and the focal length of 
the eye.

Advantages of Maxwellian Viewing: Example Revisited

The strength of a maxwellian view system is that properties of the target (focus, size, shape) can be 
controlled independently from retinal illuminance. If the source is larger than the limiting pupil, 
then the maximum retinal illuminance is the luminance of the source, scaled only by the exit pupil 
and eye size [Eqs. (13) and (17)]. The retinal illuminance is controlled by pupillary stops, and the 
target size, shape, and focus are controlled by retinal stops. Additionally, focus can be controlled 
independently of retinal illuminance and image size.

If we use the 60-W frosted bulb that we used in the example of newtonian viewing as a source 
in a maxwellian view optical system we find that we can produce the same maximum retinal 
illuminance for a given pupil size [Eqs. (5) and (13)]. However, with the maxwellian view system 
relatively inexpensive, achromat lenses will allow us to generate a field size greater than 20 deg. 
In addition, we can dispense with the frosted bulb (which was needed in free viewing to give a 
homogeneously illuminated target) and use an unfrosted tungsten halogen bulb to produce in 
excess of 1 million td.
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5.8  VISION AND VISION OPTICS

Controlling the Spatial Content of a Stimulus

The spatial frequency content of a retinal image is usually measured in cycles per degree (of visual 
angle). The frequencies present in the retinal image are those present in the target, cut off by the 
limiting aperture of the pupillary stop—either the eye’s pupil or an artificial pupil in a pupillary 
plane between the target and the eye.25 Apertures placed on the source side of the target do nothing to 
the spatial frequency content of the retinal image, leaving the pupil of the eye controlling the image, 
not the artificial pupil. (For a more detailed treatment of the effects of pupils on the spatial content 
of images see Refs. 6–10. For a discussion of the spatial resolving power of the eye’s optics see Chaps. 1 
and 4 in this volume of the Handbook).

Positioning the Subject

One of the practical disadvantages in using maxwellian view systems is the need to position the eye’s 
pupil at the focal point of the maxwellian lens (L1 in Fig. 2c) and to maintain its position during an 
experimental session. One technique for stabilizing the position of the eye is to make a wax impression 
of the subject’s teeth (a bite bar). By attaching the bite bar to a mechanism that can be accurately posi-
tioned in three dimensions (such as a milling machine stage) the eye can be aligned to the optical sys-
tem and, once aligned, the eye position is maintained by having the subject bite loosely on the bite bar. 
Alignment of the eye can be achieved either by observing the eye, as described at the end of this chapter, 
or by using the subject to guide the alignment process as described in the following paragraphs.

The first step in alignment is to position the eye at the proper distance from lens L1. This can be 
accomplished by noting that, when the eye’s pupil is at the plane of the source image, slight move-
ments of the head from side to side cause the target to dim uniformly. If the eye’s pupil is not at the 
proper distance from lens L1 then moving the head from side to side causes the target to be occluded 
first on one side, then the other. By systematically varying the distance of the eye from lens L1, the 
proper distance of the eye can be determined. It is then necessary to precisely center the eye’s pupil on 
the optical axis of the apparatus. There are several approaches to centering the eye.

1. The physical center of the pupil can be located by moving the translation stage such that the pupil 
occludes the target first on one side, then on the other. The center of these two positions is then 
the center (in one dimension) of the pupil. The process is then repeated for vertical translations.

2. The entry position that produces the optimum image quality of the target can be determined. 
One variant is to use a target that generates strong chromatic aberration (for instance, a red tar-
get on a blue background). The head can then be moved to minimize and center the chromatic 
fringes.11 This process defines the achromatic axis of the eye.

3. The eye can be positioned to maximize the brightness of the target, which centers the Stiles-
Crawford maximum in the pupil with respect to the exit pupil of the instrument.

4. A set of stimuli can be generated that enter the eye from different pupil positions. If the eye is 
centered, then all stimuli will be seen. If the eye is not centered, then the pupil occludes one 
of the pupil entry positions and part of the stimulus array disappears. In this case, the subject 
merely has to keep his or her head positioned such that all stimuli are visible.

5.6 BUILDING AN OPTICAL SYSTEM

Alternating Source Planes and Retinal Planes in a 
Controlled Manner

The separation of retinal and pupil conjugate planes in a maxwellian view system allows precise con-
trol over the spatial and temporal properties of the visual stimulus. By placing the light source con-
jugate to the pupil of the eye, every point on the source projects to every point in the retinal image 

Bass_v3ch05_p001-028.indd 5.8 8/21/09 11:38:24 AM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICAL GENERATION OF THE VISUAL STIMULUS  5.9

and vice versa. Thus, to control the whole retinal image, such as turning a light on and off, manipu-
lation of a pupil conjugate plane is optimal. To control the shape of the retinal image without alter-
ing the entry pupil characteristics, variation at the retinal conjugate planes is required. However, 
there is an exception to this rule. Light from the edges of the image traverse the pupil conjugate 
plane at a higher angle than light from the center of the image. For small fields (<15-deg diameter) 
the angular dependence is minimal, but for larger fields it can be significant and filters should be 
placed in a collimated light path.

Combining Lights in an Optical System

To control aspects of the visual stimulus independently, different light sources and targets, each with 
its own set of filters and shutters, can be combined. We will call these separate “channels.” Three dif-
ferent techniques allow for combining optical channels, beamsplitters, beam separators or reflective 
apertures, and diffusers. All three methods are demonstrated in Fig. 3.

Beamsplitters A beamsplitter both transmits and reflects a fraction of the incident light. Any 
surface with an index of refraction change can be a beamsplitter. In vision we generally use either a 
cube or a plate beamsplitter. By locating the beamsplitter in a collimated portion of the optical sys-
tem (Fig. 3), but away from a retinal conjugate plane, two channels can be combined. For channels 
with different spectral compositions the beamsplitter can be dichroic, reflecting some wavelengths 
and transmitting others, usually by interference effects. Plate beamsplitters have the disadvantage 

Beam separator (mirror)

Dichroic beamsplitter

Integrating sphere

Ghost image

Plate beamsplitter

Beamsplitter cube

Displacement
of beam

FIGURE 3 Techniques for combining light from differ-
ent light sources or optical paths. The inset illustrates potential 
problems that need to be considered when using a plate style 
of beamsplitter. These problems are eliminated by the use of a 
cube beamsplitter or wedge beamsplitter.
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5.10  VISION AND VISION OPTICS

that there are secondary reflections, slightly displaced (inset, Fig. 3) from the main beam. In an 
image-carrying beam this produces “ghost” images, slightly displaced from the main image. The 
displacement decreases with decreasing thickness. A pellicle is simply a plate beamsplitter with neg-
ligible thickness. A wedge beamsplitter displaces a ghost image a long way, and Liebman has used 
this to design a tapered beamsplitter with no secondary reflections.12 Unlike plate beamsplitters, the 
beamsplitter cube has the advantage that there is no lateral displacement of an image.

Beam Separators (or Reflective Apertures) A beam separator combines two optical channels into 
one, while keeping the light spatially distinct. For instance, a mirror placed halfway across the aper-
ture at 45 deg combines two channels at 90 deg to each other. Such a separator in a retinal conjugate 
plane is imaged at the retina to produce a bipartite field (Fig. 3). The mirror must be oriented to 
hide the bevel from the subject and must have a high-quality edge. A transparent plate evenly silvered 
in a pattern and optically sandwiched between right angle prisms is a convenient beam separator 
with good edges.

Diffusers, Integrating Spheres, and Optical Fibers Diffusers also mix light. Diffusers are used when 
either the spatial uniformity of the final beam or thorough spatial mixing of light sources is impor-
tant. The direction of light remitted from the diffuser is independent of the incident light, which 
simplifies the combination of sources. Both integrating spheres and integrating bars have been used 
to combine lights (Fig. 4a and b, respectively). Diffusers have been widely used in the construction of 
colorimeters.2 In the La Jolla colorimeter13 light is passed through a filter assembly with three mono-
chromatic filters assembled edge to edge. Moving the filter assembly across the light path changes the 
relative proportions of the light impinging on each filter, which changes the average color of the light. 
An integrating sphere then completely mixes the colors producing a variable chromaticity light source 
without the spatial inhomogeneity of the filters. The major disadvantages of using diffusers are light 
loss, the need for careful optical baffling (since any light impinging on the diffuser gets mixed into the 
system) and the gradual deterioration of the diffuser due to dirt and dust. While the light loss from an 

(a) Integrating bar

(b) Integrating sphere

(c) A reflective concentrator

Out

Diffuser

FIGURE 4 An example of different types of beam 
combiners based on diffusers. In general it is critical that 
high-efficiency diffusing materials be used in all of these 
techniques.
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OPTICAL GENERATION OF THE VISUAL STIMULUS  5.11

integrating sphere is ideally very low, slight decreases in the efficiency of the diffusing surfaces cause 
large losses in the output. Collection of light from a simple diffuser can be increased by the use of a 
spherical mirror14 (Fig. 4c). Similarly, a noncoherent fiber-optic bundle can be used to mix lights.

Mixing coherent light sources with diffusers requires movement to minimize interference (speckle) 
effects. Either liquid diffusers15 which work by Brownian motion or moving diffusers16 can be used.

Lenses

Lens orientation affects any optical system. For instance, the most curved surface of a lens should be 
toward the more collimated light. This makes both sides of the lens share the work of refraction and 
decreases aberrations. Achromats reduce both spherical and chromatic aberrations (they have three 
or more refracting surfaces) and are typically designed to form a collimated beam.

Typically, the goal in aligning an optical system is to place all lenses upon a common optical axis, 
oriented such that a ray of light traversing that axis is not deviated. A simple prescription is

1. Define the system axis using pinholes, pointers, or a laser beam, with all lenses removed. In a 
multichannel optical system it is often easiest to start from the position of the eye’s pupil (P0).

2. Introduce mirrors, beamsplitters, and other nonrefractive optics in their proper positions, being 
careful to keep the beam at the same height. A technique for ensuring a constant height, such as a 
movable pinhole, also helps.

3. Starting at the alignment source, set each lens, one at a time, such that its Boys points lie on 
the system axis. The Boys points are the focused reflections from the various curved surfaces of 
lenses (see Ref. 17 for a detailed discussion of using Boys points for alignment). When using a 
laser they are the “bull’s eye” interference patterns. Lateral translation of the lens moves the first 
(brightest) Boys point and rotation moves the second, so convergence is rapid.

4. To determine the position of a lens along the optical axis, a photographic loop (a magnifying lens) 
and a target grid (graph paper) can be used. By placing the graph paper at a known location such 
as at the exit pupil, and then looking with the photographic loop into the system (turn off the 
laser first!) the exact position of the next pupil conjugate point can be determined. To position 
a lens to collimate light from a source, place a mirror in the collimated beam, reflecting the light 
back into the lens. When the lens is placed at one focal length from the source, the mirror causes 
the source to be imaged back onto itself (autocollimation).

Field Quality

The uniformity of the illumination of the retinal image is controlled by the size and emission character-
istics of the source and by the uniformity of illumination of the target. Ideally, a source emits uniformly 
into all angles subtended by the collection lens (lens L2 in Fig. 2). LEDs do not meet this requirement 
and produce inhomogeneous illumination unless the light is further diffused. Tungsten-halogen sources 
with coiled-coil filaments uniformly illuminate the collecting lens and can produce uniform retinal 
images. Problems arise if a retinal conjugate is placed too close to a pupil conjugate plane. This occurs 
most often when the target is placed at the end of a long collimated portion of the optical path. In this 
case, the structure of the source becomes visible at the retinal plane. In general, collimation lengths 
should be kept to less than roughly twice the focal length of the collimating lens. It is also important to 
control the pupillary conjugate points; in some cases multiple pupil conjugate apertures can help.18

Controlling Wavelength

Spectral composition of a light source can be varied either by absorbing the unwanted light (in a 
filter), or by redirecting it (by either interference of refraction). Table 1 presents techniques for con-
trolling wavelength. Interference filters can have blocking filters that absorb wavelengths outside the 
specified transmission band. However, a blocking of 10−3 may not be sufficient for the human visual 
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OPTICAL GENERATION OF THE VISUAL STIMULUS  5.13

system. For instance, a narrow 670-nm filter may transmit only 10−3 of the intensity at 555 nm, but 
the human visual system is about 30 times as sensitive to 555 nm as to 670 nm and can integrate 
over the entire visible spectrum. Thus, the visual effectiveness of the “blocked” light can be considerable. 
Monochromatic and narrowband light sources and lasers can also be used both to provide a specific 
wavelength and to calibrate the wavelength scale of monochromators.

Wavelength selection filters are best placed in a collimated beam to avoid changing the passband 
to shorter wavelengths. This shift is asymmetric, and the maximum transmission changes as the angle 
of incidence decreases from 90 deg.2 Differently colored lights can be combined using broadband 
interference filters (dichroic filters) placed at an angle, but using narrowband filters designed for 
normal incidence at 45 deg can introduce unwanted polarization properties.2 Filters designed for use 
at 45 deg are readily available.

Turning the Field On and Off

Light from an optical channel can be clocked entirely by a shutter. Shutters should generally be located 
at a pupil conjugate plane. At this position the source is focused to a small area and thus a smaller, faster 
shutter can be used. In addition, manipulation of a pupil plane changes the retinal image uniformly 
(see above). Parameters of interest are the speed, repetition rate (and duty cycle), and the transmission 
of the shutter in both its open and closed states. Table 2 summarizes details on common types of shut-
ters. Shutters that work by means of polarization generally need to be placed in a collimated beam, and 
their extinction (transmission when off) and maximum transmission are wavelength-dependent.

Controlling Intensity

The visual system operates over about 11 log units of luminance (11 orders of magnitude, or 1011), 
and within this range can make discriminations of 0.1 percent or better. This level of visual capa-
bility requires a two-stage control of retinal illuminance. The overall retinal illuminance is set by 

TABLE 2 Types of Shutters

  Size of  
Shutter Speed Aperture (mm) T off/T on Comments

Mechanical shutter ms 1 mm and up 0 Larger apertures are slower. Most designs cannot run in a 
     continuous mode, but these are ideal for low duty-cycle use.
Galvanometers ms A few mm for  0 Operating at high rates requires fairly careful driver design
   high speeds   but they can be used to excellent effect and are commercially 
     available with drivers. Can be run continuously.
Choppers kHz Variable 0 For continuous on-off flicker choppers are ideal. They have no 
      attenuation when open and no transmission when closed. 

Small, feedback-controlled devices are available off the shelf. 
Stepper motors with vanes mounted on the shaft can also be 
used.

Acousto-optic  μs <2 mm ~10−3 AOMs have small aperture and high f-number and thus work
 modulator (AOM)      best for lasers. They are inherently chromatic and 

orientation-sensitive. Polarization effects can be important.
LCD shutters ms A few cm ~10−2 Speeds are increasing rapidly, works by polarization. 
      Maximum transmission is less than 50 percent. Use in 

collimated beam.
LCD displays μs Work as video ~10−2 Work by polarization. Speed is increasing with development
   screens; individual   of displays for computer use.
   pixels can be μm.
Kerr cells ps cm ~10−2 Require high voltages, work by polarization.
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5.14  VISION AND VISION OPTICS

discrete neutral density filters, while smaller steps are set by either a variable density filter or an elec-
tronic system. Due to limited precision in most measuring instruments, it is hard to calibrate an 
individual filter with a density greater than 3.0.

Varying the Intensity of the Field The intensity of a channel can be varied by using fixed or vari-
able filters, or by controlling the radiance of the source. For simple, relatively slow (1/min) changes 
in retinal illuminance, neutral density filters are appropriate. For faster changes, modulators or 
direct variation of the source radiance are typically required.

Filters Neutral density filters either have a uniform attenuation across their spatial extent (fixed 
filters) or vary in their attenuation characteristics depending on the spatial location (variable filters 
or “wedges”). Absorbing filters should be used in a collimated beam to avoid different path lengths 
through the filter. Wedges are used at a pupil conjugate plane to avoid imaging the density gradient 
on the retina. Fixed filters are typically used to set fixed parameters (such as the average luminance), 
variable filters to control the brightness continuously (for instance, in an increment threshold test). 
Table 3 presents some types of neutral density filters.

Modulators Passing linearly polarized light through a rotating polarizer produces sinusoidal 
modulation of the transmitted light. Careful optical design allows generation of an excellent vari-
able modulation, flicker stimulus.19,20 Acousto-optic modulators (AOM) can be used to vary a light 
rapidly, but have only a small aperture. Mechanical methods have also been used for temporally 
modulating a target.21–23 For the most part, mechanical modulators and moving polarizers have 
been replaced by direct control of light sources by high-speed shutters and by video systems (see 
Chap. 22 in this volume of the Handbook).

TABLE 3 Neutral Density Filters

Method Advantages Disadvantages Other Comments

Metal film neutral  Readily available, stable,  Must be cleaned with care,  Silver and inconel are most
 density filters  spectral neutrality is good.  pinholes can cause a problem.   common. Tilt to keep reflections
   Interreflections between   out of the system.
   filters can cause deviations 
   from density obtained when 
   calibrated alone.
Multilayer dielectric  Easier to clean. Expensive, chromatic. 
 filters
Metal film “wedges” Same as metal film filters. Same as metal film filters. Tilt to aim reflections out of the 
     system. Use in a pupil conjugate 

plane to avoid spatial variation 
of image.

Absorbing gel filters Less expensive, easily available  They become brittle with age.  Keep dry and away from a hot
  at good photography stores.  Somewhat chromatic.   lamp. Use in a collimated light
   Damaged by intense light.  path.
Sector disk and  Spectrally flat. Must be used in a pupil plane  Use in a pupil conjugate (or in a
 mechanical devices    to get desired results.  uniform beam before an
 (cams, variable     integrating sphere). Variable slits 
 slits, etc.)     can be a simple, inexpensive way 

to control intensity.
Photographic film  Cheap, easily made by flashing  Spectral neutrality will be poor  Best used with monochromatic
 or film wedges  a film and developing.  in relation to commercial   light.
   filters. Must be calibrated. 
   Stability over time will depend 
   on the film base used.
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OPTICAL GENERATION OF THE VISUAL STIMULUS  5.15

Varying the Source Varying the radiance of the light source is fast, and is particularly straightfor-
ward with electro-optical sources such as LEDs and diode lasers. However, control of the source is 
not limited to these devices and can be used with thermal sources (incandescent bulbs), xenon arcs, 
and fluorescent lights as well. There are four major problems to be overcome when directly varying 
a light source: (1) nonlinear current versus radiance characteristics, (2) changes in the current-radiance 
relation over time, (3) temporal hysteresis in the current-radiance relation, and (4) changes in the 
wavelength distribution of the source with changes in current.

For instance, LEDs have been considered ideal light sources by some investigators, yet they show the 
same deviations from ideal behavior common to other sources24–29 (see Chap. 15, “Artificial Sources,” 
by Anthony LaRocca, Chap. 17, “Light-Emitting Diodes,” by Roland H. Haity, M. George Craford, 
and Robert M. Weissman, and Chap. 18, “High-Brightness Visible LEDs,” by Winston V. Schoenfeld 
in Vol. II). The current/radiance relation of LEDs depends on the internal temperature of the device. 
Thus, the relation changes with both the measurable temperature (due to both the environment and to 
the time average current) and with the immediate current history (for instance, it was just driven at a 
high current). Finally, the temperature also affects the probability of electronic transitions in the semi-
conductor, which can change the wavelength emitted. For LEDs used in visual work this wavelength 
dependence has been measured to be on the order of a 1.6-nm change in dominant wavelength with 
variation of the duty cycle for an ultrabright red LED.26 Thermal sources, such as a tungsten-halogen 
bulb, undergo especially large changes in spectral output with changes in current. With these sources, 
only a narrow spectral band should be used if the source is controlled. In addition, the thermal inertia 
of an incandescent source precludes rapid modulation, although slow modulation (~1 Hz) can be 
achieved. Even fluorescent sources which have been widely used in some areas of research show signifi-
cant changes in spectral output with time.30

While heat sinks can help to stabilize the response characteristics of many devices, linear control 
still requires careful driver design. Drivers can use either an analog or binary design. Analog drivers 
control the source radiance by varying the current, while digital drivers turn the source either on or 
off, with the average radiance set by the proportion of time that the source is on (the duty cycle). An 
advantage of the binary scheme is that transistors dissipate less power in the on and off states than in 
intermediate states.

There are four major approaches to linearization:

1. Calibrate the current-luminance relation and build a driver with the inverse nonlinearity. For 
simple applications this technique is adequate. However, for demanding applications the driver 
becomes complex and the demands for stability in the driver raise new problems.

2. Calibrate the current-luminance relation and use an inverse nonlinearity in computer memory 
(a lookup table). This technique is quick and easy to implement. A static lookup table will not 
compensate for dynamic nonlinearities (hysteresis) but a variation of this approach, known as 
delta modulation, will. With delta modulation a linear detector is used to precalibrate the output 
of a binary driver to produce the desired waveform. By later playing back the binary sequence, 
the waveform can be re-created exactly. Thus, delta modulation can be used to compensate for 
all source nonlinearities except for changes in wavelength. The disadvantage is that the waveform 
must be precalibrated.

3. Vary the ratio of the on and off time periods (the duty cycle) of the source using a binary driver. 
With a fixed cycle time, the on time can be varied (pulse-width modulation or PWM). PWM works 
fairly well, but is sensitive to capacitance and nonlinear switching effects that can alter the waveform 
for either short on or off periods. A similar approach is to use fixed (short) pulses and vary the 
frequency of the pulses (pulse-frequency modulation or PFM). This approach has the advantage 
that every pulse is identical, thus capacitance and switching effects are minimized. PFM has been 
used to control the luminance of LEDs27 and AOMs16 linearly over a 1000:1 luminance range.

4. Detect the light with a linear photodetector and use feedback within the driver to linearize the 
output. By using a PIN photodiode in photovoltaic mode (see Chap. 24, “Photodectors,” by Paul 
R. Norton in Vol. II), it is possible to construct a very linear circuit.28,31 Light feedback can be 
used with either analog or binary drivers.
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5.16  VISION AND VISION OPTICS

Generating Complex Temporal and Spatial Patterns

Any type of light source or visual stimulus, from video monitors to street scenes, can be integrated 
into an optical system, giving improved control of luminance and pupil position. Thus, almost any-
thing can be used as a target. Stimuli can be moved without varying the position of light entry in 
the eye’s pupil by (1) translating a target in the retinal plane, (2) using a cathode ray tube (CRT) or 
a liquid crystal display (LCD) in a retinal conjugate plane, or (3) rotating a mirror in a pupil conju-
gate plane.22

Rotating a mirror in a pupil conjugate plane changes the angle at which light enters the eye, but 
not the pupil entry position. This technique has been used for generating motion and counterphase 
gratings21 and for decreasing the apparent inhomogeneity of a stimulus by moving the image at a rate 
above flicker fusion. Galvanometers are commonly used to generate the motion (Fig. 5).

Video Monitors and CRTs The combination of a video display with a maxwellian view optical sys-
tem allows the experimenter the advantages of precise control of the pupil, use of a broad spectral 
range of backgrounds (provided by the traditional optics), and the fine spatial control available in a 
video system. The video monitor or CRT is placed at a retinal conjugate plane and the other optical 
channels are added to it. By passing the combined light path through an aperture at a pupil conju-
gate plane it is possible to control the pupil size for the video system, insert achromatizing lenses, 
and the like (see Fig. 8 later in the chapter).

Liquid Crystal Displays One type of video display that is of increasing utility is the liquid crystal 
display (LCD) (Chap. 22). LCDs, unlike video monitors, work by transmission or reflection; they are 
not self-luminous. Thus, while the wavelength composition of a monitor is determined by the char-
acteristics of its phosphors, the LCD can be used with any light source. LCD displays work by chang-
ing the polarization state of local regions of the display (pixels). The pattern of pixels is controlled 
by a video signal or a computer. Like most polarization devices, the extinction ratio is wavelength-
dependent and the proportion of light transmitted in the off state may be relatively high. With color 
versions of the newer active matrix LCDs it is possible to pass three wavelengths of monochromatic 
light through the color LCD and have a spatially controlled, high-intensity display with the maxi-
mum possible gamut. In this case the LCD is placed at a retinal conjugate plane.

FIGURE 5 A movable mirror located in a pupil 
conjugate plane allows motion of the retinal image 
without moving the pupil conjugate images.
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OPTICAL GENERATION OF THE VISUAL STIMULUS  5.17

Calibration

There are several approaches to calibrating the retinal illuminance of a maxwellian view system. All 
depend on either a standard source of known luminance (a reference source) or a calibrated, 
linear31,32 photodetector. In the past, calibration typically depended on referring the illuminance 
of an optical system to a carefully maintained standard light or by measuring the luminance of a 
diffuser. Well-calibrated photometers and radiometers are now readily available, and we will cover 
techniques based on using these (the reader is referred to Westheimer3 for other approaches). We 
assume that all of the light arriving at the exit pupil of the instrument enters the eye and that the 
exit pupil can be adequately approximated as circular with a radius of r.

Measurement of Power at Exit Pupil With the first technique (Fig. 6a) a calibrated detector is 
placed at the exit pupil of the maxwellian view device. First, the total luminous power at the exit 
pupil is measured. Next, the retinal area illuminated is computed from the geometry of the stimulus 
[Eq. (12)]. From these two quantities the retinal illuminance can be computed. This calculation spe-
cifically assumes that all of the power is uniformly distributed across the retinal image. Conversion 
of retinal illuminance from lm/m2 to trolands is achieved using Eq. (6).

Measurement of the Illuminance on a Detector In this technique the illuminance falling on a 
detector at a fixed distance from the exit pupil is measured (Fig. 6b; also see Ref. 33). A circular 
source of luminance L and radius r produces an illuminance E on a detector at distance d2. If we 
assume that the source dimensions affect the calibration negligibly (r < d/10; r < fe/10), then

 E
L r

d
= π 2

2( )
 (18)

We want to relate E as measured by the detector to ER, the retinal illuminance, which is

 E
L r

fR
e

= π 2

2( )
 (19)

(a)

(b)

1.34 × 103

1.34 × 103

Ap

d

FIGURE 6 Techniques for calibrating an optical system. 
(a) Measure the luminous power of the exit pupil and assume 
that it is uniformly distributed in the retinal image. (b) Measure 
the illuminance produced by an exit pupil of radius r at a detector 
located at distance d from the exit pupil.
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5.18  VISION AND VISION OPTICS

Combining Eqs. (18) and (19) we have

 E
d

f
ER

e

= ( )

( )

2

2  (20)

If the radius of the exit pupil (rP) cannot be ignored then we need to account for its properties as 
a light source. If the exit pupil is circular and can be approximated as a lambertian emitter, then the 
illumination on the detector [Eq. (18)] is

 E
L r

r dp

=
+
π 2

2 2( )
 (21)

(Ref. 2, Chap. 56, Table I(4.4)). Likewise, the retinal illuminance [Eq. (20)] is

 E
r d

r f
ER

p

p e

=
+

+
( )

( ( ) )

2 2

2 2
 (22)

The troland value of ER can be computed from Eq. (16).

5.7 LIGHT EXPOSURE AND OCULAR SAFETY

There are two main mechanisms by which light can damage the eye. The first is simply by heat-
ing: too much radiation burns the retina. The second mechanism is photochemical. Light, especially 
short-wavelength light, causes photochemical oxidation. The by-products of this oxidation are toxic 
to the retina (see Chap. 7).

Figure 7 shows the relation of the danger thresholds as defined by the ANSI 136 standard,34 expressed 
in tds and lumens/m2, for a 440-, a 550-, and a 670-nm light. These thresholds are for field sizes greater 
than 1 deg. The damage threshold for visible light is quite high, and thus lights capable of producing 
damage are intensely unpleasant. However, care should be taken to exclude IR and UV light. Most 
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FIGURE 7 The maximum permissible retinal illuminance at 
different exposure times for 440 nm (blue line), 550 nm (red line), 
and 670 nm (green line) lights and extended fields according to the 
ANSI standards.
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OPTICAL GENERATION OF THE VISUAL STIMULUS  5.19

light sources emit considerable radiant energy in the infrared, and sources such as xenon arcs can emit 
ultraviolet radiation. Failures of blocking filters in these spectral regions may be visually undetectable. 
For safety it is advisable to have separate blocking filters to exclude unwanted radiation. It should also 
be noted that when using coherent light sources speckle can cause large focal variations in the retinal 
illuminance and the safety limits should be lowered by a factor of between 10 and 100 times.35 Point 
sources and lasers have different safety standards that take into account the motion of the eye.

5.8 LIGHT SOURCES

Common light sources are presented in Table 4 and lasers are presented in Table 5 and in Chap. 15. 
Wyszecki and Stiles2 present detailed discussions of light sources. The considerations for deciding on 
a light source are stability and uniformity of the luminous area, intrinsic luminosity of the source, 
and the spectral distribution of light from the source. Light sources of various types are discussed in 
Chaps. 15 to 23 in Vol. II.

5.9 COHERENT RADIATION

Coherent light sources can be used for generation of interference fringes,36 a common use of lasers 
in vision research.8–10 Light from the laser is directed into two similar channels. The light from the 
two channels arrives at the pupil of the eye separated by some distance d. Light spreading from the 
two beams then overlaps on the retina and creates an interference pattern in the intersection zone. 
The spacing of the interference pattern is controlled by the angle at which the beams intersect at 
the retina. The orientation of the pattern is controlled by the relative orientation of the two pupils. 
However, HeNe and easily controlled solid-state visible lasers are also excellent general-purpose light 
sources. The major drawback to their use is speckle.

Generation of Speckle Fields

Speckle arises when coherent light is reflected from an optically rough surface. The surface rough-
ness causes variations in the path length between the retina and adjacent areas on the surface. This 
variation causes phase differences from point to point in the retinal image. The spatial frequency of 

TABLE 4 Common Light Sources

Type Properties Comments

Tungsten Broadband, thermal emitter. Available in a number of filament and power choices, hotter bulbs are 
   short-lived.
Tungsten-halogen Broadband, thermal emitter. Inclusion of halogen regeneration cycle allows tungsten-halogen to run 
    hotter (more blue light and a higher luminance) at a longer rated life 

than tungsten. If running at below the rated wattage the bulbs can be 
inverted to extend the lifetime.

Xenon arcs Nearly flat spectrum, high  UV light can create ozone which must be vented. Tendency for the arc to
  luminance, some emission   move relative to the electrodes, causing movement of the exit pupil in
  lines are present.  maxwellian view systems. Luminous area is fairly small.
Fluorescent tube Broad spectral output with  Can be modulated rapidly. But there may be problems with compound 
  superimposed emission lines.  phosphors (see Ref. 28).
  Easily obtainable, efficient.
Light-emitting  Small, cheap, efficient light  Can be modulated rapidly, come in a variety of wavelength and power 
 diodes (LEDs)  sources. Easily controlled.  ranges (see Chap. 13).
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OPTICAL GENERATION OF THE VISUAL STIMULUS  5.21

speckle depends on pupil size, since the size of those adjacent areas is smaller for bigger pupils. Thus, 
for a very small pupil, speckles will be large. Speckle has been used to develop optometers,37–39 and 
to generate a pattern on the retina in the presence of poor optic media.40,41 However, when using 
lasers as general-purpose light sources, speckle needs to be minimized or eliminated. There are three 
ways to despeckle a source: spatial filtering, temporal despeckling, and raster scanning.

In spatial filtering10 the light remains spatially coherent. A light source is imaged onto a pinhole 
which diffracts the light so that a spherical wave emerges from the pinhole. A lens is then used to 
collimate the light, resulting in a plane wave. Filtering should be restricted to those experiments that 
require the use of coherent light. The introduction of dust or even structure in the anterior segment 
of the eye can introduce undesirable diffraction effects.

Temporal despeckling14,15 uses the temporal integration of the visual system to blur the speckle 
field. Since speckle arises as a result of surface irregularities at a very small scale, a small amount of 
motion can decrease speckle contrast considerably.

Scanning moves a diffraction-limited spot of light across the retina to create a visual pattern. 
Typically, the pattern is a raster pattern, like that of a television, and the stimulus is generated by 
temporal variation in the intensity of the beam.42–44 Since at any one time only a single, diffraction-
limited, retinal region is illuminated, then there is no opportunity for speckle.

5.10 DETECTORS

Detectors are used for measuring the light produced by an optical system. They can generally be 
characterized by their quantum sensitivity, their spectral response curve, and the temporal amplitude 
spectrum of their noise (see Ref. 45 and Chap. 24, “Photodetectors,” by Paul R. Norton and Chap. 27,
“Signal Detection and Analysis,” by John R. Willison in Vol. II). For most purposes detectors can be 
treated as detecting all light power incident upon their active area, but there are limitations that 
make it advisable to use them for normally incident light whenever possible.46 Table 6 presents the 
most common detectors (also see Chaps. 24 to 28 in Vol. II). At low light levels photomultiplier tubes 
(PMT)47 or an avalanche photodiodes (APD)48 can be used in a photon-counting mode (Chap. 26,  
“High-Speed Photodetectors,” by John E. Bowers and Yih G. Wey in Vol. II).

5.11 PUTTING IT TOGETHER

This section briefly describes construction of more complex maxwellian view systems. The goal is 
simply to help the researcher get started building an optical device by presenting real examples.

A Two-Channel Maxwellian View Apparatus

We first consider a simple two-channel maxwellian view device (Fig. 8a) for measuring the detect-
ability of a small circular target on a large circular background. The background is provided via the 
straight optical channel. It has a light source LSB followed by a lens L4 that collimates the light from 
the source. A field stop (target T1) controls the size of the background field. Adjacent to the target 
is a beamsplitter, followed by another lens L3. L3 creates a source image where we place a 2.0-log-
unit circular neutral density wedge, a 2-mm (diameter) stop (artificial pupil) and an achromatizing 
lens AL. An achromatizing lens minimizes the effects of the chromatic aberrations of the eye.49–51 
The artificial pupil will be imaged at 1:1 in the pupil of the eye, thus providing a limiting pupil. 
Lenses L2 and L1 relay the artificial pupil to the pupil of the eye. The test channel is derived from 
the second light source LST. Light is collimated by L7, passed through a heat-rejecting filter IRF, 
interference filter IF1, and a neutral density filter ND1. An image of LST is then formed at P2T by L6. 
In this plane we set an electromechanical shutter and a neutral density wedge. We then collimate 
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OPTICAL GENERATION OF THE VISUAL STIMULUS  5.23

the light with lens L5, pass it through an aperture T2 that creates the target, and combine it with the 
background light at the beamsplitter. In some cases it may be desirable to obtain both the test and 
background light from a single light source. This is readily achieved by the addition of mirrors and 
avoids the possibility that slight fluctuations in the sources might produce variability in the ratio of 
the target and background illuminances. When appropriate, use a single light source for multiple 
optical channels.

LS1

W2

W1

R0

R1

L1

M1

CCD

R2

L3

L7

LST

L6

L5

T2

T1

R2

W1

ND1
IF
IRF

P2T

LSB

W2

R1 R0

L1L2L4 L3 AL
BS

View for subject

L2

R2

Monitor

BS

(b) Using a video display in a maxwellian view
and monitoring eye position

(a) Two channel increment threshold apparatus

L4

FIGURE 8 (a) An example of a two-channel incre-
ment threshold maxwellian view device. Two light 
sources are used (LSB and LST) to form a background and 
a test channel respectively. The two channels are com-
bined using a beamsplitter (BS). The intensity of the test 
field is controlled by a circular neutral density wedge W1, 
and the intensity of both channels is controlled using 
wedge W2. Additional details are provided in the text.  
(b) A similar apparatus, except now a video monitor is 
superimposed on a background derived from source LS1. 
An infrared sensitive CCD camera is used to monitor the 
pupil through the back of a dichroic beamsplitter plate 
(M1) which reflects visible light and transmits infrared 
light (cold mirror). Infrared illumination of the eye is 
provided by infrared LEDs (not shown).
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5.24  VISION AND VISION OPTICS

A similar optical design allows full spatial control of the stimulus by incorporating a video monitor 
(Fig. 8b) or an LCD (not shown). In general, the retinal image of the monitor will need to be minified. As 
shown, the size of the retinal image of the monitor is set by the ratio of the focal length of lenses L1, L2, and 
L3 [Eq. (14)]. The main advantages of the hybrid system over free-viewing the monitor are the ability to 
control the pupil precisely, the ability to add spectrally pure backgrounds (and, if only low contrasts are 
needed, the background can be quite bright), and the ability to align an achromatizing lens precisely and 
to monitor the eye position. We show a simple monitoring system, where the eye is monitored by a CCD 
camera, through the back side of a “cold mirror” (M1). A cold mirror is a dichroic beamsplitter that reflects 
visible light and transmits infrared radiation. IR-emitting LEDS are used to illuminate the eye diffusely. 
Using the full aperture of the lens L1 means that the depth of focus will be small, and the eye can be pre-
cisely positioned (or monitored) in three dimensions. The resolution of the camera can be relatively low.

To use an LCD in transmission mode rather than a video monitor we can simply introduce the 
display at the retinal conjugate plane (R2) in Fig. 8a. Again, it will be desirable to decrease the magni-
fication of the LCD on the retina by choosing L3 to have a longer focal length than lenses L1 and L2.

An Interferometer

We next describe a research interferometer that was built using modern electro-optical compo-
nents.10 To study the spatial sampling of the photoreceptor matrix of the eye, this instrument needed 
to have the following properties: (1) generation of spatial patterns on the retina with a frequency 
content above that imaged by the optics of the eye, (2) rapid and precise control of the modulation 
(contrast) and frequency (spacing) of the spatial patterns, (3) minimization of speckle, and (4) con-
trol of the two entrance pupils of the interferometer to displace them symmetrically about the center 
of the eye’s pupil. We outline below how these objectives were achieved. The researcher should refer 
to the original paper for a more detailed account.

Interference can be used to generate diffraction patterns on the surface of the retina. Two coherently related 
sources are imaged in the plane of the eye’s pupil (Fig. 9a). The spacing of the resulting diffraction pattern 
depends on the separation of the two sources in the eye’s pupil, and the orientation of the pattern depends on 
the relative position of the two sources. Williams10 (see also Refs. 8 and 9 for other examples) constructed a 
modified Mach-Zender interferometer52 (Fig. 9b) that satisfies the requirements outlined above.

Modulation of the interference pattern is controlled using AOMs. Each of the beams is either on 
or off, with a 50 percent duty cycle. If both beams are on at the same time (in phase), the interference 
pattern is seen at full contrast. If one is off when the other is on (counterphase), then there is no interfer-
ence pattern. Intermediate phases of the two beams will cause intermediate contrasts of the interference 
pattern (Fig. 9c). Thus, both beams are always operated in the same state (avoiding luminance artifacts 
due to temporal nonlinearities), and all control of modulation is electronic. The use of an all-electronic 
design allows precise control of contrast without audible cues to the subject. Spatial masking from 
speckle is minimized by placing spatial filters in a pupil conjugate plane. The spacing of the interference 
pattern is controlled by a rotable cube. Each beam traverses the cube in opposite directions (Fig. 9d). 
As the cube is rotated the beams, and thus the images in the eye’s pupil, are displaced symmetrically.

5.12 CONCLUSIONS

We have covered only some of the basics of stimulus generation. We urge the interested reader to look 
elsewhere in this Handbook. In addition, the following references are good general sources for this topic.
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FIGURE 9 An example of a modern interferometer for vision research. (Modified from Ref. 10.) (a) Factors control-
ling the spacing and orientation of the interference pattern on the retina. Increasing the distance between the entry pupils 
decreases the spacing of the pattern (increases the spatial frequency in cycles per deg). It is also possible to change the orien-
tation of the interference pattern by rotating the two entry pupil in the plane of the eye’s pupil. (b) A schematic of William’s 
interferometer. This is a modified Mach-Zender interferometer and includes acousto-optic modulators (AOM) to control the 
modulation of the interference pattern, spatial filters to reduce speckle, a rotatable cube to control spacing and beamsplitters 
to separate the two beams (BS1) and to recombine them (BS2). (For additional details see Ref. 10.) (c) Contrast of the interfer-
ence pattern is controlled by electronically varying the phase of the signals from the two AOMs. Each AOM is square wave 
modulated. The interference pattern is produced only when both beams are on at the same time. Thus, varying the relative 
phase of the two beams varies the proportion of the time when both are on, and thus the contrast. (d) The spacing of the 
beams in the plane of the eye’s pupil is varied by rotating a deviation plate. The two beams propagate through the glass plate in 
opposite directions. Thus, as the plate is rotated, the beams are displaced equal but opposite amounts, resulting in symmetric 
deviations of the beams about the center of the eye’s pupil. The actual apparatus uses an anti-reflection coated cube.
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THE MAXWELLIAN VIEW*† 
WITH AN ADDENDUM 
ON APODIZATION

Gerald Westheimer
Division of Neurobiology
University of California
Berkeley, California

Abstract—Optical questions arising in the so-called Maxwellian View method of illuminating 
the retina have been analyzed theoretically. Problems discussed in detail include those of photo-
metry, of magnification, of focus, and finally of pupil size insofar as it relates to the transmission 
of spatial frequencies in coherent and incoherent illumination.

6.1 GLOSSARY

Diffraction theory. Formulation for calculating the distribution of electromagnetic energy when 
the propagation of radiation is restricted by apertures. 

Emmetropia. Refractive state of eye in which the retina is conjugate to infi nity. Its absence is called 
ametropia.

Fourier theory of optics. Object-image relationship in which the basic object structure is a sinusoi-
dal grating and all other targets are described in their Fourier terms.
 In the Fourier Theory of Optics, the complex amplitude of the electromagnetic vibrations in the 
plane of focus is the Fourier transform of that in the pupil plane. 

Incoherent light sources. Sources for which light originating from different elements, when over-
lapping in forming the image, sums in intensity rather than by interference of the amplitudes of the 
electromagnetic vibrations.

Pupil of eye. Aperture stop, limiting the width of bundle of light entering the eye. The entrance 
pupil is the virtual aperture stop situated in the eye’s object space; it can be directly measured and 
related to objects without further consideration of the eye’s refracting apparatus.

Transfer function. Ratio of amplitudes of images to their generating objects for targets whose in-
tensity changes sinusoidally, as a function of spatial frequency.

6.1

6

∗This chapter is the full text of an article on the Maxwellian view published in 1966 in the journal Vision Research (vol. 6, 
p. 669–682, 1966). This article is republished with permission from Pergamon Press. Since this is a classic article, it is reprinted in 
full here. Prof. Westheimer has added a post-script to this article.

†Aided in part by a Grant NB-03154 from the National Institute of Neurological Diseases and Blindness, U.S. P.H.S. and a 
contract between the Office of Naval Research and the University of California.
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6.2  VISION AND VISION OPTICS

6.2 INTRODUCTION

In his experiments on color mixing, James Clerk Maxwell (1968) devised a way by which he could 
increase the quantity of monochromatic light reaching the retina of his eye. Using the sky as his 
source, he produced a spectrum by means of a prism and then isolated narrow regions of this spec-
trum with slits. He thus had monochromatic sources, but the special virtue of his approach is that he 
then imaged each slit on the pupil of his eye by a lens and saw the lens “uniformly illuminated with 
light.” The procedure of imaging a light source in the eye’s pupil, instead of looking at it directly, has 
since been applied widely and is now known as Maxwellian viewing. Its simplest form is illustrated 
schematically in Fig. 1, and compared there with ordinary viewing. 

In the following discussion certain simplifying assumptions are used. (a) The eye is taken to be 
perfectly transparent; if the transmissivity of the ocular media is known, this can be multiplied into 
the final results. (b) The Stiles-Crawford effect is not taken into account. (c) No distinction is made 
between the plane of the eye’s entrance pupil and its anterior principal plane—the error introduced is 
relatively unimportant here. (d) The eye is assumed to be accommodated for the object plane which 
is not necessarily at infinity. (e) Angles are regarded as small enough that the approximation cos q  = 1 
is adequate. 

In Fig. 1(a) and Fig. 1(b), the primary source of light is a small self-luminous patch of size S(m2) 
and luminance B(cd/m2); it is imaged directly on the retina in the case of Fig. 1(b), ordinary viewing, 
and it is imaged by a lens of aperture L(m2) in the pupil of the eye, in the case of Maxwellian viewing, 
Fig. 1(a). 

Concise discussions of the Maxwellian view can be found in Legrand (Vol. II) and in Walsh (1958). 
The present paper deals with several aspects of using the Maxwellian view in vision experiments. 

S

u u´

(a)

(b)

S´

A

u

Source:
Lens:

Size: L
Area:
Luminance:

S
B

FIGURE 1 (a) Schematic diagram of the principles of 
Maxwellian viewing. A source of area S is imaged by a lens in 
the pupil of the eye. The image of the source has area S′ = Su′2/u2. 
(b) Ordinary viewing of an extended source of area S placed at 
a distance from an eye whose entrance pupil has area A.
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THE MAXWELLIAN VIEW: WITH AN ADDENDUM ON APODIZATION  6.3

Retinal Illuminance

An immediate concern in any arrangement in which visual stimuli are presented, is the quantity of 
light reaching the subject’s retina. The retinal illuminance should really be measured in terms of the 
luminous flux per unit area of retina. But there is the difficulty that, while we may be able to specify 
the light reaching the eye, additional assumptions are necessary to specify the retinal illuminance. 
The assumptions concern such things as the transmissivity of the ocular media and the size relation-
ship between objects in front of the eye and their images on the retina. To obviate this, an approach 
is here adopted which retains, for as long as possible, all quantities in realistic units measurable in 
the eye’s object space. For example, the size of the stimulated retinal area is expressed in terms of the 
object-sided visual angle, rather than square millimeters of retina. Knowledge of the dimen sion of 
the structures of the eye permits conversion of one set of units to others, but the advantage claimed 
for the present approach is that its validity is independent of the constants of a particular eye and it 
may be applied readily, therefore, to non-standard conditions, and to the eyes of other species. 

Take the case of ordinary viewing first (Fig. 1b). A luminous surface [area S(m2), luminance 
B(cd/m2)] is observed by an eye with an entrance pupil [area A(m2)], directly facing the surface and 
at a distance u(m) from it. The total luminous flux entering the eye is equal to the product of the flux 
emitted by the source per unit solid angle (BS) and the solid angle subtended by the eye’s entrance 
pupil at the source (A/u2). This flux (B.S.A./u2) covers a retinal region represented in the eye’s object 
space by the solid angle subtended by the source at the center of the entrance pupil (S/u2). The mea-
sure of the retinal illuminance which retains all quantities in the eye’s object space is luminous flux 
per unit solid visual angle and it is given by 

 E (lm/sterad) = B . A  (1a) 

where B is the source’s luminance in cd/unit area and A is the eye’s pupillary area. It is to be noted 
that the retinal illuminance is independent of the size of the source and the observation distance. 

The most widely used unit of retinal illuminance, the troland, is defined by the condition in which 
a surface of luminance 1 cd/m2 is observed by an eye with an entrance pupil area of 1 mm2. A troland 
is thus equal to 10–6 lm/sterad visual angle. A steradian is not a convenient unit of solid visual angle. 
We are usually interested in much smaller areas, often of the order of magnitude of single retinal 
receptors. Thus, it may sometimes be better to give the luminous flux not in each steradian of visual 
angle, but in each square minute of arc of which there are (60 × 57.3)2 = 11.8 × 106 per steradian. A 
useful unit in which to express the rate at which light is impinging on the eye then is luminous flux 
per square minute of arc visual angle for each square millimeter of entrance pupil area. When this 
pupillary area is A mm2 and when the source has luminance Bcd/m2, we have 

 E (trolands) = B . A (1b)

or

 E (lm/sterad) = 10–6B . A (1c)

or 

 E (lm/sq. min of arc) = B A
B A

.

.
. .10

11 8 10
0 85 10

6

6
13

−

−
−

×
= ×  (1d)

In the human eye, cones in the center of the fovea, and rods in an optimal region for scotopic 
vision (about 10° peripheral) are packed about 4 to a sq. min of arc, and thus the next kind of derived 
unit would be 

 E (lm/receptor) = 0.21 × 10–13 B . A (1e) 
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6.4  VISION AND VISION OPTICS

Each scotopic lumen represents a flux of 1.46 × 10l5 quanta (507 mμ) per second (Aguilar and 
Stiles, 1954) and hence we have yet another derived unit 

 E (quanta (507)/receptor × sec) = 30 B . A  (1f ) 

Note that in equations (1 b-f), B is the luminance of the extended source measured in cd/m2, and 
A is the pupil area in square millimeters. 

All the above units are still in the eye’s object space, and before the number of quanta that are 
absorbed in each receptor per second can be computed, it is necessary to know the proportion of 
externally incident quanta that is transmitted by the ocular media, and the proportion of the latter 
that is absorbed by the visual pigment. Rushton (1956b)  has given an estimate of 0.1 for these two 
factors combined for human rod vision. 

Consider the case of Maxwellian viewing, i.e. in which the source is not imaged on the retina but 
in the eye’s entrance pupil. We may distinguish two important categories, one in which the image of 
the source (area S″ = S . u′2/u2) is larger than the pupil area (A) and the other in which it is smaller. 
In the former, it is A that limits the light entering the eye. The retinal area illuminated in each case 
is given, in steradians of visual angle, by (L/u′2) where L is the area (m2) of the clear aperture of the 
field lens, and u′ is the distance between this lens and the eye. The total luminous flux reaching the 
image S″ is B . S . L/u2. If the pupil area A is smaller than S″, the proportion of this total flux that can 
enter the eye is A/S′. 

It is understood that when the pupil size remains constant, the retinal illuminance when viewing 
a Lambert surface is independent of observation distance. This is so because the angle subtended by 
an element of area increases when it is brought closer, but so does the angle the pupil subtends at the 
surface, and hence the fraction of the total radiation emitted by the source. The two effects exactly 
counterbalance each other. 

A similar kind of invariance obtains when using an extended source in a Maxwellian view. So long 
as the image of the source is larger than the pupil, it is immaterial with what magnification the source 
is imaged in the pupil plane. The closer the source comes to the lens (i.e. the smaller u) the larger the 
flux per unit area there. Yet at the same time, for a portion of lens surface of given size to subtend a 
fixed angle at the eye, the distance between the lens and the eye has to be controlled and this in turn 
controls the lens power and the magnification of the image of the source in the pupil. The result is 
that the flux per unit angular size of lens surface per unit pupil area always remains constant, so long 
as all the available pupil area is occupied by the image of the source. 

The actual flux entering the eye is either S . B . L . u2 for S′ < A and S . B . L . A/S′u2 for S′ > A. In the 
latter case, i.e. when the source image is larger than the pupil, the flux is equal to B . L . A/(u′)2 which 
is spread over an angular area L (u′2): the flux incident per unit solid visual angle is, therefore, 

E (lm/sterad) = B . A 

which is the same as that in the case of ordinary viewing. 
The principal advantage of the Maxwellian view technique is here brought out; the retinal illumi-

nance attainable is at most equal to that of ordinary viewing of the light source, but a larger area of 
the retina may be illuminated at that level. This is apparent in Fig. 1. When the pupil area is smaller 
than the image of the source at the pupil, the retinal illumi nance, i.e. flux per unit retinal area, is the 
same in the two cases, only in the case of Maxwel lian viewing the visual angle is equal to L/u′2, while 
otherwise it is S/u2.

When the image of the source is smaller than the pupil, the retinal illuminance will be smaller in 
proportion to the fraction of the pupil covered by the image of the source, i.e. 

 E (lm/sterad) = B . A  S′/A = B . S′  (2) 

The determination of the retinal illuminance in an experimental arrangement employing Maxwellian 
viewing follows from the above consideration. When the effective entrance pupil of the eye (real 
or artificial) is completely covered by the image of the source, the retina is illuminated at the same 
flux/unit area as if the eye with that particular pupil were looking directly at the source—allowance 
having to be made for transmission losses in the optical system between the source and the eye. 
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THE MAXWELLIAN VIEW: WITH AN ADDENDUM ON APODIZATION  6.5

When the image of the source is smaller than the pupil, an indirect method of determining the ret-
inal illuminance may be employed, predicated by the fact that all the light coming towards the eye out 
of the Maxwellian view optical system enters the eye’s pupil. The retinal illuminance in this case, by 
Eq. (2), is B . S′ lm/sterad target area. Figure 1(a) shows how this retinal illuminance is in fact achieved 
by having the equivalent of a source emitting B . S′ 1m/sterad, i.e. a source of B . S′ candelas, imaged 
in the pupil. A good method∗ of measuring the resulting retinal illuminance is to find the number of 
candelas in the areal image of the source by measuring the luminance it produces when illuminating 
a perfectly diffusing surface placed at a given distance from it. One candela placed 1 m in front of a 
perfectly reflecting and diffusing surface gives it a luminance of 0.1 mL. When a small source placed 
at a distance x meters in front of a perfectly diffusing surface of reflectance r produces a luminance of 
B mL, the source has intensity 10 Bx r2/ cd, and by equation (1b) such a source image in the plane of 
the pupil would give a retinal illuminance of 10 Bx r2/ lm/sterad or 107 Bx r2/ trolands. 

The procedure for measuring the retinal illuminance in a Maxwellian view system where all the 
radiation passing through the instrument enters the pupil is:

1. Place a perfectly diffusing surface of reflectivity r at a distance x m beyond the source image that 
would ordinarily be in the plane of eye’s pupil. 

2. Measure the luminance of the surface with one of the standard instruments. Let it be B mL.

3. Calculate the retinal illuminance using the formula 

 E (trolands) = 107 Bx r2/ (3) 

Focus 

Our discussion has so far concerned itself only with the retinal illuminance achievable with a 
Maxwellian view arrangement. Unless a uniform field of view is desired, a target is placed in the 
beam. In the typical experiment it is intended to stimulate the subject’s retina in a certain way, for 
example, by illuminating certain areas and not others. The almost universally adopted way of creat-
ing a desired pattern of light stimulation on the retina, is to place in the object plane, conjugate to the 
retina, a target which is then imaged on the retina by the optics of the eye. (Rare exceptions to this 
approach may occur, for example, when setting up interference fringes on the retina, Westheimer, 
1960.) In the arrangement of Fig. l(a), a reasonable place for the target is just in front of or behind 
the lens L. Unfortunately, the resulting retinal image will only be clear when the eye is accommo-
dated on L. This restric tion is no longer necessary, however, if we re-arrange the optical system by 
splitting the lens L into two components, L1 and L2. In Fig. 1(a) it is seen that the function of L is to 
image the source in the pupil. Suppose this is done in two stages, first by using a lens, L1, to produce 
a parallel beam of the light from the source, and then by having another lens, L2, image this parallel 
beam in the pupil (Fig. 2). Because the beam in its passage between L1 and L2 is parallel, these two 
lenses may be separated by any desired distance without altering their effect of imaging the source 
in the pupil. But the target position can now be chosen so that the subject’s accommodative state 
may be anything within a wide limit. For example, if the subject is emmetropic and is not to accom-
modate, the target would be placed at the first focal point of lens L2, which then images it at infin-
ity, and this is its situation relative to the subject’s eye. If, on the other hand, the subject is 1 diopter 
myopic (or is emmetropic and is to accommodate 1 diopter) the target’s place with respect to lens L2
must be such that this lens images it at a distance of 1 m in front of the eye. Suppose the lens has focal 
length f2. Let x be the distance of the object from the first focal point of lens L2, and x′ be the distance 
of the image from the second focal point of lens L2 (which in our present arrangement is the eye’s 
entrance pupil); then by Newton’s lens formula we have the relationship 

xx′ = – f2
2 or  1/x′ = – x /f2

2

∗The author was introduced to this technique by W. A. H. Rushton, who had originally described in the literature (Rushton, 
1956a) a related approach.
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6.6  VISION AND VISION OPTICS

Now 1/x′ is the reciprocal of the image distance from the eye, i.e., it is the desired accommodative 
state of an emmetropic eye (or the far point of an unaccommodated ametropic eye) in diopters. It 
follows that a linear relationship exists between x the displacement of the target from the first pri-
mary focal point of lens L2, and the target focus with respect to the eye in diopters. Each diopter of 
target focus corresponds to a distance x = f2

2 (x, f2 in meters). For example, if the lens L2 has a focal 
length of 0.20 m, each diopter of target focus as far as the eye is concerned is represented by 0.04 m 
displacement of the target from the first focal point of the lens L2. The displacement is towards L2 if 
the subject is accom modating, or is myopic, and is away from L2 if he is hyperopic. The device clearly 
makes a good optometer, and was described in an arrangement for this purpose by Schmidt-Rimpler 
in 1877 (Emsley, 1939).

Field of View 

Another important variable in setting up a vision experiment, in addition to the level of retinal illu-
minance and the state of focus, which were discussed above, is the area of retina illuminated. We 
shall follow the approach adopted throughout this paper of specifying retinal distances in angu-
lar measure in the eye’s object space. The angle should be measured at the center of the entrance 
pupil, which is about 3 mm behind the corneal vertex; the specification of retinal distance is then 
more invariant with such factors as accommodation and out-of-focusness than if another refer-
ence point, e.g. nodal point, is used. For a typical human eye, 1 min of arc in the object space cor-
responds to a retinal distance of just under 5 μ, so that there arc about 3.4° in each millimeter of 
retinal distance. 

If the target is placed in the plane of lens L2 in Fig. 2, and if its diameter is c, its angular subtense 
is approximately c/f2 rad. Here, c and f2 should be measured in the same units. To convert to minutes 
of arc, it should be remembered that there are 3.44 × 103 min of arc in each radian. In a hypothetical 
situation where f2 = 20 cm, and it is desired to present the eye with a stimulus 60 min of arc in diam-
eter, its linear dimension must then be c = 20 × 60/3.44 × 103 cm = 0.3 cm. Clearly, if small targets 
have to be presented to the eye, the focal length of the lens L2 should be long so that the linear size of 
the targets does not become too small. For example, if a lens of focal length 34.4 cm is chosen, each 
minute of arc of target size is 0.1 mm. 

The above arguments hold identically if the target is not in the plane of L2 but is placed anywhere 
in the parallel beam between lenses L1 and L2. The important property of the principle of placing the 

L2L1

S

T

f2f2f1

S´

FIGURE 2 More versatile arrangement for Maxwellian view. The source 
S is placed at the first principal focal plane of lens L1 and the target T is now 
trans-illuminated by a parallel beam. A laser may be substituted for S and L1. 
For the image of the source to fall in the plane of the eye’s entrance pupil, the 
latter should be in the second principal focal plane of lens L2. If the observer 
is emmetropic, the target T should be placed at the first principal focal plane 
of lens L2.

Bass_v3ch06_p001-016.indd 6.6 8/21/09 6:48:05 PM

DO
 N

OT
 D

UP
LI

CA
TE



THE MAXWELLIAN VIEW: WITH AN ADDENDUM ON APODIZATION  6.7

second focal point of the lens L2 in the plane of eye’s entrance pupil, the so-called telecentric principle, 
is now apparent: for purposes of changing focus (Section “Focus”) the target may be moved in the 
space between the two lenses L1 and L2, but such a move does not change either the retinal illuminance 
or the image size. 

The maximum image size that can be achieved in the arrangement of Fig. 2 is one in which the 
apertures of lenses L1 and L2 remain unobscured. If the aperture of the smaller of the two lenses is c, 
the maximum field size is c/f2 rad. If, for example, lens L2 is filled and has an aperture of 50 mm and 
focal length 20 cm, the largest field is 5/20 = 1/4 rad. ≈ 14° in diameter. 

Pupil Size 

The effect of pupil size on the quantity of light entering the eye has already been dis cussed. The 
Stiles-Crawford effect has an influence, of course; whether it needs to be taken into consideration 
is a decision that depends on the particular application since, for example, the S-C effect does not 
show up in rod vision. 

The pupil aperture also affects the quality of the retinal image. While in an important way every-
thing to be said here will be modified by the optical aberrations of the particular eye to which it is 
applied, there still remains a substantial body of generally valid facts based on the diffraction theory 
of perfect optical instruments. Only under exceptional circum stances can an eye be expected to be as 
good as this, but our considerations allow us to set a bound to the best performance of any eye. In the 
present study no attempt will be made to go beyond this approach. 

Incoherent Target* It used to be taught that the resolution limit of an eye with an entrance pupil 
diameter of a mm for light of wave length l is 1.22 l/a rad of visual angle in object space. This is at 
best an incomplete description of the situation, based on the fact that the diffraction-limited point-
spread function, the Fraunhofer diffraction pattern, then has a radius (to its first zero) of 1.22 l/a 
rad of visual angle. A fuller analysis of the performance limitation of the eye is afforded by Fourier 
theory. The fundamental description of the eye’s imagery, which the above statement expresses in 
the space domain (a point object is imaged in the Fraunhofer diffraction spread pattern), may also 
be phrased in terms of the spatial frequency domain. A grating with sinusoidal intensity pattern 
with a period a min of arc visual angle may also be said to have repetition rate or spatial frequency 
of 1/a c/min of arc. In the spatial frequency domain, the way of describing the performance limita-
tion of an optical system is to state the demodulation experienced by a sinusoidal grating target in 
the process of being imaged. When this quantity is plotted against spatial frequency we have what 
is now called the modulation transfer function. Such curves for a hypothetical aberration-free eye 
with various entrance pupils are shown in Fig. 3. Their main feature is a progressive reduction in the 
modulation of the image (when the object grating retains constant contrast) as the spatial frequency 
is increased up to the cut-off spatial frequency, beyond which there is no indication in the image 
that the object contains any features of those repetition frequencies. 

The above statement is based on the acceptable premise that optical imagery obeys the principles 
of linearity. When the target is self-luminous, as it is assumed to be the case with ordinary viewing, 
this is indeed the case. The following is a summary in mathematical language of the basic concepts of 
image formation for an incoherent target. 

Let the two dimensions in the eye’s object space be a,b; distances involving a refer to the hori-
zontal direction, and b the vertical direction. Let distances in the two corresponding directions of the 
eye’s entrance pupil be ya  , yb . Let spatial frequencies in these two directions be denoted by wa, wb .
For example a grating made up of vertical bars with period 10 min of arc has spatial frequency 
wa  =  0.1 c/min of arc. 

∗ An excellent introduction to the following discussions can be found in O’Neill (1963) or in Hopkins (1953).
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6.8  VISION AND VISION OPTICS

Let the pupil aperture be described by the function g(ya , yb ). For example, if the pupil is rectangu-
lar with a horizontal diameter of a, and vertical diameter b, and is quite unobstructed, 

 
g y y( , )α β =1   − ≤ ≤ +a

y
a

2 2α

                               

− ≤ ≤ +b
y

b

2 2β

  = 0   elsewhere.

If it is round, 

g y y( , )α β =1   y y
a

α β
2 2

2

2
+ ≤ ⎛

⎝⎜
⎞
⎠⎟

  = 0   elsewhere.

The following theorems from diffraction theory are applicable: 

1. Let the pupil function be expressed in terms of the variables wa.= ya /l and wb = yb/l where l is 
the wavelength of light. In this way we define the function ˆ( , ) ( , )S g y yω ωα β α β= . It is the Fourier 
transform of ŝ(a,b), the amplitude distribution of the disturbance in the image of a point object, 
that is to say 

 (̂ , ) ( , ) ( )s g y y e dy dyi y yα β α β
π α β

α β
α β= − +

−∞

+∞

∫∫ 2
  (4) 

2.  The intensity distribution in the image of a point object, s(a,b) is the product of the amplitude 
distribution ŝ(a,b) and its complex conjugate ˆ ( , )s∗ α β . Thus 

 s s s( , ) (̂ , ) ˆ ( , )α β α β α β= ⋅ ∗ (5)
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FIGURE 3 Contrast transfer functions (ratios of con-
trast in images and corresponding objects for sinusoidal light 
distributions) of optical system like that of the human eye 
but free from aberrations with round pupil of various diam-
eters in monochromatic light of wavelength l  = 555 mμ.

Bass_v3ch06_p001-016.indd 6.8 8/21/09 6:48:06 PM

DO
 N

OT
 D

UP
LI

CA
TE



THE MAXWELLIAN VIEW: WITH AN ADDENDUM ON APODIZATION  6.9

3. The Fourier transform of the intensity distribution in the image of a point source s(a,b), is the 
modulation transfer function, τ ω ωβ( , )a

. Thus

τ ω ω α β α ββ
π αω βωα β( , ) ( , ) ( )

a
is e d d=

−∞

+∞
− +∫∫ 2 (6)

4. The modulation transfer function is the self-convolution of the pupil function 

 τ ω ωβ α β α β( , ) ( , ) ( , )a g y y g y y= ⊗ (7) 

In practice, the following steps can lead from the knowledge of the aperture function of an optical 
system to the detailed knowledge of the image intensity distribution: 

1. The modulation transfer function is given by the self-convolution (auto-correlation) of the pupil 
aperture function, equation (7). 

2. The product of the Fourier transform of the object intensity distribution with the modulation 
transfer function gives the Fourier transform of the image intensity distribution. In the space 
domain, the equivalent statement is that the image intensity distribution is the convolution of 
the object intensity distribution, with the intensity distribution in the image of a point source. 
These relationships, which are derived and discussed in considerable detail in the relevant texts 
(O’Neil, Born and Wolf) are summarized in Table 1. 

The fundamental imaging property of an instrument like the eye is, therefore, contained in the 
modulation transfer function τ ω ωα β( , ) in the Fourier domain, and in the image intensity distribu-
tion of a point object s( , )α β in the space domain. This holds not only for purely diffraction-limited 
instruments but also for those afflicted with aberrations. In such cases the modulation transfer func-
tion will be lower (less transmission of spatial frequencies) and the point-spread function larger. 

The application of this theory to imaging in the eye of incoherently illuminated objects has been 
discussed in a previous study (Westheimer, 1964).

Coherent Illumination The whole situation is radically altered if the target is transilluminated by 
light which has its origin in a single source, so that the radiation emitted from different portions of 
the target is capable of mutually interfering. This is realized in Maxwellian viewing when the source S

TABLE 1 Incoherent Imagery

Object Space
a,b

Visual Angle

Pupil Plane
ya, yb

Distance

Fourier Domain
wa , wb

(c/min of arc)

Image Space
a,b

(min of arc)

Object o(a,b) O (wa, wb)

Pupil aperture function g(ya , yb)

Amplitude function
in image of
point object

ˆ( , )S ω ωα β
ˆ( , )s α β

Transfer function τ ω ωα β α β α β( , ) ( , ) ( , )= ⊗g y y g y y     

Intensity function
in image of
point object

s s s( , ) ˆ( , ) ˆ ( , )α β α β α β= ⋅ ∗

Image intensity function I O( , ) ( , ) ( , )ω ω τ ω ω ω ωα β α β α β= ⋅ i o s( , ) ( , )ˆ ( , )α β α β α β= ∗

See footnote to Table 2.
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6.10  VISION AND VISION OPTICS

in Fig. 1(a) is very small, and monochromatic. Then the light after being collimated by lens L1 may 
be regarded as perfectly coherent, and the following theory holds rigidly. (It also holds for targets 
illuminated by lasers which emit perfectly coherent light.†) 

The following is a convenient way of visualizing the situation. Since the wavefront impinging 
on the target is plane, there will be formed in the plane of the eye’s pupil the Fraunhofer diffraction 
pattern produced at the passage of the light through the target. The amplitude distribution in this 
diffraction image is the Fourier transform of the target amplitude function. 

If δ α β( , ) is the distribution of amplitude in the object, the distribution of amplitude in the dis-
turbance in the plane of the pupil is given by 

 O e d da a
i( , ) ( , ) ( )ω ω δ ω ω α ββ β

π ω α ω βα β=
−∞

+∞
− +∫∫ 2  (8) 

Naturally, only that portion of O a( , )ω ωβ that is transmitted by the pupillary aperture can be 
effective in the formation of the image amplitude distribution i(a,b) which is again the Fourier trans-
form of the pupil amplitude function. Thus 

 i O e d da
i( , ) ( , ) ( )α β ω ω ω ωβ

π ω α ω β
α β

α β= ∫∫ − +

pupil

2
 (9)

Finally, the image intensity distribution i(a,b) is the product of the image amplitude distribution 
with its complex conjugate: 

i i i( , ) ( , ) ( , )α β α β α β= ⋅ ∗

It is seen that the limitation to the fidelity of reproduction of the original target on the retina (aside 
from any aberrations that may be present) is the fact that the pupil aperture is necessarily finite, 
while for any finite target the diffraction image, or Fourier transform, that is formed in the pupillary 
plane will be infinite in extent. All portions of the diffraction image of the target that fall outside the 
pupil will be cut off. The diffraction limitation during Maxwellian viewing lies therefore in equa-
tion (9) which states that the range of integration in the Fourier re-synthesis of the image extends 
only over the pupil instead of going to infinity. Now there is a very simple relationship between the 
target’s amplitude spatial frequencies ( , )ω ωβa , and the corresponding positions in the diffraction 
image in the pupil. Each spatial frequency w is situated at a distance y = lw from the geometrical 
image of the source in the pupil. The pupil aperture function g y y( , )α β , written in terms of the 
variables ω λ ω λα α β β= =y y/ , / , thus, gives us the amplitude transmission function τ ω ωβ( , )a . It is 
this function which, when multiplied with ˆ( , )Ο ω ωβa , the Fourier transform of the object ampli-
tude function, gives ˆ( , )I aω ωβ  the Fourier transform of the image amplitude function. All this is 
also summarized in Table 2. 

Two examples follow. Suppose that the disturbance issuing from the target plane has an amplitude 
distribution that is sinusoidal with spatial frequency w , i.e. 

O( , ) cos( )α β παω= +1 2

The associated amplitude distribution in the plane of the pupil is three delta functions, i.e. there is 
a concentration of disturbance in 3 spots in the pupillary plane and nowhere else. The three are: 

 (1) ωa = 0, i.e. ya = =ω λα 0, i.e. at the center of the pupil and 

 (2 and 3) ω ωa = ± , i.e. ya = ±ωλ

† A laser may be substituted for the source and lens L1. It is to be noted that all the light from the laser is then focused in the 
eye’s pupil. Obviously, precautions are necessary here, just as much as in using a laser and letting the eye’s optical system focus its 
beam on the retina.
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THE MAXWELLIAN VIEW: WITH AN ADDENDUM ON APODIZATION  6.11

The above example shows that the representation of a sinusoidal grating in the frequency domain 
consists of a d.c. term and a pair of a.c. terms which are physically placed in the pupillary plane in 
positions according to their spatial frequency. Frequencies higher than the one present at the edge of 
the pupil can clearly not be available to make up the image. If the pupil aperture has diameter a, this 
limit of sinusoidal components of amplitude is given by 

wa = a/2l

Another example: suppose the target is a trans-illuminated circular disk of diameter a0 rad, cen-
tered on the optical system. This case has been dealt with in detail in a previous study (Westheimer, 
1959). The amplitude distribution in the diffraction image in the pupil is here the familiar Airy disk, 
with the first zero at a distance from the center given by 

y = 1.22 l/a0

y and l being in the same units. For a disk 2.0 min of arc in diameter (0.00058 rad) and light of a 
representative wavelength, y = 1.2 mm. Thus, if the pupil diameter is smaller than 2.4 mm (or if an 
artificial pupil of smaller diameter than 2.4 mm is placed in front of the eye) only the center por-
tion of the diffraction image of the disk is admitted into the eye. This constitutes a severe restric-
tion of the “bandwidth” of spatial frequencies making up the original disk. The apparent anomaly of 
the situation is that most of the amplitude of the disturbance (>90 per cent) from the point source 
passing through the target disk, is contained in the central part of the diffraction image. Yet much 
of the “information” about the target-whether or not it is a sharply bounded disk and the position 
and exact nature of its edge-is contained in the higher spatial frequencies. They are imaged in the 
periphery of the eye’s entrance pupil and could thus be screened out needlessly by an experimenter 
who, unaware of their information content, might stop them from entering the eye by placing too 
small an artificial pupil in front of an eye seeing the target in Maxwellian view. 

It should be emphasized that the process of coherent imaging is linear in amplitude of the elec-
tromagnetic radiation, not in intensity as it is with incoherent targets. When a target is lit by coher-
ent light, it is helpful to consider the amplitude of the disturbance emerging from the target plane 
as being focused in the pupil plane. The amplitude of the disturbance there, which is the Fourier 

TABLE 2 Incoherent Imagery

Object Space
a,b

Visual Angle

Pupil Plane
ya, yb

Distance

Spatial Frequency Domain
w

(c/min of arc) Image Space

Object amplitude function o(a,b) O(wa ,wb)

Aperture function g(ya , yb)

Complex amplitude
transmission function

τ ω ωα β( , )

Image amplitude function I O( , ) ( , ) ( , )ω ω τ ω ω ω ωα β α β α β= ⋅
    

ˆ( , )i α β  

Image intensity function i i i( , ) ( , ) ( , )α β α β α β= ∗

The relationship between variables is as follows: 
1.  Where quantities in 1st and 3rd columns are entered between a pair of horizontal lines, they are Fourier transforms: 

     

o O e d d
i

( , ) ( , )
( )ω ω α β α βα β

π αω βωα β=
−∞

+∞
− +∫∫ 2

      where a, and b are visual angles in minutes of arc, wa , wb are spatial frequency in c/min of arc. 
2.   Distances ya , yb in plane of entrance pupil measured from its center are related to the spatial frequencies in the same orientation by the 

equations 

     ya = wa l  yb = wb l

           l being the wavelength of light used. Functions in the second column (pupil space) are transferred directly to the third column, spatial 
frequency, by this change in variables.
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6.12  VISION AND VISION OPTICS

transform of that in the target plane, represents the spatial frequency content of the latter displayed 
at distances from the geometrical image of the source proportional to the spatial frequencies. Since 
the pupil necessarily cuts out all portions of the diffraction pattern further out than its radius, the 
disturbance entering the eye will now make up an image amplitude distribution on the retina that 
is restricted in bandwidth of its spatial frequencies. In addition, intraocular effects and aberrations 
may also superimpose inhomogeneities and phase shifts. Ultimately the amplitude distribution of the 
disturbance in the plane of the retina is subjected to a non-linear transformation, viz. squaring, and 
the resulting intensity distribution constitutes the retinal image. Once its origin is properly under-
stood, the Stiles-Crawford effect can be allowed for in this series of transformations. The place of the 
non-linearity in coherent imagery—it occurs as the last step in the transformation—prevents the 
formulation of any general statements about the retinal image. All particular cases of target configu-
rations, pupil openings (not to mention aberrations and defocusing) will give rise to their own kinds 
of imaging characteristics. For incoherent target illumination, the non-linearity occurs at a more 
convenient juncture in the sequence, for once the point-spread function, or in the Fourier domain, 
the modula tion transfer function, has been fixed by the particulars of the pupil size, aberrations and 
focus errors, the image for any target can be readily determined. 

When it is coherent, the amplitude of the electromagnetic disturbance emerging from the target 
plane is being spatially Fourier analyzed (displayed as a diffraction image in the plane of the pupil), 
filtered, and then resynthesized as a distribution of amplitude of electromagnetic disturbance in the 
retinal plane. Ultimately the amplitude is squared at each point in the image and this constitutes the 
image intensity pattern. It is seen that filtering the spatial frequency in the domain of the amplitude 
of the disturbance will lead to results which, when looked at in the realm of the intensity pattern, may 
be non-linear. As an example, consider the case of an amplitude distribution that is sinusoidal. When 
squared this becomes an intensity distribution that is also sinusoidal but has twice the frequency. 
Suppose that now a constant (d.c.) level is added in the realm of amplitude. The laws of linearity are 
observed, so that the new amplitude distribution is the sum of the a.c. and d.c. terms. But when this 
is squared to yield the intensity distribution, a result is obtained which is quite different from that 
obtained when the amplitude distribution due to the a.c. term alone is squared. 

Partial Coherence 

The theory of coherent imagery (Beran and Parrant, 1964; Born and Wolf, 1959) developed above is 
applicable when the source S is essentially a monochromatic point source. (A laser in place of source 
S and lens L1 realizes this situation in practice.) It is then possible for light coming from a point 
on the target to interfere with all the light coming from all the other parts of the target. When the 
source is larger than that, a point on the target is transilluminated by light from a range of points on 
the source, and the capacity to subsequently interfere is limited. In the limit, when the source is quite 
extensive, the target may be regarded as incoherently illuminated. These effects are described by the 
theory of partial coherence, the chief theorem of which, the van Cittert–Zernike theorem, permits 
us to define the target region beyond which no significant degree of coherence exists. 

Applied to the situation illustrated in Fig. 2, the van Cittert-Zernike theorem states that the 
degree of coherence in the target plane is distributed in the manner of the Fraunhofer pattern that 
would be produced in the hypothetical case due to diffraction at the aperture of the source S. Let the 
source be circular with linear diameter y0, let the ratio of the focal lengths of the lens L2 to that of lens 
L1 (the magnification of the source in the plane of the pupil) be M. Then the separation of two points 
in the source for the first reduction of their mutual coherence to zero (i.e. the radius of the Fraunhofer 
diffraction pattern) expressed in terms of a, the angular distance at the eye, is 

a = 1.22l/My0

It is seen that for a to be, say, 1 min of arc, My0 should be about 2.2 mm, i.e. the geometrical image 
of the source in the plane of the pupil should be 2.2 mm. This is an outer limit, since two points on 
the source separated by, say, half the radius of the Airy disk due to the source, would have a mutual 
coherence that is already small. 
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THE MAXWELLIAN VIEW: WITH AN ADDENDUM ON APODIZATION  6.13

It is thus possible to lay down the following guidelines on whether a particular experi mental situ-
ation calls for the application of the theory of coherent or incoherent imagery. 

When the source has an image in the plane of the pupil larger than, say, 2.5 mm in diameter, 
the target may be regarded as incoherently illuminated. An artificial pupil can with advantage be 
employed and the approach to the light distribution in the retinal image would be by way of the 
modulation transfer function of the eye. 

On the other extreme, one may wish to utilize the characteristics of coherent imagery for a par-
ticular purpose, such as spatial filtering. How small does the geometrical image of the source have 
to be for a satisfactory degree of coherence to be achieved? We have mentioned that the laser will do 
this, but all the essential ingredients are also present in a tungsten filament or mercury or xenon arc, 
provided that the angular subtense of the source at lens L1 is small enough and the light has been 
restricted to a narrow enough wavelength band. If one wishes to ensure that the light coming from a 
10 min of arc region of the visual field is at least, say, 90 per cent coherent, the geometrical image of 
the source in the pupil should be no larger than 

My0 = 0.32l /2.9 × 10–3 i.e. 0.06 mm 

When an interference filter is used to make the beam monochromatic, the resultant retinal illu-
minance cannot be very high. Nevertheless, a tungsten filament with a luminance of 103 cd/cm2 can 
still give a few hundred trolands of quasi-monochromatic retinal illuminance with good coherence 
properties. With the use of a high-pressure mercury arc this can be increased by at least two orders 
of magnitude. 
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6.3 POSTSCRIPT (2008)

These supplementary remarks are informed by developments in the two intersecting topics which 
this article, written 45 years ago, covers: physical optics and dioptrics of the eye. 

The Maxwellian view is a nontraditional way of generating the retinal image. In ordinary viewing, 
the energy over the whole bundle of rays—or the wavefront—reaching the entrance pupil is uniform. 
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6.14  VISION AND VISION OPTICS

The recent great advances in adaptive optics, that is, the modifying of the wavefront for purposes of 
neutralizing deviations caused by the eye’s dioptric defects, deal only with the phase, not amplitude 
(Chap. 15 in this volume, and Chap. 5, “Adaptive Optics,” by Robert Q. Fugate in Vol. V).

But it is precisely the amplitude of the electromagnetic disturbance across the entering wavefront 
that is in play in Maxwellian viewing. A simple way of formulating the eye’s imaging is the statement 
that Fourier transformation relates the complex amplitude distributions of the electromagnetic distur-
bance in the planes of the exit pupil and the retinal image. The image intensity distribution is then 
the product of the amplitude with its complex conjugate—in practice squaring, once phase effects 
have been factored in. Hence in principle one can configure a desired retinal image by manipulating 
the incoming wavefront as it reaches the eye. In the most elementary case of Maxwellian viewing, 
the disturbance in the pupil plane is merely the diffraction pattern generated when a coherent beam 
passes through a transparent target comes to a focus there. But spatial amplitude and phase distribu-
tions can be created by other means. Limiting it to two points by a double prisms, for example, is a 
time-honored manner of producing interference fringes on the retina. If, a technology were available 
that allows both amplitude and phase modulation of a uniform plane wavefront incident on the 
eye—instead of only the phase as currently implementated in “adaptive optics”—an unprecedented 
control of the retinal image would be achieved in the absence of any physical objects. A start of this 
has already been made in attempts to measure the performance of the retinal mosaic by not just inter-
ference fringes but also in two-point separation acuity.1

The original paper discussed the always difficult problem of partial coherence. This is only appropri-
ate, if for no other reason than that resolution measurements as a function of the degree of coherence had 
been performed in the first instance by visual observation2. In the early days of this research, generating a 
highly coherent light signal was quite difficult. It involved strictly monochromatic light, usually produced 
by mercury arcs limited to a single spectral line by narrow-band interference filters, focused on a pin-
hole aperture only a fraction of a millimeter in diameter. The possibility of coherence being only partial 
needed to be kept in mind, particularly since its mathematical handling involves delicate problems.

All this changed radically with the advent of the laser. This advance in technology took place in 
the interval between two papers devoted to measuring retinal resolution bypassing the eye’s optics 
and illustrates how it allowed researchers to concentrate on the biology rather than the physics of the 
process.3,4 As the result of the easy access to fully coherent beams, partial coherence is now of more 
theoretical than practical interest.

Utilizing lasers and sources other than incandescent ones has opened up a question that at one 
time occupied center stage in vision research: photon statistics at the absolute visual threshold. Hecht, 
Shlaer and Pirenne’s epochal work,5 done while the quantum theory of light was still novel, pointed 
to the physical basis of threshold fluctuation through the contention that a Poisson distribution was 
the governing rule when the number of absorbed photons was only a handful. Since then the subject 
of photon statistics has been opened more widely with the utilization of photon emission both from 
lasers6,7 and from oscilloscope screens,8 each of which are used in vision research.

In the process of estimating the retinal image by way of Fourier transformation of the complex 
amplitude distribution of the electromagnetic disturbance in the plane of the entrance pupil, the 
question cannot be skirted of how to factor in the Stiles-Crawford effect9 (see Chaps. 8 and 9). The 
original measurement involved the reduction in luminous efficiency for a narrow bundle as it was 
moved from the center to the edge of the pupil. The most trivial explanation of absorption in the eye 
media was quickly eliminated by the fact that the phenomenon differs between rod and cone vision. 

The problem arises when computing the light distribution in the image formed by the eye’s optics 
as it is in turn is funneled into the receptors to form the immediate stimulus for the visual process 
leading to photoisomerizations of photopigment molecules in rods and cones. Most calculations 
make no particular assumptions about the uptake of radiation in retinal receptors, yet their properties 
in channeling and accepting radiation cannot be ignored, especially if that involves conditioning the 
impinging wavefront. There are two possible interpretations of the role of the Stiles-Crawford effect 
at the level just prior to the phototransduction:

a. The effect is an apodization phenomenon, where the entering wavefront near the edge of the 
pupil somehow is diminished in amplitude, perhaps as a result of waveguide properties of receptors 
(Chap. 9) or acceptance-lobe limitations at the molecular absorption levels. In such a case, the 
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THE MAXWELLIAN VIEW: WITH AN ADDENDUM ON APODIZATION  6.15

calculation from pupil aperture to image distributions would have to fold in amplitude varia-
tions across the wavefront; in other words, the amplitude of the wavefront is in effect diminished 
toward the pupil periphery as the square root of the measured Stiles-Crawford effect, the latter 
measurements having been obtained in the intensity, not the amplitude domain of the electro-
magnetic disturbance.

b. The effect is a diminution of the Poynting vector of the electromagnetic disturbance as a func-
tion of its direction with respect to the orientation of the receptor cells. This would be imple-
mented by physical light screening at the retina, for example, inter-receptor absorbing pigments.

The case for (a) has been made well enough by arguments in favor of retinal receptors acting as 
waveguides (Chap. 8) and resultant improvement in image quality through reducing the weight of the 
wavefront in the pupil periphery more prone to be afflicted by ocular aberrations. It is strengthened 
by the fact that the Stiles-Crawford effect is much more prominent in cone vision where light level is 
not an issue but image quality is, than in rod vision.10

But the alternative (b) cannot yet be dismissed. There is evidence that the photopigment pools 
reached by light entering at opposite edges of the pupil are not identical.11 The situation has been laid 
out in greater detail elsewhere.12,13 

An effective retinal image, that is, a pattern of intra-receptoral light absorption, based on proposi-
tion (a) will differ form one based on (b) and would lead to a rod-cone difference in spatial visual 
stimulus patterns. 
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7.1  GLOSSARY

Bunsen-Roscoe law of photochemistry. The reciprocal relation between irradiance (dose-rate) and 
exposure duration to produce a constant radiant exposure (dose) to produce an effect.

Coroneo effect. See Ophthalmoheliosis.

Erythema. Skin reddening (acute damage) such as that caused by UV radiation; sunburn.

Macula lutea. Yellowed-pigment central region (macular area) of the retina of the human eye.

Maxwellian view. A method for directing a convergent beam into the eye’s pupil to illuminate a 
large retinal area.

Ophthalmoheliosis. The concentration of UV radiation upon the nasal region of the cornea (the 
limbus) and nasal equatorial region of the lens, thus contributing to the development of pterygium 
on the cornea and cataract in the lens beginning in these regions.

Photokeratitis. A painful infl ammation of the cornea of the eye.

Photoretinitis. Retinal injury due to viewing the sun or other high-intensity light source arising 
from photochemical damage due to short, visible wavelengths (also termed photic maculopathy).

Pterygium. A fl eshy growth that invades the cornea (the clear front “window” of the eye). It is an 
abnormal process in which the conjunctiva (a membrane that covers the white of the eye) grows into 
the cornea. A pterygium may be small or grow large enough to interfere with vision and commonly 
occurs on the inner (nasal) corner of the eye.

Solar retinopathy. Retinal injury caused from staring at the sun—photochemical damage produced 
by short, visible (blue) light (also referred to as solar maculopathy, since it normally occurs in the 
macula lutea).

7.1

7

∗Note: The opinions or assertions herein are those of the author and should not be construed as official policies of the U.S. 
Department of the Army or Department of Defense.
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7.2  VISION AND VISION OPTICS

7.2 INTRODUCTION

Optical radiation hazards to the eye vary greatly with wavelength and also depend upon the ocular expo-
sure duration. Depending upon the spectral region the cornea, conjunctiva, lens, and/or retina may be at 
risk when exposed to intense light sources such as lasers and arc sources and even the sun. Photochemical 
damage mechanisms dominate in the ultraviolet (UV) end of the spectrum, and thermal damage mecha-
nisms dominate at longer wavelengths in the visible and infrared (IR) spectral regions. Natural aversion 
responses to very bright light sources limit ocular exposure, as when one glances at the sun, but artificial 
sources may be brighter than the solar disk (e.g., lasers) or have different spectral or geometrical charac-
teristics that overcome natural avoidance mechanisms, and the eye can suffer injury. Guidelines for the 
safe exposure of the eye from conventional light sources as well as lasers have evolved in recent decades. 
Because of special concerns about laser hazards, safety standards and regulations for lasers exist world-
wide. However, the guidelines for exposure to conventional light sources are more complex because of the 
likelihood of encountering more than one type of ocular hazard from the broader emission spectrum.

The adverse effects associated with viewing lasers or other bright light sources such as the sun, arc 
lamps, and welding arcs have been studied for decades.1–4 During the last three decades, guidelines 
for limiting exposure to protect the eye have evolved.4–12 The guidelines were fostered to a large extent 
by the growing use of lasers and the quickly recognized hazard posed by viewing laser sources. Injury 
thresholds for acute injury in experimental animals for corneal, lenticular, and retinal effects have 
been corroborated for the human eye from accident data. Exposure limits are based upon this knowl-
edge.3 These safe exposure criteria were based not only upon studies aimed at determining thresholds 
in different ocular structures, but also upon studies of injury mechanisms and how the different 
injury mechanisms scaled with wavelength, exposure duration, and the area of irradiated tissue. The 
exposure guidelines also had to deal with competing damage to different ocular structures such as the 
cornea, lens, and retina, and how these varied with wavelength.3–11 Although laser guidelines could 
be simplified to consider only the type of damage dominating for a single wavelength and expo-
sure duration, the guidelines for incoherent, broadband sources were necessarily more complex.11 To 
understand the guidelines for safe exposure, it is first necessary to consider the principal mechanisms 
of injury and which ocular structures may be injured under different exposure conditions.

7.3 INJURY MECHANISMS

For most exposure durations (t > 1 s), optical radiation injury to ocular structures is dominated by 
either photochemically or thermally initiated events taking place during or immediately following the 
absorption of radiant energy. At shorter durations, nonlinear optical interaction mechanisms may play 
a role.12 Following the initial insult; biological repair responses may play a significant role in deter-
mining the final consequences of the event. While inflammatory, repair responses are intended to 
reduce the sequellae; in some instances, this response could result in events such as scarring, which 
could have an adverse impact upon biological function.3

Action Spectra

Photochemical and thermal effects scale differently with wavelength, exposure duration, and irradi-
ated spot size. Indeed, experimental biological studies in humans and animals make use of these dif-
ferent scaling relationships to distinguish which mechanisms are playing a role in observed injury. 
Photochemical injury is highly wavelength dependent; thermal injury depends upon exposure duration.

Exposure Duration and Reciprocity

The Bunsen-Roscoe law of photochemistry describes the reciprocity of exposure rate and dura-
tion of exposure, which applies to any photochemical event. The product of the dose-rate (in watts 
per square centimeter) and the exposure duration (in seconds) is the exposure dose (in joules 
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OCULAR RADIATION HAZARDS  7.3

per square centimeter at the site of absorption) that may be used to express an injury threshold. 
Radiometrically, the irradiance E in watts per square centimeter, multiplied by the exposure dura-
tion t, is the radiant exposure H in joules per square centimeter, as shown in Eq. (1).

 H E t= ⋅  (1)

This reciprocity helps to distinguish photochemical injury mechanisms from thermal injury (burns) 
where heat conduction requires a very intense exposure within seconds to cause photocoagulation; 
otherwise, surrounding tissue conducts the heat away from the absorption site (e.g., from a retinal 
image). Biological repair mechanisms and biochemical changes over long periods and photon satu-
ration for extremely short periods will lead to reciprocity failure.

Thermal injury is a rate process that is dependent upon the time-temperature history resulting from 
the volumic absorption of energy across the spectrum. The thermochemical reactions that produce 
coagulation of proteins and cell death require critical temperatures for detectable biological injury. 
The critical temperature for an injury gradually decreases with the lengthening of exposure duration. 
This approximate decrease in temperature varies over many orders of magnitude in time and deceases 
approximately as a function of the exposure duration t raised to the −0.25 power {i.e., [f(t− 0.25)]}.

As with any photochemical reaction, the action spectrum should be known.13 The action spectrum 
describes the relative effectiveness of different wavelengths in causing a photobiological effect. For most 
photobiological effects (whether beneficial or adverse), the full width at half-maximum is less than 
100 nm and a long-wavelength cutoff exists where photon energy is insufficient to produce the effect. 
This is not at all characteristic of thermal effects; in which the effect occurs over a wide range of wave-
lengths where optical penetration and tissue absorption occur. For example, significant radiant energy 
can penetrate the ocular media and be absorbed in the retina in the spectral region between 400 and 
nearly 1400 nm; the absorbed energy can produce retinal thermal injury.

Although the action spectra for acute photochemical effects upon the cornea,3,14–16 upon the lens3,16 
and upon the retina3,17 have been published, the action spectra of some other effects appear to be quite 
imprecise or even unknown.14 The action spectrum for neuroendocrine effects mediated by the eye is still 
only approximately known. This point to the need to specify the spectrum of the light source of interest as 
well as the irradiance levels if one is to compare experimental results from different experimental studies.

Although both E and H may be defined over the entire optical spectrum, it is necessary to employ an 
action spectrum for photochemical effects. The International Commission on Illumination (CIE) phot-
opic V(l), UV hazard S(l), and blue-light hazard B(l) curves of Fig. 1 are examples of action spectra 
that may be used to spectrally weight the incident light. With modern computer spreadsheet programs, 
one can readily spectrally weight a lamp’s spectrum by a large variety of photochemical action spectra. 
These computations all take the following form:

 E E Aeff = ⋅ ⋅Σ Δλ λ λ( ) ( )  (2)

where A(l) may be any action spectrum (unitless) of interest. One can then compare different sources to 
determine the relative effectiveness of the same irradiance from several lamps for a given action spectrum.

7.4 TYPES OF INJURY

The human eye is actually quite well-adapted to protect itself against the potential hazards from 
optical radiation (UV, visible, and IR radiant energy) from most environmental exposures encoun-
tered from sunlight. However, if ground reflections are unusually high, as when snow is on the 
ground, reflected UV radiation may produce “snow blindness,” that is, UV photokeratitis. Another 
example occurs during a solar eclipse, if one stares at the solar disc for more than 1 to 2 min without 
eye protection, the result may be an “eclipse burn” of the retina.3,17 Lasers may injure the eye, and 
under unusual situations other artificial light sources, such as mercury-quartz-discharge lamps or 
arc lamps, may pose a potential ocular hazard. This is particularly true when the normal defense 
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7.4  VISION AND VISION OPTICS

mechanisms of squinting, blinking, and aversion to bright light are overcome. Ophthalmic, clinical 
exposures may increase this risk if the pupil is dilated or the head is stabilized.

There are at least six separate types of hazards to the eye from lasers and other intense optical 
sources, and these are shown in Fig. 2 (along with the spectral range of responsible radiation):3

1. Ultraviolet photochemical injury to the cornea (photokeratitis); also known as “welder’s flash” or 
“snow blindness” (180 to 400 nm)3,15,16

2. Ultraviolet photochemical injury to the crystalline lens (cataract) of the eye (295 to 325 nm, and 
perhaps to 400 nm)16

3. Blue-light photochemical injury to the retina of the eye (principally, 400 to 550 nm; unless 
aphakic, 310–550 nm)3,4,17

4. Thermal injury (photocoagulation) to the retina of the eye (400 to nearly 1400 nm) and ther-
moacoustic injury at very short laser exposure durations3,4,12,18

5. Near-IR thermal hazards to the lens (~800–3000 nm)3,19

6. Thermal injury (burns) of the cornea of the eye (~1300 nm to 1 mm)3

The potential hazards to the eye and skin are illustrated in Fig. 2, which shows how effects are gen-
erally dominant in specific CIE photobiological spectral bands, UV-A, -B, and -C and IR-A,-B, and 
-C.20 Although these photobiological bands are useful shorthand notations, they do not define fine 
lines between no effect and an effect in accordance with changing wavelengths.

Photokeratitis

This painful but transient (1 to 2 d) photochemical effect normally occurs only over snow or open 
arc. The relative position of the light source and the degree of lid closure can greatly affect the 
proper calculation of this UV exposure dose. For assessing risk of photochemical injury, the spectral 
distribution of the light source is of great importance.
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FIGURE 1 Action spectra. The ACGIH UV hazard function S(l) describes approxi-
mately the relative spectral risk for photokeratitis, and the blue-light hazard function B(l) 
describes the spectral risk for photoretinitis. For comparison, the CIE spectral sensitivity 
(standard observer) function V(l) for the human eye is also provided.
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OCULAR RADIATION HAZARDS  7.5

Cataract

Ultraviolet cataract can be produced from exposure to UV radiation (UVR) of wavelengths between 
295 and 325 nm (and even to 400 nm). Action spectra can only be obtained from animal studies, 
which have shown that anterior, cortical, and posterior subcapsular cataract can be produced by 
intense exposure delivered over a period of days. Human cortical cataract has been linked to chronic, 
lifelong UV-B radiation exposure. Although the animal studies and some epidemiological studies 
suggest that it is primarily UV-B radiation in sunlight, and not UV-A, that is most injurious to the 
lens, biochemical studies suggest that UV-A radiation may also contribute to accelerated aging of 
the lens. It should be noted that the wavelengths between 295 and 325 nm are also in the wavelength 
region where solar UVR increases significantly with ozone depletion. Because there is an earlier age 
of onset of cataract in equatorial zones, UVR exposure has frequently been one of the most appeal-
ing of a number of theories to explain this latitudinal dependence. The UVR guideline, established 
by the American Conference of Governmental Industrial Hygienists (ACGIH) and the International 
Commission on Non-Ionizing Radiation Protection (ICNIRP) is also intended to protect against 
cataract.

Despite the collection of animal and epidemiological evidence that exposure of the human eye to 
UVR plays an etiological role in the development of cataract, this role in cataractogenesis continues to 
be questioned by others. Indeed, more recent studies would support a stronger role for ambient tem-
perature as the primary environmental etiological factor in one type of cataract—nuclear cataract.19

Because the only direct pathway of UVR to the inferior germinative area of the lens is from the 
extreme temporal direction, it has been speculated that side exposure is particularly hazardous. For 
any greatly delayed health effect, such as cataract or retinal degeneration, it is critical to determine the 
actual dose distribution at critical tissue locations. A factor of great practical importance is the actual 
UVR that reaches the germinative layers of any tissue structure. In the case of the lens, the germinative 
layer where lens fiber cell nuclei are located is of great importance. The DNA in these cells is normally 
well-shielded by the parasol effect of the irises. However, Coroneo21 has suggested that the focusing 
of very peripheral rays by the temporal edge of the cornea, those which do not even reach the retina, 
can enter the pupil and reach the equatorial region as shown in Fig. 3. He terms this effect, which can 
also produce a concentration of UVR at the nasal side of the limbus and lens, “ophthalmoheliosis.” 
He also noted the more frequent onset of cataract in the nasal quadrant of the lens and the formation 
of pterygium in the nasal region of the cornea. Figure 4 shows the percentage of cortical cataract that 
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FIGURE 2 The separate types of hazards to the eye from lasers and other 
intense optical sources, along with the spectral range of responsible radiation.3
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7.6  VISION AND VISION OPTICS

actually first appears in each quadrant of the lens from the data of Barbara Klein and her colleagues 
in their study of a population in the U.S. Midwest, in Beaver Dam, Wisconsin.22 This relationship is 
highly consistent with the Coroneo hypothesis.

Pterygium and Droplet Keratopathies

The possible role of UVR in the etiology of a number of age-related ocular diseases has been 
the subject of many medical and scientific papers. However, there is still a debate as to the valid-
ity of these arguments. Although photokeratitis is unquestionably caused by UVR reflection from 
the snow,3,23,24 pterygium and droplet keratopathies are less clearly related to UVR exposure.24 
Pterygium, a fatty growth over the conjunctiva that may extend over the cornea, is most common 
in ocean island residents (where both UVR and wind exposure is prevalent). Ultraviolet radiation 
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FIGURE 3 The Coroneo effect. Very oblique, temporal rays can be 
focused near the equator of the lens in the inferior nasal quadrant.
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FIGURE 4 Distribution of cortical cataract by segment. The percent-
age of cortical cataract that actually first appears in each quadrant of the 
lens.22
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OCULAR RADIATION HAZARDS  7.7

is a likely etiological factor,24,25 and the Coroneo effect may also play a role.21,25 To better answer 
these epidemiological questions, far better ocular dosimetry is required. Epidemiological studies can 
arrive at erroneous conclusions if assignments of exposure are seriously in error, and assumptions 
regarding relative exposures have been argued to be incorrect.25 Before one can improve on current 
epidemiological studies of cataract (or determine the most effective UVR protective measures), it is 
necessary to characterize the actual solar UVR exposure to the eye.

Photoretinitis

The principal retinal hazard resulting from viewing bright continuous-wave (CW) light sources 
is photoretinitis [e.g., solar retinitis with an accompanying scotoma (“blind spot”), which results 
from staring at the sun]. Solar retinitis was once referred to as “eclipse blindness” and associated 
“retinal bum.” At one time, solar retinitis was thought to be a thermal injury, but it has been since 
shown conclusively (1976) to result from a photochemical injury related to exposure of the retina 
to shorter wavelengths in the visible spectrum (i.e., violet and blue light).3,17 For this reason, it 
has frequently been referred to as the “blue-light” hazard. The action spectrum for photoretinitis 
peaks at about 445 nm in the normal phakic eye; however, if the crystalline lens has been removed 
(as in cataract surgery), the action spectrum continues to increase for shorter wavelengths into the 
UV spectrum, until the cornea blocks shorter wavelengths, and the new peak shifts down to nearly 
305 nm.

As a consequence of the Bunsen-Roscoe law of photochemistry, blue-light retinal injury (photo-
retinitis) can result from viewing either an extremely bright light for a short time or a less bright light 
for longer periods. The approximate retinal threshold for a nearly monochromatic source at 440 nm is 
approximately 22 J/cm2, hence a retinal irradiance of 2.2 W/cm2 delivered in 10 s, or 0.022 W/cm2 deliv-
ered in 1000 s will result in the same threshold retinal lesion. Eye movements will reduce the hazard, 
and this is particularly important for sources subtending an angle of less than 11 milliradians (mrad), 
because saccadic motion even during fixation is of the order of 11 mrad.27

Infrared Cataract

Infrared cataract in industrial workers appears only after lifetime exposures of the order of 80 to 
150 mW/cm2. Although thermal cataracts were observed in glassblowers, steelworkers, and others 
in metal industries at the turn of the century, they are rarely seen today. These aforementioned irra-
diances are almost never exceeded in modern industry, where workers will be limited in exposure 
duration to brief periods above 10 mW/cm2, or they will be (should be) wearing eye protectors. 
Good compliance in wearing eye protection occurs at higher irradiances if only because the worker 
desires comfort of the face.3

7.5 RETINAL IRRADIANCE CALCULATIONS

Retinal irradiance (exposure rate) is directly related to source radiance (brightness). It is not readily 
related to corneal irradiance.3 Equation (3) gives the general relation, where Er is the retinal irradi-
ance in watts per square centimeter, Ls is the source radiance in watts per square centimeter per 
steradian (sr), f is the effective focal length of the eye in centimeters, de is the pupil diameter in cen-
timeters, and t is the transmittance of the ocular media:

 E
L d

fr
s e=

⋅ ⋅ ⋅( )

( )

π τ 2

24
 (3)
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7.8  VISION AND VISION OPTICS

Equation (3) is derived by considering the equal angular subtense of the source and the retinal 
image at the eye’s nodal point (Fig. 5). The detailed derivation of this equation is given elsewhere3 
and in Chap. 37 “Radiometry and Photometry for Vision Optics,” by Yoshi Ohno in Vol. II. The trans-
mittance t of the ocular media in the visible spectrum for younger humans (and most animals) is as 
high as 0.9 (i.e., 90 percent).3 If one uses the effective focal length f of the adult human eye (Gullstrand 
eye), where f = 1.7 cm, one has

 E L dr s e= ⋅ ⋅ ⋅0 27 2. τ  (4)

All of the preceding equations assume that the iris is pigmented, and the pupil acts as a true aper-
ture. In albino individuals, the iris is not very effective, and some scattered light reaches the retina. 
Nevertheless, imaging of a light source still occurs, and Eq. (4) is still valid if the contribution of 
scattered light (which falls over the entire retina) is added.

7.6 EXAMPLES

As an example, a typical cool-white fluorescent lamp has an illumination of 200 lx, and the total 
irradiance is 0.7 mW/cm2. By spectral weighting, the effective blue-light irradiance is found to be 
0.15 mW/cm2. From measurement of the solid angle subtended by the source at the measurement 
distance,3,11 the blue-light radiance is 0.6 mW/(cm2sr) and the radiance is 2.5 mW/(cm2 ⋅ sr). When 
fluorescent lamps are viewed through a plastic diffuser, the luminance and blue-light radiance are 
reduced.

As another example, a 1000-watt tungsten halogen bulb has a greater radiance, but the percentage 
of blue light is far less. A typical blue-light radiance is 0.95 W/(cm2 ⋅ sr) compared with a total radi-
ance of 58 W/(cm2 ⋅ sr). The luminance is 2600 candelas (cd)/cm2—a factor of 3000 times brighter 
than the cool-white fluorescent. However, because the retinal image is small, eye movements spread 
the exposure over a much larger area.

Once the source radiance, L or LB, is known, the retinal irradiance Er is calculated by Eq. (4). The 
preceding examples illustrate the importance of considering the size of a light source and the impact 
of eye movements in any calculation of retinal exposure dose. If one were exposed to a focal beam 
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drDL a a

FIGURE 5 Retinal image size related to source size. The retinal image 
size can be calculated based upon the equal angular subtense of the source 
and the retinal image at the eye’s nodal point (17 mm in front of the retina).
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OCULAR RADIATION HAZARDS  7.9

of light (e.g., from a laser or LED) that was brought to focus in the anterior chamber (the aqueous 
humor), the pupil plane, or the lens, the light beam would diverge past this focal point and could be 
incident upon the retina as a relatively large image. This type of retinal illumination is frequently 
referred to as Maxwellian view and does not occur in nature. The retinal irradiance calculation in this 
case would be determined by the depth of the focal spot in the eye; the closer to the retina, the smaller 
the retinal image and the greater the irradiance.

Because the iris alters its diameter (and pupil center) dynamically, one must be alert to vignetting. 
The pupil aperture also diminishes with age. Near-sighted, or myopic, individuals tend to have larger 
pupils, and far-sighted, or hyperopic, individuals tend toward smaller pupils. Accommodation also 
results in a decrease in pupil diameter.

7.7 EXPOSURE LIMITS

A number of national and international groups have recommended occupational or public expo-
sure limits (ELs) for optical radiation (i.e., UV, light, and IR radiant energy). Although most such 
groups have recommended ELs for UV and laser radiation, only one group has recommended for 
some time ELs for visible radiation (i.e., light). This one group is well-known in the field of occu-
pational health—the American Conference of Governmental Industrial Hygienists (ACGIH).5,6 The 
ACGIH refers to its ELs as threshold-limit values (TLVs); these are issued yearly, so there is an oppor-
tunity for a yearly revision. The current ACGIH TLVs for light (400 to 760 nm) have been largely 
unchanged for the last decade—aside from an increase in the retinal thermal limits in 2008. In 1997, 
with some revisions, the International Commission on Non-Ionizing Radiation Protection (ICNIRP) 
recommended these as international guidelines.11 The ICNIRP guidelines are developed through 
collaboration with the World Health Organization (WHO) by jointly publishing criteria documents 
that provide the scientific database for the exposure limits.4 The ACGIH TLVs and ICNIRP ELs are 
generally applied in product safety standards of the International Commission on Illumination 
(CIE), the International Electrotechnical Commission (IEC), the International Standardization 
Organization (ISO), and consensus standards from the American National Standards Institute and 
other groups. They are based in large part on ocular injury data from animal studies and data from 
human retinal injuries resulting from viewing the sun and welding arcs. All of the guidelines have an 
underlying assumption that outdoor environmental exposures to visible radiant energy is normally 
not hazardous to the eye except in very unusual environments such as snow fields, deserts, or out on 
the open water.

Applying the UV Limits

To apply the UV guideline, one must obtain the average spectrally weighted UV irradiance Eeff at the 
location of exposure. The spectrally weighted irradiance is

 E E Seff = ⋅ ⋅∑ λ λ λ( ) ( )Δ  (5)

where the summation covers the full spectral range of S(l), which is the normalized “Ultraviolet 
Hazard Function” (a normalized action spectrum for photokeratitis). The maximum duration of 
exposure to stay within the limit tmax is determined by dividing the daily EL of 3 mJ ⋅ cm−2 by the 
measured effective irradiance to obtain the duration in seconds, as noted in Eq. (6):

 t
Emax = × ⋅− −3 10 3 2J cm

eff

 (6)

In addition to the S(l) envelope action spectrum-based EL, there has always been one additional cri-
terion to protect the lens and to limit the dose rate to both lens and the skin from very high irradiances. 
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7.10  VISION AND VISION OPTICS

Initially, this was based only upon a consideration to conservatively protect against thermal effects. This 
was later thought essential not only to protect against thermal damage, but to also hedge against a pos-
sible unknown photochemical damage in the UV-A to the lens.

Sharply defined photobiological action spectra apply to the ultraviolet hazard function [S(l)], the 
blue-light hazard function [B(l)], and the retinal thermal hazard function [R(l)]. These are shown 
in Fig. 1.

Guidelines for the Visible

The ocular exposure limits for intense visible and IR radiation exposure of the eye (from incoherent 
radiation) are several, because they protect against either photochemical or thermal effects to the 
lens or retina.

The two primary hazards that must be assessed in evaluating an intense visible light source are 
(1) the photoretinitis (blue-light) hazard and (2) the retinal thermal hazard. Additionally, lenticular 
exposure in the near IR may be of concern. It is almost always true that light sources with a luminance 
less than 1 cd/cm2 (104 cd/m2) will not exceed the limits, and this is generally a maximal luminance 
for comfortable viewing. Although this luminance value is not considered a safety limit, and may not 
be sufficiently conservative for a violet LED, it is frequently provided as a quick check to determine 
the need for further hazard assessment.3,5

The retinal thermal criteria, based upon the action spectrum R(l), applies to pulsed light sources 
and to intense sources. The longest viewing duration of potential concern is 10 s, because pupillary con-
striction and eye movements limit the added risk from greater exposure durations. The retinal thermal 
hazard EL is therefore not specified for longer durations.12 Indeed, in 2008 ACGIH limited the changing 
value to 0.25 s. These retinal thermal limits are

 L R t tλ λ λ α⋅ ⋅ ≤ ⋅ ⋅ ⋅ < <− −∑ ( ) / , (.Δ 5 1 100 25 2 1W cm sr s sμ IICNIRP, 1997)  (7)

  L R t tλ λ λ⋅ ⋅ ≤ ⋅ ⋅ < <− −( ) / , ..Δ 640 1 0 6250 25 2 1W cm sr sμ mms ACGIH, 2008)∑ (  (8a)

   ( ) / , ..L R t tλ λ λ⋅ ⋅ ≤ ⋅ ⋅ < <− −Δ 16 0 625 00 75 2 1W cm sr ms .. (25 s ACGIH, 2008)∑  (8b)

 L R tλ λ λ⋅ ⋅ ≤ ⋅ ⋅ >− −∑ ( ) , . (Δ 45 0 252 1W cm sr s ACGIH, 2008)  (8c)

The blue-light photoretinitis hazard criteria were based upon the work of Ham et al.6,11,17 The limit 
for time t is expressed as a B(l) spectrally weighted radiance:

 L B tλ λ λ⋅ ⋅ ⋅ ≤ ⋅ ⋅− −∑ ( ) Δ 100 2 1J cm sr  (8)

Applying IR Limits

There are two criteria in the near-IR region. To protect the lens against IR cataract, the EL that is applicable 
to IR-A and IR-B radiant energy (i.e., 780 to 3000 nm) specifies a maximal irradiance for continued expo-
sure of 10 mW/cm2 (average) over any 1000-s period, but not to exceed an irradiance of 1.8t−0.75 W/cm2 
(for times of exposure less than 1000 s). This is based upon the fact that IR cataract in workers appears only 
after lifetime exposure of 80 to 150 mW/cm.2,3,6

The second IR EL is to protect against retinal thermal injury from low-luminance IR illumination 
sources. This EL is for very special applications, where near-IR illuminators are used for night surveil-
lance applications or IR LEDs are used for illumination or signaling. These illuminators have a very 
low visual stimulus and therefore would permit lengthy ocular exposure with dilated pupils. Although 
the retinal thermal limit [based upon the R(l) function] for intense, visible, broadband sources is 
not provided for times greater than 0.25 to 10 s because of pupillary constriction and the like, the 
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OCULAR RADIATION HAZARDS  7.11

retinal thermal hazard—for other than momentary viewing—will only realistically occur when the 
source can be comfortably viewed, and this is the intended application of this special-purpose EL. The 
IR illuminators are used for area illumination for nighttime security where it is desirable to limit light 
trespass to adjacent housing. If directly viewed, the typical illuminator source may be totally invisible, or 
it may appear as a deep cherry red source that can be comfortably viewed. The EL is proportional to l/a 
and is simply limited to:

 L L R t tNIR W cm sr= ⋅ ⋅ ≤ ⋅ ⋅ ⋅ <∑ − −
λ λ λ α( ) . / .Δ 3 2 810 25 2 1 00 2008s ACGIH( , )  (10a)

 L L R tNIR W cm sr s ACG= ⋅ ⋅ ≤ ⋅ ⋅ <∑ − −
λ λ λ α( ) . / (Δ 0 6 8102 1 IIH, )2008  (10b)

It must be emphasized that this criterion is not applied to white-light sources, because bright light 
produces an aversion response and Eq. (8) or (9) would apply instead.

7.8 DISCUSSION

Exceeding the Exposure Limits

When deriving the ELs for minimal-image-size visible and infrared laser radiations, the ICNIRP 
generally includes a factor of 10 to reduce the 50-percent probability of retinal injury by a factor 
of 10. This is not a true “safety factor,” because there is a statistical distribution of damage, and this 
factor was based upon several considerations. These included the difficulties in performing accu-
rate measurements of source radiance or corneal irradiance, the measurement of the source angular 
subtense, as well as histological studies showing retinal changes occurring at the microscopic level 
at levels of approximately 2 below the ED-50 value.3 In actual practice, this means that an exposure 
at two to three times the EL would not be expected to actually cause a physical retinal injury. At five 
times the EL, one would expect to find some injuries in a population of exposed subjects. The ELs 
are guidelines for controlling human exposure and should not be considered as fine lines between 
safe and hazardous exposure. By employing benefit-versus-risk considerations, it would be appro-
priate to have some relaxed guidelines; however, to date, no standards group has seen the need to 
do this.

Laser Hazards

The very high radiance (brightness) of a laser (MW and TW cm−2 sr−1) is responsible for the laser’s 
great value in material processing and laser surgery, but it also accounts for its significant hazard to 
the eye (Fig. 6). When compared with a xenon arc or the sun, even a small He–Ne alignment laser is 
typically 10 times brighter (Fig. 7). A collimated beam entering the relaxed human eye will experi-
ence an increased irradiance of about 105 (i.e., 1 W ⋅ cm−2 at the cornea becomes 100 kW/cm2 at the 
retina). Of course, the retinal image size is only about 10 to 20 μm, considerably smaller than the 
diameter of a human hair. So you may wonder: “So what if I have such a small lesion in my retina? I 
have millions of cone cells in my retina.” The retinal injury is always larger because of heat flow and 
acoustic transients, and even a small disturbance of the retina can be significant. This is particularly 
important in the region of central vision, referred to by eye specialists as the macula lutea (yellow 
spot), or simply the macula. The central region of the macula, the fovea centralis, is responsible for 
your detailed 20/20 vision. Damage to this extremely small (about 150-μm diameter) central region 
can result in severe vision loss even though 98 percent of the retina is unscathed. The surrounding 
retina is useful for movement detection and other tasks but possesses limited visual acuity (after all, 
this is why your eye moves across a line of print, because your retinal area responsible for detailed vision 
has a very small angular subtense). Outside the retinal hazard region (400 to1400 nm), the cornea—and 
even the lens—can be damaged by laser beam exposure.
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7.12  VISION AND VISION OPTICS

Laser Safety Standards In the United States, the American National Standard, ANSI Z136.1-2000, 
The Safe Use of Lasers, is the national consensus standard for laser safety in the user environment. It 
evolved through several editions since 1973. Maximum permissible exposure (MPE) limits are pro-
vided as sliding scales, with wavelength and duration for all wavelengths from 180 nm to 1 mm and 
for exposure durations of 100 fs to 30 ks (8-h workday). Health and safety specialists want the simplest 
expression of the limits, but some more mathematically inclined scientists and engineers on standards 
committees argue for sophisticated formulas to express the limits (which belie the real level of biologi-
cal uncertainty). These exposure limits (which are identical to those of ACGIH) formed the basis for 
the U.S. Federal Product Performance Standard (21 CPR 1040).3 The latter standard regulates only laser 
manufacturers. On the international scene, the International Electrotechnical Commission Standard 
IEC 60825–1 Ed. 2 (2007) originally grew out of an amalgam of the ANSI standard for user control 
measures and exposure limits and the U.S. Federal product classification regulation. The ICNIRP, 
which has a special relationship with the WHO in developing criteria documents on laser radiation, 
now recommends exposure limits for laser radiation.10 All of the aforementioned standards are basi-
cally in agreement.

Laser safety standards existing worldwide group all laser products into four general hazard classes 
and provide safe measures for each hazard class (classes 1 to 4).4,5 The U.S. Federal Product Performance 
Standard (21 CFR 1040) requires all commercial laser products to have a label indicating the hazard class. 
Once one understands and recognizes the associated ocular hazards, the safety measures recommended 
in these standards are quite obvious (e.g., beam blocks, shields, baffles, eye protectors). The ocular haz-
ards are generally of primary concern. Many laser products sold in the USA and worldwide, will also be 
certified to meet the corresponding standard of IEC 60825–1:2007.

Laser Accidents A graduate student in a physical chemistry laboratory is aligning a Nd:YAG-pumped 
optical parametric oscillator (OPO) laser beam to direct it into a gas cell to study photodissocia-
tion parameters for a particular molecule. Leaning over a beam director, he glances down over an 
upward, secondary beam and approximately 80 μJ enters his left eye. The impact produces a micro-
scopic hole in his retina, a small hemorrhage is produced over his central vision, and he sees only 
red in his left eye. Within an hour, he is rushed to an eye clinic where an ophthalmologist tells him 

Microscopic
focal spot
(“diffraction
limited”)

Large focal spot
(filament image)

Laser brigthness (radiance)

1. Conventional: L = 10 W • cm–2 • sr–1

2. Laser: L > 104 W • cm–2 • sr–1

FIGURE 6 The radiance of a light source determines the irradiance 
in the focal spot. Hence, the very high radiance of a laser permits one to 
focus laser radiation to a very small image of very high irradiance.
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OCULAR RADIATION HAZARDS  7.13

he has only 20/400 vision. In another university, a physics graduate student attempts to realign the 
internal optics in a Q-switched Nd:YAG laser system—a procedure normally performed by a service 
representative that the student had witnessed several times before. A weak secondary beam reflected 
upward from a Brewster window enters the man’s eye, producing a similar hemorrhagic retinal 
lesion with a severe loss of vision. Similar accidents occur each year and frequently do not receive 
publicity because of litigation or for administrative reasons.3,26 Scientists and engineers who work 
with open-beam lasers really need to realize that almost all such lasers pose a very severe hazard to the 
eye if eye protection is not worn or if other safety measures are not observed!2–4
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FIGURE 7 Relative retinal irradiances for staring directly at various light 
sources. Two retinal exposure risks are depicted: (1) retinal thermal injury, 
which is image-size dependent and (2) photochemical injury, which depends 
on the degree of blue light in the source’s spectrum. The horizontal scale 
indicates typical image sizes. Most intense sources are so small that eye move-
ments and heat flow will spread the incident energy over a larger retinal area. 
The range of photoretinitis (the “blue-light hazard”) is shown to be extending 
from the normal outdoor light levels and above. The xenon arc lamp is clearly 
the most dangerous of nonlaser hazards.
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7.14  VISION AND VISION OPTICS

A common element in most laser laboratory accidents is an attitude that “I know where the laser 
beams are; I do not place my eye near to a beam; safety goggles are uncomfortable; therefore, I do not 
need to wear the goggles.” In virtually all accidents, eye protectors were available, but not worn. The 
probability that a small beam will intersect a 3- to 5-mm pupil of a person’s eye is small to begin with, so 
injuries do not always happen when eye protectors are not worn. However, it is worthwhile to consider 
the following analogy. If these individuals were given an air rifle with 100 BBs to fire, were placed in a 
cubical room that measures 4 m on each side and is constructed of stainless-steel walls, and were told to 
fire all of the BBs in any directions they wished, how many would be willing to do this without heavy 
clothing and eye protectors?!! Yet, the probability of an eye injury is similar. In all fairness, there are laser 
goggles that are comfortable to wear. The common complaints that one cannot see the beam to align it 
are mere excuses that are readily solved with some ingenuity once you accept the hazard. For example, 
image converters and various fluorescent cards (such as are used to align the Nd: YAG l064-nm beam) 
can be used for visible lasers as well.

Laser Eye Protectors In the ANSI Z136.1 standard, there is broad general guidance for the user to 
consider factors such as comfort and fit, filter damage threshold, and periodic inspection, as well 
as the critical specification of wavelength and optical density (OD). However, there has never been 
any detailed U.S. specifications for standard marking and laboratory proofing (testing) of filters. By 
contrast, the approach in Germany (with DIN standards) and more recently in Europe (with CEN 
standards) has been to minimize the decision making by the user and place heavy responsibility upon 
the eyewear manufacturer to design, test, and follow standardized marking codes to label the eye pro-
tector. Indeed, the manufacturer had been required to use third-party test houses at some considerable 
expense to have type eyewear tested. Each approach has merit, and a new standard in the United States 
is now being developed for testing for standardized marking that is understandable to the wearer. The 
most important test of a protective filter is to measure the OD under CW, Q-switched, and mode-locked 
pulse irradiation conditions to detect saturable absorption-reversible bleaching.28,29

The marking of laser eye protection in an intelligible fashion to ensure that the user will not misun-
derstand and select the wrong goggle has been a serious issue, and there appears to be no ideal solution. 
Several eye injuries appear to have been caused by a person choosing the wrong protector. This is partic-
ularly likely in an environment where multiple and different laser wavelengths are in use, as in a research 
laboratory or a dermatological laser setting. A marking of OD may be clearly intelligible to optical physi-
cists, but this is seldom understandable to physicians and industrial workers. Probably the best assurance 
against misuse of eyewear has been the application of customized labeling by the user. For example, “Use 
only with the model 12A,” or “Use only for alignment of mode-locked YAG,” or “Use only for port-wine 
stain laser.” Such cautions supplement the more technical marking. The terms ruby, neodymium, carbon 
dioxide, and similar labels in addition to the wavelength can reduce potential confusion with a multi-
wavelength laser. Marking of broadband eye protection, such as welding goggles, does not pose a problem 
to the wearer. The welding shade number (e.g., WG-8), even if misunderstood by the welder, poses little 
risk. The simple suggestion to select the filter based upon visual comfort prevents the welder from 
being injured; wearing too light a shade such that the BL for blue light is exceeded is virtually impossible 
because of the severe disability glare that would result. The same is not true for laser eye protectors: One 
could wear a goggle that protects against a visible wavelength but that doesn’t protect against the invisible 
l064-nm wavelength. Improved, standardized marking is certainly needed! Recently, a new standard in 
the ANSI Z136 series of standards was published: ANSI Z136.7:2008 (American National Standard for 
Testing and Labeling of Laser Protective Equipment), which provides more reasonable guidance.28

Lamp Safety Standards

Lamp safety is dealt with in ANSI/IESNA RP27.3-2005 [Recommended Practice for Photobiological Safety 
for Lamps—Risk Group Classification & Labeling, and in CIE Standard S-009:2006(IEC62471:2006) 
Photobiological Safety for Lamps and Lamp Systems. In addition, LEDs are also included in one laser 
safety standard: American National Standard for the Safe Use of Lasers in Optical Fiber Communications 
Systems (OFCS)], ANSI Zl36.2 (1997), since LEDs used in this special application may be viewed by 
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OCULAR RADIATION HAZARDS  7.15

optical aids such as a microscope or eye loupe, and such viewing actually happens in realistic splicing 
conditions and the instrumentation to distinguish the narrow bandwidth of the laser from the wider, 
nominal 50-nm bandwidth of the LED is a needless burden. All current LEDs have a maximum radi-
ance of about 12 W ⋅ cm−2 ⋅ sr−1 and can in no way be considered hazardous, but for a period an IEC 
laser standard 60825-1 included LEDs (an inclusion dropped in 2007). Some observers of the IEC 
group accused the group of having an ulterior motive of providing test houses and safety delegates with 
greater business!
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8.1 GLOSSARY

Apodization. Modifi cation of the pupil function. In the present context, the Stiles-Crawford direc-
tional effect can be considered as an apodization, that is, variable transmittance across the pupil.

Bessel functions. These special functions, fi rst defi ned by the mathematician Daniel Bernoulli and 
generalized by Friedrich Bessel, are canonical solutions of a particular differential equation called 
the Bessel differential equation. Bessel’s equation arises when fi nding separable solutions to Laplace’s 
equation and the Helmholtz equation in cylindrical or spherical coordinates systems. Bessel functions 
are therefore especially important for many problems of wave propagation, static potentials, such as 
propagation of electromagnetic waves in cylindrical waveguides, heat conduction in cylindrical ob-
jects, and the like. A specifi c form of the Bessel functions are called Hankel functions. These functions 
are very useful to describe waveguiding.

Born approximation. If an electromagnetic wave is expressed as the sum of an incident wave and 
the diffracted secondary wave, the scattering of the secondary wave is neglected. This neglect repre-
sents what is known as Born’s fi rst-order approximation.

Bruch’s membrane. Inner layer of the choroid.

Cilia. Hair.

Cochlea. The spiral half of the labyrinth of the inner ear.

Coleoptile. The fi rst true leaf of a monocotyledon.

Copepod. A subclass of crustacean arthropods.

Cotyledons. The seed leaf—the leaf or leaves that fi rst appear when the seed germinates.

Ellipsoid. The outer portion of the inner segment of a photoreceptor (cone or rod). It is located 
between the myoid and the outer segment. It often contains oriented mitochondria for metabolic 
activity.

Fluence. A measure of the time-integrated energy fl ux usually given in units of Joules/cm2. In biology, 
it is used as a measure of light exposure.

Helmholtz’s reciprocity theorem. Also known as the reversion theorem. It is a basic statement of 
the reversibility of optical path.
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8.2  VISION AND VISION OPTICS

Henle’s fi bers. Slender, relatively uniform fi bers surrounded by more lucent Müller cell cytoplasm 
in the retina. They arise from cone photoreceptor bodies and expand into cone pedicles.

Hypocotyl. The part of the axis of the plant embryo that lies below the cotyledons.

Interstitial matrix. Space separating photoreceptors. It is of a lower refractive index than the pho-
toreceptors and, hence, can be considered as “cladding.”

Mesocotyl. The node between the sheath and the cotyledons of seedling grasses.

Mode. The mode of a dielectric waveguide is an electromagnetic fi eld that propagates along the 
waveguide axis with a well-defi ned phase velocity and that has the same shape in any arbitrary plane 
transverse along that axis. Modes are obtained by solving the source-free Maxwell’s equations with 
suitable boundary conditions.

Myoid. It is the inner portion of the inner segment of a photoreceptor (cone or rod), located between 
the ellipsoid and the external limiting membrane of the retina.

Organ of Corti. The structure in the cochlea of the mammals which is the principal receiver of 
sound; contains hair cells.

Pedicle. Foot of the cone photoreceptor; it is attached to a narrow support structure.

Phototropism. Movement stimulated by light.

Spherule. End bulb of a rod photoreceptor.

V-parameter. Waveguide parameter [Eq. (3)]. This parameter completely describes the optical 
properties of a waveguide and depends upon the diameter of the guide, the wavelength of light used, 
and the indices of refraction of the inside (core) and outside (cladding) of the guide.

Equation (1). This is a statement of Snell’s law.

 n1 refractive index of medium 1; light is incident from this medium

 n2 refractive index of medium 2; light is refracted into this medium

q1  angle of incidence of light measured with respect to the surface normal in medium 1

q2  angle of refraction of light in medium 2 measured with respect to the surface normal

Equation (2). This is an expression for the numerical aperture.

 n1 refractive index of the inside of the dielectric cylinder (the “core”)

 n2 refractive index of the surround (the “cladding”)

 n3 refractive index of medium light is incident from before entering the cylinder

qL limiting angle of incidence

Equation (3). Expression for the waveguide V-parameter.

 d diameter of the waveguide cylinder

l wavelength of incident light

 n1 refractive index of core

 n2 refractive index of cladding

8.2 INTRODUCTION

In this chapter, we will be studying two different types of biological waveguide model systems in order 
to relate the models’ structures to the waveguide properties initiated within the light-guide construct. 
In these models, we will be discussing how these biological waveguides follow the Stiles-Crawford 
effect of the first kind, wavelength sensitivity of transmission, and Helmholtz’s reciprocity theorem 
of optics. Furthermore, we will be investigating the different sources of biological waveguides such 
as vertebrate photoreceptors, cochlear hair cells (similar to cilia), and fiber-optic plant tissues, as well 
as considering their applications and comparing their light-guiding effects to the theoretical models. 
The emphasis will be on waveguiding in vertebrate retinal photoreceptors, though similar consider-
ations apply to other systems.
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BIOLOGICAL WAVEGUIDES  8.3

8.3 WAVEGUIDING IN RETINAL PHOTORECEPTORS 
AND THE STILES-CRAWFORD EFFECT

Photoreceptor optics is defined as the science that investigates the effects of the optical properties of the 
retinal photoreceptors—namely, their size, shape, refractive index, orientation, and arrangement—on 
the absorption of light by the photopigment, as well as the techniques and instrumentation neces-
sary to carry out such studies. It also explores the physiological consequences of the propagation of 
light within photoreceptor cells. The Stiles-Crawford effect of the first kind1 (SCE I), discovered in 
1933, represents a major breakthrough in our understanding of retinal physiology and the mod-
ern origin of the science of photoreceptor optics. The SCE I refers to the fact that visual sensitivity 
in normal eyes is greatest for light entering near the center of the eye pupil, and the response falls 
off roughly symmetrically from this peak. The SCE I underscores the fact that the retina is a com-
plex optical processing system whose properties play a fundamental role in visual processing. The 
individual photoreceptors (rods and cones) behave as light collectors which capture the incident 
light and channel the electromagnetic energy to sites of visual absorption, the photolabile pigments, 
where the transduction of light energy to physicochemical energy takes place. The photoreceptors 
act as classic fiber-optic elements and the retina can be thought of as an enormous fiber bundle (a 
typical human retina has about 130 × 106 receptors). Some aspects of the behavior of this fiber optic 
bundle can be studied using the SCE I function, a psychophysical measurement of the directional 
sensitivity of the retina. The SCE I is an important index reflecting waveguide properties of the ret-
ina and is a psychophysical measurement of the directional sensitivity of the retina. The SCE I can 
be used to elucidate various properties, and the photodynamic nature, of the photoreceptors. The 
SCE I can also be used to indicate the stage and degree of various retinal abnormalities. The reader is 
referred to the literature for detailed discussion of various aspects of photoreceptor optics.2–5 A col-
lection of classic reprints on the Stiles-Crawford effect and photoreceptor optics has been published 
by the Optical Society of America.6 The books by Dowling7 and Rodieck,8 for example, give good 
basic information on the physiology of the retina as well as discussions of the physical and chemical 
events involved in the early stages of visual processing. Additionally, there is a color effect, known as 
the Stiles-Crawford effect of the second kind (SCE II). Here, if the locus of entry of a beam in the 
entrance pupil of the eye is changed, it altered the perceived hue and saturation of the retinal image. 
The SCE II will not be dealt with in this chapter and the reader is referred to the literature.9,10 Added 
features of the SCE are addressed in the following chapter. 

8.4 WAVEGUIDES AND PHOTORECEPTORS

It appears as though there are two major evolutionary lines associated with the development of 
visual receptors: the ciliary type (vertebrates) and the rhabdomeric type (invertebrates). Besides 
being different in structure, the primary excitation processes also differ between these two types of 
detectors. Ciliary type (modified hair) detectors are found in all vertebrate eyes. They have certain 
common features with other sensory systems, for example, the hair cells of the auditory and ves-
tibular systems. It is possible to say that all vertebrate visual detectors have waveguides associated 
with the receptor element. The incident light is literally guided or channeled by the receptor into the 
outer segment where the photosensitive pigments are located. In other words, the fiber transmits 
radiant energy from one point (the entrance pupil or effective aperture of the receptor) to other 
points (the photolabile pigment transduction sites). Given the myriad characteristics found in pho-
toreceptors in both vertebrate and invertebrate eyes (including numerous superposition and appo-
sition eyes), what is common in all species is the presence of the fiber-optic element. It appears as 
though fiber-optic properties evolved twice in the vertebrate and invertebrate receptors. This fact 
emphasizes the importance of these fiber-optic properties.

Like any optical device, the photoreceptor as a waveguide can accept and contain light incident 
within a solid angle about its axis. Therefore, all waveguides are directional in their acceptance of light 
and selection of only a certain part of the incident electromagnetic wavefront for transmittance to the 
transducing pigment.
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8.4  VISION AND VISION OPTICS

The detailed analysis of optics and image formation in various forms of vertebrate and inverte-
brate eyes is beyond the scope of this chapter (see Refs. 11 and 12 as well as Chap. 1 in this volume for 
excellent reviews). However, all such eyes must share a common characteristic. That is, each detecting 
element must effectively collect light falling within its bound and each must “view” a slightly differ-
ent aspect of the external world, the source of visual signal. Because of limitations of ocular imagery, 
there must be a degree of overlap between excitation falling on neighboring receptors; there is also 
the possibility of optical cross talk. It has been postulated that there is an isomorphic correspondence 
between points on the retina and a direction in (or points in) real (the outside world) space. A num-
ber of primary and secondary sources of light stimulus for the organism are located in the outside 
world. The organism has to locate those stimuli falling within its field of view and to relate those 
sensed objects to its own egocentric (localization) frame of reference. Let us assume that there is a 
fixed relationship between sense of direction and retinal locus. The organism not only needs to dif-
ferentiate between different directions in an orderly manner, but it must also localize objects in space. 
This implies that a pertinent incident visual signal is identifiable and used for later visual process-
ing. Further, directionality-sensitive rods and cones function most efficiently only if they are axially 
aligned with the aperture of the eye, that is, the source of the visual signal. Thus, it becomes necessary 
to relate the aperture of the receptor as a fiber-optic element relative to the iris aperture. The reti-
nal receptor-waveguide-pupillary aperture system should be thought of as an integrated unit that is 
designed for optimization of light capture of quanta from the visual signal in external space and for 
rejection of stray light noise in the eye/image. A most interesting lens-aperture-photoreceptor system 
in the invertebrate world is that of a copepod, Copilia. The Copilia has a pair of image-forming eyes 
containing two lenses, a corneal lens and another lens cylinder (with an associated photoreceptor), 
separated by a relatively enormous distance. Otherwise, the photoreceptor system is similar to the 
insect eye. Copilia scans the environment by moving the lens cylinder and the attached photoreceptor. 
The rate of scan varies from about five scans per second to one scan per two seconds. This is like a 
mechanical television camera. There are other examples of scanning eyes in nature.12

The retina in the vertebrate eye is contained within the white, translucent, diffusing, integrating-
sphere-like eye. It is important to realize that the retinal receptor “field of view” is not at all limited by 
the pupillary aperture. The nonimaged light may approach the receptor from virtually any direction. 
In Fig. 1 the larger of the two converging cones of electromagnetic energy is meant to portray (in a 

FIGURE 1 Schematic drawing showing light incidence at a single pho-
toreceptor. Light incident on the retina has a maximum angle of incidence of 
about ±10˚ for a receptor at the posterior pole of the eye. Stray light may enter 
the receptor over a much larger acceptance angle (shown by the larger cone).

Integrating sphere-like eyeball

Stray light
acceptance cone

Photoreceptor Cone of incident
light through pupil Eye pupil
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BIOLOGICAL WAVEGUIDES  8.5

limited sense) the extent of the solid angle over which energy may impinge on the receptor. While 
stray light from any small part of this vast solid angle may be small, the total, when integrated over the 
sphere surrounding the receptor, may be quite a significant sum. To prevent such noise from destroy-
ing image quality, the organism has evolved specific mechanisms, including screening dark pigments 
in the choroid and pigment epithelium, morphological designs, photomechanical changes, aligned 
photolabile pigment and fiber-optic properties, and in a number of species, a tapetum.

Since the pupillary aperture is the source of the pertinent visual signal, the primary purpose of the 
retinal fiber-optic element, the receptor, is to be a directionally selective mechanism, which accepts 
incident light from only within a rather narrow solid angle. Given that the receptor has a rather nar-
row, limiting aperture, exhibits directionality, and favors absorption of light passing along its axis, this 
optical system will be most effective if it is aligned with the source of the signal, the pupillary aperture. 
This argument applies equally for cones and rods.

In order for a material to serve as a fiber-optic element, the material must be reasonably transparent 
and have a refractive index that is higher than the immediately surrounding medium. To reduce cross 
talk in an array of such fiber-optic elements, they must be separated by a distance approximately equal 
to or greater than a wavelength of light by a medium having a lower index of refraction than the fiber. 
The inner and outer segments of retinal photoreceptors and the separating interstitial matrix satisfy 
such condition. The index of refraction of biological materials is generally dependent on the concen-
tration of large molecules of proteins, lipids, and lipoproteins. The receptor has a high concentration of 
such solids. These materials are in low concentrations in the surrounding interstitial matrix space. As 
examples, Sidman13 has reported refractive index values of 1.4 for rod outer segments, 1.419 for foveal 
cone outer segments, and a value between 1.334 and 1.347 for the interstitial matrix in the primate 
retina. Enoch and Tobey14 found a refractive index difference of 0.06 between the rod outer segment 
and the interstitial matrix in frogs. Photoreceptors are generally separated by about 0.51 μm. A mini-
mum of about 0.5 μm (1 wavelength in the green part of the spectrum) is needed. Separation may be 
disturbed in the presence of pathological processes. This can alter waveguiding effects, transmission as 
a function of wavelength, directionality, cross talk, stray light, resolution capability, and the like.

8.5 PHOTORECEPTOR ORIENTATION 
AND ALIGNMENT

As noted above, Stiles and Crawford1 found that radiant energy entering the periphery of the dilated 
pupil was a less effective stimulus than a physically equal beam entering the pupil center. Under 
photopic foveal viewing conditions, it was found that a beam entering the periphery of a pupil had 
to have a radiance of from 5 to 10 times that of a beam entering the pupil center to have the same 
subjective brightness. Stiles and Crawford plotted a parameter h, defined as the ratio of the lumi-
nance of the standard beam (at pupil center) to that of the displaced beam at photometric match 
point as a function of the entry portion of the displaced beam. The resultant curve has essentially a 
symmetric falloff in sensitivity (Fig. 2). This cannot be explained as being due to preretinal factors 
and this directional sensitivity of the retina is known as the Stiles-Crawford Effect of the first kind 
(SCE I). Later a chromatic effect (alteration of perceived hue and saturation of displaced beam) was 
also discovered that is called the Stiles-Crawford Effect of the second kind.9.10 SCE I is unaffected by 
polarized light. Normative values of the parameters of this function describing the effect (as well as 
various mathematical descriptions) can be found in Applegate and Lakshminarayanan.15

The directionality of photoreceptors depends upon the acceptance angles of individual photo-
receptors and on the variability of their orientation within the tested photoreceptor population. 
MacLeod16 developed a selective adaptation technique to study the variability of photoreceptor ori-
entations and concluded that foveal cones were aligned with great precision (similar results were 
shown, for example, Burns et al.17 using reflectometry methods). Roorda and Williams18 measured 
the orientations of individual cones and found the average disarray to be 0.17 mm in the pupil plane 
and point out that this disarray accounts for less than 1 percent of the breadth of the overall tuning 
function. 
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8.6  VISION AND VISION OPTICS

The directionality of photoreceptors is due to their structure that makes them act as optical fibers. 
Therefore, measurement of photoreceptor directionality is an important tool for testing the physical 
properties of photoreceptors in vivo. Much valuable information has been obtained from studies of 
patients with pathologies or conditions that affect the photoreceptor (and adjoining structures) lay-
ers. However clinical studies are limited by the fact that psychophysical methods are time consuming 
and require excellent cooperation from the subject. Therefore, different reflectometric methods have 
been developed.

Krauskopf19 was the first to show a direct correspondence between the psychophysical SCE and 
changes in reflectivity when the entry and exit pupils are moved. There are three major methods to 
measure the directional properties of photoreceptors by reflectometry. They are: (a) Moving entry 
and exit pupils method—here the angles of incidence and reflection at the retina are changed in 
tandem. This method has been applied to design the photoreceptor alignment reflectometer20 and a 
custom built Scanning Laser Ophthalmoscope.21 (b) Moving exit pupil method—in this method the 
entrance pupil remains fixed and this desing was applied to the reflectometers of van Blokland22,23

and Burns et al.24 (c) Moving entrance pupil method25—Roorda and Williams18 applied this method 
to sample fields as small as a single cone by means of the Rochester adaptive optics ophthalmoscope. 
(See Chap. 15 in this volume for a discussion of adaptive optics in vision science).

Histological and x-ray diffraction studies show that in many species, including human, photo-
receptors tend to be oriented not toward the center of the eye, but toward an anterior point. This 
pointing tendency is present at birth. The directional characteristics of an individual receptor are 
difficult to assess, and cannot, as yet, be directly related to psychophysical SCE I data. If one assumes 
that there is a retinal mechanism controlling alignment and that the peak of the SCE I represents the 
central alignment tendencies of the receptors contained within the sampling area under consider-
ation, it is possible to investigate where the peak of the receptor distribution is pointed at different loci 
tested across the retina and to draw conclusions relative to the properties of an alignment system or 
mechanism. Results of the SCE I functions studied over a wide area of the retina show that the overall 
pattern of receptor orientation is toward the approximate center of the exit pupil of the eye. 
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FIGURE 2 Psychophysically measured Stiles-
Crawford function for left and right eyes of an observer. 
Nasal and temporal refer to direction with respect to pupil 
center. The observer’s task is to match the brightness of a 
beam whose point of entry is varied in the pupil to a fixed 
beam coming in through the center of the pupil.
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BIOLOGICAL WAVEGUIDES  8.7

This alignment is maintained even up to 35° in the periphery. There is a growing evidence that recep-
tor orientation is extremely stable over time in normal observers.26

Photoreceptor orientation disturbance and realignment of receptors following retinal disorders 
have also been extensively studied. A key result of these studies is that with remission of the patho-
logical process, the system is often capable of recovering orientation throughout life. Another crucial 
conclusion from these studies is that alignment is locally controlled in the retina (e.g., Ref. 27). The 
stability of the system, as well as corrections in receptor orientation after pathology, implies the 
presence of at least one mechanism (possibly phototropic) for alignment. Even though the center-of-
the-exit-pupil-of-the-eye receptor alignment characteristic is predominant, rare exceptions to this 
have been found. These individuals exhibit an approximate center-of-the-retinal-sphere-pointing 
receptor alignment tendency (Fig. 3).28 Though certain working hypotheses have been made,29 what 
maintains the receptor is an open unanswered question and is the subject of current research that is 
beyond the scope of this chapter. Eckmiller,30 for example, has proposed that the alignment of pho-
toreceptors is accomplished by a feedback controlled bending of the cell at the myoid. Some unspeci-
fied local changes are thought to occur within the myoid that activate molecular motors and induce 
local movements by cytoskeletal elements, and bending can be accomplished by a differential change 
in the myoid at different positions around the cell perimeter. To summarize, the resultant direction-
ality must reflect the properties of the media, the waveguide properties of receptors, the alignment 
properties of photolabile pigments, and so forth. Mechanical tractional effects also affect receptor 
alignment (e.g., Refs. 31 and 32). Other factors could include stress due to microscars, traction or 
shear forces due to accommodation, inertial forces during saccades, local growth for example, in high 
myopia, and the like. The SCE I function obtained experimentally depends upon all these factors as 
well as the sum of photoreceptor alignment properties sampled in the retinal test area. The response 
is dominated by the receptor units most capable of responding in the test area and is affected by the 
level of light adaptation.

What are the functional visual consequences of SCE I? Recent studies have dealt with this question 
(e.g., Ref. 33). SCE is important in photometry and retinal image quality (see Chap. 9). Calculations 
for change in effective retinal illuminance were first given by Martin34 and expanded on by Atchison 
et al.35 Baron and Enoch,36 used a half-sensitivity, half-width measurement of retinal directional sen-
sitivity as the basis for integrating a parabolic approximation of the SCE over the pupillary area. It 
is possible to define an “effective” troland which takes into account the SCE compensated entrance 
pupil area. These studies show that increasing the pupil size from 2- to 8-mm diameter provides an 
increase in effective retinal illuminance of about 9 times rather than the 16 times increase in pupil area. 

(b)(a)

FIGURE 3 Inferred photoreceptor alignment from SCE measurements. (a) The more usual center-
of-the-exit-pupil pointing tendency. (b) Center-of-the-retinal-sphere pointing tendency (rare).
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8.8  VISION AND VISION OPTICS

The influence of the SCE on visual functions can be investigated by using filters based on the apodiza-
tion model of the SCE.37,38 Rynders et al.39 developed SCE neutralizing filters, but provided few details. 
Following up, Scott et al.40 have described construction of practical filters to achieve neutralization of 
the SCE. When light from the edge of a large pupil plays a significant role in degrading retinal image 
quality, attenuating this light by the effective SCE I apodization will, of course, improve image qual-
ity. In general, the magnitude of this improvement will depend on the magnitude of the SCE and the 
level of blur caused by marginal rays. The presence of aberrations influences the impact of the SCE 
apodization on defocused image quality. Since defocus of the opposite sign to that of the aberration 
can lead to well-focused marginal rays, attenuating these well-focused rays with apodization will not 
improve image quality.41 In addition to generally attenuating the impact of defocus on image contrast, 
this apodization will effectively remove some of the phase reversals (due to zero crossings of the mod-
ulation transfer function) created by positive defocus. The displacement of phase reversals to higher 
spatial frequencies will have a direct impact on defocused visual resolution. Spatial tasks in which 
veridical phase perception is critical will be significantly more resistant to positive defocus because of 
the SCE. However, Atchison et al.41,42 suggest that SCE has little effect on image quality when dealing 
with well centered pupils. Zhang et al.33 have used a wave optics model to examine the effects of SCE 
and aberrations and have compared the results with psychophysical measurements of the effect of 
defocus on contrast sensitivity and perceived phase reversals. They found that SCE apodization had 
the biggest effect on defocused image quality only when defocus and spherical aberration have the 
same sign and conclude that SCE can significantly improve defocused image quality and defocused 
vision particularly for tasks that require veridical phase perception.  It has been argued that measure-
ments of the transverse chromatic aberration (TCA) can be affected due to SCE. Various studies show 
that the effect of the SCE on the amount of TCA varies strongly across individuals, and between eyes 
in the same individual. In conclusion, it is thought that aberrations and SCE modify the amount and 
direction of TCA, and SCE does not necessarily reduce the impact of TCA.43 Longitudinal chromatic 
aberration, on the other hand, is only slightly affected by SCE I. It has also been shown that decenter-
ing the SCE produces an appreciable shift in subjective TCA for large pupil sizes.42

The wavelength dependence of the SCE has been explained by using a model of fundus reflectance 
developed by van de Kraats et al.44 Berendschot et al.45 showed that a there is a good fit between the 
model (based on geometrical optics) and experimental data, if self-screening and backscattered cho-
roidal light are included in the model.

Is the retina an optimal instrument? To answer this question, Marcos and Burns46 studied both 
wavefront aberration and cone directionality. They concluded that cone directionality apodization 
does not always occur at the optically best pupillary region and that in general ocular optics and cone 
alignment do not develop toward an optimal optical design.

8.6 INTRODUCTION TO THE MODELS AND 
THEORETICAL IMPLICATIONS

First, we need to explore the theoretical constructs or models of the biological waveguide systems 
based on the photoreceptors to get a full appreciation of how these models transmit light through 
their structure. There are two models of biological waveguide systems that will be discussed here. 
The first model, which is the retinal layer of rods and cones, is defined as beginning approximately 
at the external limiting membrane (ELM; Fig. 4), and it is from that boundary that the photorecep-
tors are believed to take their orientation relative to the pupillary aperture. In any local area within 
that layer, the photoreceptors are roughly parallel cylindrical structures of varying degrees of taper, 
which have diameters of the order of magnitude of the wavelength of light, and which are separated 
laterally by an organized lower refractive index substance, called the interphotoreceptor matrix (IPM). 
The photoreceptors thus form a highly organized array of optical waveguides whose longitudinal 
axes are, beginning at the ELM, aligned with the central direction of the pupillary illumination. The 
IPM serves as a cladding for those waveguides. We will assume that the ELM approximates the inner 
bound of the receptor fiber bundle for light that is incident upon the retina in the physiological 
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BIOLOGICAL WAVEGUIDES  8.9

direction.47 Portions of the rod and cone cells that lie anterior to the ELM are not necessarily aligned 
with the pupillary aperture, and might be struck on the side, rather than on the axis, by the incident 
illumination. Some waveguiding is observed for a short distance into this region. However, these 
portions of the rod and cone cells anterior to the ELM would only be weakly excited by the incom-
ing light.

Figure 5 shows the three-segment model that is generally used, denoting the idealized photorecep-
tor. All three segments are assumed to have a circular cross section, with uniform myoid and outer 
segment and a smoothly tapered ellipsoid. For receptors with equal myoid and outer segment radii, 
the ellipsoid is untapered. In this model, the sections are taken to be homogeneous, isotropic, and of 
higher refractive index than the surrounding near homogeneous and isotropic medium, which is the 
IPM. Both the myoid and the ellipsoid are assumed to be lossless, or nonabsorbing, since the cyto-
chrome pigments in the mitochondria of the ellipsoids are not considered in this model. Absorption 
in the outer segments by the photolabile pigment molecules aligned within the closely packed disk 
membranes is described by the Naperian absorption coefficient (a). The aperture imposed at the ELM 
facilitates calculation of the equivalent illumination incident upon the receptor.

A number of assumptions and approximations have been made for these two models described 
above:

1. The receptor cross section is approximately circular and its axis is a straight line. This appears 
to be a reasonable assumption for the freshly excised tissue that is free of ocular diseases or 
pathology.

 2. Ellipsoid taper is assumed to be smooth and gradual. Tapers that deviate from these conditions 
may introduce strong mode coupling and radiation loss.

 3. Individual segments are assumed to be homogeneous. This is a first-order approximation, as each 
of the photoreceptor sections has different inclusions, which produce local inhomogeneities.
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FIGURE 4 Schematic diagram of the retina and the photoreceptor. (a) Retinal layers. 
Note: the direction of light travel from the pupil is shown by the arrow.
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FIGURE 4 (Continued) (b) Structure of the cone and rod photoreceptor cells.
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FIGURE 5 (a) Generalized three-segment model of an idealized photoreceptor. (b) View of retinal mosaic 
from the ELM (external limiting membrane), which is the aperture plane of the biological waveguide model 
for photoreceptors. The solid circles represent myoid cross sections. (c) Illustration of optical excitation of 
retinal photoreceptor showing radiation loss, funneling by ellipsoid taper, and absorption in the outer segment. 
Regions of darker shading represent greater light intensity.
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8.12  VISION AND VISION OPTICS

 4. Individual segments are assumed to be isotropic as a first-order approximation. However, in real-
ity, the ellipsoid is packed with highly membranous mitochondria whose dimensions approach the 
wavelength of visible light, and which are shaped differently in different species. The mitochondrion- 
rich ellipsoid introduces light scattering and local inhomogeneity. The outer segment is composed 
of transversely stacked disks, having a repetition period an order of magnitude smaller than the 
wavelength of light; in addition, these outer segments contain photolabile pigment.

 5. Linear media are assumed. Nonlinearities may arise from a number of sources. These could 
include the following:

  •  Absorption of light is accompanied by bleaching of the photopigments and the production of 
absorbing photoproducts that have different absorption spectra from those of the pigments. 
Bleaching is energy and wavelength dependent and the bleached pigment is removed from 
the pool of available pigment, thus affecting the absorption spectrum. Under physiological 
conditions in the intact organism where pigment is constantly renewed, the relatively low 
illumination levels that result in a small percent bleach can be expected to be consistent with 
the assumed linearity. However, with very high illumination levels where renewal is virtually 
nonexistent, researchers must utilize special procedures to avoid obtaining distorted spectra 
(e.g., albino retina).

  •   Nonlinearity may arise in the ellipsoid owing to illumination-dependent activity of the mito-
chondria, since it has been shown that mitochondria of ellipsoid exhibit metabolically linked 
mechanical effects. If such effects occurred in the retina, then illumination-driven activity 
could alter inner segment scattering.

  •   Some species exhibit illumination-dependent photomechanical responses that result in gross 
movement of retinal photoreceptors. That movement is accompanied by an elongation or 
contraction of the myoid in the receptor inner segment and has been analyzed in terms of 
its action as an optical switch.48 In affected species, rod myoids elongate and cone myoids 
shorten in the light, while rod myoids contract and the cone myoids elongate in the dark. In 
the light, then, the cones lie closer to the outer limiting membrane and away from the shielding 
effect of the pigment epithelial cell processes, and contain absorbed pigment, while the pigment 
granules migrate within the pigment epithelial processes.49

 6. The refractive indices of the segment are assumed to be independent of wavelength, which 
completely contradicts the definition of the refractive index, which is n = c/v where v (velocity) = 
f (frequency) · l (wavelength), and v is proportional to wavelength because f is constant for all 
media. Therefore, a change in the velocity dependent on wavelength also changes the refractive 
index in real life.

 7. The medium to the left of the external limiting membrane is assumed to be homogeneous. 
However, in reality, although the ocular media and inner (neural) retina are largely transparent, 
scattering does occur within the cornea, aqueous, lens, vitreous, and inner retina. Preparations 
of excised retina will be devoid of the ocular media, but the inner retina will be present. In turn, 
the preparations would account for light scattering upon light incidence.

 8. It is assumed that the medium surrounding the photoreceptors is homogeneous and nonab-
sorbing. Again, this is an approximation. Microvilli originating in the Müller cells extend into 
the space between the inner segments, and microfibrils of the retina pigment epithelium (RPE)
surround portions of the outer segments. Also, the assumption of homogeneity of the surround 
neglects the reflection and backscatter produced by the RPE, choroid, and sclera. Note that 
preparations of excised retinae that are used for observing waveguiding are usually (largely) 
devoid of interdigitating RPE.

 9. In some species the outer segment is tapered. Gradual taper can be accommodated in the 
model. Sharp tapers, however, must be dealt with separately.

10. The exact location of the effective input plane to the retinal fiber optics bundle is not known; 
however, in early studies it was assumed that the ELM was the effective inner bound of the reti-
nal fiber bundle. To date, though, universal agreement does not exist regarding the location of 
the effective input plane; some investigators assume it to be located at the outer segment level.

Bass_v3ch08_p001-034.indd 8.12 8/21/09 11:42:06 AM

DO
 N

OT
 D

UP
LI

CA
TE



BIOLOGICAL WAVEGUIDES  8.13

11. In species with double cones (e.g., goldfish), the two components may often not be of equal 
length or contain identical photolabile pigments.

Next, we will evaluate the electromagnetic validity of the preceding models based on the assump-
tions discussed above. An additional assumption is that meaningful results relating to the in situ prop-
erties of a retinal photoreceptor can be obtained by means of calculations performed upon a single 
photoreceptor model. Involved here are considerations regarding optical excitation, optical coupling 
between neighboring receptors, and the role of scattered light within the retina. These assumptions 
may be summarized as follows:

1. The illumination incident upon the single photoreceptor through the aperture in Fig. 5 is taken 
to be representative of that illumination available to an individual receptor located in the retinal 
mosaic. Figure 5b illustrates the cross section of a uniform receptor array as seen from the ELM. 
For a uniformly illuminated, infinitely extended array, the total illumination available to each 
receptor would be that falling on a single hexagonal area.

2. The open, or unbounded, transverse geometry of the dielectric waveguide supports two classes 
of modes, referred to as bound, guided, or trapped modes, and unbound, unguided, or radia-
tion modes. Different behavior is exhibited by the two mode species. As their names suggest, the 
bound modes carry power along the waveguide, whereas the unbound or radiation modes carry 
power away from the guide into the radiation field (Fig. 5c). From a ray viewpoint, the bound 
modes are associated with rays that undergo total internal reflection and are trapped within the 
cylinder; unbound modes are associated with rays that refract or tunnel out of the cylinder. These 
modes are obtained as source-free solutions of Maxwell’s equations and are represented in terms 
of Bessel and Hankel functions (for a cylindrical geometry). These mode shapes show a high 
degree of symmetry. A full discussion of waveguide theory can be found in Snyder and Love.50

3. Coherent illumination of the photoreceptors is assumed. Here, the equivalent aperture of the 
photoreceptor is defined to be the circle whose area is equal to that of the hexagon seen in Fig. 5b
specified by the appropriate intercellular spacing and inner segment diameter.

The earliest analyses of light propagation within the retinal photoreceptors employed geometric 
optics. As early as 1843, Brucke discussed the photoreceptor’s trapping of light via total internal reflec-
tion (as quoted by von Helmholtz),51 but stopped just short of attributing a directionality to vision. 
In fact, Hannover had observed waveguide modes in photoreceptors,52 but interpreted them as being 
cellular fine structure (Fig. 6). Interest resumed after the discovery of the Stiles-Crawford effect of the 

FIGURE 6 Drawing of frog outer segment viewed end-on. (From Ref. 21.)
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8.14  VISION AND VISION OPTICS

first kind (SCE I). O’Brien53 suggested a light-funneling effect produced by the tapered ellipsoids, and 
Winston and Enoch54 employed geometric optics to investigate the light-collecting properties of the 
retinal photoreceptor.

Recall the behavior of rays incident upon the interface separating two dielectric media (see Fig. 7a). 
Rays incident from medium 1 at an angle q1 to the interface normal, will be refracted at an angle q2 in 
medium 2; the angles are related by Snell’s law where:

 n1 sin q1 = n2 sin q2 (1)

where n1 and n2 are the refractive indices of media 1 and 2, respectively. As shown in Fig. 6a, the 
refracted rays are bent toward the interface, since the incidence is from a medium of greater refrac-
tive index toward a medium of lesser refractive index. In this situation, the limiting angle of inci-
dence angle qL equals the critical angle of the total internal reflection, for which the refracted ray 
travels along the interface (angle q2 = 90°); from Snell’s law, the critical angle = arcsin (n2/n1). Rays 
incident at angles smaller than critical angle will undergo partial reflection and refraction; rays inci-
dent at angles equal to or larger than critical angle will undergo total internal reflection.

Let us now consider the pertinent geometry involved with a dielectric cylinder. A circular dielectric 
cylinder of refractive index n1 is embedded in a lower-refractive-index surround n2. Light is incident 
upon the fiber end face at an angle q to the z or cylinder axis from a third medium of refractive index 
n3 < n1 (Fig. 7b). We consider the meridional rays, that is, rays which intersect the fiber axis. There are 
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FIGURE 7 (a) Reflection and refraction of light rays incident upon an interface separating two different 
media. (b) Ray optics analysis of light incident on an idealized cylindrical photoreceptor (see text for details).
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BIOLOGICAL WAVEGUIDES  8.15

three possibilities for meridional rays, shown by rays 1 through 3. Once inside the cylinder, ray 1 is 
incident upon the side wall at an angle smaller than the critical angle, is only partially reflected, and 
produces, at each reflection, a refracted ray that carries power away from the fiber. Ray 2 is critically 
incident and is thus totally reflected; this ray forms the boundary separating meridional rays that are 
refracted out of the fiber from meridional rays that trapped within the fiber. Ray 3 is incident upon 
the side wall at an angle greater than the critical angle, and is trapped within the fiber by total internal 
reflection.

Ray optics thus predicts a limiting incidence angle qL, related to the critical angle via Snell’s law, 
given by

 n3 sin qL = [(n1)
2 − (n2)

2]1/2 (2)

for which incident meridional rays may be trapped within the fiber. Only those rays incident upon 
the fiber end face at angles q < limiting angle qL are accepted; those incident at greater angles are 
quickly attenuated owing to refraction. The numerical aperture (NA) of the fiber is defined to be 
n3 sin qL.

Application of meridional ray optics thus yields an acceptance property wherein only rays incident 
at q < qL are trapped within the fiber. One thing to note is that the greater the angle of incidence is, the 
faster the attenuation of light will be through the fiber. This result is consistent with results obtained 
with electromagnetic waveguide modal analysis, which show that the farther away from a cutoff a mode 
is, the more tightly bound to the cylinder it is, and the closer its central ray is to the cylinder axis.

Geometric optics predicts that an optical fiber can trap and guide light; however, it does not pro-
vide an accurate quantitative description of phenomena on fibers having diameters of the order of 
the wavelength of visible light, where diffraction effects are important. Also, taking a simplified elec-
tromagnetic analysis of the photoreceptor waveguide model, illumination is assumed to be mono-
chromatic, and the first Born approximation55—which ignores the contribution of waves that are 
scattered by the apertures—is used to match the incident illumination in the equivalent truncating 
aperture to the modes of the lossless guide that represents the myoid. Modes excited on the myoid 
are then guided to the tapered ellipsoid. Some of the initially excited radiation field will have leaked 
away before the ellipsoid is reached. Each segment is dealt with separately; thus, the ellipsoid will 
guide or funnel the power received from the myoid to the outer segment. Since each segment is 
dealt with separately, and because the modes of those segments are identical to those of an infinitely 
extended cylinder of the same radius and refractive index, the dielectric structure is considered to 
have an infinite uniform dielectric cylinder of radius p and refractive index n1 embedded in a lower-
refractive-index surround n2.

8.7 QUANTITATIVE OBSERVATIONS OF 
SINGLE RECEPTORS

The first observations of waveguide modal patterns in photoreceptors were made by Enoch.47,56–58

Given that vertebrate photoreceptors act as waveguides, in order to treat the optics of a single recep-
tor theoretically, it is modeled as a cylindrical waveguide of circular symmetry, with two fixed indi-
ces of refraction inside and outside the guide. Note that light is propagated along the guide in one 
or more of a set of modes, each associated with a characteristic three-dimensional distribution of 
energy density in the guide. In the ideal guide their distributions may be very nonuniform but will 
show a high degree of symmetry. Modes are grouped into orders, related to the number of distinct 
modal surfaces on which the electromagnetic fields go to zero. Thus, in Fig. 8, the lowest (first) order 
mode (designated HE11) goes to zero only at an infinite distance from the guide axis. Note that for 
all modes the fields extend to infinity in principle. At the terminus of the guide the fiber effectively 
becomes an antenna, radiating light energy into space. If one observes the end of an optical wave-
guide with a microscope, one sees a more or less complex pattern of light which roughly approximates 
a cross section through the modes being transmitted.
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energy as a function of the V parameter for some commonly observed modal 
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BIOLOGICAL WAVEGUIDES  8.17

The optical properties of the ideal guide are completely determined by a parameter called the 
waveguide parameter V, defined by

 V = (pd/l) [(n1)
2 − (n0)

2]1/2 (3)

where d is the diameter of the guide, l the wavelength in vacuum, and n1 and n0 are the indices of 
refraction of the inside (core) and outside (cladding) of the fiber, respectively. For a given guide, 
V is readily changed by changing wavelength as shown above. With one exception, each of the 
various modes is associated with a cutoff value, Vc, below which light cannot propagate indefi-
nitely along the fiber in that mode. Again, the lowest order, HE11, mode does not have a cutoff 
value. V may be regarded as setting the radial scale of the energy distribution; for V >> Vc, the 
energy is concentrated near the axis of the guide with relatively little transmitted outside the core. 
As V approaches Vc, the energy spreads out with proportionally more being transmitted outside 
the guide wall. A quantity h (not to be confused with the relative luminous efficiency defined 
for SCE I) has been defined that represents the fraction of transmitted energy which propagates 
inside the guide wall. For a given mode or combination of modes and given V, h can be evaluated 
from waveguide theory. Figure 8a shows schematic representations of the mode patterns com-
monly observed in vertebrate receptors, cochlear hair cells, cilia (various), and the like, together 
with Vc for the corresponding modes. Figure 8b shows values of h as a function of V for some of 
the lower order modes.59

It is evident that an understanding of receptor waveguide behavior requires a determination of V
for a range of typical receptors. An obvious straightforward approach is suggested, where if one could 
determine V at any one wavelength, it could be found for other wavelengths by simple calculation. 
How is this done? If one observes a flat retinal preparation illuminated by a monochromator so that 
the mode patterns are sharp, then by rapidly changing the wavelength throughout the visible spec-
trum, some of the receptors will show an abrupt change of the pattern from one mode to another. 
This behavior suggests that for these receptors V is moving through the value of Vc for the more 
complex mode resulting in a change in the dominant mode being excited. To be valid, this approach 
requires that the fraction of energy within the guide (h) should fall abruptly to zero at cutoff. In 
experimental studies, it has been shown that h does go to zero at cutoff for the second-order modes 
characterized by bilobed or thick annular patterns as shown in Fig. 8. These modes include HE12, TE01,
TM01, TM01(TE01 + HE21), and (TM01 + HE21). Figure 9 displays some waveguide modes obtained in 
humans and monkeys, as well as variation with wavelength. In turn, it has been discovered that these 
second-order modal patterns are by far the most frequently observed in small-diameter mammalian 
receptors. Also, a detailed understanding of receptor-waveguide behavior requires accurate values for 
guide diameters. Another fact to note concerning parameter V is that the indices of refraction of the 
entire dielectric cylinder are fairly constant with no pronounced change in waveguide behavior as 
determined from past experimental studies. For reinforcement, considerable power is carried outside 
the fiber for low (above cutoff) values of V. In the limit as V → infinity, the mode’s total power is car-
ried within the fiber.

The most complete study of the electrodynamics of visible-light interaction with the outer seg-
ment of the vertebrate rod based on detailed, first-principles computational electromagnetics model-
ing using a direct time integration of Maxwell’s equation in a two-dimensional space grid for both 
transverse-magnetic and transverse-electric vector field modes was presented by Piket-May, Taflove, 
and Troy.60 Detailed maps of the standing wave within the rod were generated (Fig. 10). The standing- 
wave data were Fourier analyzed to obtain spatial frequency spectra. Except for isolated peaks, the 
spatial frequency spectra were found to be essentially independent of the illumination wavelength. 
This finding seems to support the hypothesis that the electrodynamic properties of the rod contribute 
little if at all to the wavelength specificity of optical absorption.61 Frequency-independent structures 
have found major applications in broad band transmission and reception of radio-frequency and 
microwave signals. As Piket-May et al.60 point out, it is conceivable that some engineering applica-
tion of frequency-independent, retinal-rod-like structures may eventually result for optical signal 
processing.
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BIOLOGICAL WAVEGUIDES  8.19

8.8 WAVEGUIDE MODAL PATTERNS FOUND IN 
MONKEY/HUMAN RETINAL RECEPTORS

When a given modal pattern is excited, the wavelength composition of the energy associated with 
the propagation of that pattern in the retinal receptor (acting as a waveguide) may differ from the 
total distribution of energy at the point of incidence; for it is important to realize that the energy 
which is not transmitted is not necessarily absorbed by the receptor. It may be reflected and refracted 
out of the receptor. A distinct wavelength separation mechanism is seen to exist in those retinal 

FIGURE 10 Computed figure showing the magnitude 
of the optical standing wave within a retinal rod at three 
different wavelengths (475, 505, and 714 nm). White areas 
are standing wave peaks, dark areas standing wave nulls. 
(From Ref. 26.)
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8.20  VISION AND VISION OPTICS

receptors observed. In some instances, one type of modal pattern was seen having a dominant hue. 
Where multiple colors were seen in a given receptor unit, those colors in some instances were due 
to changes in modal pattern with wavelength. The appearance of multiple colors, observed when 
viewing the outer segments, occurred in some receptors where mode coupling or interactive effects 
were present. There are differences in the wavelength distribution of the energy transmitted to the 
terminal end of the receptor. In addition, there are differences in the spatial or regional distribution 
of that energy within the outer segments as a function of wavelength due to the presence of different 
modal patterns and interactions governed by parameter V.62

If the same well-oriented central foveal receptors of humans are illuminated at three angles of 
obliquity of incident light, other changes are observed. It is observed subjectively that increased obliq-
uity results in more red being transmitted, or less yellow and green being seen. Why does this occur? 
This phenomenon is dependent on the angle of incidence of light upon the receptor and the spectral 
sensitivity of the outer segment. First, the angle of incidence of light upon the receptor determines 
the amount of light transmitted through the receptor, as shown. Therefore, different values of V
result in different amounts of light being collected for a fixed angle of incidence, as well as in different 
shapes, hence, in different widths, of the respective selectivity curves. Also, as the angle of incidence 
approaches the limiting angle, there is a decrease in the amount of bound-mode power of light trans-
mitted through the receptor. In turn, absorption is greater for the larger-diameter receptors which, 
having higher V values, are more efficient at collecting light. So for higher amounts of light transmit-
ted through the receptor with less contrast of different hues, the receptor has a high V value (large 
myoid diameter) and the light incident upon it is closer to normal to the myoid’s surface versus its 
limiting angle. Another fact to note is that the absorption peak occurs at decreasing wavelengths 
for decreasing receptor radius, and the absorption curves broaden for decreasing radius of outer 
segment.

Also, since wavelength transmissivity, as well as total transmissivity, changes with obliquity of 
incidence, it may be further assumed that receptors that are not oriented properly in the retina will 
not respond to stimuli in the same manner as receptors that are oriented properly. In other words, 
disturbance in the orientation of receptors should result in some degree of anomalous color vision as 
well as visual acuity.55,63–65

It has been suggested that Henle fibers found in the retina may act as optical fibers directing light 
toward the center of the fovea.66 Henle fibers arise from cone cell bodies, and turn horizontally to run 
radially outward from the center of the fovea, parallel to the retinal surface. At the foveal periphery, 
the Henle fibers turn again, perpendicular to the retinal surface, and expand into cone pedicules. 
Pedicules of foveal cones form an annulus around the fovea. Cone pedicules are located between 100 
to 1000 μm from the center of the fovea and the Henle fibers connecting them to cone photoreceptor 
nuclear regions can be up to 300 μm long. If this hypothesis is correct, then Henle fiber-optic trans-
mission could increase foveal irradiance, channeling short wavelength light from perifoveal pedicules 
to the central fovea and increasing the fovea’s risk of photochemical damage from intense light 
exposure. This property has also been suggested as a reason for foveomacular retinitis burn without 
direct solar observation and could also be considered as a previously unsuspected risk in perifoveal 
laser photocoagulation therapy.

More recently, Franze et al.67 investigated intact retinal tissue and individual Muller cells, which 
are radial glial cells spanning the entire thickness of the retina. Transmission and reflection confo-
cal microscopy of retinal tissue in vivo and in vitro showed that these cells provide a low scattering 
passage for light from the retinal surface to the photoreceptors. In addition, using a modified dual 
beam laser trap, these researchers were able to demonstrate that these individual cells act as optical 
fibers. Their parallel array in the retina is analogous to fiberoptic plates used for low-distortion image 
transfer.  It should be noted that these cells have an extended funnel shape, a higher refractive index 
than their surrounding tissue and are oriented along the direction of light propagation. Calculation 
of the V parameter showed that it varied from 2.6 to 2.9 (at 700 nm) for the different parts along the 
Muller cell, which is sufficiently high for low loss propagation of a few modes in the structure at this 
long wavelength. In the more intermediate wavelengths, the V varies from 3.6 to 4.0. Even though 
the refractive index and diameter of the cells change along their length, the V parameter and thus, 
their light guiding capability is very nearly constant. Unlike photoreceptors, muller cells do not have 
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BIOLOGICAL WAVEGUIDES  8.21

the smooth cylindrical shape and have complex side branching processes. Their inclusion, using an 
“effective index” actually increases the V parameter. Therefore, even though Muller cells have a com-
plex morphology, they can function as optical waveguides for visible light.

Modern theories of the Stiles-Crawford Effect I (SCE I) have used waveguide analysis to describe 
the effect. The most noteworthy is that of Snyder and Pask.68 Snyder and Pask hypothesized an ideal 
“average” foveal cone with uniform dimensions and refractive indices. The cone is thought to be made 
up of two cylinders representing inner and outer segments. The response of a single cone is assumed to 
be a monotonically increasing function of absorbed light. The psychophysical response is assumed 
to be a linear combination of single-cone responses. Values of various parameters in the associated 
equations were adjusted to fit the wavelength variation of the SCE I reported by Stiles.69 The model 
predicts the magnitude and trends of the experimental data (Fig. 11). The predictions, however, are 
highly dependent on the choice of refractive indices. Even small variations (~0.5%) produce enor-
mous changes in the results. The model is based not upon the absorption of light, but upon trans-
mitted modal power. Other waveguide models include those of, for example, Alpern,70 Starr,71 and 
Wijngaard et al.72 These papers deal with SCE II, the color effect. Additionally, Goyal et al.73 have pro-
posed an inhomogeneous waveguide model for cones.  Vohnsen and his colleagues74,75 have modified 
the existing models by making an important assumption, namely that instead of assuming that the 
light that propagates as rays in the eye to/from photoreceptors are propagated as waves. This implies 
that diffraction of both the incoming beam and the light emanated by the photoreceptors has to 
be included in the analysis. The mode field is approximated as a Gaussian. This is an important 
modification, since diffraction effects in relation to waveguide coupling have not been considered 
in previous models. Using this model it is possible to derive analytical expressions for the direction-
ality parameters. The model also approximates the overall wavelength variation of directionality. 
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FIGURE 11 The idealized cone model of Snyder and Pask. 
(From Ref. 31) Here the magnitude of the shape parameter (the curva-
ture of the SCE function) is plotted as a function of the wavelength. 
The blue curve is the theoretical prediction and the red curve is 
plotted through Stiles’s experimental points. Note the qualitative 
agreement between theory and experiment.
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8.22  VISION AND VISION OPTICS

When phase variations (say, due to aberrations) of the field incident at the photoreceptor aperture are 
considered, the model predicts that the finite width of photoreceptors not only leads to a slight broad-
ening of the point spread function, but also reduces the impact of aberrations on the visual sensation 
that is produced. This may play a role in accommodation, since a defocused image couples less light. 

A caveat when considering waveguide models is that attention must be given to the physical 
assumptions made. These, along with uncertainties in the values of various physical parameters (e.g., 
refractive index), can seriously affect the results and hence the conclusions drawn from these models.

A formalism for modal analysis in absorbing photoreceptor waveguides has been presented by 
Lakshminarayanan and Calvo.76–78 Here, an exact expression for the fraction of total energy confined 
in a waveguide was derived and applied to the case of a cylindrically symmetric waveguide supporting 
both the zeroth- and first-order sets of excited modes. The fraction of energy flow confined within 
the cylinder can be decomposed into two factors, one containing a Z-dependence (Z is direction of 
cylinder axis) as a damping term and the second as a Z-dependent oscillatory term. It should be noted 
that because of non-negligible absorption, Bessel and Hankel functions with complex arguments 
have to be dealt with. Using this formalism, if it is found that, using physiological data, the attenua-
tion of the fraction of confined power increased with distance, the energy is completely absorbed for 
a penetration distance Z > 60 μm.

More interesting results are obtained when two neighboring waveguides separated by a distance of 
the order of the wavelength (a situation found in the foveal photoreceptor mosaic) are considered. An 
incoherent superposition of the intensity functions in the two waveguides is assumed. The results are 
shown in Fig. 12. The radial distribution of transmitted energy for two values of core radius (0.45 μm
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BIOLOGICAL WAVEGUIDES  8.23

and 0.75 μm) is shown in Fig. 13. It is seen that 70 percent of the energy is still confined within the 
waveguide boundary, with some percentage flowing into the cladding, producing an “efficient” wave-
guide with radius of the order of 0.75 μm and 0.95 μm in the two cases. This effect together with the 
incoherent superposition implies a mechanism wherein as light propagates along the waveguide, there 
is a two-way transverse distribution of energy from both sides of the waveguide boundary, providing 
a continuous energy flow while avoiding complete attenuation of the transmitted signal. Analysis 
also showed that for specific values of the modal parameters, some energy can escape in a direction 
transverse to the waveguide axis at specific points of the boundary. This mechanism, a result of the 
Z-dependent oscillatory term, also helps to avoid complete attenuation of the transmitted signal.

The spatial impulse response of a single-variable cross-section photoreceptor has been analyzed 
by Lakshminarayanan and Calvo.79 The modal field propagating under strict confinement conditions 
can be shown to be written in terms of a superposition integral which describes the behavior of a spa-
tially invariant system. Using standard techniques of linear systems analysis, it is possible to obtain 
the modulation transfer functions of the inner and outer segments. This analysis neglects scatter-
ing and reflection at the inner-outer segment interface. The transfer function depends on both the 
modal parameter defining the waveguide regime and spatial frequency (Fig. 14). It is seen that both 
inner and outer segments behave as low-pass filters, although for the outer segment a wide frequency 
range is obtained, especially for the longer wavelengths. Using a different analysis, Stacey and Pask80.81

have shown similar results and conclude that photoreceptors themselves contribute to visual acuity 
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8.24  VISION AND VISION OPTICS

through a wavelength-dependent response at each spatial frequency and that the response is depen-
dent on the coherence of the source. They have used this model to study the Campbell effect. (When 
measuring human visual acuity with an incoherent source, Campbell,82 noticed that the response 
decreased markedly when an artificial pupil placed in front of the eye was displaced perpendicular 
to the test fringes. There was no observed reduction when the pupil was displaced parallel to the 
fringes.) They conclude83 that the waveguiding properties of photoreceptors make them sensitive 
to obliquely incident exciting waves and this provides some support for the hypothesis that both 
the SCE and the Campbell effect are manifestations of the same underlying waveguide nature of the 
photoreceptors.83,84

8.9 LIGHT GUIDE EFFECT IN COCHLEAR HAIR CELLS 
AND HUMAN HAIR

The vibration of the organ of Corti in response to sound is becoming evident at the cellular level 
using the optical waveguide property of cochlear hair cells to study the motion of single hair cells. It 
has been reported that conspicuous, well-defined bright spots can be seen on the transilluminated 
organ of Corti. The spots are arranged in the mosaic fashion of hair cells known from surface views 
of the organ of Corti.85 Thus, the hair cells appear to act as light guides. Also, a definite property of 
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biological waveguide requires the extracellular matrix or fluid to be lower in refractive index as com-
pared to the fiber (in this case, cochlear hair cell), and this property has been elucidated by phase-
contrast micrographs of cochlear hair cells.86

Cochlear hair cells are transparent, nearly cylindrical bodies with a refractive index higher than 
the surrounding medium. Inner hair cells are optically denser than the surrounding supporting cells, 
and outer hair cells are optically denser than the surrounding cochlear fluid. Therefore, in optical 
studies, hair cells may be considered as optical fibers and the organ of Corti as a fiber-optics array. 
Even though the significance of the function of the organ of Corti in audition is understood, the role 
of waveguiding in hair cells is not clearly established.

To check for light-guide action, a broad light is usually used so that many hair cells show up 
simultaneously as light guides. For broad beams the conditions of light entrance into individual cells 
are not specified. Light can enter hair cells along the cylindrical wall. Part of such light is scattered at 
optical discontinuities inside the cells. To a large extent scattered light is trapped in cells by total inter-
nal reflection. Thus, to maximize contrast for transillumination with broad beams, no direct light is 
allowed to enter the microscope. Areas with hair cells appear dark. However, the heads of hair cells 
appear brightly illuminated owing to the light-collecting effect of hair cells on scattered light. Also, the 
diameter of cochlear hair cells is from 5 to 9 μm, that is, 10 to 20 times the wavelength of light. In fiber 
optics, fibers with diameters larger than 10 to 20 times the wavelength are considered multimodal 
because they support a large number of characteristic modes of light-energy propagation. Fibers with 
diameters smaller than 10 to 20 times the wavelength support fewer modes, and discrete modes of 
light-energy propagation can be launched more readily. Because of this division, cochlear hair cells 
fall in between typically single-mode and multimode optical fibers.87 Also, an important parameter 
for the evaluation of fibers with small diameters is the parameter V. Recall that the smaller param-
eter V, the smaller the number of discrete modes a given fiber is capable of supporting. In addition, 
parameter V is greater for cochlear hair cells than for retinal receptor cells mainly because they have 
larger diameters than retinal rods and cones (see above for parameter V).

Gross features of surface preparations of the organ of Corti can be recognized with the binocular 
dissecting microscope. When viewed, the rows of hair cells can be seen as strings of bright pearls. 
Bright spots in the region of hair cells are due to light transmission through hair cells. Bright spots 
disappear when hair cells are removed.

Helmholtz’s reciprocity theorem of optics55 (reversibility of light path) also applies to hair cells 
where exit radiation pattern is equivalent to entrance radiation pattern. There is no basic difference in 
light-guide action when the directions of illumination and observation are reversed compared to the 
normal directions. Obviously, Helmholtz’s theorem applies to visual photoreceptors too, since they 
are just modified cilia.

It is also seen that the detection of light guidance is shown to strongly correlate with the viewing 
angle, where incident light hits the numerical aperture of the hair cell, which is 30 to 40°. When the 
incident light is normal to the numerical aperture of the hair cell, higher transmittance of light and 
contrast is observed; however, at more oblique angles to the numerical aperture of the hair cell, less 
contrast is observed because the angle of incident light is approaching the limiting angle, which is a 
limit to total internal reflection and more refraction or scattering of rays occurs through the fiber.

A useful tool for studying the quality and preservation of preparations of organ of Corti utilizes 
the concept that hair cells show little change in appearance under the light microscope for up to 20 
to 40 min after the death of an animal. Consequently, poor fixation and preservation of the organ of 
Corti can be recognized immediately at low levels of magnification.

To study the modal light intensity distributions on single hair cells, researchers use a monocular 
microscope. Hair cells exercise relatively little mode selection, which is to be expected because of their 
relatively large diameters (large parameter V). As the monocular microscope is focused up and down 
individual hair cells, it is seen that the intensity distributions in different cross sections of hair cells 
may differ. Focusing above the exit of hair cells shows that the near-field radiation pattern may differ 
from the intensity distribution on the cell exit. Furthermore, other studies have shown that the modal 
distribution of light intensity can be changed drastically for individual cells by changing the angle 
of light incidence relative to the axis of hair cells. Also, several low-order patterns on the exit end of 
single hair cells are easily identifiable and are designated according to the customary notation.
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8.26  VISION AND VISION OPTICS

As a note, since cochlear hair cells show relatively little mode selection, it is not always pos-
sible to launch a desired mode pattern on a given cell with ordinary light. In order to restrict the 
spectrum of possible modes, it is advantageous to work with monochromatic, coherent light, that 
is, laser light. However, the identification of patterns relative to the cells was found to be difficult. 
This is due to the fact that laser stray light is highly structured (speckled), which makes it difficult 
to focus the microscope and to recognize cell boundaries. Light guidance in cochlear hair cells 
may be considered to be a general research tool for cochlear investigations in situations where 
the organ of Corti can be transilluminated and where relatively low levels of magnification are 
desirable.

Furthermore, biological waveguide effects have also been shown to occur in human hair,88 which 
are similar to cochlear hair cell waveguide effects. There is a reduction in light intensity with increased 
hair length, but by far the most important factor was hair color. Little or no light was transmitted by 
brown hair, while gray hair acts as a natural fiber optic which can transmit light to its matrix, the fol-
licular epithelium, and to the dermis. Interestingly, whether light transmission down hairs affects skin 
and hair needs investigation. As pointed out by Enoch and Lakshminarayanan,89 many major sensory 
systems incorporate cilia in their structure. In the eye, the invagination of the neural groove of the 
surface ectoderm of the embryo leads to the development and elaboration of the nervous system. 
The infolding and incorporation of surface tissue within the embryo accounts for the presence of 
ciliated cells within nervous tissue neurons, which after maturation form photoreceptors containing 
cilia, lining the outer wall of the collapsed brain ventricle that will form the retina (see Oyster90 for a 
description of the embryology and growth of the retina). A study of the evolution of the relationships 
between cilia and specific sensory systems would be of great interest.

8.10 FIBER-OPTIC PLANT TISSUES

Dark-grown (etiolated) plant tissues are analogous to multiple fiber-optic bundles capable of coher-
ent transfer of light over at least 20 mm; hence, they can transmit a simple pattern faithfully along 
their length. Each tissue examined can accept incident light at or above certain angles relative to nor-
mal as is expected of any optical waveguide. The peak of the curve that describes this angular depen-
dence, the acceptance angle, and the overall shape of the curve appear to be characteristic of a given 
plant species and not of its individual organs.91 Knowledge of this optical phenomenon has permit-
ted localization of the site of photoreception for certain photomorphogenic responses in etiolated 
oats. Before the discussion of the fiber-optic properties of etiolated plant tissues, it is important to 
have a general idea of what plant structures are presently being discussed to get a full understanding 
of the structure to function relationship (Fig. 15). To define, the epicotyl is a region of shoot above 
the point of attachment of the cotyledons, often bearing the first foliage leaves. The hypocotyl is the 
part of the embryo proper below the point of attachment of the cotyledons; it will form the first 
part of the stem of the young plant. The coleoptile is a cylindrical sheath that encloses the first leaves 
of seedlings of grasses and their relatives.

Total internal reflection of light should be independent of fluence rate since this phenomenon is 
simply a special case of light scattering. The amount of light emerging from the tissue segment was 
measured first at the highest fluence rate available and then again when the incident light beam had 
been attenuated with one or more calibrated neutral density filters over a range of 4.5 absorbance 
units. The amount of light axially transmitted at a given fluence rate (expressed as a percentage of the 
amount transmitted at the highest fluence rate for individual tissue segments) decreased log-linearly 
as filters of increasing absorbance were used for oat, mung bean, and corn tissues. Therefore, light 
guiding in etiolated tissues is clearly fluencerate-independent over at least 4.5 orders of magnitude.92

Light guiding through segments of etiolated root, stem, and coleoptiles, plus primary leaves 
from several species, all display the spectral dependence expected of any light scattering agent, with 
low transmission in the blue relative to that in the far-red regions of the spectrum. As tissue length 
increases, the difference between transmissions in the blue and far-red regions of the spectrum 
increases.
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BIOLOGICAL WAVEGUIDES  8.27

It has been found that the spectra obtained when the incident beam of white light is applied to the 
side of the intact plant are indistinguishable from those obtained when the cut end of a tissue is irra-
diated. Spectra taken on tissue segments excised from different regions of the plant may show traces 
of certain pigments present only in those regions. Whereas there are no differences between spectra 
of the apical and basal portions of oat mesocotyls, the hook regions of mung bean hypocotyls contain 
small amounts of carotenoids, which is indicated as a small dip in the transmittance curve that is 
absent in spectra from the lower hypocotyl or hypocotyl-root transition zone. Oat coleoptilar nodes, 
which join the mesocotyl to the coleoptile, decrease light transmission from one organ to another 
when light is passed from the coleoptile to the mesocotyl or from the mesocotyl to the coleoptile, 
respectively, but show a spectral dependence which is independent of the direction of light transmis-
sion based on Helmholtz’s reciprocity theorem of light. Older etiolated leaves do not transmit red 
light axially relative to the cylindrical coleoptile which sheaths them. Consequently, the presence or 
absence of the primary leaves does not alter the spectrum of the etiolated coleoptile.

Colyledon

Foliage leaf

Epicotyl

Hypocotyl

Seed coatRadicle

FIGURE 15 General structure of plant tissues.
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8.28  VISION AND VISION OPTICS

Plant tissues mainly consist of vertical columns of cells. Light internally reflected through them 
passes predominantly along these columns of cells rather than across columns when the incident 
beam is at or above the tissue acceptance angle.91 As optical fibers, the tissues are about 10 percent as 
effective as glass rods of comparable diameter, and about 1 percent as effective as commercial fiber 
optics.92 Within a given cell, light could be traveling predominantly in the cell wall, the cytoplasm, the 
vacuole, or any combination of these three compartments. Observations of the cut ends of tissue seg-
ments that are light-guiding indicate that the cell wall does not transmit light axially but that the cell 
interior does. Also, plant cells contain pigments that are naturally restricted to the vacuole or to the 
cytoplasmic organelles. Mung bean hypocotyls contain carotenoids (absorption maxima near 450 nm), 
which are located in the etioplasts, organelles found only in the cytoplasm, whereas etiolated beet and 
rhubarb stems are composed of cells with clear cytoplasm and vacuoles containing betacyanin and/or 
anthocyania (absorption maxima near 525 to 530 nm). Spectra of the light guided through these tissues 
show that light guiding occurs both through the cytoplasm and the vacuole. The relative size of each 
compartment, the pigment concentration, and the refractive indices involved will largely determine 
the amount of light that a given compartment will transmit. As the seedlings are exposed to light and 
become green, troughs due to absorption by chlorophylls (near 670 nm) appear. Completely greened 
tissue has very little light-guiding capacity except in the far-red region of the spectrum.

Also, the red to far-red (R/FR) ratio determines the fraction of phytochrome in the active state in 
the plant cell.93 This ratio plays an important role in the regulation of growth. Similarly, the blue to 
red (B/R) ratio may be important for responses mediated by phytochrome alone when transmission is 
low in the red relative to the blue, or for those mediated by both phytochrome and a pigment absorb-
ing blue light. The R/FR ratio of the light emitted from several curved, etiolated plant tissues decreases 
as the tissue length increases. However, the patterns of change in the B/R ratio differ with each tissue 
examined. All B/R ratios presumably decrease along the first 20 mm of tissues but in mung hypocotyl 
(stem) this ratio then increases, whereas in oat mesocotyl it increases and then decreases further. 
Changes in the R/FR and B/R ratios also occur in a given length of tissue as it becomes green. The 
R/FR ratio does not change in tissues that remain white (i.e., oat mesocotyl) but decreases dramati-
cally in those that synthesize pigments (i.e., oat coleoptile or mung bean, beet, and rhubarb stems). 
The B/R ratios, unlike the R/FR ratios, tend to increase as the tissues becomes green, reflecting a 
smaller decrease in transmission at 450 nm than 660 nm as pigments accumulate.

All of these results demonstrate certain properties of light-guiding effects in plants: the fluence-
rate independence of light guiding in plants; an increase in tissue length showing a more pronounced 
difference between transmission in the blue and far-red regions of the spectra; and the effect of the 
greening status on the pertinent R/FR and B/R ratios for several species of plants grown under a 
variety of conditions. Certainly, both the B/R and the R/FR ratios change dramatically in light that 
is internally reflected through plants as etiolated tissue length is increased and as greening occurs. 
Finally, the sensitivity of etiolated plant tissues to small fluences of light and the inherent capacity of 
plants to detect and respond to small variations in the R/FR ratio indicate that light guiding occurring 
in etiolated plants beneath the soil and the concomitant spectral changes that occur along the length 
of the plant may be of importance in determining and/or fine-tuning the plant’s photomorphogenic 
response.94,95

8.11 SPONGES

Recently, researchers at Bell Laboratories studied the fiber optical features of a deep sea organism, 
namely, the glass sponge (Euplectella, “venus flower basket”).96 The spicules of these sponges have 
some remarkable fiber optic properties. The skeleton of the hexactinellid class of sponges is con-
structed from amorphous hydrated silica. The sponge has a lattice of fused spicules that provide 
extended structural support. The spicules are 5 to 15 cm long and 40 to 70 μm in diameter. The 
spicules have a characteristic layered morphology and a cross-sectional variation in composition: 
a pure silica core of about 2 μm in diameter that enclosed an organic filament, a central cylinder 
with maximum organic material and a striated shell that has a gradually decreasing organic content. 
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The researchers conducted interferometric index profiling and found that corresponding to the 
three regions, there was a core with a high refractive index that is comparable to or higher than that 
of vitreous silica, a cylinder of lower refractive index that surrounds the core and an oscillating pat-
tern with progressively increasing refractive index at the outer part of the spicule.  These embedded 
spicules act as single or a few-mode waveguides. When light was coupled to free standing spicules, 
they functioned as multimode fibers. 

These fibers are similar to commercial telecommunication fibers in that they are made of the same 
material and have comparable dimensions. They also function as efficient as single-mode, few-mode, 
or multi-mode, fibers depending upon optical launch conditions. 

In addition, it is possible that these spicules in addition to providing structural anchorage sup-
port, could also act as a fiber optic network for distributing light in the deep sea environment. The 
fascinating aspect of these fibers is that they are made under ambient conditions, as opposed to com-
mercial manufactured fibers which require very high temperatures (about 1700°C). Organic ligands 
at the exterior of the fiber seem to protect it and provide an effective crack-arresting mechanism and 
the fibers seem to be doped with specialized impurities that improve the refractive index profile and 
hence the waveguiding properties.

8.12 SUMMARY

In short, we have pointed out some similar relationships between the theoretical waveguide mod-
els and the actual biological waveguides such as vertebrate photoreceptors, cochlear hair cells of 
the inner ear, human hair (cilia), and fiber-optic plant tissues. The similar relationships between 
the theoretical model of waveguides and actual biological waveguides were demonstrated as 
(a) almost entirely following the Stiles-Crawford effect of the first kind (SCE-I) for vertebrate 
photoreceptors, (b) exhibiting wavelength sensitivity of transmission, and (c) conforming to 
Helmholtz’s reciprocity theorem of optics. Of special interest is the fact that visual photorecep-
tors exhibit self-orientation. Similar phototropic self-orientation is exhibited by growing and fully-
grown plants (e.g., sunflowers). For theoretical or possible applications, the light-guiding properties 
of biological waveguides can be used not only to determine the structure of such guides, but also to 
provide the basis for determining the functioning of other structures related to these guides. Lastly,  
these studies which give us greater insight into low temperature, biologically inspired processes 
could possibly result in better fiber optic materials and networks for commercial applications such 
as telecommunications.
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9.1 GLOSSARY*

Aniridia. (Greek “an” = without; “iridia” = iris.) One or both eyes of a patient who is either born 
without an iris (usually this is a bilateral anomaly), or, for whatever reason the individual has no iris 
(e.g., as a result of disease, or trauma, or surgery, etc.). Note: In some cases, on examination, a very 
tiny remnant or very small iris nubbin may be present in congenital cases. 

Aniseikonia. (Greek “anis” = unequal; “eikon or ikon” = image.) The result of aniseikonia, or the 
presence of unequal image sizes in the two eyes, is the formation of characteristic spatial distortions 
in binocular vision. If this anomaly is large enough, there is a loss of fusion of the two images. 

Aphakia. (Greek “a” = not or without; “phakia” = lens.) The state of an eye after surgical removal of 
an eye lens. In some cases, the eye lens may become displaced rather than removed (this used to be 
seen commonly with an older form of cataract surgery), or for example, as a complication of certain 
diseases such as Marfan’s syndrome. Today, the excised eye lens is commonly replaced with a plastic 
“intraocular lens” (see Chap. 21).

9.1

9

∗Added useful Glossaries: please also refer to glossaries of Chap. 8, “Biological Waveguides” by Vasudevan Lakshminarayanan 
and Jay M. Enoch and Chap. 6,“The Maxwellian View with an Addendum on Apodization” by Gerald Westheimer in this volume 
and to Chap. 37, “Radiometry and Photometry for Vision Optics” by Yoshi Ohno in Vol. II.
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9.2  VISION AND VISION OPTICS

Keratoconus. This is an anomaly of the cornea which results in a cone-like forward-projection 
of the central or near-central cornea (usually slightly decentered). It is also often accompanied by 
progressive thinning of the area within and surrounding the cone. 

Stiles-Crawford Effect of the fi rst kind (SCE-1). The directional sensitivity of the retina. SCE-1 is 
the result largely of photoreceptor waveguide properties (see Chap. 8). We test vision for beams of 
light entering the eye at different points in the entrance pupil of the eye, and then refracted to the 
retina by the optical system of the eye. The SCE-1 affects perceived brightness of luminous objects. 

Stiles-Crawford Effect of the second kind (SCE-2). In addition to perceived brightness effects, there 
occur alterations in perceived hue and saturation of objects viewed. This is associated with the angle 
of incidence of the viewed beam at the retinal receptor (e.g., see Refs. 45 and 46). 

Optical Stiles-Crawford effect. Distribution of reverse path (refl ected) luminous energy distribu-
tion assessed in the entrance pupil of the eye by reverse path. It is radiant energy which had been 
transmitted to and through the retina and has been refl ected back through the ocular media after 
having been reradiated after refl ection by the photoreceptor waveguides. It is assumed that these reti-
nal receptors are preferentially aligned with the exit pupil of the eye. Also present are back-refl ected 
scattered and nonguided light, for example, see Refs. 25–27. 

9.2 INTRODUCTION

The Troland 

In the vision science literature, the stimulus to vision is defined as the product of (1) the lumi-
nance of the object of regard assessed in the plane of the entrance pupil of the eye, expressed in 
candelas/m2, times (2) the area of the entrance pupil of the eye expressed in mm2. These values are 
expressed in either photopic or scotopic “trolands.” The unit is named after the late Dr. Leonard 
Troland.1–3 

It Is Time for a Reasoned Reassessment of “the Troland,” 
the Unit of Retinal Illuminance

Leonard Troland, 1889 to1932, died in a tragic accident as a relatively young man. He left behind a 
respectable body of research which led to the modern approach to assessment of retinal illuminance, 
the accepted unit used to specify the stimulus to vision.1–3 Please also refer to Dr. Yoshi Ohno’s dis-
cussion in Chap. 37 in the section on “Radiometry and Photometry for Vision Optics,” in Vol. II. 
He discusses current practices. We also call attention to the recent paper by Cheung et al. which 
addresses the standard units of optical radiation.4 

There remains, of course, the larger issue of considering whether the currently employed means 
of estimating/assessing the stimulus to vision (often expressed today as “the photopic or scotopic 
troland”) might be improved and/or modified in order to bring this form of analysis, and measure-
ment units employed, more effectively into parallel with other modern measures of radiometry and 
photometry. 

Please note the spectral response of the eye, when exposed to brighter/more intense stimuli 
exciting the cone-dominant-photopic-visual-response-system (Vl), differs from the rod-receptor-
dominant-scotopic-visual-response-system (V ′l). The latter determination(s) pertain to less intense 
visual stimuli. Readers are referred to the book by Wyszecki and Stiles for further discussion.5 

An “equivalent troland” also has been defined. This unit makes use of specification of the SCE-1 
in the entrance pupil where the stimulus has 50 percent effectiveness relative to the level of response 
determined at the SCE-1 peak location.6–9 The more complete SCE-1 function, etc., can be inferred 
using data obtained with this approach. 
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The Photometric Efficiency Factor

For completeness, we call attention to another approach to integration of and utilization of SCE-1 
data for photometric and other purposes. This is based on the photometric efficiency (PE) factor.10,11 

The PE is defined by the following ratio: 

Effective light collected by pupil
Actual ligght collected through the pupil

 (1)

This is an interesting concept, but it is not easy to compute.10 What is sought here is determina-
tion of “an equivalent entrance pupil size” where all points in the entrance pupil of the eye would 
theoretically contribute equally to the visual stimulus. Particularly for photopic vision, this equivalent 
pupil, would be smaller than the measured entrance pupil of the eye.10,11 By using this approach, an 
integrated “equivalent entrance pupil” of given diameter and area may be determined. In addition, an 
adjusted SCE-1 centrum10,11 is provided by developing appropriate weighting factors for the asym-
metries encountered. Please remember, for different size pupils, the center of the entrance pupil may 
change by as much as 0.5 mm with dilation of the pupil.12 For the same dilation of the eye pupil, usually 
this centrum is quite stable. 

Current Practice

The troland,1–3 as it is ordinarily computed (also see Chap. 37, “Radiometry and Photometry for 
Vision Optics,” by Yoshi Ohno in Vol. II), does not take into consideration the Stiles-Crawford 
effects, nor factors associated with existing blur of the retinal image, nor uncorrected blur encoun-
tered when large entrance pupil areas are included in the experimental design (using a large natural, 
or a dilated pupil of the eye, or a decentered eye pupil). It is in our collective interest to enhance the 
quality of determinations, to improve the precision of measurements, to reconsider units used, and 
to correct these deficiencies. 

The Argument Presented in This Chapter

Here we address a number of aspects of these issues, and offer an approach to the solution of resultant 
photometric problems. We suggest incorporation of the integrated Stiles-Crawford effect of the first 
kind (SCE-1)13–16 in photometric analyses when degradation of images caused by peripheral portions 
of the optical elements of the eye (the cornea and the eye lens) are/have been effectively neutralized. Even 
though this is still not a perfect solution to the specification of the visual stimulus, it does represent 
an advance relative to techniques employed today. This will allow us to move effectively toward a 
finer estimate of the magnitude of the visual stimulus seen either by the experimental subject or 
patient tested. 

9.3 THE PROBLEM AND AN APPROACH 
TO ITS SOLUTION

Statement of the Problem

When one seeks to determine effective “visual stimulation induced by radiant energy” within the visi-
ble spectrum (i.e., light, the stimulus to vision),9 and integrates all energy entering within the entrance 
pupil of the eye,13 for example, one needs to consider the Stiles-Crawford effect of the first kind 
(SCE-1).13–16 SCE-1 is also known as the directional sensitivity of the retina (see Chap. 8). The issues 
considered here have rarely been treated adequately in experimental procedures.  If one integrates 
data derived from point-by-point SCE-1 determinations (obtained by measuring responses obtained 
when using tiny apertures imaged at a number of different locations in the entrance pupil of the eye)
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the resultant integrated function may not predict properly the visual result obtained when different 
diameter areas in the entrance pupil of the eye are sampled (please see further arguments presented in 
this chapter). 

Most modern assessments of the integrated SCE-1 are based on point-by-point measurements 
of SCE-1 determined experimentally at a number of discrete points across the entrance pupil of 
the eye in a number of meridians (commonly tested in two meridians, i.e., horizontal and vertical). 
These are then fitted by a parabolic function, proposed in 1937, by both Stiles (using a log base 10 
relationship)14,15 and Crawford (employing a loge or ln base e equation),16 and that function is then 
integrated around the entrance pupil. Other functions have been proposed, for example, a Gaussian 
function by Safir and Hyams,17 Burns et al.18 as well as the relationship used in figures in this chapter by 
Enoch.19,20 A review of various analytical expressions used to fit SCE-1 data is discussed in Applegate 
and Lakshminarayanan.21 

In his dissertation, Lakshminarayanan recorded SCE-1 functions in a unique patient. This was a 
young lady born aniridic (without an iris), and (importantly) she had developed only marginal nystagmus 
(i.e., approximately ¼ mm amplitude nystagmus—in others, it is almost always of greater amplitude). 
She had quite normal visual acuity. In this eye, not only was the SCE-1 recorded, but, in her case, it 
was possible to assess better the associated side lobes of SCE-1.22–24 Assuming (1) her data correspond 
to characteristic population (central lobe) SCE-1 patterns in normal observers, (2) then none of the 
above cited equations adequately conforms to the SCE-1 coupled with the side lobes recorded. 

Notes: (1) In most experiments measuring the SCE-1 performed in recent years, very small-size 
projections of the aperture stop of the test apparatus have been imaged in the plane of the observer’s 
entrance pupil (i.e., they are usually less than 1 mm in diameter). (2) This discussion is limited to 
monocular testing. (3) Measured SCE-1 functions obtained vary with wavelength (see Fig. 8). (4) We 
do not consider here recent discussions of reflected, re-emitted, and projected light gathered from 
the retinal photoreceptor waveguides which can be assessed by reverse path irradiation/illumination. 
This relationship is commonly termed “the optical SCE-1” (see Glossary and Refs. 25–27). 

Confounds

Fundamentally, when an observer views a display or a scene in an eye with a relatively large natural eye 
pupil, or with a dilated iris resulting in an enlarged pupil (for purposes considered here, let us say 
this occurs when the entrance pupil diameter is greater than 3 mm), one must consider both the SCE-1 
and additional blur effects present in the peripheral portions of the cornea and the eye lens. These 
two factors affect perceived brightness of a stimulus! 

For simplicity, assume we are testing at photopic levels, the refraction of the individual has been 
appropriately corrected for spherical and astigmatic errors (these are first- and second-order aberra-
tions), and the observer is properly accommodated (or corrected visually) for the object viewed. When 
point-to-point assessments for SCE-1 in the entrance pupil of the eye are properly determined and 
analyzed, the resultant uncertainty occurring is largely assignable to the remaining/residual blur of the 
retinal image (see data and figures). And as will be seen, this uncertainty is associated with blur induced 
by peripheral corneal and eye lens aberrations. In discussions of related topics, the senior author has 
referred to this blur factor as a dirty variable, that is, this is an uncontrolled or poorly controlled factor 
both in vision research and in clinical practice. To further simplify this discussion, we do not address 
chromatic aberrations (these factors can be addressed/considered separately), nor the use of binocular 
stimuli. Similarly, here, we do not consider a variety of anomalous optical conditions encountered in 
clinical settings (e.g., keratoconus, cataracts, or aphakia, etc.), or decentered and/or misshapen irises/
pupils, or intraocular lenses centered or decentered, refractive surgery and its complications, movements/ 
decentration(s) of contact lenses, binocular anomalies, etc. (see Chaps. 13, 14, 16, 20, and 21).

Both the magnitude of blur encountered and the nature of a blurred image vary with accommo-
dation of the eye, and, of course, with mismatches between the retinal plane and the plane of focus of 
the retinal image formed within the eye. We restate the point that the center of the entrance pupil of 
the eye varies naturally with pupillary dilation, and is virtually always decentered to some extent rela-
tive to the optical axis of the eye. Further, the optical axis of the cornea as best determined is not the
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same as that of the eye lens (e.g., Refs. 28–30). Simply, the optical system of the eye is not a perfectly 
centric system. We also know that dilation does not affect the SCE-1 function, per se (e.g., Ref. 31). 
For radiometric and/or photometric purposes, we seek the very best result possible depending on the 
level of accuracy required for the task.

A Bit of History

When Walter “Stanley” Stiles and Brian “Hewson” Crawford first reported the SCE effect 75 years 
ago in 1933,13 their results were based on data obtained from their own eyes. And it is apparent 
that, by chance, their eyes manifested little blur of the retinal image, and hence, the complications 
one often encounters during integration of SCE-1 in the entrance pupil of the eye were largely not 
encountered in their data.13 In such relatively rare individuals, the point-by-point estimates obtained 
through SCE-1 studies predict well the results of integrating such data across the entrance pupil of 
the eye.19,20 (For example, see the example given under “Sample Data from Enoch” in Sec. 9.4 for 
experimental subject B.W.)19,20 

On the other hand, if there is meaningful degradation of the retinal image caused by peripheral 
corneal and lenticular aberrations of the eye resulting in image blur, this factor, on its own, can alter 
the effective integrated perceived luminance of the visual stimulus (e.g., Refs. 18, 19, 32–37). The 
results found need not be the same between eyes or individuals, nor as predictable as SCE-1. 

Collectively, these points have been demonstrated in number of studies, particularly in those of 
Enoch and coworkers18,19,32,33 and Drum.34,35

Today, A Solution of the Problem Is Possible by Using 
(in Addition) Adaptive Optics (AO) Techniques

What is needed is a joint test of the Stiles-Crawford function using a suitable SCE-1 apparatus (e.g., 
Ref. 38) and utilization of one of a number of modern adaptive optics (AO) devices (see Chap. 15) 
capable of determining and correcting the incident wavefront in order to deliver a corrected or a 
nearly corrected image at the retinal test locus sampled. By such an approach, we have the ability to 
determine more accurately the magnitude of the visual stimulus for the designated entrance pupil 
size. This is achieved by correcting blur (and higher-order aberrations), and adjusting or correcting 
for the SCE-1, and properly integrating the resultant data. Earlier, except for use of small entrance 
pupil diameters or imaged apertures in experiments (see Chap. 6), such corrections were not always 
possible. Note, devices utilizing adaptive optics are moving toward incorporation of means of cor-
rection for chromatic aberrations in their designs or overall experimental techniques. 

If a Nonmonochromatic Stimulus to Vision Is Employed

For a more complete treatment of stimuli which are not monochromatic, one might use an ach-
romatic approach/technique proposed by Powell39 (see Chap. 15), or other special lens(es) such as 
designed and used by the late Gunter Wyszecki to correct the chromatic aberrations of the human 
eye (e.g., Ref. 5). Using the Wyszecki lens, JME made such adjustments in some of his earlier 
research, and found this approach quite useful. Please note, the Wyszecki lens must be aligned care-
fully with the optic axis. 

A Reasonable Estimate Is Possible without Full Application 
of Adaptive Optics

By correcting refraction, and spherical aberration in annual zones within the eye pupil, and by using 
monochromatic stimuli, in 1956, Enoch was able to approximate a more complete correction of blur 
in the eyes of his experimental subjects.19,20 
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9.6  VISION AND VISION OPTICS

A rather similar research project to that of Enoch was conducted by Drum just a few years 
later.34,35 

These added issues relate to image formation in the retinal plane, and the assumption is made 
(often implied, but rarely stated) that energy is transferred from a single plane into the rod and cone 
photoreceptor waveguides. Please realize that the living cell is a highly complex entity (e.g., Ref. 43). 
Cell morphology and dimensions (particularly cones) often alter quite a bit across small/modest dis-
tances on the retina. Clearly, diffraction and interference effects, as well as rapid changes occurring 
in the spatial retinal image itself, are occurring across small distances about the entrance to the pho-
toreceptor waveguides. For example, it is useful to consider image alterations occurring over small 
distances about a plane of focus (both longitudinally and laterally) of the retinal image. As but one 
example, consider the contents of a paper by Bachinski and Bekkefi,40 and data recorded by Enoch 
and Fry41 in greatly enlarged and simplified rod and cone receptor models assessed in the microwave 
spectrum. Without addressing such issues further, here we suggest that a somewhat better estimate of 
the retinal stimulus to vision per se is achievable by incorporating the integrated SCE-1 function in a 
blur-corrected or blur-minimized retinal image. We argue that this provides a better assessment of the 
visual stimulus than that provided in what has become now a “classical” approach defined by the late 
Leonard Troland many years ago, and which is still used for assessing retinal illuminance.2,3 See Chap. 37,
“Radiometry and Photometry for Vision Optics,” by Yoshi Ohno in Vol. II. So saying, there is more 
that needs consideration relative to this topic in future. 

9.4 SAMPLE POINT-BY-POINT ESTIMATES OF SCE-1 
AND INTEGRATED SCE-1 DATA 

Sample Data from Stiles and Crawford, 1933

In this section, data are presented which demonstrate reasonably the magnitude and nature of the 
errors induced in calibration and measurement without correction of the defined errors encoun-
tered. While these are not extreme errors, per se, these are real effects, they are readily correctable, 
and should be considered in studies of vision. 

Data here are taken from the dissertation of Enoch19,20 and the function utilized for integrations of 
“relative directional sensitivity” here indicated as “h” (plotted as a log10 scale) are defined as 

 h = 0.25(1 + cos 9.5 q)2 (2)

h equals 1.0 at the peak of the SCE-1 curve; q is the angle of incidence of the ray of light at the 
retinal plane. A 1-mm beam displacement at the entrance pupil of the eye alters the angle of incidence 
of the incident ray of light by 2.5° of oblique incidence at the retinal plane (based on computations 
using the constants of the Gullstrand schematic eye).23

This particular equation provides a bit better fit of SCE-1 data13–16 than the Stiles’, 1937 (log base 10) 
relationship14 or Crawford’s 1937 (ln base e) equation16 for a parabola. It is used here to simplify 
transfer of the figures employed below. Because the improvements made when fitting SCE-1 data 
using this relationship were modest, the authors of this chapter have not used this format for some 
years, and, rather, have used the more broadly employed Stiles 1937 formulation14 in its stead 

 Log10 h = – rr2 (3)

In this equation “h” is the measured relative visual sensitivity of the stimulus to vision (in trolands, 
log10 scale); “r” is a constant defining the curvature of this parabolic function; and “r,” in mm, is the 
distance of the point being sampled from the peak of the measured SCE-1 function in the plane of 
the entrance pupil of the eye. 

SCE-1 data shown in Fig. 1 were taken from Stiles and Crawford13 and were fitted by Eq. (2). 
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PROBLEM OF CORRECTION FOR THE STILES-CRAWFORD EFFECT   9.7

In their initial study, Stiles and Crawford, 1933,13 were seeking to measure precisely the area of the 
eye pupil (i.e., their instrument had been designed as a straightforward pupillometer). They assumed, 
at the outset, that energy passing through each part of the eye pupil contributed equally and propor-
tionately to the retinal image and visual sensitivity. They discovered that the device gave results which 
were not consistent with their à priori assumption, and they properly interpreted their results to 
indicate that there was evidence for the presence of directional sensitivity of the retina, which became 
known as the Stiles-Crawford effect of the first kind (SCE-1). 
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FIGURE 1 The 1933 SCE-1 data of W. S. Stiles and B. H. 
Crawford were adjusted such that the maxima of measured rela-
tive visual sensitivity functions were located at r = 0.0 mm in their 
entrance pupils, and were assigned a relative sensitivity value of 1.0 
(at/as the peak of these data functions). Radial distance settings, 
“r,” of the test beam in the entrance pupils of their eyes from the 
peaks of SCE-1 are displayed on the abscissa. The ordinate displays 
h (log10 scale). Data used in this illustration originated in the paper 
of W. S. Stiles and B. H. Crawford, 1933.13 (This illustration was cop-
ied from Fig. 1, Enoch, 1956, Dissertation; and Fig. 1, Enoch, 1958, 
J.O.S.A.19,20 These figures in this paper are reproduced with permis-
sion of the author and the publisher of J.O.S.A.)
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9.8  VISION AND VISION OPTICS

Their instrument sought to assess the integrated visual response resulting from irradiating the entire 
entrance pupil, and for different size entrance pupils of the eye. Since they had little image blur in their 
own eyes, the integrated result gave little evidence that when the full pupil was measured, the resultant 
additivity (of the contributions of different parts of the pupil) might also be different in eyes where 
there were meaningful peripheral corneal and eye lens aberrations resulting in additional degradation 
(blur) of the retinal image. That is, they did not encounter other than near perfect additivity from 
integrating point-by-point SCE-1 determinations and comparing them to full eye-pupil assessments. 
Thus, we need to differentiate between (1) simple addition of the contributions of the entire eye pupil, 
versus (2) that sum adjusted for SCE-1, and (3) the result obtained in eyes where there are meaningful 
aberrations in the periphery of the optical elements of the eye.

Sample Data from Enoch

Data were obtained from three well-trained graduate student subjects.19,20 Subject B.W. had an eye 
with fine optical properties. Both subjects R. V. and A. M. had greater peripheral ocular aberrations 
in their measured eyes than B. W.; with subject A. M. exhibiting somewhat greater image degrada-
tion than observer R. V. Note these are all photopic determinations. By avoiding scotopic measure-
ments here, we simplify the argument.42 Except for overall refractive correction, the single aberra-
tion measured independently as part of this dissertation (1955 to 1956) was spherical aberration. 
The latter was achieved by using a technique similar to one employed by Ivanoff.43 That is, the pupil 
was divided into discrete nonoverlapping annular zones, and the required refractive correction was 
altered as needed within each annular zone. Table 1 provides values useful if one is performing the 
described integrations.

The SCE-1 was measured separately for both (1a) white light (obtained by using a ribbon filament 
lamp run at 16 amperes, with the beam passing through a heat filter), and paired neutral density 
filters, or (1b) by appropriately adding an interference filter having a near monochromatic green light 
band of light (peak l = 552 mμ) into the same optical system. 

A second variable was introduced in this experiment. There was the traverse of the test beam across 
the entrance pupil of the eye employing (2a) an instrument design where the ribbon-lamp-filament was 
imaged in the plane of the entrance pupil of the eye (a classic Maxwellian view instrument design) (see 
Chap. 6), and, alternatively (2b) the light source was imaged directly on the retina of the observer hav-
ing passed through the same number of surfaces and by using the same dimension beam image in the 
entrance pupil of the eye, and the same viewed stimulus target. This was regarded as a non-Maxwellian–
view illumination system. Each of these cases utilized a projected aperture which subtended slightly 
less than 1-mm diameter image in the entrance pupil of the eye. Differences in measured SCE-1 results 
encountered for these different test conditions were very modest for all three subjects. Direct compari-
sons were made using both (a) bipartite fields, and, separately, (b) flicker photometry. 

TABLE 1 Area in the Entrance Pupil of the Human Eye Based on 
Gullstrand Schematic Eye 

Ent. Pupil
 Solve for Radius and Diameter

      Area
 of Entrance Pupil

(Abscissa)∗ Radius Diameter

10 mm2 1.78 mm 3.57 mm 
20 2.52 5.05
30 3.09 6.18
40 3.57 7.14
50 3.99 7.98 
60  4.37 8.74
70 4.72 9.44

∗ The Abscissas in Figs. 3 to 6 are plotted as log10 entrance pupil area. 

Bass_v3ch09_p001-018.indd 9.8 8/21/09 11:43:12 AM

DO
 N

OT
 D

UP
LI

CA
TE
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FIGURE 2 SCE-1 data for subject R. V. are presented as 
an example of the many data sets acquired. His SCE-1 maxima 
were set at r = 0.0 mm on the abscissa. Top: SCE-1 data obtained 
for both white light and monochromatic green light (552 mμ 
max.) are shown. Bottom: Both data sets were obtained using 
monochromatic light. Two different optical conditions were 
employed. That is, in one experiment, a Maxwellian beam tra-
versed in the eye pupil, and in a second set of sessions, a non-
Maxwellian beam was used to traverse the entrance pupil of the 
eye.19,20 Also please refer to Chap. 6. These data are presented 
with Eq. (2) fitted to these data. (This illustration was taken 
from Fig. 14, Enoch, 1956, Dissertation;19 and Fig. 9, Enoch, 1958, 
J.O.S.A.19,20 These figures are reproduced with permission of the 
author and the publisher of J.O.S.A.)  

Figure 2 shows sample SCE-1 test data for subject R. V.19,20 As is obvious, there were only small 
differences between measured SCE-1 functions for the stated conditions. These data are presented as 
an example of the many data sets acquired. The peaks of his SCE-1 maxima were set at r = 0.0 mm 
on the abscissa.

In Figs. 3 and 4, two different predictive additivity (integrated) plots are presented. The straight 
line on these double logarithmic plots assumes each point within the entrance pupil of the observer’s 
eye contributes equally to the perceived visual stimulus. The modestly curved line represents the inte-
grated SCE-1 function [here based on Eq. (2) above]. In Fig. 3, data for subjects A. M. and R. V. are 
presented, and in Fig. 4, data for subject B. W. appears. In Fig. 3 data for one observer were displaced 
by 1 log unit for clarity. For monochromatic green light [wavelength 522 mμ, (blue circles)] data 
obtained from all subjects show quite good agreement with the integrated SCE-1 function plot in 
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9.10  VISION AND VISION OPTICS
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FIGURES 3 AND 4 These figures demonstrate the equivalent of integrated or “additivity” diagrams for excitation 
entering defined entrance pupil areas. The straight line would predict perfect additivity of luminous stimuli entering the entrance 
pupil of the eye tested of the designated subject. The curved line incorporates a correction for the integration of SCE-1 data about 
the entrance pupil of the eye. In Fig. 3 data for Subjects R. V. and A. M. are presented; in Fig. 4 data are presented for Subject B. W. 
(This illustration was taken from Figs. 18 and 19, Enoch, 1956, Dissertation19; and Figs. 12,13, Enoch, 1958, J.O.S.A.20 These figures 
are reproduced with permission of the author and the publisher of J.O.S.A.)

both Figs. 3 and 4 (blue circles). The performance of subjects R. V. and A. M. clearly was less good 
for white light (red circles). On the other hand, data obtained from the eye of B. W. (Fig. 4)
shows remarkably good “additivity” for both monochromatic and white light stimuli. We can infer 
that ocular aberrations in B. W.’s eye exhibited lower amplitudes than those encountered in the eyes 
of A. M. and R. V. That is, the optical quality of the periphery of B. W.’s cornea and eye lens was better 
than that found in the peripheral portions of the ocular components of the other two observers. This 
difference is the result of factors contributing to both monochromatic and chromatic aberrations.

In each case, near monochromatic green stimuli more closely matched the integrated SCE-1 curve 
than did white light, and in the case of B. W. both data sets were in close approximation to the predicted 
result.19,20 

The added chromatic aberrations apparently made little difference to B. W. (or he retained his 
focus about mid-spectrum?), while the chromatic aberrations noticeably affected performance of the 
two subjects, R. V. and A. M. 

In Fig. 5, the additivity effect obtained when placing an added –1.00 diopter spherical (D.S.) 
lens (before the test eye of each subject) is shown for a limited number of different test aperture 
sizes projected into the entrance pupil of the eye, and this result is contrasted with the addition of a 
+2.00 D.S. lens placed in front of the same eye (with the –1.00 D.S. lens removed). The former lens 
(the –1.00 D.S.) makes that eye more hyperopic “far-sighted,” while the +2.00 D.S. makes the same 
eye more myopic “near-sighted.” The test eye could at least partially self-correct for the –1.00 D.S. 
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PROBLEM OF CORRECTION FOR THE STILES-CRAWFORD EFFECT   9.11
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FIGURE 5 A comparison was made between the SCE additivity 
effect obtained when a –1.00 D.S. lens was placed in the apparatus 
before the eye of each observer’s test eye, and (separately) for addition 
of a +2.00 D.S. lens. Two differing relatively large entrance pupil areas 
were selected for this test. These lenses slightly altered the area of the 
imaged aperture stop in the observer’s entrance pupil. Hence, the +2 D.S. 
lens is shown as subtending a slightly smaller area in the entrance 
pupil (on the abscissa) than the –1.00 D.S. lens. (This illustration was 
taken from Fig. 22, Enoch, 1956, Dissertation;19 and Fig. 16, Enoch, 1958, 
J.O.S.A.20 These figures are reproduced with permission of the author and 
the publisher of J.O.S.A.)

lens by accommodating on the test target. That is, these were nonpresbyopic test subjects. That is, the 
pupil-dilating drops employed had only slight/modest effect on accommodation in these observers. 
All tests were monocular.

When a flicker photometric test method was employed,19,20 blur of the retinal image proved to have 
much less of an influence upon brightness matches made by the subjects (note, observers were instructed 
to compare the apparent brightness of the central parts of the flickering fields). When this same tech-
nique was combined with use of monochromatic l = 552 mμ stimuli, the matches of all three subjects 
proved to be similar and closely matched the integrated SCE-1 estimated curve. That is, all three sub-
jects exhibited near perfect additivity approximately matching the SCE-1 predicted values (Fig. 6).19,20 

Thus, by eliminating and/or minimizing blur effects on perceived brightness due to aberrations 
(i.e., both monochromatic and chromatic aberrations!), the integrated SCE function becomes a good 
estimate of visual performance for any given pupil aperture utilized. Use of such methods, now 
(today) are made more readily achievable by using modern adaptive optics techniques for nonchro-
matic image formation, and, thus, for visual stimulus control. Taking the defined steps allows a superior 
estimate to be made of perceived brightness, and for the specification of the visual stimulus. 

Finally, please note, the factor rho (or r) is not a constant across the retina (i.e., it varies with eccen-
tricity from the point of fixation (Fig. 7).12,14,15,44,45 It also varies within the visual spectrum with test 
wavelength utilized (as implied in Fig. 8).12 Here we do not consider the Stiles-Crawford effect of the 
second kind (SCE-2), that is, the alteration of perceived hue and saturation associated with variation 
of the angle of incidence at the retina.14–16, 44–46 Separately, the SCE-1 is also affected to some degree by 
the distribution of and density of yellow (blue-absorbing) pigment in the eye lens.47 The absorbance 
of this pigment also varies with wavelength. This factor is addressed in Fig. 8. See Chap. 3 in Ref. 12. 

As noted above, Drum addressed some similar issues from a somewhat different point of view.34,35 
He also clearly demonstrated additivity of the SCE-1 to exist for all assessed tests and conditions. The 
simple fact is that SCE-1 and associated integrated results are rather robust under quite a variety of 
test conditions. 
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9.12  VISION AND VISION OPTICS
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FIGURE 7 This figure addresses the variation of rho, r, with eccentricity from the point 
of fixation (assume this locus corresponds to the center of the fovea). This seemingly complex 
figure combines data from more than one paper on Stiles’ r factor [Eq. (3)]. Tests were 
performed at fixation, in the para-foveal area, and separately at a test locus located 35° from 
the point of fixation. Horizontal and vertical in this figure refer to SCE-1 tests conducted in 
these two meridians within the entrance pupils of human eyes. (This figure is reproduced from 
Fig. 3.8 in Enoch and Tobey, 1980, (see Ref. 12, p. 99), and Enoch and Hope, 1973.12,45 It is 
printed with the permission of the authors and publishers.) 
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FIGURE 6 These are integrated additivity data for each of the three 
trained subjects. The flicker photometry method was used. Effects of 
peripheral corneal and eye lens blur of the observers were minimized by 
testing with (1) monochromatic light, and by employing (2) a photometric 
matching technique less influenced by blurred imagery. (This illustration 
was taken from Fig. 25, Enoch, 1956, Dissertation;19 and Fig. 19, Enoch, 
1958, J.O.S.A.20 These figures are reproduced with permission of the author 
and the publisher of J.O.S.A.)
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PROBLEM OF CORRECTION FOR THE STILES-CRAWFORD EFFECT   9.13

9.5 DISCUSSION

When Do Matters Considered Here Warrant Consideration? 

Like in all psychophysical studies, the demand for precision is greater the more sensitive the deter-
mination, and the more complex the problem encountered in the observer or patient. We think we 
would all agree that the approach argued here is indicated whenever large or dilated pupils are used, 
particularly for tests of photopic vision! If a pupil is not well centered, or even reasonably asym-
metric, or relatively nonresponsive, or otherwise not normal, one needs to rule out any unnecessary 
variable. Similarly, if the SCE-1 is abnormal, or displaced from its natural centrum, then it is clearly 
advisable to pursue the matter further. Note, given retinal photoreceptor packing properties, that it 
is almost unheard of for rods to be normally aligned if cones are found to be disturbed in their ori-
entations in a given retinal area, and vice versa. 

Zwick and his coworkers (e.g., Ref. 48) have studied the effects of laser exposures on retinal sur-
vival, recovery, and/or lack thereof mainly in snakes. In their experiments on animals, Zwick et al. 
used (1) subthreshold laser exposures, (2) threshold burns, (3) above threshold burns, and (4) more 
severe exposures. These studies were backed up by assessments of individual humans who have been 
exposed to comparable laser burns. Such laser burns result in immediate and substantial disturbances 
in photoreceptor alignments (often extending for some distance about the burn site), resultant early 
and late sensitivity losses. Snake eyes have large photoreceptors visible directly through the animal’s 
natural pupil in vivo, and are available for study. Snakes are relatively nonreactive when exposed 
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FIGURE 8 These data relate to values obtained from measured human foveal SCE-1
 functions (see Ref. 12, Fig. 3.13 located on p. 109).15,47 The upper curves present values of 
(–) log relative sensitivity for different subjects measured at a number of different wave-
lengths. The upper data curves presented were affected by the presence of yellow eye lens 
pigment(s), and the lower curves have been corrected for these pigment effects. Please be 
aware that the density of the yellow lens pigments increases with age. (This illustration has 
origin in data of Stiles, 1939,15 with additions obtained from the paper by Vos and Van Os, 
1975.47 These figures are reproduced with permission of the authors and the publishers.)
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9.14  VISION AND VISION OPTICS

to high intensity laser light when sedated, and show relatively rapid recovery if there is a potential 
for recovery. A meaningful area of the retina is affected. These authors48 have carefully documented 
recovery and failure to recover in their studies. 

One must remember that alignment of photoreceptors with the center of the exit pupil of the eye 
is maintained normally throughout life, except in cases where there has been some retinal disorder or 
disease.49,50 In a number of cases, the retina can recover if the inducing anomaly is corrected or self 
corrects (remits).51,52 So saying, residual scar tissue, local adhesions, or other impediments to recovery 
can alter the result. If ever doubts exist, suitable tests are indicated. 

As has been inferred above, and can be seen in Fig. 3 to 6, in the normal observer the smooth, 
integrated SCE-1 function curve differs only modestly from the linear additivity curve until there is 
about a 4- to 5-mm-diameter entrance pupil. 

Once again, looking at Figs. 3 and 4, uncertainty enters with peripheral blur of the optical components 
of the eye. The effects are greater for white light than monochromatic light. Subject A. M. apparently 
manifests less aberrations in his peripheral eye lens and cornea than observer V. R., and subject B. W. 
exhibits virtually no effect due to aberrations. At the outset, it was pointed out that image blur or degra-
dation enters as a “dirty variable.” Without correction of these degrading peripheral lens blur factors, one 
introduces uncertainty. If one adds refractive error to the mix, the situation is made worse (see Fig. 5). If 
refractive and peripheral blur are corrected or at least meaningfully minimized, then a SCE correction 
applied to such data predict quite well the visual stimulus presented to the observer (see Fig. 6)! 

Among other very interesting results, Makous and his coworkers,53–58 and Applegate and 
Lakshminarayanan,21 correctly point out, as can be inferred from comments made above, for small 
pupil apertures, certainly for 3-mm-diameter entrance pupils (1.5-mm radial distances) and perhaps 
a bit more, the two functions differ only slightly if refraction is well corrected, and the system is cen-
tered on the subject’s entrance pupil. And Makous et al. have also addressed and thoughtfully consid-
ered issues regarding effects of coherence and noncoherence of imagery, loci of adaptation, quantum 
activation rates in photoreceptors, effects of cell obliquity on excitation processes, etc. 

9.6 TELEOLOGICAL AND DEVELOPMENTAL FACTORS 

In a sense, it is also useful to consider these visual functions from a teleological point of view. It is 
apparent that the ultimate purpose(s) of the SCE-1 and associated waveguide properties of retinal 
photoreceptors are to enhance the detection of critical visual signal, both photopic and scotopic, and 
to help suppress intraocular stray light “noise” present in the “integrating-sphere-like” eye (e.g., Ref. 12). 
The feedback mechanisms controlling receptor alignment (under normal circumstances) and their 
directional properties together serve to favor the detection of directed visual signal content passing 
through the center of the exit pupil in eyes of vertebrates. In many invertebrate species the eyes serve 
similarly, for example, octopus, etc.; or in a different (but effectively comparable) fashion in the vast 
number of other invertebrate species. These optical and anatomical features serve to enhance greatly 
visual processes, and, as such, play critical roles in vision and survival of species. This argument 
emphasizes the great importance exerted by such mechanisms in evolutionary processes. 

Related to such matters, the attention of the reader is called to a remarkable recent paper by 
Detlev Arendt et al. in Science in 2004.59 These authors located a primitive and ancient form 
of invertebrate aquatic worm which had the usual paired invertebrate eye structures as well as verte-
brate-type, cylindrically shaped photoreceptors containing cilia located in its brain in that area which 
controlled circadian rhythms. And the latter cells were also shown to contain a cone-type of opsin!59 

9.7 CONCLUSIONS

There is a need to optimally correct and control the quality of the images formed in the eye, and/or 
the eye plus associated optical apparatuses. This is needed in order to define better the observer’s 
stimulus to vision, and to understand, in a superior way, the observer’s visual responses. This will 
include (1) a satisfactory correction of refraction, that is, lower-order aberrations, (2) correction 
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PROBLEM OF CORRECTION FOR THE STILES-CRAWFORD EFFECT   9.15

of higher-order monochromatic aberrations, and also (3) correction of chromatic aberrations. The 
totality can be aided by utilization of modern adaptive optics (AO) techniques. In radiometric and 
photometric studies, there is also need to include a factor which corrects for the Stiles-Crawford 
effect of the first kind (SCE-1), and that need increases with pupil diameter, particularly for photopic 
vision. 

Note, because we do not wholly understand the nature of the stimulus to accommodation, we 
must be careful not to be too overly aggressive in seeking to eliminate all image blur. 

And, as pointed out in the introductory remarks, it is time to reconsider the definition and units 
used to describe/define the troland. 

Here, we only have considered monocular visual corrections. That is, in this discussion, we have 
not considered issues associated with maintenance of sustained and comfortable binocular vision 
(see Chap. 13) both in instrument design as well as in assessment and corrections of vision. For 
effective binocular results, it is clear that issues associated with maintaining an observer’s comfort 
while performing extended binocular visual tasks need to be carefully addressed in both design and 
assessment of vision roles/function, including careful attention being paid to equating the sizes of 
the two retinal images (i.e., countering the effects of aniseikonia), and fusion of those images. That is, 
in design, we always need to address those additional factors affecting ocular motility and binocular 
fusion (Chap. 13). 

The list of references appended to this chapter includes a number of citations which address addi-
tional aspects of issues considered here.60–68
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10.1 GLOSSARY

Chromaticity coordinates. Tristimulus values normalized to sum to unity.

CIE. Commission Internationale de l’Éclairage or International Commission on Illumination. 
Organization that develops standards for color and lighting.

Color-matching functions (CMFs). Tristimulus values of the equal-energy spectrum locus.

Color space transformation matrix. Multiply a vector of tristimulus values for one color space by 
such a matrix to obtain tristimulus values in another color space.

Cone coordinates. Tristimulus values of a light with respect to the cone fundamentals.

Cone fundamentals. Estimates of the cone spectral sensitivities at the cornea. Equivalently, the 
CMFs that would result if primaries that uniquely stimulated the three cones could be and were 
used.

Linear model. Set of spectral functions that may be scaled and added to approximate other spec-
tral functions. For example, the spectral power distributions of three monitor primaries are a linear 
model for the set of lights that can be emitted by the monitor.

Metamers. Two physically different lights that match in appearance to an observer.

Photopic luminosity function. Measure of luminous effi ciency as a function of wavelength under 
photopic (i.e., rod-free) conditions.

Primary lights. Three independent lights (real or imaginary) to whose scaled mixture a test light is 
matched (actually or hypothetically). They must be independent in the sense that no combination of 
any two can match the third.

Standard observer. The standard observer is the hypothetical individual whose color-matching 
behavior is represented by a particular set of CMFs.

Tristimulus values. The tristimulus values of a light are the intensities of the three primary lights 
required to match it.

Visual angle. The angle subtended by an object in the external fi eld at the effective optical center of 
the eye. Colorimetric data are typically specifi ed for centrally fi xated 2° or 10° fi elds of view.

10.1

10
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10.2 INTRODUCTION

Scope

The goal of colorimetry is to incorporate properties of the human color vision system into the mea-
surement and numerical specification of visible light. Thanks in part to the inherent simplicity of 
the initial stages of visual coding, this branch of color science has been quite successful. We now 
have effective quantitative representations that predict when two lights will appear identical to a 
human observer and a good understanding of how these matches are related to the spectral sensitiv-
ities of the underlying cone photoreceptors. Although colorimetric representations do not directly 
predict color sensation,1–3 they do provide the foundation for the scientific study of color appear-
ance. Moreover, colorimetry can be applied successfully in practical applications. Foremost among 
these is perhaps color reproduction.4–6

As an illustrative example, Fig. 1 shows an image processing chain. Light from an illuminant reflects 
from a collection of surfaces. This light is recorded by a color camera and stored in digital form. The 
digital image is processed by a computer and rendered on a color monitor. The reproduced image is 
viewed by a human observer. The goal of the image processing is to render an image with the same 
color appearance at each image location as the original. Although exact reproduction is not always 
possible with this type of system, the concepts and formulas of colorimetry do provide a reasonable 
solution.4,7 To develop this solution, we will need to consider how to represent the spectral properties 
of light, the relation between these properties and color camera responses, the representation of the 
restricted set of lights that may be produced with a color monitor, and the way in which the human 
visual system encodes the spectral properties of light. We will treat each of these topics in this chapter, 
with particular emphasis on the role played by the human visual system.

Reference Sources

A number of excellent references are available that provide detailed treatments of colorimetry 
and its applications. Wyszecki and Stiles’ comprehensive book8 is an authoritative reference and 

Human
observer

Illuminant

Surface

Color camera

Monitor

FIGURE 1 A typical image processing chain. Light reflects from a surface 
or collection of surfaces. This light is recorded by a color camera and stored in 
digital form. The digital image is processed by a computer and rendered on a 
color monitor. The reproduced image is viewed by a human observer.
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COLORIMETRY  10.3

provides numerous tables of standard colorimetric data. Smith and Pokorny9 provide a treatment 
complementary to the one developed here. Several publications of the Commission Internationale 
de l’Éclairage (International Commission on Illumination, commonly referred to as the CIE) 
describe current international technical standards for colorimetric measurements and calculations.10 
The most recent CIE proposal is for a set of physiologically relevant color-matching functions or 
cone fundamentals based mainly on the results of human psychophysical measurements.11 Other 
sources cover colorimetry’s mathematical foundations,12,13 its history,14–16 its applications,2,5,17,18 
and its relation to neural mechanisms.19–21 Chapters 3, 5, 11, and 22 in this volume, and Chap. 37, 
“Radiometry and Photometry for Vision Optics,” by Yoshi Ohno in Vol. II of this Handbook are 
also relevant.

Chapter Overview

The rest of this chapter is organized into three main sections. Section 10.3, “Fundamentals of 
Colorimetry,” reviews the empirical foundation of colorimetry and introduces basic colorimetric 
methods. In this section, we adhere to notation and development that is now fairly standard in the 
field.

Section 10.4, “Color Coordinate Systems,” discusses practicalities of using basic colorimetric ideas 
and reviews standard coordinate systems for representing color data.

Desktop computers can easily handle all standard colorimetric calculations. In Sec. 10.5 we intro-
duce vector and matrix representations of colorimetric data and formulas. This development enables 
direct translation between colorimetric concepts and computer calculations. Matrix algebra is now 
being used increasingly in the colorimetric literature.4,22,23 

Section 10.6 uses the vector and matrix formulation developed in Sec. 10.5 to treat some advanced 
topics.

The appendix (Sec. 10.7) reviews the elementary facts of matrix algebra required for this chapter. 
Numerous texts treat the subject in detail.24–27 Many software packages (e.g., MATLAB, S-Plus, R) 
provide extensive support for numerical matrix algebra.

10.3 FUNDAMENTALS OF COLORIMETRY

Introduction

We describe the light reaching the eye from an image location by its spectral power distribution. The 
spectral power distribution generally specifies the radiant power density at each wavelength in the 
visible spectrum. For human vision, the visible spectrum extends roughly between 400 and 700 nm 
(but see subsection “Sampling the Visible Spectrum” in Sec. 10.5). Depending on the viewing geom-
etry, measures of radiation transfer other than radiant power may be used. These measures include 
radiance, irradiance, exitance, and intensity. The distinctions between these measures and their asso-
ciated units as well as equivalent photometric measures are treated in Chaps. 34, 36, and 37 of Vol. II 
on this Handbook and are not considered here. 

Color and color perception are limited at the first stage of vision by the spectral properties of 
the layer of light-sensitive photoreceptors that cover the rear surface of the eye (upon which an 
inverted image of the world is projected by the eye’s optics). These photoreceptors transduce 
arriving photons to produce the patterns of electrical signals that eventually lead to perception. 
Daytime (photopic) color vision depends mainly upon the three classes of cone photoreceptor, each 
with different spectral sensitivity. These are referred to as long-, middle-, and short-wavelength-
sensitive cones (L, M, and S cones), according to the part of the visible spectrum to which they are 
most sensitive (see Fig. 6). Night-time (scotopic) vision, by contrast, depends on a single class of 
photoreceptor, the rod.
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Conventional Colorimetric Terms and Notation

Table 1 provides a glossary of conventional colorimetric terms and notation. We adhere to these 
conventions in our initial development, in this section and in Sec.10.4. See also Table 3.1 of Ref. 28, 
and compare with the matrix algebra glossary in Table 2.

Trichromacy and Univariance

Normal human vision is trichromatic. With some important provisos (see subsection “Conditions 
for Trichomatic Color Matching” in Sec. 10.3), observers can match a test light of any spectral com-
position to an appropriately adjusted mixture of just three other lights. Consequently, colors can be 
defined by three variables: the intensities of the three primary lights with which they match. These 
are called tristimulus values.

The range of colors that can be produced by the additive combination of three lights is simulated 
in Fig. 2. Overlapping red, green, and blue lights produce regions that appear cyan, purple, yellow, 
and white. Other, intermediate, colors can be produced by varying the relative intensities of the three 
lights.

Human vision is trichromatic because there are only three classes of cone photoreceptor in the 
eye, each of which responds univariantly to the rate of photon absorption.29,30 Univariance refers to 
the fact that the effect of a photon, once absorbed, is independent of wavelength. What varies with 
wavelength is the probability that a photon is in fact absorbed, and this variation is described by the 
photoreceptor’s spectral sensitivity. Photoreceptors are, in effect, sophisticated photon counters the 
outputs of which vary according to the rate of absorbed photons. Changes in the absorption rate can 
result from a change in photon wavelength or from a change in the number of incident photons. This 
confound means that individual photoreceptors are effectively color blind. Normal observers are able 
to see color by comparing the outputs of the three, individually color-blind, cone types.

TABLE 1 Glossary of Conventional Colorimetric Terms and Notation

Chromaticity coordinates  x, y, or in terms of the tristimulus values X /(X+Y+Z) and Y/(X+Y+Z), 
respectively (or r, g for RGB space, or l, m for LMS space).

Color-matching functions or CMFs  x( )λ , y( )λ , and z( )λ . Tristimulus values of the equal-energy spectrum 
locus.

Cone fundamentals  l ( )λ , m( )λ , and s ( )λ  in CMF notation, or often L(λ), M(λ), and S(λ). 
These are the CMFs that would result if primaries that uniquely stimu-
lated the three cones could be used.

Photopic luminosity function  Photometric measure of luminous efficiency as a function of wavelength 
under photopic (i.e., rod-free) conditions: V(λ) or y( )λ .

Primary lights  R, G, B, the three independent primaries (real or imaginary) to which the 
test light is matched (actually or hypothetically). They must be indepen-
dent in the sense that no combination of two can match the third.

Standard observer  The standard observer is the hypothetical individual whose color-
matching behavior is represented by a particular set of mean CMFs.

Tristimulus values  R, G, B, the amounts of the three primaries required to match a given 
stimulus.

Visual angle  The angle subtended by an object in the external field of view at the effective 
optical center of the eye. Colorimetric data are typically for centrally 
fixated 2 or 10° fields of view.
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TABLE 2 Glossary of Notation Used in Matrix Algebra Development

  Link to Conventional Notation

l Wavelength 

Nl Number of wavelength samples 

b Spectral power distribution; basis vector 

B Linear model basis vectors 

a Linear model weights 

Nb Linear model dimension 

p Primary spectral power distribution 

P Linear model for primaries 

t Tristimulus coordinates 
X
Y
Z

⎡

⎣

⎢
⎢

⎤

⎦

⎥
⎥

 

T Color-matching functions • • • • • •
• • • • • •
• • •

x

y

zz • • •

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

 (x, y , and z  are rows of T)

r Cone (or sensor) coordinates 
L
M
S

⎡

⎣

⎢
⎢

⎤

⎦

⎥
⎥

R Cone (or sensor) sensitivities • • • • • •
• • • • • •
• •

l

m

• • • •

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥s

 ( l , m, and s  are rows of R )
 

v Luminance Y[ ]

V Luminous efficiency function • • • • • •⎡⎣ ⎤⎦Vλ
 (Vl is the single row of vector v)

M Color space transformation matrix 

10.5

FIGURE 2 Additive color mixing. Simulated overlap of projected red, green, and blue 
lights. The additive combination of red and green is seen as yellow, red and blue as purple, 
green and blue as cyan, and red, green, and blue as white.
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10.6  VISION AND VISION OPTICS

Color Matching

Trichromacy, together with other critical properties of color matching described in subsection 
“Critical Properties of Color Matching” in Sec. 10.3 mean that the color-matching behavior of 
an individual can be characterized as the intensities of three independent primary lights that are 
required to match a series of monochromatic spectral lights spanning the visible spectrum. Two 
experimental methods have been used to measure color matches: the maximum saturation method 
and Maxwell’s method. Most standard color-matching functions have been obtained using the max-
imum saturation method, though it is arguably inferior.

Maximum Saturation Method The maximum saturation method was used by Wright31 and Guild32 
to obtain the matches that form the basis of the CIE 1931 color-matching functions (see subsection 
“CIE 1931 2° Color Matching Functions” in Sec. 10.4). In this method, the observer is presented with 
a half field illuminated by a monochromatic test light of variable wavelength l as illustrated in Fig. 3a 
and an abutting half field illuminated by a mixture of red (R), green (G), and blue (B) primary lights. 

Wavelength, l (nm)

400 500 600 700

T
ri

st
im

u
lu

s 
va

lu
e

0

1

2

3

b(l) g(l)

r(l)

Mixture half-fieldTest half-field

Red (645 nm)

Green (526 nm) 

Blue (444 nm)

Two primary lights

Test (l) 

Test light plus third
desaturating primary

(a)

(b)

FIGURE 3 (a) Maximum saturation method of color matching. A 
monochromatic test field of wavelength l can be matched using a mixture 
of red (645 nm), green (526 nm), and blue (444 nm) primary lights, one of 
which must usually be added to the test field to complete the match. (b) Color-
matching functions. The amounts of each of the three primaries required to 
match equal energy monochromatic lights spanning the visible spectrum are 
known as the red r ( )λ , green g( )λ , and blue b( )λ , CMFs. These are shown 
as the red, green, and blue lines respectively. A negative sign means that pri-
mary must be added to the target to complete the match. (Based on Fig. 2.6 of 
Stockman and Sharpe.21 The data are from Stiles and Burch.33)
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COLORIMETRY  10.7

(Note that in this section of the chapter, bold uppercase symbols denote primary lights, not matrices.) 
Often the primary lights are chosen to be monochromatic, although this is not necessary. For each test 
wavelength l, the observer adjusts the intensities and arrangement of the three primary lights to make 
a match between the half field containing the test light and the adjacent half field. Generally, one of 
the primary lights is admixed with the test, while the other two are mixed together in the adjacent half 
field. Figure 3b shows the mean r ( )λ , g( )λ , and b( )λ  color-matching functions (hereafter abbrevi-
ated as CMFs) obtained by Stiles and Burch33 for primary lights of 645, 526, and 444 nm. Notice 
that one of the CMFs is usually negative. There is no “negative light.” Negative values mean that the 
primary in question has been added to the test light in order to make a match. Matches using real 
primaries result in negative values because the primaries do not uniquely stimulate single cone pho-
toreceptors, the spectral sensitivities of which overlap throughout the visible spectrum (see Fig. 6). 
Although color-matching functions are generally plotted as functions of wavelength, it is helpful to 
keep in mind that they represent matches, not light spectral power distributions.

The maximum saturation match between Eλ , a monochromatic constituent of the equal unit 
energy stimulus of wavelength l, and the three primary lights (R, , andG B) is denoted by

 E R G Bλ λ λ λ~ ( ) ( ) ( )r g b+ +  (1)

where r ( )λ , g( )λ , and b( )λ  are the three CMFs, and where negative CMF values indicate that the 
corresponding primary was mixed with the test to make the perceptual match. CMFs are usually 
defined for a stimulus, E, which has equal unit energy throughout the spectrum. However, in prac-
tice the spectral power of the test light used in most matching experiments is varied with wave-
length. In particular, longer-wavelength test lights are typically chosen to be intense enough to satu-
rate the rods so that rods do not participate in the matches (see, e.g., Ref. 34). CMFs and the spectral 
power distributions of lights are always measured and tabulated as discrete functions of wavelength, 
typically defined in steps of 1, 5, or 10 nm.

We use the symbol ~in Eq. (1) to indicate that two lights are a perceptual match. Perceptual matches 
are to be carefully distinguished from physical matches, which are denoted by the = symbol. Of course, 
when two lights are a physical match, they must also be a perceptual match. Two lights that are a percep-
tual match but not a physical match are referred to as metameric color stimuli or metamers. The term 
metamerism is often used to refer to the fact that two physically different lights can appear identical.

The color-matching functions are defined for equal energy monochromatic test lights. More 
generally any test light, whether monochromatic or not, may be matched in the color-matching exper-
iment. As noted above, we refer to the primary weights R, G, and B required to match any light as its 
tristimulus values. As with CMFs, tristimulus values may be negative, indicating that the correspond-
ing primary is mixed with the test to make the match. Once the matching primaries are specified, the 
tristimulus values of a light provide a complete description of its effect on the human cone-mediated 
visual system, subject to the caveats discussed below. In addition, knowledge of the color-matching
functions is sufficient to compute the tristimulus values of any light (see subsection “Tristimulus 
Values for Arbitrary lights” in Sec. 10.3).

Conditions for Trichromatic Color Matching There are a number of qualifications to the empirical 
generalization that it is possible for observers to match any test light by adjusting the intensities of 
just three primaries. Some of these qualifications have to do with ancillary restrictions on the exper-
imental conditions (e.g., the size of the bipartite field and the overall intensity of the test and match-
ing lights). The other qualifications have to do with the choice of primaries and certain conventions 
about the matching procedure. First the primaries must be chosen so that it is not possible to match 
any one of them with a weighted superposition of the other two. Second, the observer sometimes 
wishes to increase the intensity of one or more of the primaries above its maximum value. In this 
case, we must allow him to scale the intensity of the test light down. We follow the convention of 
saying that the match was possible and scale up the reported primary weights by the same factor. 
Third, as discussed in more detail above, the observer sometimes wishes to decrease the intensity of 
one or more of the primaries below zero. This is always the case when the test light is a spectral light 
unless its wavelength is equivalent to one of the primaries. In this case, we must allow the observer 
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10.8  VISION AND VISION OPTICS

to superimpose each such primary on the test light rather than on the other primaries. We follow 
the convention of saying that the match was possible but report with negative sign the intensity of 
each transposed primary.

With these qualifications, matching with three primaries is always possible for small fields. For 
larger fields, spatial inhomogeneities may make it impossible to produce a match simultaneously 
across the entire field (see subsections “Specifity of CMFs” and “Tristimulus Values for Arbitrary 
Lights” in Sec. 10.3).

Maxwell’s Matching Method It is of methodological interest to note that the maximum satura-
tion method is not the only way to instrument the color-matching experiment. Indeed the first 
careful quantitative measure ments of color matching and trichromacy were made by Maxwell.35 In 
Maxwell’s method, which is illustrated in Fig. 4, the matched fields always appear white, so that at 
the match point the eye is always in the same state of adaptation whatever the test wavelength (in 
contrast to the maximum saturation method in which the chromaticity of the match varies with 
wavelength). In the experiment, the subject is first presented with a white standard half-field, and 
is asked to match it with the three primary lights. The test light then replaces the primary light to 
which it is most similar and the match is repeated. Grassmann’s laws are invoked to convert the two 
empirical matches to the form of Eq. (1).

Critical Properties of Color Matching Color-matching data are usually obtained for monochro-
matic test lights. Such data are useful in general only if they can be used to predict matches for other 
lights with arbitrary spectral power distributions, and by extension the matches that would be made 
for other sets of primary lights. For this to be possible, the color-matching experiment must exhibit 
a number of critical properties. We review these properties briefly below. Given that they hold, it is 
possible to show that tristimulus values provide a complete representation for the spectral proper-
ties of light as these affect human vision. Krantz provides a detailed formal treatment.12

Grassmann’s laws Grassmann’s laws describe several of the key properties of color matching. 
They are:8,12

1. Symmetry: If light X matches light Y, then Y matches X.

2. Transitivity: If light X matches light Y and Y matches light Z, then X matches Z.

3. Proportionality: If light X matches light Y, then nX matches nY (where n is a constant of 
proportionality).

4. Additivity: If W matches X and Y matches Z, then the combination of W and Y matches the 
combination of X and Z (and similarly the combination of X and Y matches W and Z).

Mixture half-fieldWhite half-field

Test (l)
Green (526 nm)
Blue (444 nm)

Standard
white light

Two primary lights
plus test light

White

FIGURE 4 Maxwell’s method of color matching. A mono-
chromatic test field of wavelength l replaces the primary light to 
which it is most similar, and a match is made to the white stan-
dard by adjusting the intensities of the two remaining primaries 
and the test field. (Based on Fig. 3 of Stockman.206)
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COLORIMETRY  10.9

These laws have been tested extensively and hold well.8,19 To a first approximation, color matching 
can be considered to be linear and additive.12,36

Uniqueness of color matches The tristimulus values of a light should be unique. This is equiva-
lent to the requirement that only one weighted combination of the apparatus primaries produces a 
match to any given test light. The uniqueness of color matches ensures that tristimulus values are 
well-defined. In conjunction with transitivity, uniqueness also guarantees that two lights that match 
each other will have identical tristimulus values. It is generally accepted that, apart from variability, 
trichromatic color matches are unique for color normal observers.

Persistence of color matches The above properties concern color matching under a single set of 
viewing conditions. By viewing conditions, we refer to the properties of the image surrounding the 
bipartite field and the sequence of images viewed by the observer before he made the match. An 
important property of color matching is that lights that match under one set of viewing conditions 
continue to match when the viewing conditions are changed. This property is referred to as the per-
sistence or stability of color matches.8, 19 It holds to good approximation (but see subsection “Limits 
of Color Matching Data” in Sec. 10.4). The importance of the persistence law is that it allows a single 
set of tristimulus values to be used across viewing conditions.

Consistency across observers Finally, for the use of tristimulus values to have general validity, it 
is important that there should be agreement about matches across observers. For the majority of the 
population, there is good agreement about which lights match. We discuss individual differences in 
color matching in section “Limits of Color-Matching Data.”

Specificity of CMFs Color-matching data are specific to the conditions under which they were 
measured, and strictly to the individual observers in whom they were measured. By applying the 
data to other conditions and using them to predict other observer’s matches, some errors will inevi-
tably be introduced. 

An important consideration is the area of the retina within which the color matches were made. 
Standard color matching data (see section “Color-Matching Functions” in Sec. 10.4) have been 
obtained for centrally viewed fields with diameters of either 2° or 10° of visual angle. The visual 
angle refers to the angle subtended by an object in the external field at the effective optical center of 
the eye. The size of a circular matching field used in colorimetry is defined as the angular difference 
subtended at the eye between two diametrically opposite points on the circumference of the field. 
Thus, matches are defined according to the retinal size of the matching field not by its physical size. 
A 2° diameter field is known as a small field, whereas a 10° one as a large field. (One degree of visual 
angle is roughly equivalent to the width of the fingernail of the index finger held at arm’s length.) 
Color matches vary with retinal size and position because of changes in macular pigment den-
sity and photopigment optical density with visual angle (see section “Limits of Color-Matching 
Data”). 

Standardized CMFs are mean data that are also known as standard observer data, in the sense that 
they are assumed to represent the color-matching behavior of a hypothetical typical human observer. 
The color matches of individual observers, however, can vary substantially from the mean matches 
represented by standard observer CMFs. Individual differences in lens pigment density, macular pig-
ment density, photopigment optical density, and in the photopigments themselves can all influence 
color matches (see section “Limits of Color-Matching Data”).

Tristimulus Values for Arbitrary Lights Given that additivity holds for color matches, the tristimu-
lus values, R, G, and B for an arbitrarily complex spectral radiant power distribution P( )λ  can be 
obtained from the r ( )λ , g( )λ , and b( )λ  CMFs by:

 R P r d= ∫ ( ) ( )λ λ λ ,  G P g d= ∫ ( ) ( )λ λ λ ,  and  B P b d= ∫ ( ) ( )λ λ λ  (2) 

Since spectral power distributions and CMFs are usually discrete functions, the integration in Eq. (2) 
is usually replaced by a sum.
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10.10  VISION AND VISION OPTICS

Transformability of CMFs The r ( )λ , g( )λ , and b( )λ  CMFs shown in Fig. 3 are for monochromatic 
RGB (red-green-blue) primaries of 645, 526, and 444 nm. These CMFs can be transformed to other 
sets of real primary lights, and to CMFs for imaginary primary lights, such as the CIE X, Y, and Z 
primaries, or to CMFs representing the LMS cone spectral sensitivities (cone fundamentals). These 
transformations are illustrated in Fig. 5.

Each transformation of CMFs is accomplished by multiplying the CMFs, viewed as a column vec-
tor at each wavelength, by a 3 × 3 matrix. For now we simply assert this result, as our key point here 
is to note that such transformation is possible to enable a discussion of commonly used tristimulus 
representations. See Sec. 10.5 or Sec. 3.2.5 of Ref. 8 for more details about transformations between 
primaries.

The primaries selected by the CIE produced x( )λ , y( )λ , and z( )λ  CMFs that are always positive. 
The y( )λ  CMF is also the luminosity function (see section “Brightness Matching and Photometry” 
and also Chap. 11) thus incorporating luminosity information into the CMFs, and linking colorim-
etry and photometry.

The primaries that yield the cone fundamentals l ( )λ , m( )λ , and s ( )λ  as CMFs are three imaginary 
primary lights that would uniquely stimulate each of the three classes of cones. Although l ( )λ , m( )λ , and 
s ( )λ  cannot be obtained directly from color matches, they are strongly constrained by color-matching 
data since they should be a linear transformation of any other set of CMFs. Derivation of cone 
fundamentals is discussed in the section “Cone Fundamentals.”
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FIGURE 5 CMFs can be linearly transformed from one set of primaries to another. Illustrated 
here are CMFs for R, G, and B primaries (a), for the imaginary X, Y, and Z primaries (b), and the cone 
fundamental L, M, and S primaries (c). The CMFs shown in (a) and (b) are Judd-Vos modified CIE 
1931 RGB and XYZ functions, respectively (see subsection “Judd-Vos Modified 2° Color-Matching 
Functions” in Sec. 10.4) and those shown in (c) are the Smith-Pokorny cone fundamentals (see section 
“Cone Fundamentals”). (Based on Fig. 4 of Stockman.206)
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COLORIMETRY  10.11

10.4 COLOR COORDINATE SYSTEMS

Overview

For the range of conditions where the color-matching experiment obeys the properties described in 
the previous sections, tristimulus values (or cone coordinates) provide a complete and efficient repre-
sentation of human color vision. When two lights have identical tristimulus values, they are indistin-
guishable to the visual system and may be substituted for one another. When two lights have tristimu-
lus values that differ substantially, they can be distinguished by an observer with normal color vision.

The relation between spectral power distributions and tristimulus values depends on the choice of 
primaries used in the color-matching experiment. In this sense, the choice of primaries in colorimetry is 
analogous to the choice of unit (e.g., foot versus meter) in the measurement of length. We use the terms 
color coordinate system and color space to refer to a representation derived with respect to a particular 
choice of primaries. We will also use the term color coordinates as synonym for tristimulus values.

Although the choice of primaries determines a color space, specifying primaries alone is not suf-
ficient to compute tristimulus values. Rather, it is the color-matching functions that characterize the 
properties of the human observer with respect to a particular set of primaries. As noted in section 
“Fundamentals of Colorimetry” above and developed in detail in Sec. 10.5, “Matrix Representations 
and Calculations,” knowledge of the color-matching functions allows us to compute tristimulus 
values for arbitrary lights, as well as to derive color-matching functions with respect to other sets 
of primaries. Thus in practice we can specify a color space either by its primaries or by its color-
matching functions. 

A large number of different color spaces are in common use. The choice of which color space to use 
in a given application is governed by a number of considerations. If all that is of interest is to use a three-
dimensional representation that accurately predicts the results of the color-matching experiment, the 
choice revolves around the question of finding a set of color-matching functions that accurately capture 
color-matching performance for the set of observers and viewing conditions under consideration. From 
this point of view, color spaces that differ only by an invertible linear transformation are equivalent. But 
there are other possible uses for color representation. For example, one might wish to choose a space 
that makes explicit the responses of the physiological mechanisms that mediate color vision. We discuss 
a number of commonly used color spaces based on CMFs, cone fundamentals, and transformations of 
the cone fundamentals guided by assumptions about color vision after the photoreceptors.

Many of the CMFs and cone fundamentals are available online in tabulated form at URL http://
www.cvrl.org/.

Stimulus Spaces

A stimulus space is the color space determined by the primaries of a particular apparatus. For exam-
ple, stimuli are often specified in terms of the excitation of three monitor phosphors. Stimulus color 
spaces have the advantage that they provide a direct description of the physical stimulus. On the 
other hand, they are nonstandard and their use hampers comparison of data collected in different 
laboratories. A useful compromise is to transform the data to a standard color space, but to provide 
enough side information to allow exact reconstruction of the stimulus. Often this side information 
can be specification of the apparatus primaries.

Color-Matching Functions

Several sets of standard CMFs are available for the central 2° or the central 10° of vision. For the central 
2° (the small-field matching conditions), they are the CIE 1931 CMFs,37 the Judd-Vos modified 1931 
CMFs,38,39 and the Stiles and Burch CMFs.33 For the central 10° (the large-field matching conditions), 
they are the 10° CMFs of Stiles and Burch,34 and the related 10° CIE 1964 CMFs. CIE functions are avail-
able as r ( )λ , g( )λ , and b( )λ  for the real primaries R, G, and B, or as x( )λ , y( )λ , and z( )λ  for the imaginary 
primaries X, Y, and Z. The latter are more commonly used in applied colorimetry.
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10.12  VISION AND VISION OPTICS

CIE 1931 2° Color-Matching Functions In 1931, the CIE integrated a body of empirical data to 
determine a standard set of CMFs.37,40 The notion was that the CIE 1931 color-matching functions 
would characterize the results of a color-matching experiment performed on an “average” or “stan-
dard” color-normal human observer known as the CIE 1931 standard observer. They are available in 
both r ( )λ , g( )λ , and b( )λ  and x( )λ , y( )λ , and z( )λ  form.

The empirical color-matching data used to construct the 1931 standard observer were those of 
Wright41 and Guild,32 which provided only the ratios of the three primaries required to match spec-
tral test lights. Knowledge of the absolute radiances of the matching primaries is required to generate 
CMFs, but this was unavailable. The CIE reconstructed this information by assuming that a linear 
combination of the three unknown CMFs was equal to the 1924 CIE V(l) function.37,42 In addition to 
uncertainties about the validity of this assumption,43 the V(l) curve that was used as the standard is 
now known not to provide an accurate description of typical human performance; it is far too insen-
sitive at short wavelengths (see Fig. 2.13 of Ref. 44).

More generally, there is now considerable evidence that the color-matching functions standard-
ized by the CIE in 1931 differ from those of the average human observer21,33,34,38,39 and the CIE has 
recently recommended11 a new set of color-matching functions based on estimates of the cone pho-
toreceptor spectral sensitivities and the Stiles and Burch 10° CMFs.34 A large body of extant data is 
available only in terms of the CIE 1931 system, however, and many colorimetric instruments are 
designed around it. Therefore it seems likely that the CIE 1931 system will continue to be of practical 
importance for some time. Its inadequacy at short-wavelengths is well-known, and is often taken into 
account in colorimetric and photometric applications.

Judd-Vos Modified 2° Color-Matching Functions In 1951, Judd reconsidered the 1931 CMFs and 
came to the conclusion that they could be improved.38 He increased the sensitivity of V(l) used 
to reconstruct the CIE CMFs below 460 nm, and derived a new set of CMFs [see Table 1 (5.5.2) of 
Ref. 8, which were later slightly modified by Vos,39 see his Table 1]. 

The modifications to the V(l) function introduced by Judd had the unwanted effect of producing 
CMFs that are relatively insensitive near 460 nm (where they were unchanged). Although this insen-
sitivity can be roughly characterized as being consistent with a high macular pigment density,33,45,46 
the CMFs are somewhat artificial and thus removed from real color matches. Nevertheless, in practice 
the Judd-Vos modifications lead to a set of CMFs that are probably more typical of the average human 
observer than the original CIE 1931 color-matching functions. These functions were never officially 
standardized. However, they are widely used in practice, especially in vision science, because they are 
the basis of a number of estimates of the human cone spectral sensitivities, including the recent ver-
sions of the Smith-Pokorny cone fundamentals.47

Stiles and Burch (1955) 2° CMFs The assumption used to construct the CIE 1931 standard 
observer, namely that V(l) is a linear combination of the CMFs is now unnecessary, since current 
instrumentation allows CMFs to be measured in conjunction with absolute radiometry. The Stiles 
and Burch 2° CMFs33 are an example of directly measured functions. Though referred to by Stiles 
as “pilot” data, these CMFs are the most extensive set of directly measured color-matching data for 
2° vision available, being averaged from matches made by 10 observers. Even compared in relative 
terms, there are real differences between the CIE 1931 and the Stiles and Burch33 2° color-matching 
data in the range between 430 and 490 nm. These CMFs are seldom used.

Stiles and Burch (1959) 10° CMFs The most comprehensive set of color-matching data are the 
large-field, centrally viewed 10° CMFs of Stiles and Burch.34 Measured in 49 subjects from approxi-
mately 390 to 730 nm (and in nine subjects from 730 to 830 nm), these data are probably the most 
secure set of existing CMFs. Like the Stiles and Burch 2° functions,33 the 10° functions represent 
directly measured CMFs, and so do not depend on measures of V(l). These CMFs are the basis of 
the Stockman and Sharpe46 cone fundamentals (see section “Cone Fundamentals”) and thus the 
recent CIE proposal for a set of physiologically relevant CMFs.11

1964 10° Color-Matching Functions In 1964, the CIE standardized a second set of CMFs appropri-
ate for larger field sizes. These CMFs take into account the fact that human color matches depend on 
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COLORIMETRY  10.13

the size of the matching fields. The CIE 1964 10° color-matching functions are an attempt to pro-
vide a standard observer for these larger fields. The use of 10° color-matching functions is recom-
mended by the CIE when the sizes of the regions under consideration are larger than 4°.10 The large 
field CIE 1964 CMFs are based mainly on the 10° CMFs of Stiles and Burch34 and to a lesser extent on 
the arguably inferior and possibly rod-contaminated 10° CMFs of Speranskaya.48 These functions 
are available as r ( )λ , g( )λ , and b( )λ  and x( )λ , y( )λ , and z( )λ .

While the CIE 1964 CMFs are similar to the 10° CMFs of Stiles and Burch functions, they differ 
in several ways that compromise their use as the basis for cone fundamentals.46 The CIE11 has now 
recommended a new set of 10° color-matching functions that are more tightly coupled to estimates of 
the cone spectral sensitivities and are based on the original Stiles and Burch 10° data.

Cone Fundamentals

An important goal in color science since the establishment of trichromatic color theory,49–52 has 
been the determination of the linear transformation between r ( )λ , g( )λ , and b( )λ  and the three 
cone spectral sensitivities, l ( )λ , m( )λ , and s ( )λ .

A match between the test and mixture fields in a color-matching experiment is a match at the level 
of the cone photoreceptors. The response of each cone class to the mixture of primaries equals the 
response of that cone class to the test light. Put more formally, the following equations must hold for 
each unit energy test light:

l r l g l b lR G B( ) ( ) ( ) ( )λ λ λ λ+ + =  

 m r m g m b mR G B( ) ( ) ( ) ( )λ λ λ λ+ + =  (3)

 s r s g s b sR G B( ) ( ) ( ) ( )λ λ λ λ+ + =  

where lR, lG, and lB are, respectively, the L-cone sensitivities to the R, G, and B primary lights, mR , mG,
and mB  are the M-cone sensitivities to the primary lights, and sR , sG , and sB  are the S-cone 
sensitivities.

Since the S cones are now known to be insensitive to long wavelengths, it can be assumed that sR  
is effectively zero for a long-wavelength R primary. There are therefore eight unknowns required, and 
we can rewrite Eq. (3) as a linear transformation:
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Moreover, since we are often more concerned about the relative l ( )λ , m( )λ , and s ( )λ  cone spectral 
sensitivities, rather than their absolute values, the eight unknowns become five:
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Note that the constants kl , km, and ks  remain unknown. Their values are typically chosen to scale 
the three cone fundamentals to meet some side criterion: for example, so that k ll ( )λ , k mm ( )λ , and 
k ss ( )λ  peak at unity. Smith and Pokorny53 assume that k l k ml m( ) ( )λ λ+  sum to V( )λ , the luminous 
efficiency function. Care should be taken when drawing conclusions that depend on the scaling chosen.

The five unknowns in the left of Eq. (5) can be estimated by fitting linear combinations of CMFs to 
cone spectral sensitivity measurements made in dichromatic observers and in normal observers under spe-
cial conditions that isolate the responses of single cone types. They can also be estimated by comparing 
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10.14  VISION AND VISION OPTICS

color matches made by normal and dichromatic observers. Estimates from dichromats depend on the “loss,” 
“reduction,” or “König” assumption that dichromatic observers lack one of the three cone types, but retain 
two that are identical in spectral sensitivity to the normal counterparts.35,54 The identity of the two remaining 
cone types means that dichromats accept all color matches set by normal trichromats. The loss hypothesis 
now has a firm empirical foundation, because it has become possible to sequence and identify the photopig-
ment opsin genes of normal, dichromatic and monochromatic observers.55,56 As a result, individuals who 
conform to the loss assumption can be selected by genetic analysis. Thanks to the longer wavelength part 
of the visible spectrum being effectively dichromatic, because of the insensitivity of the S cones to longer 
wavelength lights, the unknown value, s sG B/ , can also be derived directly from normal color-matching data 
(see Refs. 57 and 58 for details).

Several authors have estimated LMS cone spectral sensitivities using the loss hypothesis.8,53,59–66 
Figure 6 shows estimates by Smith and Pokorny53 and Stockman and Sharpe.46 The Smith-Pokorny 
estimates are a transformation of the Judd-Vos corrected CIE 1931 functions (see earlier). The 
Stockman-Sharpe estimates are a transformation of the Stiles and Burch 10° (see earlier) adjusted to 
2° (see Ref. 21 for further information).
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FIGURE 6 S-, M-, and L-cone spectral sensitivity estimates of 
Stockman and Sharpe46 (colored lines) compared with the estimates of 
Smith and Pokorny53 (dashed black lines). The lower inset shows the lens 
pigment optical density spectrum (black line) and the macular pigment 
optical density spectrum (magenta line) from Stockman and Sharpe.46 
Note the logarithmic vertical scale—commonly used in such plots to 
emphasize small sensitivities. (Based on Fig. 5 of Stockman.206)
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COLORIMETRY  10.15

Limits of Color-Matching Data

Specifying a stimulus using tristimulus values depends on having an accurate set of color-matching 
functions. The CMFs and cone fundamentals discussed in preceding sections are designed to be 
representative of a standard observer under typical viewing conditions. A number of factors limit 
the precision to which a standard color space can predict the individual color matches. We describe 
some of these factors below. Wyszecki and Stiles8 provide a more detailed treatment.

For most applications, standard calculations are sufficiently precise. However, when high precision 
is required, it is necessary to tailor a set of color-matching functions to the individual and observing 
conditions of interest. Once such a set of color-matching functions or cone fundamentals is available, 
the techniques described in other sections may be used to compute corresponding color coordinates.

Standard sets of color-matching functions are summaries or means of color-matching results for a 
number of color-normal observers. There is small but systematic variability between the matches set 
by individual observers, and this variability limits the precision to which standard color-matching func-
tions may be taken as representative of any given color-normal observer. A number of factors underlie 
the variability in color matching. Stiles and Burch carefully measured color-matching functions for 
49 observers using 10° fields.33,34 Webster and MacLeod analyzed individual variation in these color-
matching functions.67 They identified five primary factors that drive the variation in individual color 
matches. These are macular pigment density, lens pigment density, photopigment optical density, 
amount of rod intrusion into the matches, and variability in the absorption spectra of the L, M, and 
S cone photopigments.

Macular Pigment Density Light must pass through the ocular media before reaching the photore-
ceptors. At the fovea this includes the macula lutea, which contains macular pigment. This pigment 
absorbs lights of shorter wavelengths covering a broad spectral region centered on 460 nm (see inset 
of Fig. 6). There are large individual differences in macular pigment density, with peak densities at 
460 nm ranging from 0.0 to about 1.2.68–70

Lens Pigment Density Light is focused on the retina by the cornea and the yellow pigmented 
crystalline lens. The lens pigment absorbs light mainly of short wavelengths (see inset of Fig. 6). 
Individual differences in lens pigment density range by as much as ±25 percent of the mean density 
in young observers (<30 years old).71 Lens pigment also increases with age,72,73 resulting in system-
atic differences in color-matching functions between populations of different ages.74

Photopigment Optical Density The axial optical density of the photopigment in the photore-
ceptor outer segment depends on several factors, including the underlying photopigment extinc-
tion or absorbance spectra, outer segment length, and the photopigment concentration within 
the outer segment. All these factors can vary between individuals,75–82 and within individuals. 
Photoreceptor outer segment length, and thus axial photopigment optical density, decreases with 
retinal eccentricity.83,84 Although changes in photopigment optical density are typically neglected, 
they can become important under circumstances where very intense adapting fields (which dilute 
the photopigment by bleaching) are employed or where fixation is eccentric. See section “Adjusting 
Cone Spectral Sensitivities for Individual Differences” for corrections that account for changes in 
photopigment optical density.

Variability in Photopigment lmax Genetic and behavioral evidence shows that there are multiple 
versions of the human L- and M-cone photopigments.56,85–89 This multiplicity is known as cone 
polymorphism. The most common genetic polymorphism is the substitution of alanine for serine 
at position 180 of the L-cone photopigment gene. This substitution produces a shift in the L-cone 
photopigment spectral sensitivity of several nanometers, with the A180 variant shifted toward 
shorter wavelengths relative to the S180 variant (see Ref. 89 for a review of shift estimates). In appli-
cations where precise knowledge of an individual’s cone spectral sensitivities is important, genotyp-
ing can now help provide key information.46,90 Some individuals possess more than one variant of 
the L- or M- cone photopigment gene.55, 91–93
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10.16  VISION AND VISION OPTICS

Color-Deficient Observers A class of color-deficient individuals, known as anomalous red-green 
trichromats, are trichromatic but set color matches substantially different from color-normal 
observers. Anomalous red-green trichromacy is caused by the spectral sensitivity of either the L- or 
the M-cone photopigment being shifted from its normal location to an anomalous position that 
lies closer to the location of the spectral sensitivity function of the remaining normal M- or L-cone 
photopigment (for a review, see Ref. 89). These shifts result from the inheritance of hybrid LM- or 
ML-cone photopigment opsin genes, which are fusion genes produced by intragenic crossing over, 
containing the coding sequences of both L- and M-cone pigment genes. Measurements of the absor-
bance spectrum peaks of the hybrid pigments made in vitro87,94 and in vivo95,96 reveal a wide range of 
possible anomalous spectra that lie between the normal L- and M-cone spectra. The peak absorbances 
of the LM hybrid pigments cluster within about 8 nm of the peak absorbance of the normal M-cone 
pigment, while those of the ML hybrid pigments cluster within about 12 nm of the peak absorbance 
of the normal L-cone pigment (see Table 1 of Ref. 97). In protanomalous trichromats, one of the two 
polymorphic variants of the normal L-cone pigment has been replaced with a hybrid LM pigment, 
whereas in deuteranomalous trichromats one of the two polymorphic variants of the normal M-cone 
pigment has been replaced with a hybrid ML pigment.

Our development of colorimetric calculations in Sec. 10.5 can be used to tailor color specification 
in a particular application for color anomalous individuals, if their color-matching functions are 
known. Estimates of the cone sensitivities of color anomalous observers are available.47,98 Estimates 
of the A180 and S180 variants of the Stockman and Sharpe 2° functions are tabulated in Table A of 
Ref. 99. Details of how to adjust cone fundamentals for different lmax values are discussed in section 
“Adjusting Cone Spectral Sensitivities for Individual Differences” (see also section “Photopigment 
Optical Density Spectra” of Ref. 21).

Some individuals require only two primaries in the color-matching experiment (i.e., they are 
dichromats) or in rare cases only one primary (i.e., they are monochromats). Dichromats, like anom-
alous trichromats, are referred to as color deficient. Monochromats are, however, truly color blind 
(except for rod-cone interactions at mesopic levels in single cone monochromats100). Most forms 
of monochromacy and dichromacy can be understood by assuming that the individual lacks one or 
more of the normal three types of cone photopigment.35,101 Individuals who lack the L-, M-, or S-cone 
photopigments are known, respectively, as protanopes, deuteranopes, or tritanopes. Protanopes and 
deuteranopes are much more common than tritanopes.89 Some protanopes and deuteranopes have 
only one of the two normal longer wavelength cone photopigments, and so are true loss dichromats. 
Some, however, have a single hybrid ML- or LM-cone photopigment, which is intermediate in spec-
tral position between M and L, while others have two cone photopigments with identical or nearly 
identical spectral sensitivities. For dichromatic and monochromatic individuals with normal cone 
photopigments (i.e., those without hybrid photopigments), the use of standard color coordinates will 
produce acceptable results, since a match for all three cone types will also be a match for any subset of 
these types. In very rare cases, an individual has no cones at all and his vision is mediated entirely by 
rods. His visual matches can be predicted by the CIE scotopic luminosity function [see Table I (4.3.2) 
of Ref. 8].

Simple standard tests exist for identifying color-deficient and color-anomalous individuals. These 
include the Ishihara pseudoisochromatic plates,102 the Farnsworth 100 hue test,103 and the Rayleigh 
match.104 For coverage of the available clinical tests see Ref. 105. Genetic analysis may also be used to 
identify the variants of cone pigments likely to be expressed by a given individual.46

Retinal Inhomogeneity Most standard colorimetric systems are based on color-matching experi-
ments where the bipartite field was either 2° or 10° in diameter and viewed foveally. The distribution 
of photoreceptors is not homogeneous across the retina, however, and both macular pigment and 
photopigment optical density decline with eccentricity. Thus, CMFs that are accurate for the fovea 
do not necessarily describe color matching in the extra fovea. The CIE 1964 10° XYZ color-matching 
functions are designed for situations where the colors being judged subtend a large visual angle. 
Stockman and Sharpe46 provide both 2° and 10° cone fundamentals.

Another consideration is that the absence of S cones in approximately the central 25-min diameter 
of vision makes color matches confined to that small region tritanopic.106–109
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COLORIMETRY  10.17

Rod Intrusion Both outside the fovea and at low light levels, rods can play a role in color-matching. 
Under conditions where rods play a role, there is a shift in the color-matching functions due to the 
contribution of rod signals. Wyszecki and Stiles8 discuss approximate methods for correcting stan-
dard sets of color-matching functions when rods intrude into color vision.

Chromatic Aberrations By some standards, even the small (roughly 2°) fields used as the basis of 
most color coordinate systems are rather coarse. The optics of the eye contain chromatic aberrations 
which cause different wavelengths of light to be focused with different accuracy. These aberrations 
can cause a shift in the color-matching functions if the stimuli being matched have fine spatial 
structure. Two stimuli which are metameric at low spatial frequencies may no longer be so at high 
spatial frequencies. Such effects can be quite large.110–112 It is possible to correct color coordinates for 
chromatic aberration if enough side information is available. Such correction is rare in practice but 
can be important for stimuli with fine spatial structure. Some guidance is available from the litera-
ture.111,113 Another strategy available in the laboratory is to correct the stimulus for the chromatic 
aberration of the eye.114

Adjusting Cone Spectral Sensitivities 
for Individual Differences

Adjustments from Corneal to Photoreceptor Sensitivities Cone spectral sensitivities and CMFs are 
measured with respect to light entering the observers’ cornea. However, between the cornea and 
photoreceptor, the light passes through the pigmented crystalline lens, and in the fovea through the 
macula lutea. Both of these filters markedly reduce the observers’ sensitivity to short-wavelength 
lights (see Fig. 6).

In the first part of this section, we describe how to adjust the cone spectral sensitivities back to 
their values at the photoreceptor. A related adjustment is to correct cone spectral sensitivities and 
CMFs for individual differences in lens and macular pigment densities. 

The calculation of photoreceptor sensitivities is straightforward given the lens [ ( )]dlens λ  and 
macular [ ( )]dmac λ  density spectra, as well as the respective scaling constants, klens and kmac, by which 
each should be multiplied. Beginning with the quantal corneal spectral sensitivity of, for example, the 
L cones [ ( )]l λ , the filtering by the lens pigment [ ( )]k dlens lens λ  and the macular pigment [ ( )]k dmac mac λ  
is removed:

 log [ ( )] log [ ( )] ( )10 10l l k d kr λ λ λ= + +lens lens macddmac( )λ  (6)

to give lr( )λ , the spectral sensitivity of the cones at the photoreceptor. The mean or standard dlens( )λ  
and dmac( )λ  spectra that are assumed appropriate for the Stockman and Sharpe 2° cone fundamen-
tals are tabulated in Table 2 of their paper.46 These densities correspond to a macular density of 
0.35 at 460 nm, and a lens density of 1.765 at 400 nm. For the standard 2° observer, the values of 
klens  and kmac are set to 1, but should be adjusted appropriately for individual observers or groups 
of observers with different lens and macular densities. For the mean 10° observer of Stockman and 
Sharpe, the values of klens and kmac are assumed to be 1 and 0.27, respectively.

To calculate back from photoreceptor to corneal sensitivities, the filtering by the lens and macular 
pigments is added back:

 log [ ( )] log [ ( )] ( )10 10l l k d krλ λ λ= − −lens lens macddmac( )λ  (7)

Again, klens and kmac should be adjusted as appropriate.
Macular pigment density can be estimated psychophysically from the differences between spectral 

sensitivities measured centrally and peripherally (in the macular-free area). Note, however, that such 
estimates can be affected by other changes between the two locations, such as photopigment optical 
density (see Fig. 2.5 of Ref. 21). Relative estimates of lens density can be obtained psychophysically by 
measuring spectral sensitivities in a macular-free area of the retina, and then comparing them with 
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10.18  VISION AND VISION OPTICS

mean spectral sensitivity data. Typically, rod spectral sensitivities are measured115 and then compared 
with mean rod data, such as the data for 50 observers measured by Crawford72 to obtain the mean 
standard rod spectral sensitivity function, V ′(l). Absolute lens density estimates can be obtained by 
comparing spectral sensitivities with photopigment spectra. See Ref. 21 for discussion.

Adjustments for Photopigment Optical Density As noted above, decreases and increases in phot-
opigment optical density result in a narrowing or broadening, respectively, of the cone spectral sen-
sitivity curves. Corrections for these changes are most easily applied to the cone fundamentals.

The photopigment optical density or absorbance spectra [ ( )]lOD λ  can be calculated from photo-
receptor spectral sensitivity [ ( )]lr λ  given the value of Dpeak, the peak optical density of the photopig-
ment, thus:

 l
l

D
r

OD
peak

( )
log [ ( )]

λ
λ

=
− −10 1

 (8)

Note that lr( )λ  should be scaled before applying Eq. (8) for lOD( )λ  to peak at 1. Stockman and 
Sharpe46 assume L-, M-, and S-cone Dpeak of 0.5, 0.5, and 0.4, respectively, for their mean 2° observer, 
and values of 0.38, 0.38, and 0.3 for their mean 10° observer.

The spectral sensitivity at the photoreceptor, lr( )λ , can be calculated from the normalized phot-
opigment optical density spectrum, lOD( )λ , by the inversion of Eq. (8) (see Ref. 116):

 lr
D l( ) ( )λ λ= − −1 10 peak OD  (9)

Calculations from corneal spectral sensitivities to retinal photopigment optical densities ignore 
changes in spectral sensitivity that may result from the structure of the photoreceptor or other ocular 
structures and pigments (unless they are incorporated in estimates of the lens or macular pigment 
density spectra).

Photopigment optical density can be estimated from the differences between spectral sensitivities 
or color matches obtained when the concentration of the photopigment is dilute and those obtained 
when it is in its normal concentration. This can be achieved psychophysically by comparing data 
obtained under bleached versus unbleached conditions or for obliquely versus axially presented 
lights. Bleaching measurements yield mean peak optical density values in the range 0.3 to 0.6, those 
that depend on oblique presentation in the range 0.7 to 1.0 and objective measures in the range 0.35 
to 0.57. See Ref. 21 for discussion.

Adjustments for Changes in Photopigment lmax Adjustments in the spectral position of the phot-
opigment spectra can be affected by shifting them along an appropriate spectral scale before apply-
ing Eq. (7) to restore the prereceptoral filtering, the appropriate scale being one that preserves the 
shapes of photopigment spectra, in general, as lmax changes (i.e., their shape should be invariant). An 
early proposal was by Dartnall117 who proposed a “nomogram” or template shape for photopigment 
spectra that was invariant when shifted along frequency or wavenumber (1/l, in units of cm–1) scale. 
Shape invariance, however, is better preserved when spectra are plotted as a function of log frequency 
or log wavenumber [log( / )]1 λ ,118–120 which is equivalent to log wavelength [log( )]λ  or normalized 
frequency ( / ).maxλ λ  Barlow121 has also proposed an abscissa of the fourth root of wavelength ( λ4 ).
A recent nomogram proposed by Govardovskii et al.122 is seeing considerable use. See also Eq. (8) of 
Ref. 46 for human photopigment nomograms. Linear wavelength scales (l) should not be used to 
shift pigment templates unless the spectral shift is quite small.

Opponent and Contrast Spaces

Cone coordinates are useful because they make explicit the responses of the initial physiological 
mechanisms thought to mediate color vision. A number of investigators have begun to use represen-
tations that attempt to represent the responses of subsequent postreceptoral mechanisms. Two basic 
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COLORIMETRY  10.19

ideas underlie these representations. The first is the general opponent processing model described in 
companion chapter (Chap. 11) in this volume. We call representations based on this idea opponent 
color spaces. The second idea is that stimulus contrast is more relevant than stimulus magnitude.123 
We call spaces that are based on this second idea modulation or contrast color spaces. Some color 
spaces are both opponent and contrast color spaces.

Cone contrast space To derive coordinates in the cone contrast color space, the stimulus is first 
expressed in terms of its cone coordinates. The cone coordinates of a white point are then chosen. 
Usually these are the cone coordinates of a uniform adapting field or the spatio-temporal average 
of the cone coordinates of the entire image sequence. The cone coordinates of the white point are 
subtracted from the cone coordinates of the stimulus and the resulting differences are normalized 
by the corresponding cone coordinates of the white point.

The DKL color space Derrington, Krauskopf, and Lennie124 introduced an opponent modulation 
space that is now widely used. This space is closely related to the chromaticity diagram suggested 
by MacLeod and Boynton125 (see also Ref. 126). To derive coordinates in the DKL color space, the 
stimulus is first expressed in cone coordinates. As with cone contrast space, the cone coordinates of a 
white point are then subtracted from the cone coordinates of the stimulus of interest. The next step 
is to reexpress the resulting difference as tristimulus values with respect to a new choice of primaries 
that are thought to isolate the responses of post-receptoral mechanisms.127,128 The three primaries 
are chosen so that modulating two of them does not change the response of the photopic luminance 
mechanism (see section “Brightness Matching and Photometry”). The color coordinates corre-
sponding to these two primaries are often called the constant B and constant R and G coordinates. 
Modulating the constant R and G coordinates of a stimulus modulates only the S cones. Modulating 
the constant B coordinate modulates both the L and M cones but keeps the S-cone response con-
stant. Because the constant R and G coordinates are not allowed to change the response of the phot-
opic luminance mechanism, the DKL color space is well-defined only if the S cones do not contribute 
to luminance. The third primary of the space is chosen so that it has the same relative cone coordi-
nates as the white point. The coordinate corresponding to this third primary is called the luminance 
coordinate. Flitcroft110 and Brainard129 provide detailed treatments of the DKL color space.

Caveats The basic ideas underlying the use of opponent and modulation/contrast color spaces 
seem to be valid. On the other hand, there is not a general agreement about how signals from cones 
are combined into opponent channels, about how this combination depends on adaptation, or about 
how adaptation affects signals originating in the cones. Since a specific model of these processes is 
implicit in any opponent or modulation/contrast color space, coordinates in these spaces must be 
treated carefully. This is particularly true of contrast spaces, where the relation between the physical 
stimulus and coordinates in the space depends on the choice of white point. As a consequence, radi-
cally different stimuli can have identical coordinates in a contrast space. For example, 100 percent 
contrast monochromatic intensity gratings are all represented by the same coordinates in contrast 
color spaces, independent of their wavelength. Nonetheless, such stimuli appear very different to 
human observers. Identity of coordinates in a contrast color space does not imply identity of appear-
ance across different choices of white points. See Ref. 129 for more extended discussion.

Visualizing Color Data

A challenge facing today’s color scientist is to produce and interpret graphical representations of 
color data. Because color coordinates are three-dimensional, it is difficult to plot them on a two-
dimensional page. Even more difficult is to represent a dependent measure of visual performance as 
a function of color coordinates. We discuss several approaches.

Three-Dimensional Approaches One strategy is to plot the three-dimensional data in perspective. 
In many cases the projection viewpoint may be chosen to provide a clear view of the regularities of 
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10.20  VISION AND VISION OPTICS

interest in the data. In Fig. 7a the spectrum locus is shown in the LMS tristimulus space. The three-
dimensional structure of the data may be emphasized by the addition of various monocular depth 
cues to such figures, such as shading or drop lines. A number of computer graphics packages now 
provide facilities to aid in the preparation of three-dimensional perspective plots. Often these pro-
grams allow variation of the viewpoint and automatic inclusion of monocular depth cues.

Computer display technology also provides promise for improved methods of viewing three-
dimensional data. For example, it is now possible to produce computer animations that show plots 
that vary over time. Such plots have the potential for representing multidimensional data in a man-
ner that is more comprehensible to a human viewer than a static plot. Other interesting possibilities 
include the use of stereo depth cues and color displays. Online publication is making the use of such 
technologies more widely available for archival purposes.

Another approach to showing the three-dimensional structure of color data is to provide multiple 
two-dimensional views, as in a draftsman’s sketch. This is illustrated in Fig. 7.

Chromaticity Diagrams A second strategy for plotting color data is to reduce the dimensionality 
of the data representation. One common approach is through the use of chromaticity coordinates. 
Chromaticity coordinates are defined so that any two lights with the same relative color coordinates 
have identical chromaticity coordinates. That is, the chromaticity coordinates of a light are invariant 
with respect to intensity scaling. Because chromaticity coordinates have one fewer degree of freedom 
than color coordinates, they can be described by just two numbers and plotted in a plane. We call a 
plot of chromaticity coordinates a chromaticity diagram. A chromaticity diagram eliminates all 
information about the intensity of a stimulus.

M

S L

M

L L M

SS

(b)

(a)

(c) (d)

FIGURE 7 Three-dimensional views of color data. The figure shows the color coordinates of an equal energy spectrum 
in color space defined by the human cone sensitivities (connected closed circles) and the color coordinates of CIE daylight 
D65 (closed squares). (a) The data in perspective. (b, c, and d) Three two-dimensional views of the same data.
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There are many ways to normalize color coordinates to produce a set of chromaticity coordinates. 
In general, the chromaticity coordinates [ ( )r λ , g( )λ , and b( )]λ  of the spectrum locus are related to 
the CMFs [ ( )r λ , g( )λ , and b( )]λ  as follows:
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Given r g b( ) ( ) ( )λ λ λ+ + =1, only r( )λ  and g( )λ  are typically plotted, since b( )λ  is 1− +[ ( ) ( )].r gλ λ
For the special case of the 1931 CMFs, we have:
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Figure 8 shows the spectrum locus in the 1931 CIE x, y chromaticity space with an approximate rep-
resentation of the colors associated with each coordinate. 

Neither r, g nor x, y chromaticity diagrams provide a strong visual connection between the data 
representation and the underlying cone mechanisms. For this reason, there is increasing use of chro-
maticity diagrams defined by the cone fundamentals. Figure 9 shows the spectrum locus plotted in l, 
m chromaticity coordinates.

A useful property of most chromaticity diagrams is that the chromaticity coordinates of the mix-
ture of two lights is always a weighted combination of chromaticity coordinates of the individual 
lights. This is easily verified for the CIE 1931 chromaticity diagram by algebraic manipulation. Thus 
the chromaticity of a mixture of lights will plot somewhere on the chord connecting the chromatici-
ties of the individual lights. Wyszecki and Stiles8 review a number of standard chromaticity diagrams 
not discussed here.

Implicit in the use of chromaticity coordinates is the assumption that scalar multiplication of the 
stimuli does not affect the visual performance being plotted. If the overall intensity of the stimuli 
matter, then the use of chromaticity coordinates can obscure important regularities. For example, the 
shape of color discrimination contours (see “Color Discrimination” in Sec. 10.6 and the Chap. 11) 
depends on how the overall intensity of the stimuli covaries with their chromaticities. Yet these con-
tours are often plotted on a chromaticity diagram. This practice can lead to misinterpretation of the 
discrimination data. We recommend that plots of chromaticity coordinates be treated with some 
caution.

Functions of Wavelength Color data are often represented as functions of wavelength. The wave-
length spectrum parameterizes a particular path through the three-dimensional color space. The 
exact path depends on how overall intensity covaries with wavelength. For an equal energy spectrum, 
the path is illustrated by Fig. 7.

Wavelength representations are particularly useful in situations where knowing the value of a 
function for the set of monochromatic stimuli provides a complete characterization of performance. 
Color-matching functions, for example, are usefully plotted as functions of wavelength because these 
functions may be used to predict the tristimulus values of any light. Plots of detection threshold 
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FIGURE 8 CIE 1931 xy chromaticity diagram. (a) A perspective 
view of the CIE 1931 XYZ tristimulus space. The ray shows a locus of 
points with constant chromaticity coordinates. The actual chromaticity 
coordinates for each ray are determined by where the ray intersects the 
plane described by the equation X + Y + Z = 1. This plane is indicated. 
The X and Y tristimulus values at the point of intersection are the x and 
y chromaticity coordinates for the ray. (b) The chromaticity coordinates 
of an equal energy spectrum with the interior colored to provide a 
rough indication of the color appearance of a stimulus of each chroma-
ticity when viewed in a neutral context.
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COLORIMETRY  10.23

versus wavelength, on the other hand, cannot be used to predict the detection threshold for arbitrary 
lights.130 Just as the chromaticity diagram tends to obscure the potential importance of manipulating 
the overall intensity of light, wavelength representations tend to obscure the potential importance of 
considering mixtures of monochromatic lights.

Colorimetric Measurements

To apply the formulas described in this chapter, it is often necessary to measure the colorimetric 
properties of stimuli. The most general approach is to measure the full spectral power distribu-
tion of the stimuli. Often, however, it is not necessary to know the full spectral power distribution; 
knowledge of the tristimulus values (in some standard color space) is sufficient. For example, the 
color space transformations summarized in Table 3 depend on the full spectral power distributions 
of the primaries only through their tristimulus values.

Specialized instruments, called colorimeters, can measure tristimulus values directly. These instru-
ments typically operate using the same principles as photometers with the exception that they have 
three calibrated filters rather than just one. Each filter mimics the spectral shape of one of the color-
matching functions. Wyszecki and Stiles discuss the basics of colorimeter design.8 Colorimeters are 
generally less expensive than radiometers and are thus an attractive option when full spectral data are 
not required.

Two caveats are worth noting. First, it is technically difficult to design filters that exactly match 
a desired set of color-matching functions. Generally, commercial colorimeters are calibrated so that 
they give accurate readings for stimuli with broadband spectral power distributions. For narrow band 
stimuli (e.g., the light emitted by the red phosphor of many color monitors) the reported readings 
may be quite inaccurate. Second, most colorimeters are designed according to the CIE 1931 standard. 
This may not be an optimal choice for the purpose of predicting the matches of an average human 
observer.
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FIGURE 9 Spectrum locus (continuous line) and 
selected wavelengths (filled circles) plotted in the Stockman 
and Sharpe46 2° l, m cone chromaticity space. The L- (red 
diamond), M- (green circle), and S- (blue square) cone fun-
damentals plot at (1,0), (0,1), and (0,0), respectively.
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10.24  VISION AND VISION OPTICS

10.5 MATRIX REPRESENTATIONS AND CALCULATIONS

Introduction

In the remainder of the chapter we move away from the conventional representation of colorimet-
ric data and formulae as continuous functions of wavelength to their representation as vectors and 
matrices. Matrix algebra greatly simplifies the implementation of colorimetry on digital computers. 
Although a discrete representation provides only samples of the underlying function of wavelength, 
the information loss caused by this sampling can be made arbitrarily small by sampling at smaller 
intervals.

Notation for Matrix Calculations The conventional notation used in colorimetry does not lend 
itself easily to matrix and vector representations, and at the risk of some confusion between the 
notation used in Secs. 10.3 “Fundamentals of Colorimetry” and 10.4 “Color Coordinate Systems” 
and that used here and in Sec. 10.6 “Topics,” we now switch notational conventions. Table 2 provides 
a glossary of the major symbol usage for the matrix formulation. The following notational conven-
tions are used: (a) scalars are denoted with italic symbols, (b) vectors are denoted with lowercase 
bold symbols, and (c) matrices are denoted with uppercase bold symbols. Symbols used in the 
appendix are generic.

Stimulus Representation

Vector Representation of Spectral Functions Suppose that spectral power density has been mea-
sured at Nl discrete sample wavelengths l1 . . . lNl

, each separated by an equal wavelength step 
Δl. As shown in Fig. 10, we can represent the measured spectral power distribution using an Nl 
dimensional column vector b. The nth entry of b is simply the measured power density at the nth 
sample wavelength multiplied by Δl. Note that the values of the sample wavelengths l1 . . .

 lNl
 and 

wavelength step Δl are not explicit in the vector representation. These values must be provided as 
side information when they are required for a particular calculation. In colorimetric applications, 
sample wavelengths are typically spaced evenly throughout the visible spectrum at steps of 1, 5, or 
10 nm. We follow the convention that the entries of b incorporate Δl, however, so that we need not 
represent Δl explicitly when we approximate integrals over wavelength.

Manipulation of Light Intensity scaling is an operation that changes the overall power of a 
light at each wavelength without altering the relative power between any pair of wavelengths. 

TABLE 3 Color Space Transformations 

Spectral Functions Known

Source Destination M Notes

Primaries P1 CMFs T2 M = T2P1
CMFs T1 Primaries P2 M = (T1P2)

–1

Primaries P1 Primaries P2 M = (TP2)
–1(TP1) T is any set of CMFs.

CMFs T1 CMFs T2 T2 = MT1 Use regression to find M.

One Space Specified in Terms of Other

Known Tristimulus Coordinates How to Construct M

Source primaries known in destination space. Put them in columns of M.
Source CMFs known in destination space. Put them in rows of M–1.
Destination primaries known in source space. Put them in columns of M–1.
Destination CMFs known in source space. Put them in rows of M.

CMFs stands for color matching functions.
The table summarizes how to form the matrix M that transforms color coordinates between two spaces.
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COLORIMETRY  10.25

The superposition of two lights is an operation that produces a new light whose power at each 
wavelength is the sum of the power in the original lights at the corresponding wavelength. The 
effects of both manipulations may be expressed using matrix algebra. 

We use scalar multiplication to represent intensity scaling. If a light b1 is scaled by a factor a, then 
the result b is given by the equation b = b1a. The expression b1a represents a vector whose entries are 
obtained by multiplying the entries of the vector b1 by the scalar a. Similarly, we use vector addition to 
represent superposition. If we superimpose two lights b1 and b2, then the result b is given by the equation 
b = b1 + b2. The expression b1 + b2 represents a vector whose entries are obtained by adding the entries of 
the vectors b1 and b2 component by component. Figures 11 and 12 depict both of these operations.
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FIGURE 10 The vector representation of functions of wavelength. 
The plot shows a spectral power distribution measured at 10-nm inter-
vals between 400 and 700 nm. Each point on the plot represents the 
power at a single sample wavelength. The vector b on the right depicts the 
vector representation of the same spectral power distribution. The nth 
entry of b is simply the measured power density at the nth sample wave-
length times Δl. Thus b1 is derived from the power density at 400 nm, b2 
is derived from the power density at 410 nm, and b31 is derived from the 
power density at 700 nm.
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FIGURE 11 Representation of intensity scaling. Suppose that light b 
is created by reducing the power in light b1 by a factor of 0.5 at each wave-
length. The result is shown graphically in the plot. The vector representation 
of the same relation is given by the equation b = b10.5.
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10.26  VISION AND VISION OPTICS

Linear Models for Spectral Functions Intensity scaling and superposition may be used in combina-
tion to produce a wide range of spectral functions. Suppose that we have a set of Nb lights that we can 
individually scale and superimpose. Let the vectors b1 . . .

 bNb 
represent the spectral power distribu-

tions of these lights. In this case, we can produce any spectral power distribution b that has the form

 b = b1a1 + . . . + bNb
aNb

 (12)

Now suppose we know that a spectral function b is constrained to have the form of Eq. (12) where 
the vectors b1 . . . bNb

 are known. Then we can specify b completely by providing the values of the 
scalars a1 . . . aNb

. If the number of primaries Nb is less than the number of sample wavelengths Nl, 
then this specification is more efficient (i.e., requires fewer numbers) than specifying the entries of b
directly. We say that the spectral functions that satisfy Eq. (12) are described by (or lie within) a linear 
model. We call Nb the dimension of the linear model. We call the vectors b1 . . . bNb the basis vectors 
for the model. We call the scalars a1 . . . aNb

 required to construct any particular spectral function the 
model weights for that function.

Matrix Representation of Linear Models Equation (12) can be written using vector and matrix nota-
tion. Let B be an Nl by Nb dimensional matrix whose columns are the basis vectors b1 . . . bNb

. We call 
B the basis matrix for the linear model. The composition of the basis matrix is shown pictorially on 
the left of Fig. 13. Let a be an Nb dimensional vector whose entries are the weights a1 . . . aNb

. Figure 13 
also depicts the vector a. Using B and a we can re-express Eq. (12) as the matrix multiplication

 b = Ba (13)

The equivalence of Eqs. (12) and (13) may be established by direct expansion of the definition of 
matrix multiplication (see App. A). A useful working intuition for matrix multiplication is that the 
effect of multiplying a matrix times a vector (e.g., Ba) is to produce a new vector (e.g., b) that is a 
weighted superposition of the columns of the matrix (e.g., B), where the weight for column bi is given 
by the ith weight, ai, in a.

Use of Linear Models When we know that a spectral function is described by a linear model, we 
can specify it by using the weight vector a. The matrix B, which is determined by the basis vectors, 
specifies the side information necessary to convert the vector a back to the discrete wavelength 
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FIGURE 12 Representation of superposition. Suppose that light b is cre-
ated by superimposing two lights b1 and b2. The result is shown graphically in 
the plot. The vector representation of the same relation is given by the equation 
b = b1 + b2.
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COLORIMETRY  10.27

representation b. When we represent spectral functions in this way, we say that we are representing 
the functions within the specified linear model.

Representing spectral functions within a small-dimensional linear model places strong constraints 
on the form of functions. As the dimension of the model grows, linear models can represent progres-
sively wider classes of spectral power distributions. In many cases of interest, there is prior informa-
tion that allows us to assume that spectra are indeed described by a linear model. A common exam-
ple of this situation is the light emitted from a computer controlled color monitor. Such a monitor 
produces different spectral power distributions by scaling the intensity of the light emitted by three 
different types of phosphor (see Chap. 22). Thus the emitted light lies within a three-dimensional 
linear model whose basis vectors are given by the emission spectra of the monitor’s phosphors. Linear 
model constraints also turn out to be useful for describing naturally occurring surface and illuminant 
spectra.

Note that representing spectral functions within linear models is a generalization of, rather than an 
alternative to, the more traditional wavelength representation. To understand this, we need to only note 
that we can choose the basis vectors of the linear model to be discrete delta functions centered at each 
sample wavelength. We refer to this special choice of basis vectors as the identity basis or wavelength 
basis. We refer to the corresponding linear model as the identity model. For the identity model, the 
basis matrix B is the (square) Nl by Nl identity matrix, where Nl is the number of sample wavelengths. 
The identity matrix contains ones along its main diagonal and zeros elsewhere. Multiplying the identity 
matrix times any vector simply results in the same vector. From Eq. (13), we can see that when B is the 
identity matrix, the representation of any light b within the linear model is simply b = a.

Sampling the Visible Spectrum To use a discrete representation for functions of wavelength, it is 
necessary to choose a sampling range and sampling increment. Standard practice varies consider-
ably. The Commission Internationale de l’Éclairage (International Commission on Illumination, 
commonly referred to as the CIE) provides recommendations on the sampling of the visible spec-
trum.10 For many applications, using 5-nm increments between 380 and 780 nm is sufficient, and 
coarser sampling at 10 nm between 400 and 700 nm is not uncommon. In cases where a subset of 
the spectral data required for a calculation is not available, interpolation or extrapolation may be 
used to estimate the missing values.

Vector Representation of Colorimetric Data

The Basic Color-Matching Experiment In the maximum saturation experiment color matching 
(see Fig. 3), observer’s task is to adjust the spectral power distribution bm of the matching light on 
one side of the bipartite field to match the appearance of the spectral power distribution bt of the 

B = b1b2 bNb

a =

a1

a2

aNb

b = B
a

• • •

FIGURE 13 Vector representation of linear models. 
The matrix B represents the basis vectors of the linear model. 
The vector a represents the model weights required to form a 
particular spectral power distribution b. The relation between 
b, a, and B is given by Eq. (13) and is depicted on the right of 
the figure.
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10.28  VISION AND VISION OPTICS

test light on the other side of the field. As described above, the matching light’s spectral power distri-
bution is described completely by a three-dimensional linear model whose basis vectors are the pri-
mary lights’ spectral power distributions. The tristimulus values of a test light are precisely the linear 
model weights required to form the matching light. We denote the primary spectral power distribu-
tions by the vectors p1 . . .

 p3. The associated linear model matrix P contains these vectors in its three 
columns. We denote the tristimulus values of a light using the three-dimensional vector t. Thus we 
can use the tristimulus values of any test light b to reconstruct a matching light Pt such that:

 b ~ Pt (14)

We emphasize that in general that Pt will not be equal to b.

Grassmann’s Laws Revisited In vector notation, the proportionality law states

if b1 ~ b2 

then  b1a ~ b2a (15)

where a is a scalar that represents any intensity scaling. The additivity law states

if b1 ~ b2  and  b3 ~ b4 

then  b1+ b3 ~ b2 + b4 (16)

The proportionality law allows us to determine the relation between the tristimulus values of a 
light and the tristimulus values of a scaled version of that light. Suppose that b ~ Pt. Applying the 
proportionality law, we conclude that for any scalar a, we have ba ~ (P t) a. Because matrix multiplica-
tion is associative, we can conclude that

if b ~ Pt

then ba ~ P (ta) (17)

This means that the tristimulus values of a light ba may be obtained by scaling the tristimulus
values t of the light b. A similar argument shows that the additivity law determines the relation 
between the tristimulus values of two lights and the tristimulus values of their superposition

if b1 ~ Pt1  and  b2 ~ Pt2 

then b1 + b2 ~ P (t1 + t2) (18)

Implication of Grassmann’s laws If the tristimulus values of the basis vectors for a linear model 
are known, then Grassmann’s laws allow us to determine the tristimulus values of any light within 
the linear model. Let t1 . . . tNb 

be the tristimulus values corresponding to the model basis vectors and 
let TB be the 3 by Nb matrix whose columns are t1 . . . tNb

. For any light b within the linear model, we 
can write that b = Ba where a now represents the vector of weights to be applied to each basis vector 
to produce b. By expanding this matrix product and applying Eqs. (17) and (18), it is possible to 
show that the tristimulus values of b are given by the matrix product

 t = TBa (19)

Equation (19) is very important. It tells how to compute the tristimulus values for any light within 
a linear model from the tristimulus values for each of the basis vectors. Thus a small number of color 
matches (one for each of the basis vectors) allow us to predict color matches for a large number of 
lights, that is, any light within the linear model.

Color-Matching Functions and Cone Fundamentals Let T be the matrix of tristimulus values for 
the basis vectors of the identity model (i.e., equal energy monochromatic lights). In this case T has 
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COLORIMETRY  10.29

dimensions 3 by Nl, where Nl is the number of sample wavelengths. Each column of T is the tris-
timulus values for a monochromatic light. Within the identity model, the representation of any light 
b is simply b itself. From Eq. (19) we conclude directly that the tristimulus values for any light are 
given by

 t = Tb (20)

Once we know the tristimulus values for a set of monochromatic lights centered at each of the sam-
ple wavelengths, we can use Eq. (20) to compute the tristimulus values of any light. Equation (20) is 
the matrix algebra version of Eq. (2).

We can regard each of the rows of T as a function of wavelength, and in doing so we can identify 
these as the standard color-matching functions obtained with respect to the primaries used in the 
matching experiment. 

We can similarly represent the spectral sensitivity functions of the three classes of cones by the 
rows of a 3 by Nl matrix R. Let r be a three-dimensional vector whose entries are the cone quantal 
absorption rates of an arbitrary light represented by b. We can compute the absorption rates through 
the matrix equation 

 r = Rb (21)

This computation accomplishes the wavelength-by-wavelength multiplication and summation for 
each cone class.

We use the term cone coordinates to refer to the vector r. We can relate cone coordinates to tris-
timulus values in a straightforward manner. Suppose that in a color-matching experiment performed 
with primaries P we find that a light b has tristimulus values t. From our mechanistic explanation of 
color matching in terms of the cones, we have that

 r = Rb = RPt (22)

Recall that the matrix P holds the power spectrum of the three primaries used in a matching experi-
ment. If we define the matrix MT,R = (RP), we see that the tristimulus values of a light are related to 
its cone coordinates by the linear transformation

 r = MT,Rt  (23)

By comparing Eq. (20) with Eq. (22) and noting that these equations hold for any light b, we derive

 R = MT,RT  (24)

Equation (24) has the key implication, which we took advantage of in Sec. 10.4 “Color Coordinate 
Systems” [Eqs. (3) and (4)], that the color-matching experiment determines the cone sensitivities up 
to a free linear transformation, the matrix MT,R of Eq. (24).

Transformations between Color Spaces

Because of the large number of color spaces currently in use, the ability to transform data between 
various color spaces is of considerable practical importance. The derivation of such transformations 
depends on what is known about the source and destination color spaces. Below we discuss cases 
where both the source and destination color space are derived from the same underlying observer 
(i.e., when the source and destination color spaces both predict identical color matches). Table 3 
summarizes these transformations. When the source and destination color spaces are characterized 
by a different underlying observer (e.g., if they are based on different CMFs) the transformation is 
more difficult and often cannot be done exactly. We discuss possible approaches in section “Color 
Cameras and Other Visual Systems.”
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10.30  VISION AND VISION OPTICS

Source Primaries and Destination Color-Matching Functions Known Let P1 be the matrix repre-
senting the spectral power distributions of a set of known primaries, with one primary in each column. 
Let T2 be the matrix representing a known set of color-matching functions (e.g., the CIE 1931 XYZ 
color-matching functions), with one function in each of its three rows. We would like to determine 
a transformation between the color coordinate system specified by P1 and that specified by T2. 
For example, linearized frame buffer values input to a computer-controlled color monitor may be 
thought of as tristimulus values in a color space defined by the monitor’s phosphor emission spec-
tra. The transformation we seek allows computation of the CIE 1931 tristimulus values from the 
linearized frame buffer values.

We start by using Eq. (20) to compute the tristimulus values, with respect to T2, for the three 
primary lights specified by P1. Each of these primaries is contained in a column of P1, so that we may 
perform this calculation directly through the matrix multiplication

 MP,T = T2P1 (25)

Let the matrix P2 represent the destination primaries. We do not need to know these explicitly, only 
that they exist. The meaning of Eq. (25) is that

 P1 ~ P2MP,T (26)

where we have generalized the symbol “~” to denote a column-by-column visual match for the 
matrices on both sides of the relation. This relation follows because the columns of MP,T specify how 
the destination primaries should be mixed to match the source primaries. Equation (26) tells us that 
we can substitute the three lights represented by the columns of P2 MP,T for the three lights repre-
sented by the columns of P1 in any color matching experiment. In particular, we may make this sub-
stitution for any light b with tristimulus values t1 in the source color coordinate system. We have

 b ~ P1t1 ~ P2MP,Tt1 (27)

By inspection, this tells us that the three-dimensional vector

 t2 = MP,T t1 (28)

is the tristimulus values of b in the destination color coordinate system.
Equation (28) provides us with the means to transform tristimulus values from a coordinate system 

where the primaries are known to one where the color-matching functions are known. The transforma-
tion matrix MP,T required to perform the transformation depends only on the known primaries P1 and 
the known color-matching functions T2. Given these, MP,T may be computed directly from Eq. (25).

Source Color-Matching Functions and Destination Primaries Known A second transformation 
applies when the color-matching functions in the source color space and the primaries in the desti-
nation color space are known. This will be the case, for example, when we wish to render a stimulus 
specified in terms of CIE 1931 tristimulus values on a calibrated color monitor.

Let T1 represent the known color-matching functions and P2 represent the known primaries. By 
applying Eq. (28) we have that the relation between source tristimulus values and the destination tris-
timulus values is given by t1 = MP,Tt2. This is a system of linear equations that we may solve to find an 
expression for t2 in terms of t1. In particular, as long as the matrix MP,T is nonsingular, we can convert 
tristimulus values using the relation

 t2 = MT,Pt1 (29)

where we define 

 MT,P = (MP,T)–1 = (T1P2 )
–1 (30)
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COLORIMETRY  10.31

Source and Destination Primaries Known A third transformation applies when the primaries of 
both the source and destination color spaces are known. One application of this transformation is to 
generate matching stimuli on two different calibrated monitors.

Let P1 and P2 represent the two sets of primaries. Let T represent a set of color-matching functions 
for any human color coordinate system. (There is no requirement that the color-matching functions 
be related to either the source or the destination primaries. For example, the CIE 1931 XYZ color-
matching functions might be used.) To do the conversion, we simply use Eq. (28) to transform from 
the color coordinate system described by P1 to the coordinate system described by T. Then we use 
Eq. (29) to transform from the coordinates system described by T to the coordinate system described 
by P2. The overall transformation is given by

 t2 = MP,P t1 = (MT,P2
)(MP1,T) t1 = (TP2)

–1 (TP1)t1 (31)

It should not be surprising that this transformation requires the specification of a set of color-
matching functions. These color-matching functions are the only source of information about the 
human observer in the transformation equation.

Source and Destination Color-Matching Functions Known Finally, it is sometimes of interest to 
transform between two color spaces that are specified in terms of their color-matching functions. 
An example is transforming between the space defined by the Stiles and Burch 10° color-matching 
functions34 and the space defined by the Stockman and Sharpe 10° cone fundamentals.46

Let T1 and T2 represent the source and destination color-matching functions. Our development 
above assures us that there is some three-by-three transformation matrix, call it MT,T, that transforms 
color coordinates between the two systems. Recall that the columns of T1 and T2 are themselves tris-
timulus values for corresponding monochromatic lights. Thus MT,T must satisfy

 T2 = MT,TT1 (32)

This is a system of linear equations where the entries of MT,T are the unknown variables. This system 
may be solved using standard regression methods. Once we have solved for MT,T, we can transform 
tristimulus values using the equation

 t2 = MT,T t1 (33)

The transformation specified by Eq. (33) will be exact as long as the two sets of color-matching 
functions T1 and T2 characterize the performance of the same observer. One sometimes wishes, how-
ever, to transform between two color spaces that are defined with respect to different observers. For 
example, one might want to convert CIE 1931 XYZ tristimulus values to Judd-Vos modified tris-
timulus values. Although the regression procedure described here will still produce a transformation 
matrix in this case, the result of the transformation is not guaranteed to be correct.4 We will return to 
this topic in section “Color Cameras and Other Visual Systems.”

Interpreting the Transformation Matrix It is useful to interpret the rows and columns of the matri-
ces derived in the preceding sections. Let M be a matrix that maps the color coordinates from a source 
color space to a destination color space. Both source and destination color spaces are associated with a 
set of primaries and a set of color-matching functions. From our derivations above, we can conclude 
that the columns of M are the coordinates of the source primaries in the destination color space [see 
Eq. (25)] and the rows of M provide the destination color-matching functions with respect to the 
linear model whose basis functions are the primaries of source color space (see subsection “Use of 
Linear Modes” in Sec. 10.5). Similarly, the columns of M–1 are the coordinates of the destination pri-
maries in the source color-matching space and the rows of M–1 are the source color-matching func-
tions with respect to the linear model whose basis functions are the primaries of the destination color 
space. Thus in many cases it is possible to construct the matrix M without full knowledge of the spec-
tral functions. This can be of practical importance. For example, monitor manufacturers often specify 
the CIE 1931 tristimulus values of their monitors’ phosphors. In addition, colorimeters that measure 
tristimulus values directly are often more readily available than spectral radiometers.
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10.32  VISION AND VISION OPTICS

Transforming Primaries and Color-Matching Functions We have shown that color coordinates 
in any two color spaces may be related by applying a linear transformation M. The converse is also 
true. If we pick any nonsingular linear transformation M and apply it to a set of color coordinates 
we have defined a new color space that will successfully predict color matches. The color-matching 
functions for this new space will be given by T2 = MT1. A set of primaries for the new space will be 
given by P2 = P1M–1. These derived primaries are not unique. Any set of primaries that match the 
constructed primaries will also work.

The fact that new color spaces can be constructed by applying linear transformations has an 
important implication for the study of color. If we restrict attention to what we may conclude from 
the color-matching experiment, we can only determine the psychological representation of color up 
to a free linear transformation. There are two attitudes one can take toward this fact. The conservative 
attitude is to refrain from making any statements about the nature of color vision that depend on a 
particular choice of color space. The other is to appeal to experiments other than the color-matching 
experiment to choose a privileged representation.

10.6 TOPICS

Surfaces and Illuminants

As shown in Fig. 1, the light reaching the eye is often formed when light from an illuminant reflects 
from a surface. Illuminants and surfaces are of interest in color reproduction applications involving 
inks, paints, and dyes and in lighting design applications.

Reflection Model Illuminants are specified by their spectral power distributions. We will use the 
vector e to represent illuminant spectral power distributions. In general, the interaction of light with 
matter is quite complex. For many applications, however, a rather simple model is acceptable. Using 
this model, we describe a surface by its surface reflectance function. The surface reflectance function 
specifies, for each sample wavelength, the fraction of illuminant power that is reflected to the observer. 
We will use the vector s to represent surface reflectance spectra. Each entry of s gives the reflectance 
measured at a single sample wavelength. Thus the spectral power distribution b of the reflected light 
is given by the wavelength-by-wavelength product of the illuminant spectral power distribution and 
the surface reflectance function.

The most important consideration neglected in this formulation is viewing geometry. The relation 
between the radiant power emitted by a source of illumination, the material properties of a surface, 
and the radiant power reaching an observer can depend strongly on the viewing geometry. In our 
formulation, these geometrical factors must be incorporated implicitly into the specification of the 
illuminant and surface properties, so that any actual calculation is specific to a particular viewing 
geometry. Moreover, the surface reflectance must be understood as being associated with a particular 
image location, rather than with a particular object. A topic of current research in computer graph-
ics is to find accurate and efficient ways to specify illuminants and surfaces for rendering,131,132 and 
parallel work in human vision seeks to understand how the reflectance of spatially complex objects is 
perceived.133–136 A second complexity that we neglect is fluorescence.

Computing the Reflected Light The relation between the surface reflectance function and the 
reflected light spectral power distribution is linear if the illuminant spectral power distribution 
is held fixed. We form the Nl by Nl diagonal illuminant matrix E whose diagonal entries are the 
entries of e. This leads to the relation b = Es. By substituting into Eq. (20), we arrive at an expression 
for the tristimulus values of the light reflected from a surface:

 t = (TE)s (34)

where T holds the colour matching functions in its three rows. The matrix (TE) in this equation plays 
exactly the same role as the color-matching functions do in Eq. (20). Any result that holds for spectral 
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COLORIMETRY  10.33

power distributions may thus be directly extended to a result for surface reflectance functions when 
the illuminant is known and held fixed (see subsection “Color Coordinates of Surfaces” in Sec. 10.6).

Linear Model Representations for Surfaces and Illuminants Judd, MacAdam, and Wyszecki137 
measured the spectral power distributions of a large number of naturally occurring daylights. They 
determined that a four-dimensional linear model provided a good description of their spectral mea-
surements. Consideration of their results and other daylight measurements led the CIE to standardize 
a three-dimensional linear model for natural daylights.10 Figure 14 depicts a daylight spectral power 
distribution measured by the first author and its approximation using the first two basis vectors of 
the CIE linear model for daylight.

Cohen138 analyzed the reflectance spectra of a large set of Munsell papers139,140 and concluded that 
a four-dimensional linear model provided a good approximation to the entire data set. Maloney141 

reanalyzed these data, plus a set of natural spectra measured by Krinov142 and confirmed Cohen’s 
conclusion. More recently, reflectance measurements of the spectra of additional Munsell papers and 
natural objects143,144 have been described by small-dimensional linear models. Figure 15 shows a mea-
sured surface reflectance spectrum (red cloth, measured by the first author) and its approximation 
using Cohen’s four-dimensional linear model.
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FIGURE 14 The figure shows a daylight spectral power 
distribution and its approximation using the CIE linear model 
for daylight. For this particular illuminant, only two basis 
functions were required to provide a very good fit.
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FIGURE 15 The figure shows a measured sur-
face reflectance function and a fit to it using Cohen’s 
four-dimensional linear model.138 
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10.34  VISION AND VISION OPTICS

It is not yet clear why natural illuminant and surface spectra are well-approximated by small-
dimensional linear models nor how general this conclusion is. Maloney141 provides some specula-
tions. None the less, the assumption that natural spectra do lie within small-dimensional linear models 
seems reasonable in light of the currently available evidence. This assumption makes possible a number 
of interesting practical calculations, as we illustrate in some of the following sections.

Determining a Linear Model from Raw Spectral Data Given a set of spectral measurements, it 
is possible, for any integer Nb, to find the Nb dimensional linear model that best approximates the 
spectral data set (in a least squares sense). Suppose that the data set consists of Nmeas spectra, each of 
which is represented at Nl sample wavelengths. Let X be an Nl by Nmeas data matrix whose columns 
represent the individual spectral measurements. The goal of the calculation is to determine the Nl 
by Nb matrix B and an Nb by Nmeas matrix of coefficients A such that the linear model approxima-

tion X
~

 = BA is the best least squares approximation to the data matrix X over all possible choices of 
B and A.

The process of finding the matrix B is called one mode components analysis.145,146 It is very 
closely related to the principle components analysis technique discussed in most multivariate sta-
tistics texts.147 One mode 1 components analysis may be accomplished numerically through the use 
of the singular value decomposition.27,148 We define the singular value decomposition in Sec. 10.7 
“Appendix—Matrix Algebra.” To see how the singular value decomposition is used to determine an 
Nb dimensional linear model for X, consider Fig. 16. Figure 16a depicts the singular value decomposi-
tion of an Nl by Nmeas matrix X for the case Nmeas > Nl, where the two matrices D and VT have been 
collapsed. This form makes it clear that each column of X is given by a linear combination of the 
columns of U. Furthermore, for each column of X, the weights needed to combine the columns of 
U are given by the corresponding column of the matrix DVT. Suppose we choose an Nb dimensional 
linear model B for the data in X by extracting the first Nb columns of U. In this case, it should be clear 
that we can form an approximation X

~
 to the data X as shown in Fig. 16b. Because the columns of U

are orthogonal, the matrix A consists of the first Nb rows of DVT. The accuracy of the approxima-
tion depends on how important the columns of U excluded from B were to the original expression 
for X. Under certain assumptions, it can be shown that choosing B as above produces a linear model 
that minimizes the squared error of the approximation, for any choice of Nb.

145 Thus computing the 
singular value decomposition of X allows us to find a good linear model of any desired dimension for 
Nb < Nl. Computing linear models from data is quite feasible on modern desktop computers.

Although the above procedure produces the linear model that provides the best least squares fit 
to a data set, there are a number of additional considerations that should go into choosing a linear 

X = U DVT

X = B
A

(a)

(b)

FIGURE 16 (a) The figure depicts the singular value 
decomposition (SVD) of an Nl by Nmeas matrix X for the 
case Nmeas > Nl. In this view we have collapsed the two 
matrices D and VT. To determine an Nb dimensional linear 
model B for the data in X we let B consist of the first Nb 
columns of U. (b) The linear model approximation of the 
data is given by X̂  = BA, where A consists of the first Nb 
rows of DVT. 
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model. First, we note that the choice of linear model is not unique. Any nonsingular linear combina-
tion of the columns of B will produce a linear model that provides an equally good account of the 
data. Second, the least squares error measure gives more weight to spectra with large amplitudes. In 
the case of surface spectra, this means that the more reflective surfaces will tend to drive the choice of 
basis vectors. In the case of illuminants, the more intense illuminants will tend to drive the choice. To 
avoid this weighting, the measured spectra are sometimes normalized to unit length before perform-
ing the singular value decomposition. The normalization equalizes the effect of the relative shape 
of each spectrum in the data set.141 Third, it is sometimes desired to find a linear model that best 
describes the variation of a data set around its mean. To do this, the mean of the data set should 
be subtracted before performing the singular value decomposition. When the mean of the data is 
subtracted, one mode components analysis is identical to principle components analysis. Finally, 
there are circumstances where the linear model will be used not to approximate spectra but rather to 
approximate some other quantity (e.g., color coordinates) that depend on the spectra. In this case, 
more general techniques, closely related to those discussed here, may be used.149

Approximating a Spectrum with Respect to a Linear Model Given an Nb dimensional linear 
model B, it is straightforward to find the representation of any spectrum with respect to the linear 
model. Let X be a matrix representing the spectra of functions to be approximated. These spectra 
do not need to be members of the data set that was used to determine the linear model. To find 
the matrix of coefficients A such that X

~
 = BA best approximates X we use simple linear regression. 

Regression routines to solve this problem are provided as part of any standard matrix algebra software 
package.

Digital Image Representations If in a given application illuminants and surfaces may be repre-
sented with respect to small-dimensional linear models, then it becomes feasible to use point-by-
point representations of these quantities in digital image processing. In typical color image processing, 
the image data at each point are represented by three numbers at each location. These numbers 
are generally tristimulus values in some color space. In calibrated systems, side information about 
the color-matching functions or primary spectral power distributions that define the color space is 
available to interpret the tristimulus values. It is straightforward to generalize this notion of color 
images by allowing the images to contain Nb numbers at each point and allowing these numbers to 
represent quantities other than tristimulus values.7 For example, in representing the image produced 
by a printer, it might be advantageous to represent the surface reflectance at each location.150 If the 
gamut of printed reflectances can be represented within a small-dimensional linear model, then rep-
resenting the surface reflectance functions with respect to this model would not require much more 
storage than a traditional color image.7 The basis functions for the linear model only need be rep-
resented once, not at each location. But by representing reflectances rather than tristimulus values, 
it becomes possible to compute what the tristimulus values reflected from the printed image would 
be under any illumination. We illustrate the calculation in the next section. Because of the problem 
of metamerism (see subsection “Computing the Reflected Light”), this calculation is not possible if 
only the tristimulus values are represented in the digital image. To avoid this limitation, hyperspectral 
images record full spectra at each image location.151–153

Simulation of Illuminated Surfaces Consider the problem of producing a signal on a monitor that 
has the same tristimulus values as a surface under a variety of different illuminants. The solution 
to this problem is straightforward and is useful in a number of applications. These include render-
ing digitally archived paintings,154,155 generating stimuli for use in psychophysics,156 and producing 
photorealistic computer-generated imagery.17 We show the calculation for the data at a single image 
location. Let a be a representation of the surface reflectance with respect to an Nb dimensional linear 
model B. Let E represent the illuminant spectral power distribution in diagonal matrix form. Let T
represent the color-matching functions for a human observer, and P represent the primary phos-
phor spectral power distributions for the monitor on which the surface will be rendered. We wish 
to determine tristimulus values t with respect to the monitor primaries so that the light emitted 
from the monitor will appear identical to the light reflected from the simulated surface under the 
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10.36  VISION AND VISION OPTICS

simulated illuminant. From Eqs. (13) (cast as s = Ba), (34), (29), and (30) we can write directly the 
desired rendering equation

 t = [(TP)–1(TE)B]a (35)

The rendering matrix [(TP)–1 (TE)B] has dimensions 3 by Nb and maps the surface weights directly 
to monitor tristimulus values. It is quite general, in that we may use it for any calibrated monitor 
and any choice of linear models. It does not depend on the particular surface being rendered and 
may be computed once for an entire image. Because the rendering matrix is of small dimension, ren-
dering of this sort is feasible, even for very large images. As discussed in subsection “Transformations 
between Color Spaces” in Sec. 10.5, it may be possible to determine the matrix MT,P = (TP)–1 directly. 
A similar shortcut is possible for the matrix (TE)B. Each column of this matrix is the tristimulus 
values of one linear model basis vector under the illuminant specified by the matrix E.

Color Coordinates of Surfaces Our discussion thus far has emphasized describing the color coordi-
nates of lights. In many applications of colorimetry, it is desirable to describe the color properties of 
reflective objects. One efficient way to do this, as described above, is to use linear models to describe 
the full surface reflectance functions. Another possibility is to specify the color coordinates of the 
light reflected from the surface under standard illumination. This method allows the assignment of 
tristimulus values to surfaces in an orderly fashion.

The CIE has standardized several illuminant spectral power distributions that may be used for this 
purpose (see the next section). Using the procedures defined above, one can begin with the spectral 
power distribution of the illuminant and the surface reflectance function and from there calculate the 
desired color-matching coordinates.

The relative size of the tristimulus values assigned to a surface depend on its spectral reflectance 
function and on the illuminant chosen for specification. To factor the intensity of the illuminant out 
of the surface representation, the CIE specified a normalization of the color coordinates for use with 
1931 XYZ tristimulus values. This normalization consists of multiplying the computed tristimulus 
values by the quantity 100/Y0, where Y0 is the Y tristimulus value for the illuminant.

The tristimulus values of a surface provide enough information to match the surface when it is 
viewed under the illuminant used to compute those coordinates. It is important to bear in mind that 
two surfaces that have the same tristimulus values under one illuminant do not necessarily share the 
same tristimulus values under another illuminant. A more complete description can be generated 
using the linear model approach described above.

Standard Sources of Illumination The CIE has standardized a number of illuminant spectral 
power distributions.157 These were designed to be typical of various common viewing conditions 
and are useful as specific choices of illumination when the illuminant cannot be measured directly. 
CIE Illuminant A is designed to be representative of tungsten-filament illumination. CIE Illuminant 
D65 is designed to be representative of average daylight. Other CIE standard daylight illuminants 
may be computed using the CIE principle components of daylight as basis vectors and the formulas 
specified by the CIE.10 Spectra representative of fluorescent lamps and other artificial sources are 
also available.8,10

Metamerism

Recovering Spectral Power Distributions from Tristimulus Values It is not possible in general to 
recover a spectral power distribution from its tristimulus values. If some prior information about the 
spectral power distribution of the color signal is available, however, then recovery may be possible. 
Such recovery is of most interest in applications where direct spectral measurements are not possible 
and where knowing the full spectrum is important. For example, the effect of lens chromatic aberra-
tions on cone quantal absorption rates depends on the full spectral power distribution.110

Suppose the spectral power distribution of interest is known to lie within a three-dimensional 
linear model. We may write b = Ba, where the basis matrix B has dimensions Nl by 3. Let t be the 
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tristimulus values of the light with respect to a set of color-matching functions T. We can conclude 
that a = (TB )

–1 t, which implies

 b = B(TB )
–1t (36)

When we do not have a prior constraint that the signal belongs to a three-dimensional linear 
model, we may still be able to place some linear model constraint, of dimension higher than three, 
on the spectral power distribution. For example, when we know that the signal was produced by the 
reflection of daylight from a natural object, it is reasonable to assume that the color signal lies within 
a linear model of dimension that may be as low as nine.158 In this case, we can still write b = Ba, but 
we cannot apply Eq. (36) directly because the matrix (TB) will be singular. To deal with this prob-
lem, we can choose a reduced linear model with only three dimensions. We then proceed as outlined 
above, but substitute the reduced model for the true model. This will lead to an estimate for the actual 
spectral power distribution b. If the reduced linear model provides a reasonable approximation to b, 
the estimation error may be quite small. The estimate will have the property that it is a metamer of b.
The techniques described above for finding linear model approximations may be used to choose an 
appropriate reduced model.

Finding Metamers of a Light It is often of interest to find metamers of a light. We discuss two 
approaches here. Wyszecki and Stiles8 treat the problem in considerable detail.

Using a linear model If we choose any three-dimensional linear model we can combine Eq. (36) 
with the fact the fact that t = Tb [Eq. (20)] to compute a pair of metameric spectral power distribu-

tions b and b̂

 ˆ ˆ ˆb B(TB) Tb–1=  (37)

Each choice of B̂  will lead to a different metamer. Figure 17 shows a number of metameric spectral 
power distributions generated in this fashion.
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FIGURE 17 The figure shows three metameric color 
signals with respect to the CIE 1931 standard observer. The 
three metamers were computed using Eq. (37). The initial 
spectral power distribution b (not shown) was an equal 
energy spectrum. Three separate linear models were used: 
one that describes natural daylights, one typical of monitor 
phosphor spectral power distributions, and one that provides 
Cohen’s “fundamental metamer.”207
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Metameric blacks Another approach to generating metamers is to note that there will be 
some spectral power distributions b0 that have the property Tb0 = 0. Wyszecki referred to such 
distributions as metameric blacks, since they have the same tristimulus values as no light at all.159 
Grassmann’s laws imply that adding a metameric black b0 to any light b yields a metamer of b. 
Given a linear model B with dimension greater than three it is possible to find a second linear model 
B0 such that (a) all lights that lie in B0 also lie in B and (b) all lights in B0 are metameric blacks. 
We determine B0 by finding a linear model for the null space of the matrix TB. The null space of a 
matrix consists of all vectors that are mapped to 0 by the matrix. Finding a basis for the null space of 
a matrix is a standard operation in numerical matrix algebra. If we have a set of basis vectors N0 for 
the null space of TB, we can form B0 = BN0. This technique provides a way to generate a large list of 
metamers for any given light b. We choose a set of weights a at random and construct b0 = B0a. We 
then add b0 to b to form a metamer. To generate more metamers, we simply repeat with new choices 
of weight vector a.

Surface and Illuminant Metamerism The formal similarity between Eq. (20) (which gives the 
relation between spectral power distributions and tristimulus values) and Eq. (34) (which gives the 
relation between surface reflectance functions and tristimulus values when the illuminant is known) 
makes it clear that our discussion of metamerism can be applied to surface reflectance spectra. Two 
physically different surfaces will appear identical if the tristimulus values of the light reflected from 
them is identical. This fact can be used to good purpose in some color reproduction applications. 
Suppose that we have a sample surface or textile whose color we wish to reproduce. It may be that 
we are not able to reproduce the sample’s surface reflectance function exactly because of various 
limitations in the available color reproduction technology. If we know the illuminant under which 
the reproduction will be viewed, we may be able to determine a reproducible reflectance function 
that is metameric to that of the desired sample. This will give us a sample whose color appearance 
is as desired. Applications of this sort make heavy use of the methods described earlier to determine 
metamers.

But what if the illuminant is not known or if it is known to vary? In this case there is an additional 
richness to the topic of determining metamers. We can pose the problem of finding surface reflec-
tance functions that will be metameric to a desired reflectance under multiple specified illuminants 
or under all of the illuminants within some linear model. The general methods developed here have 
been extended to analyze this case.158,160 Similar issues arise in lighting design, where we desire to 
produce an artificial light whose color-rendering properties match those of a specified light (such as 
natural daylight). When wavelength by wavelength matching of the spectra is not feasible, it may still 
be possible to find a spectrum so that the light reflected from surfaces within a linear model is identi-
cal for the two light sources. Because of the symmetric role of illuminants and surfaces in reflection, 
this problem may be treated by the same methods as used for surface reproduction.

Color Cameras and Other Visual Systems

We have treated colorimetry from the point of view of specifying the spectral information avail-
able to a human observer. We have developed our treatment, however, in such a way that it may be 
applied to handle other visual systems. Suppose that we wish to define color coordinates with respect 
to some arbitrary visual system with Ndevice photosensors. This visual system might be an artificial 
system based on a color camera or scanner, a nonhuman biological visual system, or the visual system 
of a color anomalous human observer. We assume that the sensitivities of the visual system’s photo-
sensors are known up to a linear transformation. Let Tdevice be an Ndevice by Nl matrix whose entries 
are the sensitivities of each of the device’s sensors at each sample wavelength. We can compute the 
responses of these sensors to any light b. Let tdevice be a vector containing the responses of each sensor 
type to the light. Then we have tdevice = Tdevice b. We may use tdevice as the device color coordinates of b.

Transformation between Color Coordinates of Different Visual Systems Suppose that we have 
two different visual systems and we wish to transform between the color coordinates of each. 
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A typical example might be trying to compute the CIE 1931 XYZ tristimulus values of a light from 
the responses of a color camera. Let Ns be the number of source sensors, with sensitivities specified 
by Ts. Similarly, let Nd by the number of destination sensors with sensitivities specified by Td. For 
any light b we know that the source device color coordinates are given by ts = Tsb and the destina-
tion device color coordinates td = Tdb. We would like to transform between ts and td without direct 
knowledge of b.

If we can find an Nd by Ns matrix M such that Td = MTs then it is easy to show that the matrix M 
may be used to compute the destination device color coordinates from the source device color coor-
dinates through td = Mts. We have already considered this case (in a less general form) in subsection 
“Transformations between Color Spaces.” The extension here is that we allow the possibility that the 
dimensions of the two color coordinate systems differ. When a linear transformation between Ts and 
Td exists, it can be found by standard regression methods.

Horn demonstrated that when no exact linear transformation between Ts and Td exists, it is not 
in general possible to transform between the two sets of color coordinates.4 The reason for this is that 
there will always exist a pair of lights that have the same color coordinates for the source device but 
different color coordinates for the destination device. The transformation will therefore be incorrect 
for at least one member of this pair. When no exact linear transformation exists, it is still possible to 
make an approximate transformation. One approach is to use linear regression to find the best linear 
transformation M between the two sets of color-matching functions in a least squares sense. This 
transformation is then applied to the source color coordinates as if it were exact.4 Although this is an 
approximation, in many cases the results will be acceptable. In the absence of prior information about 
the spectral power distribution of the original light b, it is a sensible approach. 

A second possibility is to use prior constraints on the spectral power distribution of the light to 
guide the transformation.22 Suppose that we know that the light is constrained to lie within an Nb 
dimensional linear model B. Then we can find the best linear transformation M between the two 
matrices TsB and TdB. This transformation may then be used to transform the source color coordi-
nates to the destination color coordinates. It is easy to show that the transformation will be exact if 
TdB = MTsB. Otherwise it is a reasonable approximation that takes the linear model constraint into 
account.

A number of recent papers present more elaborated methods for color correction.161–163

Computational Color Constancy An interesting application is the problem of estimating surface 
reflectance functions from color coordinates. This problem is of interest for two reasons. First, it 
appears that human color vision makes some attempt to perform this estimation, so that our per-
cept of color is more closely associated with object surface properties than with the proximal prop-
erties of the light reaching the eye. Second, an artificial system that could estimate surface properties 
would have an important cue to aid object recognition. In the case where the illuminant is known, 
the problem of estimating surface reflectance properties is the same as the problem of estimating the 
color signal, because the illuminant spectral power distribution can simply be incorporated into the 
sensor sensitivities. In this case the methods outlined in the preceding section for estimating color 
signal spectral properties can be used.

The more interesting case is where both the illuminant and the surface reflectance are unknown. 
In this case, the problem is more difficult. Considerable insight has been gained by applying lin-
ear model constraints to both the surface and illuminant spectral power distributions. A number of 
approaches have been developed for recovering surface reflectance functions or otherwise achieving 
color constancy.158,164–172 Each approach differs (1) in the additional assumptions that are made about 
the properties of the image and (2) in the sophistication of the model of illuminant surface interac-
tion and scene geometry used. A thorough review of all of these methods is beyond the scope of this 
chapter. It is instructive, however, to review one of the simpler methods, that of Buchsbaum.165 See 
Ebner173 for a discussion of many current algorithms.

Buchsbaum assumed that in any given scene, the average reflectance function of the surfaces 
in the scene is known. This is commonly called the “gray world” assumption. He also assumed that 
the illuminant was diffuse and constant across the scene and that the illuminants and surfaces in 
the scene are described by linear models with the same dimensionality as the number of sensors. 
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10.40  VISION AND VISION OPTICS

Let Savg be the spectral power distribution of the known average surface, represented in diagonal 
matrix form. Then it is possible to write the relation between the space average of the sensor responses 
and the illuminant as 

 tavg = TSavgBeae  (38)

where ae is a vector containing the weights of the illuminant within the linear model representation 
Be. Because we assume that the dimension Ne = Nt, the matrix TSavgBe will be square and typically 
may be inverted. From this we recover the illuminant as e = Be(TSavgBe )

–1tavg. If we let E represent 
the recovered illuminant in matrix form, then at each image location we can write

 t = TEBsas (39)

where as is a vector containing the weights of the surface within the linear model representation Bs. 
Proceeding exactly as we did for the illuminant, we may recover the surface reflectance from this 
equation.

Although Buchsbaum’s method depends on rather strong assumptions about the nature of the 
scene, subsequent algorithms have shown that these assumptions can be relaxed.22,166,172 Several authors 
treat the relation between computational color constancy and the study of human vision.174–178

Color Discrimination

Measurement of Small Color Differences Our treatment so far has not included any discussion of 
the precision to which observers can judge identity of color appearance. To specify tolerances for 
color reproduction, it would be helpful to know how different the color coordinates of two lights 
must be for an observer to reliably distinguish between them. A number of techniques are avail-
able for measuring human ability to discriminate between colored lights. We review these briefly 
here as an introduction to the topic of uniform color spaces. A more extended discussion of color 
discrimination and its relation to postreceptoral mechanisms is presented in the companion chapter 
(Chap. 11).

One experimental method, employed in seminal work by MacAdam,179,180 is to examine the vari-
ability in individual color matches. That is, if we have observers set matches to the same test stimu-
lus, we will discover that they do not always set exactly the same values. Rather, there will be some 
trial-to-trial variability in the settings. MacAdam and others181,182 used the sample covariance of the 
individual match tristimulus values as a measure of observers’ color discrimination.

A second approach is to use more direct psychophysical methods (see Chap. 3) to measure observ-
ers’ thresholds for discriminating between pairs of colored lights. Examples include increment thresh-
old measurements for monochromatic lights183 and thresholds measured systematically in a three-
dimensional color space.184,185

Measurements of small color differences are often summarized with isodiscrimination contours. 
An isodiscrimination contour specifies the color coordinates of lights that are equally discrim-
inable from a common standard light. Figure 18 shows an illustrative isodiscrimination contour. 
Isodiscrimination contours are often modeled as ellipsoids184,185 and the figure is drawn to the typical 
ellipsoidal shape. The well-known MacAdam ellipses179 are an example of representing discrimina-
tion data using the chromaticity coordinates of a cross-section of a full three-dimensional isodis-
crimination contour (see the legend of Fig. 18). Chapter 11 provides a more extensive discussion 
of possible models of discrimination contours. Under some experimental conditions, the measured 
contour may not be ellipsoidal.

CIE Uniform Color Spaces Figure 19 shows chromaticity plots of theoretical isodiscrimination 
contours. A striking feature of the plots is that the size and shape of the contours depends on the 
standard stimulus. For this reason, it is not possible to predict whether two lights will be discrim-
inable solely on the basis of the Euclidean distance between their color coordinates. The heterogeneity 
of the isodiscrimination contours must also be taken into account.

Bass_v3ch10_p001-056.indd 10.40 8/21/09 12:50:00 PM

DO
 N

OT
 D

UP
LI

CA
TE



X

Y

Z

FIGURE 18 Isodiscrimination contour. The plotted ellipsoid shows 
a hypothetical isodiscrimination contour in the CIE XYZ color space. This 
contour represents color discrimination performance for the standard light 
whose color coordinates are located at the ellipsoid’s center. Isodiscrimination 
contours such as the one shown are often summarized by a two-dimensional 
contour plotted on a chromaticity diagram (see Fig. 19). The two-dimensional 
contour is obtained from a cross section of the full contour, and its shape 
can depend on which cross section is used. This information is not available 
directly from the two-dimensional plot. A common criterion for choice of 
cross section is isoluminance. The ellipsoid shown in the figure is schematic 
and does not represent actual human performance.
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FIGURE 19 Isodiscrimination contours plotted in the chromaticity diagram. These 
were computed using the CIE L∗a∗b∗ uniform color space and ΔEab

∗  difference metric. They 
provide an approximate representation of human performance. For each standard stimulus, 
the plotted contour represents the color coordinates of lights that differ from the standard by 
15 ΔEab

∗  units but that have the same luminance as the standard. The choice of 15 ΔEab
∗  units 

magnifies the contours compared to those that would be obtained in a threshold experiment. 
The contours shown are a projection of isodiscrimination contours computed for isoluminant 
color differences. The luminance of the white point used in the CIELAB computations was set 
at 1000 cd/m2, while the discriminations were around stimuli with a luminance of 500 cd/m2.
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10.42  VISION AND VISION OPTICS

The CIE10 provides formulas that may be used to predict the discriminability of colored lights. The 
most recent recommendations are based on the CIE 1976 L∗a∗b∗ (CIELAB) color coordinates. These 
are obtained by a nonlinear transformation from CIE 1931 XYZ color coordinates. The transforma-
tion stretches the XYZ color space so that the resulting Euclidean distance between color coordinates 
provides an approximation to the how well lights may be discriminated. The L∗a∗b∗ system is referred 
to as a uniform color space. There is also a CIE 1976 L∗u∗v∗ (CIELUV) system, but this is now less 
widely used than the L∗a∗b∗ system and its derivatives.

Transformation to CIELAB coordinates The CIE 1976 L∗a∗b∗ color coordinates of a light may be 
obtained from its CIE XYZ coordinates according to the equations
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where the function f (s) is defined as
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The quantities Xn, Yn, and Zn in the equations above are the tristimulus values of a white point. Little 
guidance is available as to how to choose an appropriate white point. In the case where the lights 
being judged are formed when an illuminant reflects from surfaces, the tristimulus values of the 
illuminant may be used. In the case where the lights being judged on a computer-controlled color 
monitor, the sum of the tristimulus values of the three monitor phosphors stimulated at their maxi-
mum intensity may be used.

Distance in CIELAB space The Euclidean distance between the L∗a∗b∗ coordinates of two lights 
provides a rough guide to their discriminability. The symbol ΔEab

∗  is used to denote distance in the 
uniform color space and is defined as

 
Δ Δ Δ ΔE L a bab

∗ ∗ ∗ ∗= + +( ) ( ) ( )2 2 2  (42)

where the various quantities on the right represent the differences between the corresponding coor-
dinates of the two lights. Roughly speaking, a ΔEab

∗  value of 1 corresponds to a color difference that 
can just be reliably discerned by a human observer under optimal viewing conditions. A ΔEab

∗  value 
of 3 is sometimes used as an acceptable tolerance in industrial color reproduction applications.
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COLORIMETRY  10.43

The CIE color difference measure ΔEab
∗  provides only an approximate guide to the discriminability 

between two lights. There are a number of reasons why this is so. The first is that the relatively simple 
nonlinear transformation between CIE XYZ and CIE L∗a∗b∗ coordinates does not completely capture 
the empirical data on color discrimination between two samples. In part this is because the formulae 
were designed to predict not only discrimination data but also certain suprathreshold judgments of 
color appearance.186 Second, color discrimination thresholds depend heavily on factors other than 
the tristimulus values. These factors include the adapted state of the observer,183 the spatial and tem-
poral structure of the stimulus,187–189

 and the task demands placed on the observer.190–193 Therefore, 
the complete specification of a uniform color space must incorporate these factors. The CIE has now 
recommended a more involved method of computing small color differences from the CIE L∗a∗b∗ 
coordinates that attempts to provide better prediction of small color differences.10,194 The resultant 
computed difference is referred to as ΔE00. The details of the computation of ΔE00 are provided and 
discussed in a CIE technical report.194 The reader considering using ΔE00 is encouraged to study 
Wyszecki and Stiles’s8(pp. 584–586) insightful discussion of color vision models.

Effect of Errors in Color-Matching Functions

Given that there is some variation between different standard estimates of color-matching functions, 
between the color-matching functions of different individuals, and between the color-matching 
functions that mediate performance for different viewing conditions, it is of interest to determine 
whether the magnitude of this variation is of practical importance. There is probably no general 
method for making this determination, but here we outline one approach.

Consider the case of rendering a set of illuminated surfaces on a color monitor. If we know the 
spectral power distribution of the monitor’s phosphors, it is possible to compute the appropriate 
weights on the monitor phosphors to produce a light metameric to each illuminated surface. The 
computed weights will depend on the choice of color-matching functions. Once we know the weights, 
however, we can find the L∗a∗b∗ coordinates of the emitted light. This suggests the following method 
to estimate the effect of differences in color-matching functions. First we compute the L∗a∗b∗ coor-
dinates of surfaces rendered using the first set of color-matching functions. Then we compute the 
corresponding coordinates when the surfaces are rendered using the second set of color-matching 
functions. Finally, we compute the ΔEab

∗  difference between corresponding sets of coordinates. If 
the ΔEab

∗  are large, then the differences between the color-matching functions are important for the 
rendering application.

We have performed this calculation for a set of 462 measured surfaces139,140 rendered under CIE 
Illuminant D65. The two sets of color-matching functions used were the 1931 CIE XYZ color-matching 
functions and the Judd-Vos modified XYZ color-matching functions. The monitor phosphor spec-
tral power distributions were measured by the first author. The results are shown in Fig. 20. The plot 
shows a histogram of the differences. The median difference is 1.2 units. This difference is quite close 
to discrimination threshold and for many applications, the differences between the two sets of color-
matching functions will probably not be of great consequence.

Brightness Matching and Photometry

The foundation of colorimetry is the human observer’s ability to judge identity of color appearance. 
It is sometimes of interest to compare certain perceptual attributes of lights that do not, as a whole, 
appear identical. In particular, there has been a great deal of interest in developing formulas that pre-
dict when two lights with different relative spectral power distributions will appear equally bright. 
Colorimetry provides a partial answer to this question, since two lights that match in appearance 
must appear equally bright. Intuitively, however, it seems that it should be possible to set the relative 
intensities of any two lights so that they match in brightness.

In a heterochromatic brightness matching experiment, observers are asked to scale the intensity of 
a matching light until its brightness matches that of an experimentally controlled test light. Although 
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10.44  VISION AND VISION OPTICS

observers can perform the heterochromatic brightness matching task, they often report that it is dif-
ficult and their matches tend to be highly variable.8 Moreover, the results of brightness-matching 
experiments are not additive.43,195 For photometry to be as practicable as radiometry, the measured 
luminous efficiency of any mixture of lights must equal the sum of the luminous efficiencies of the 
component lights. Such additivity is known as obedience to Abney’s law.196,197 For this reason, more 
indirect methods for equating the overall effectiveness of lights at stimulating the visual system have 
been developed.8,195,198–203 The most commonly used method is that of flicker photometry. In a flicker 
photometric experiment, two lights of different spectral power distributions are presented alternately 
at the same location. At moderate flicker rates (about 20 Hz), subjects are able to adjust the overall 
intensity of one of the lights to minimize the apparent flicker. The intensity setting that minimizes 
apparent flicker is taken to indicate that the two lights match in their effectiveness as visual stimuli. 
Two lights equated in this way are said to be equiluminant or to have equal luminance. 

Because experiments for determining when lights have the same luminance obey linearity proper-
ties similar to Grassmann’s laws, it is possible to determine a luminous efficiency function that allows 
the assignment of a luminance value to any light. A luminous efficiency function specifies, for each 
sample wavelength, the relative contribution of that wavelength to the overall luminance. We can 
represent a luminous efficiency function as an Nl dimensional row vector v. Each entry of the matrix 
specifies the relative luminance of light at the corresponding sample wavelength. The luminance v of 
an arbitrary spectral power distribution b may be computed by the equation

 v = vb (43)

The CIE has standardized four luminous efficiency functions by definition. The most commonly 
used of these is the standard photopic luminous efficiency function V(l). This is identical by defi-
nition to the 1931 XYZ color-matching function yλ. For lights that subtend more than 4° of visual 
angle, a luminous efficiency function V10(l) given by the 1964 10° XYZ color-matching functions is 
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FIGURE 20 Effect of changes in color-matching functions. The plot 
shows a histogram of the ΔEab

∗  differences between two sets of lights, each of 
which is a monitor rendering of the same set of illuminated surfaces. The two 
renderings were computed using different sets of color-matching functions. The 
white point used in the CIELAB transformations was the XYZ coordinates of 
the illuminant used to compute the renderings, CIE D65.
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preferred. More recently, the Judd-Vos modified color matching function has been made a supple-
mental standard.204 A final standard luminous efficiency function is available for use at low light levels 
when the rods are the primary functioning photoreceptors. A new luminous efficiency function will 
be incorporated into the new CIE proposal for a set of physiologically relevant color-matching func-
tions. The notation Vl or V(l) is often used in the literature to denote luminous efficiency functions. 
Note that Eq. (43) allows the computation of luminance in arbitrary units. Ref. 8 discusses standard 
measurement units for luminance.

It is important to note that luminance is a construct derived from flicker photometric and related 
experiments. As such, it does not directly predict when two lights will be judged to have the same 
brightness. The relation between luminance and brightness is quite complicated.8,205

It is also worth noting that there is considerable individual variation in flicker photometric judg-
ments, even among color-normal observers. For this reason, it is a common practice in psychophysi-
cal experiments to use flicker photometry to determine isoluminant stimuli for individual subjects 
with the stimuli of interest.

10.7 APPENDIX—MATRIX ALGEBRA

This appendix provides a brief introduction to matrix algebra. The development emphasizes the 
aspects of matrix algebra that are used in this chapter and is somewhat idiosyncratic. In addition, 
we do not prove any of the results we state. Rather, our intention is to provide the reader unfamiliar 
with matrix algebra with enough information to make this chapter self-contained.

Basic Notions

Vectors and Matrices A vector is a list of numbers. We use lowercase bold letters to represent vec-
tors. We use single subscripts to identify the individual entries of a vector. The entry ai refers to the 
ith number in a. We call the total number of entries in a vector its dimension.

A matrix is an array of numbers. We use uppercase bold letters to represent matrices. We use dual 
subscripts to identify the individual entries of a matrix. The entry aij refers to the number in the ith 
row and jth column of A. We sometimes refer to this as the ijth entry of A. We call the number of rows 
in a matrix its row dimension. We call the number of columns in a matrix its column dimension. We 
generally use the symbol N to denote dimensions.

Vectors are a special case of matrices where either the row or the column dimension is 1. A matrix 
with a single column is often called a column vector. A matrix with a single row is often called a row 
vector. By convention, all vectors used in this chapter should be understood to be column vectors 
unless explicitly noted otherwise.

It is often convenient to think of a matrix as being composed of vectors. For example, if a matrix 
has dimensions Nr by Nc, then we may think of the matrix as consisting of Nc column vectors, each of 
which has dimension Nr.

Addition and Multiplication A vector may be multiplied by a number. We call this scalar mul-
tiplication. Scalar multiplication is accomplished by multiplying each entry of the vector by the 
number. If a is a vector and b is a number, then b = ab = ba is a vector whose entries are given by 
cj = baj.

Two vectors may be added together if they have the same dimension. We call this vector addition. 
Vector addition is accomplished through entry-by-entry addition. If a and b are vectors with the same 
dimension, the entries of c = a + b are given by cj = aj + bj.

Two matrices may be added if they have the same row and column dimensions. We call this matrix 
addition. Matrix addition is also defined as entry by entry addition. Thus if A and B are matrices with 
the same dimension, the entries of C = A + B are given by cij = aij + bij. Vector addition is a special case 
of matrix addition.
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10.46  VISION AND VISION OPTICS

A column vector may be multiplied by a matrix if the column dimension of the matrix matches the 
dimension of the vector. If A has dimensions Nr by Nc and b has dimension Nc, then c = Ab is an Nr 
dimensional vector. The ith entry of c is related to the entries of A and b by the equation:

 
c a bi ij jj

Nc=
=∑ 1

 (44)

It is also possible to multiply a matrix B, by another matrix, A on the left, if the column dimension 
of A matches the row dimension of B. If A has dimensions Nr by N and B has dimensions N by Nc, 
then C = AB is an Nr by Nc dimensional matrix. The ikth entry of C is related to the entries of A and 
B by the equation:

 
c a bik ij jkj

N=
=∑ 1

 (45)

By comparing Eqs. (44) and (45) we see that multiplying a matrix by a matrix is a shorthand for 
multiplying several vectors by the same matrix. Denote the Nc columns of B by b1, . . ., bNc

 and the Nc 
columns of C by c1, . . ., cNc

. If C = AB, then ck = Abk for k = 1, . . ., Nc.
It is possible to show that matrix multiplication is associative. Suppose we have three matrices A, B, 

and C whose dimensions are such that the matrix products (AB) and (BC) are both well-defined. Then 
(AB)C = A(BC). We often write ABC to denote either product. Matrix multiplication is not commuta-
tive. Even when both products are well-defined, it is not in general true that BA is equal to AB.

Matrix Transposition The transpose of an Nr by Nc matrix A is an Nc by Nr matrix B whose ijth 
entry is given by bij = aji. We use the superscript “T ” to denote matrix transposition: B = AT. The 

identity (AB)T = BTAT always holds.

Special Matrices and Vectors A diagonal matrix D is an Nr by Nc matrix whose entries dij are zero 
if i ≠ j. That is, the only nonzero entries of a diagonal matrix lie along its main diagonal. We refer to 
the nonzero entries of a diagonal matrix as its diagonal entries.

A square matrix is a matrix whose row and column dimensions are equal. We refer to the row and 
column dimensions of a square matrix as its dimension.

An identity matrix is a square diagonal matrix whose diagonal entries are all one. We use the symbol 
IN to denote the N by N identity matrix. Using Eq. (45) it is possible to show that for any Nr by Nc 
matrix A, AINc

 = INr
A = A.

An orthogonal matrix U is a square matrix that has the property that UTU = UUT = IN, where N is 
the dimension of U.

A zero vector is a vector whose entries are all zero. We use the symbol 0N to denote the N dimen-
sional zero vector.

Linear Models

Linear Combinations of Vectors Equation (44) is not particularly intuitive. A useful way to think 
about the effect of multiplying a vector b by matrix A is as follows. Consider the matrix A to consist 
of Nc column vectors a1, . . ., aNc

. Then from Eq. (44) we have that the vector c = Ab may be obtained 
by the operations of vector addition and scalar multiplication by

 c = a1b1 + . . . + aNc
bNc  

(46)

where the numbers b1, . . ., bNc are the entries of b. Thus the effect of multiplying a vector by a matrix 
is to form a weighted sum of the columns of the matrix. The weights that go into forming the sum are 
the entries of the vector. We call any expression that has the form of the right hand side of Eq. (46) 
a linear combination of the vectors a1, . . ., aNc.
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Independence and Rank Consider a collection of vectors a1, . . ., aNc. If no one of these vectors may 
be expressed as a linear combination of the others, then we say that the collection is independent. 
We define the rank of a collection of vectors a1, . . ., aNc as the largest number of linearly independent 
vectors that may be chosen from that collection. We define the rank of a matrix A to be the rank of 
the vectors a1, . . ., aNc 

that make up its columns. It may be proved that the rank of a matrix is always 
less than or equal to the minimum of its row and column dimensions. We say that a matrix has full 
rank if its rank is exactly equal to the minimum of its row and column dimensions.

Linear Models When a vector c has the form given in Eq. (46), we say that c lies within a linear 
model. We call Nc the dimension of the linear model. We call the vectors a1, . . ., aNc 

the basis vectors 
for the model. Thus an Nc dimensional linear model with basis vectors a1, . . ., aNc 

contains all vectors 
c that can be expressed exactly using Eq. (46) for some choice of numbers b1, . . ., bNc. Equivalently, 
the linear model contains all vectors c that may be expressed as c = Ab where the columns of the 
matrix A are the vectors a1, . . ., aNc 

and b is an arbitrary vector. We refer to all vectors within a linear 
model as the subspace defined by that model.

Simultaneous Linear Equations

Matrix and Vector Form Matrix multiplication may be used to express a system of simultaneous 
linear equations. Suppose we have a set of Nr simultaneous linear equations in Nc unknowns. Call 
the unknowns b1, . . ., bNc. Conventionally we would write the equations in the form

 a11b1 +
 . . . + a1Nc

bNc = c1 

a21b1 +
 . . . + a2Nc

 bNc
 = c2

 . . . 
(47)

aNr1b1 +
 . . . + aNrNc

 bNc
 = cNr

where the aij and ci represent known numbers. From Eq. (44) it is easy to see that we may rewrite 
Eq. (47) as a matrix multiplication

 Ab = c (48)

In this form, the entries of the vector b represent the unknowns. Solving Eq. (48) for b is equivalent 
to solving the system of simultaneous linear equations of Eq. (47).

Solving Simultaneous Linear Equations A fundamental topic in linear algebra is finding solutions 
for systems of simultaneous linear equations. We will rely on several basic results in this chapter, 
which we state here.

When the matrix A is square and has full rank, it is always possible to find a unique matrix A–1 
such that AA–1 = A–1A = IN. We call the matrix A–1 the inverse of the matrix A. The matrix A–1 is also 
square and has full rank. Algorithms exist for determining the inverse of a matrix and are provided by 
software packages that support matrix algebra.

When the matrix A is square and has full rank, a unique solution b to Eq. (48) exists. This solution 
is given simply by the expression b = A–1c. When the rank of A is less than its row dimension, then 
there will not in general be an exact solution to Eq. (48). There will, however, be a unique vector b that
is the best solution in a least squares sense. We call this the least squares solution to Eq. (48). Finding 
the least squares solution to Eq. (48) is often referred to as linear regression. Algorithms exist for per-
forming linear regression and are provided by software packages that support matrix algebra. 

A generalization of Eq. (48) is the matrix equation

 AB = C (49)
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10.48  VISION AND VISION OPTICS

where the entries of the matrix B are the unknowns. From our interpretation of matrix multiplica-
tion as a shorthand for multiple multiplications of a vector by a matrix, we can see immediately that 
this type of equation may be solved by applying the above analysis in a columnwise fashion. If A 
is square and has full rank, then we may determine B uniquely as A–1C. When the rank of A is less 
than its row dimension, we may use regression determine a matrix B that satisfies Eq. (49) in a least 
squares sense. 

It is also possible to solve matrix equations of the form BA = C where the entries of B are again the 
unknowns. An equation of this form may be converted to the form of Eq. (49) by applying the trans-
pose identity (see subsection “Matrix Transposition”). That is, we may find B by solving the equation 
ATBT = CT if AT meets the appropriate conditions.

Null Space When the rank of a matrix A is greater than its row dimension Nr, it is possible to find 
nontrivial solutions to the equation

 Ab = 0Nr 
(50)

Indeed, it is possible to determine a linear model such that all vectors contained in the model satisfy 
Eq. (50). This linear model will have dimension equal to the difference between Nr and the rank 
of the matrix A. The subspace defined by this linear model is called the null space of the matrix A. 
Algorithms to find the basis vectors of a matrix’s null space exist and are provided by software pack-
ages that support matrix algebra.

Singular Value Decomposition

The singular value decomposition allows us to write any Nr by Nc matrix X in the form

 X = UDVT (51)

where U is an Nr by Nr orthogonal matrix, D is an Nr by Nc “diagonal” matrix, and V is an Nc by 
Nc orthogonal matrix.148 The diagonal entries of D are guaranteed to be nonnegative. Some of the 
diagonal entries may be zero. By convention, the entries along this diagonal are arranged in decreas-
ing order. We illustrate the singular value decomposition in Fig. 21. The singular value decomposi-
tion has a large number of uses in numerical matrix algebra. Routines to compute it are generally 
provided as part of software packages that support matrix algebra.

X = U D

X =

VT

X = U D VT

U

D VT

FIGURE 21 The figure depicts the singular value decom-
position (SVD) of an N by M matrix X for three cases: Nc > Nr, 
Nc = Nr, and Nc < Nr.
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11.1 GLOSSARY

Achromatic mechanism. Hypothetical psychophysical mechanisms, sometimes equated with the 
luminance mechanism, which respond primarily to changes in intensity. Note that achromatic mech-
anisms may have spectrally opponent inputs, in addition to their primary nonopponent inputs.

Bezold-Brücke hue shift. The shift in the hue of a stimulus toward either the yellow or blue 
invariant hues with increasing intensity.

Bipolar mechanism. A mechanism, the response of which has two mutually exclusive types of out-
put that depend on the balance between its two opposing inputs. Its response is nulled when its two 
inputs are balanced.

Brightness. A perceptual measure of the apparent intensity of lights. Distinct from luminance in the 
sense that lights that appear equally bright are not necessarily of equal luminance.

Cardinal directions. Stimulus directions in a three-dimensional color space that silence two of the 
three “cardinal mechanisms.” These are the isolating directions for the L+M, L–M, and S–(L+M) mech-
anisms. Note that the isolating directions do not necessarily correspond to mechanism directions.

Cardinal mechanisms. The second-site bipolar L–M and S–(L+M) chromatic mechanisms and 
the L+M luminance mechanism.

Chromatic discrimination. Discrimination of a chromatic target from another target or back-
ground, typically measured at equiluminance.

Chromatic mechanism. Hypothetical psychophysical mechanisms that respond to chromatic stimuli, 
that is, to stimuli modulated at equiluminance.

Color appearance. Subjective appearance of the hue, brightness, and saturation of objects or lights.

Color-appearance mechanisms. Hypothetical psychophysical mechanisms that mediate color 
appearance, especially as determined in hue scaling or color valence experiments.

Color assimilation. The phenomenon in which the hue of an area is perceived to be closer to that of 
the surround than to its hue when viewed in isolation. Also known as the von Bezold spreading effect.

11.1

11
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Color constancy. The tendency of objects to retain their color appearance despite changes in the 
spectral characteristics of the illuminant, or, more generally, despite changes in viewing context.

Color contrast. The change in the color appearance of an area caused by the presence of a colored 
surround. The color change, unlike assimilation, is usually complementary to the surround color.

Color-discrimination mechanisms. Hypothetical psychophysical mechanisms that determine 
performance in chromatic detection or discrimination tasks. Assumed in some models to correspond 
to cone-opponent mechanisms.

Color spaces. Representations of lights either in terms of the responses of some known or 
hypothetical mechanisms thought to underlie the perception of color (such as cone or postreceptoral 
mechanisms), or in terms of the projection of the lights onto stimulus-based vectors (such as mono-
chromatic primaries or mechanism-isolating vectors).

Color valence. A measure of the color of a light in terms of the amount of a cancelling light 
required to null one of the hue sensations produced by that light. Thus, if a light appears red it is can-
celled by light that appears green, and the amount of this green light is its red valance. In opponent-
colors theory, color appearance depends on the relative red-green and blue-yellow valences.

Cone contrast. The contrast (or relative change in quantal or energy catch) presented to each cone 
photoreceptor: ΔL/L, ΔM/M, and ΔS/S.

Cone contrast space. A color space where the position along each axis represents the contrast 
of one cone class.

Cone mechanisms. Hypothetical psychophysical mechanisms, the performances of which are limited 
at the cone photoreceptors.

Cone-opponent mechanism. Hypothetical psychophysical mechanisms with opposed cone inputs.

Derrington Krauskopf Lennie (DKL) space. Color space, the axes of which are the stimulus strengths 
in each of the three cardinal mechanism directions. Closely related to the spaces proposed by Lüther85 
and MacLeod and Boynton.86 In some accounts of this space the axes are defi ned in a different way, in 
terms of the three vectors that isolate each of the three cardinal mechanisms.

Detection surface or contour. Detection thresholds measured in many directions in color space 
form a detection surface. Confi ned to a plane, they form a contour. The terms threshold surface and 
threshold contour are synonymous with detection surface and detection contour, respectively.

Field method. A method in which the observer’s sensitivity for detecting or discriminating a target is 
measured as a function of some change in context or in the adapted state of the mechanism of interest.

First-site adaptation. Adaptation, usually assumed to be cone-class specifi c, occurring at or related 
to the photoreceptor level.

Habituation. Loss of sensitivity caused by prolonged adaptation to chromatic and/or achromatic 
stimulus modulations, also known as contrast adaptation.

Incremental cone-excitation space. A color space in which the axes represent the deviations of each 
of the three classes of cones from a background. Deviations can be negative (decrements) as well as 
increments.

Intensity. Generic term to denote variation in stimulus or modulation strength when chromatic 
properties are held constant. In the particular context of modulations around a background, the vec-
tor length of a modulation may be used as a measure of intensity.

Invariant hue. A stimulus produces an invariant hue if that hue is independent of changes to stimu-
lus intensity. Generally studied in the context of monochromatic stimuli.

Isolating direction. Direction in a color space that isolates the response of a single mechanism.

Linear visual mechanisms. Hypothetical mechanisms that behave linearly, usually with respect to 
the cone isomerization rates, but in some models with respect to the cone outputs after von Kries 
adaptation or contrast coding.

Luminance. A measure of the effi ciency (or effectiveness) of lights often linked to the assumed 
output of the achromatic mechanism.
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Mechanism direction. Stimulus color direction along which a specifi ed mechanism is most sensi-
tive. Note that the mechanism direction is not, in general, the same as the isolating direction for the 
same mechanism.

Noise masking. Threshold elevations caused by superimposing targets in noise.

Nonlinear visual mechanisms. Hypothetical mechanisms that behave nonlinearly either with re-
spect to the cone inputs or with respect to their own (assumed) inputs.

Opponent-colors theory. A color theory that accounts for color appearance in the terms of the per-
ceptual opposition of red and green (R/G), blue and yellow (B/Y), and dark and light (W/B).

Pedestal effects. Changes in sensitivity that occur when a target is superimposed on another stimu-
lus, called the pedestal, which may have either identical or different spatio-chromatic-temporal char-
acteristics to the target.

Second-site desensitization. Adaptation or sensitivity losses that act on the outputs of second-site 
cone-opponent and achromatic mechanisms, and thus on the combined cone signals processed by 
each mechanism.

Test method. A method in which the sensitivity for detecting or discriminating a target is measured 
as a function of some target parameter, such as wavelength, size, or temporal frequency.

Threshold surface or contour. Synonyms for detection surface or contour.

Unique hues. Hues that appear perceptually unmixed, such as unique blue and unique yellow 
(which appear neither red nor green).

Unipolar mechanism. A mechanism that responds to only one pole of bipolar cone-opponent ex-
cursions, thought to be produced by half-wave rectifi cation of bipolar signals.

Univariant mechanism. A mechanism, in which the output varies unidimensionally, irrespective of 
the characteristics of its inputs.

von Bezold spreading. See Color assimilation.

von Kries adaptation. Reciprocal sensitivity adjustment in response to changing light levels assumed 
to occur independently within each of the three cone mechanisms.

Weber’s law. ΔI/I = constant. The sensitivity to increments (ΔI) is inversely proportional to the 
adaptation level (I).

11.2 INTRODUCTION

The first stage of color vision is now well understood (see Chap. 10). When presented in the same 
context under photopic conditions, pairs of lights that produce the same excitations in the long-, 
middle-, and short-wavelength-sensitive (L-, M-, and S-) cones match each other exactly in appear-
ance. Moreover, this match survives changes in context and changes in adaptation, provided that the 
changes are applied equally to both lights. Crucially, however, while the match survives such mani-
pulations, the shared appearance of the lights does not. Substantial shifts in color appearance can 
be caused both by changes in context and by changes in chromatic adaptation. The identity of lights 
matched in this way reflects univariance at the cone photoreceptor level, whereas their changed 
appearance reflects the complex activity of postreceptoral mechanisms acting on the outputs of 
the cone photoreceptors. Figure 1 shows examples of how color contrast and color assimilation can 
affect the color appearance of pairs of lights that are physically identical.

In addition to affecting color appearance, postreceptoral mechanisms play a major role in 
determining the discriminability of color stimuli. Indeed, measurements of color thresholds 
(detection and discrimination) are critical in guiding models of postreceptoral mechanisms. Models 
of color discrimination are also important in industrial applications, for instance, in the specifica-
tion tolerances for color reproduction (see subsection “CIE Uniform Color Spaces” in Sec. 10.6, 
Chap. 10).
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Color contrast

Color assimilation

(a)

(b)

FIGURE 1 (a) Color contrast: The pairs of smaller squares in each of the four vertical columns are physi-
cally the same, but their color appearances are very different. The differences arise because of the surrounding 
areas, which induce complementary color changes in the appearance of the central squares.473 Comparable 
examples of color contrast have been produced by Akiyoshi Kitaoka,474 which he attributed to Kasumi Sakai.475 
(b) Color assimilation or the von Bezold spreading effect:476 The tiny squares that make up the checkerboard pat-
terns in each of the four columns are identical, except in the square central areas. In those central areas, one of 
the checkerboard colors has been replaced by a third color. The replacement color is the same in the upper and 
lower patterns, but the colors of the checkers that it replaces are different. The result is that the replacement color 
is surrounded by a different color in the upper and lower patterns. Although the replacement color is physically 
the same in each column, it appears different because of the color of the immediately surrounding squares. 
Unlike color contrast, the apparent color change is toward that of the surrounding squares.
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The Mechanistic Approach

This chapter is about color vision after the photoreceptors. In the development, we adopt a mech-
anistic approach. The idea is to model color vision as a series of stages that act on the responses 
of the cones. Within the mechanistic approach, the central questions are: how many stages are 
needed, what are the properties of the mechanisms at each stage, and how are the mechanisms’ out-
puts linked to measured performance? We focus on psychophysical (perceptual) data. Nonetheless, 
we are guided in many instances by physiological and anatomical considerations. For reviews of 
color physiology and anatomy, see, for example, Gegenfurtner and Kiper,1 Lennie and Movshon2, 
and Solomon and Lennie.3 A useful online resource is Webvision at http://webvision.med.utah.edu/.

The distinction between color encoded at the photoreceptors and color encoded by postreceptoral 
mechanisms was anticipated by two theories that have dominated color vision research since the late 
nineteenth century. First, in the Young-Helmholtz trichromatic theory,4,5 color vision is assumed to 
depend on the univariant responses of the three fundamental color mechanisms (see Chap. 10). Color 
vision is therefore trichromatic. Trichromacy allows us to predict which mixtures of lights match, 
but it does not address how those matches appear, nor the discriminability or similarity of stimuli 
that do not match.

Second, in Hering’s6,7 opponent colors theory, an early attempt was made to explain some of the 
phenomenological aspects of color appearance, and, in particular, the observation that under normal 
viewing conditions some combinations of colors, such as reddish-blue, reddish-yellow, and greenish- 
yellow, are perceived together, but others, such as reddish-green or yellowish-blue, are not. This idea 
is illustrated in Fig. 2. Hering proposed that color appearance arises from the action of three signed 
mechanisms that represent opposing sensations of red versus green, blue versus yellow, and light ver-
sus dark.6,7 A consequence of this idea is that opposing or opponent pairs of sensations are exclusive, 
since they cannot both be simultaneously encoded. In this chapter, we will use the term “color-
appearance mechanisms” to refer to model-constructs designed to account for the appearance of 
stimuli, and in particular the opponent nature of color appearance.

Early attempts to reconcile trichromacy with the opponent phenomenology of color appear-
ance suggested that the color-appearance mechanisms reflect a postreceptoral stage (or “zone”) of 
color processing that acts upon the outputs of the three Young-Helmholtz cone mechanisms. Modern 
versions of the two-stage theory explicitly incorporate the cone’s characteristics as a first stage as well as 

R

B

G

YColors
Opponent

colors

(a) (b)

FIGURE 2 Hering’s opponent-colors diagram. A diagrammatic repre-
sentation of opponent-colors theory. The ring on the left (a) shows a range 
of colors changing in small steps from green at the top clockwise to blue, red, 
yellow, and back to green. The ring on the right (b) shows the hypothetical 
contributions of each of the color-opponent pairs [red (R) vs. green (G), and 
blue (B) vs. yellow (Y)] to the appearance of the corresponding colors in (a). 
In accordance with opponent-colors theory, the opposed pairs of colors are 
mutually exclusive. (Redrawn from Plate 1 of Ref. 7).

Bass_v3ch11_p001-104.indd 11.5 8/21/09 6:49:51 PM

DO
 N

OT
 D

UP
LI

CA
TE



11.6  VISION AND VISION OPTICS

+

Luminance
channel

Chromatic
channelsL – M

S – (L +M)

L + M

–

LM S

–

FIGURE 3 Model of the early postreceptoral stages of the visual 
system. The signals from the three cone types, S, M, and L, are com-
bined to produce an achromatic or luminance channel, L+M, and 
two cone-opponent channels, L–M and S–(L+M). Note that there is 
assumed to be no S-cone input to the luminance channel. (Based on 
Fig. 7.3 of Ref. 15).

a second stage at which signals from the separate cone classes interact (e.g., Refs. 8–14). A familiar version 
of the two-zone model from Boynton15 with chromatic, L–M and S–(L+M), and achromatic, L+M, 
postreceptoral mechanisms is shown in Fig. 3.

Interestingly, the particulars of many modern two-stage models were formulated not to account 
for color appearance, but rather to explain threshold measurements of the detection and discrimina-
tion of visual stimuli. As Fig. 3 indicates, the opponent mechanisms in these models take on a simple 
form, represented as elementary combinations of the outputs of the three cone classes. We refer 
to opponent mechanisms that are postulated to explain threshold data as “color-discrimination
mechanisms,” to distinguish them from color-appearance mechanisms postulated to explain appear-
ance phenomena. Here we use the omnibus term color-discrimination to refer both to detection (where 
a stimulus is discriminated from a uniform background) and discrimination (where two stimuli, each 
different from a background, are discriminated from each other.)

The distinction between color-appearance and color-discrimination mechanisms is important, 
both conceptually and in practice. It is important conceptually because there is no a priori reason 
why data from the two types of experiments (appearance and threshold) need be mediated by the 
same stages of visual processing. Indeed, as we will see below, the theory that links measured perfor-
mance to mechanism properties is quite different in the two cases. The distinction is important in 
practice because the mechanism properties derived from appearance and discrimination data are not 
currently well reconciled.

The discrepancy between color-discrimination and color-appearance mechanisms has been 
commented on by recent authors,11,14,16–22 but the discrepancy is implicit in early versions of the 
three-stage Müller zone theories,23,24 Judd’s version of which24 was discussed again some years 
later in a more modern context (see Fig. 6. of Ref. 25). It is remarkable that models with separate 
opponent stages for the two types of data were proposed well before the first physiological observation 
of cone opponency in fish26 and primate.27

Figure 4 illustrates a modern version of Judd’s three-stage Müller zone theory, which is described 
in more detail in the subsection “Three Stage Zone Models” in Sec. 11.6. The figure shows the spec-
tral sensitivities of each of the three stages. The spectral sensitivities of Stage 1 correspond to the 
cone spectral sensitivities of Stockman and Sharpe,28 those of Stage 2 to the spectral sensitivities of 

Bass_v3ch11_p001-104.indd 11.6 8/21/09 6:49:51 PM

DO
 N

OT
 D

UP
LI

CA
TE



COLOR VISION MECHANISMS  11.7

R
el

at
iv

e
qu

an
ta

l
se

n
si

ti
vi

ty

Wavelength (nm)

400 500 600 700

0.0

0.2

0.4

0.6

0.8

1.0

Stage 1

400 500 600 700
–1.5

–1.0

–0.5

0.0

0.5

1.0

1.5

477 n
m

580 n
m

400 500 600 700

–2

–1

0

1

2

400 500 600 700
–1.5

–1.0

–0.5

0.0

0.5

1.0

1.5

549 n
m

400 500 600 700
–1.5

–1.0

–0.5

0.0

0.5

1.0

1.5

486 n
m

Stage 2

Stage 3

504 n
m

510 n
m

FIGURE 4 Version of the three-stage Müller zone model with updated spectral sensitivities. The panels shows 
the assumed spectral sensitivities of the color mechanisms at Stages 1 (upper panel), 2 (middle panels), and 3 (lower 
panels). Stage 1: L- (red line), M- (green line), and S- (blue line) cone fundamental spectral sensitivities.28 Stage 2: L–M 
(red line), M–L (green line), S–(L+M) (blue line), and (L+M)–S (yellow line) cone-opponent mechanism spectral 
sensitivities. Stage 3: R/G (red line), G/R (green line), B/Y (blue line), Y/B (yellow line) color-opponent spectral sensi-
tivities. Our derivation of the cone-opponent and color-opponent spectral sensitivities is described in the subsection 
“Three-Stage Zone Models” in Sec. 11.6. The dashed lines in the lower right panel are versions of the B/Y and Y/B 
color-opponent spectral sensitivities adjusted so that the Y and B spectral sensitivity poles are equal in area. The wave-
lengths of the zero crossings of the Stage 2 and Stage 3 mechanisms are given in the figure. The spectral sensitivities of 
the achromatic mechanisms have been omitted.
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11.8  VISION AND VISION OPTICS

color-discrimination mechanisms as suggested by threshold data, and those of Stage 3 to the spectral 
sensitivities of color-appearance mechanisms as suggested by appearance data.

Figure 4 sets the scene for this chapter, in which we will review the theory and data that allow 
derivation of the properties of color-discrimination and color-appearance mechanisms, and discuss 
the relation between the two. According to some commentators, one of the unsolved mysteries of 
color vision is how best to understand the relation between mechanisms referred to as Stages 2 and 3 
of Fig. 4.

Nomenclature

One unnecessary complication in the literature is that discrimination and appearance mecha-
nisms are frequently described using the same names. Thus, the terms red-green (R/G), blue-yellow 
(B/Y), and luminance are often used to describe both types of mechanisms. We will attempt in this 
chapter to maintain a distinct nomenclature for distinct mechanisms.

It is now accepted that cones should be referred to as long-, middle-, and short-wavelength-
sensitive (L-, M-, and S-), rather than red, green, and blue, because the color descriptions corre-
spond neither to the wavelengths of peak cone sensitivity nor to the color sensations elicited by 
the excitation of single cones.30 However, it is equally misleading to use color names to refer to 
color-discrimination mechanisms. Stimulation of just one or other side of such a mechanism does 
not necessarily give rise to a simple color sensation. Indeed, current models of opponent color-
discrimination mechanisms have the property that modulating each in isolation around an 
achromatic background produces in one case a red/magenta to cyan color variation and in the 
other a purple to yellow/green variation.31,32 Consequently, the perception of blue, green, and 
yellow, and to a lesser extent red, requires the modulation of both cone-opponent discrimina-
tion mechanisms (see subsection “Color Appearance and Color Opponency” in Sec. 11.5). 
We therefore refer to chromatic color-discrimination mechanisms according to their predomi-
nant cone inputs: L–M and S–(L+M). Although this approach has the unfortunate consequence 
that it neglects to indicate smaller inputs, usually from the S-cones (see subsection “Sensitivity to 
Different Directions of Color Space” in Sec. 11.5.), it has the advantage of simplicity and matches
standard usage in much of the literature. We refer to the nonchromatic color discrimination mecha-
nism as L+M. Note also that this nomenclature is intended to convey the identity and sign of the 
predominant cone inputs to each mechanism, but not the relative weights of these inputs.

In contrast, the perception of pure or “unique” red, green, yellow, and blue is, by construction of 
the theory, assumed to result from the responses of a single opponent color-appearance mechanism, 
the response of the other mechanism or mechanisms being nulled or in equilibrium (see subsection 
“Opponent-Colors Theory” in Sec. 11.5). We refer to opponent color-appearance mechanisms as R/G 
and B/Y, according to the color percepts they are assumed to generate. We refer to the nonopponent 
appearance mechanism as brightness.

Guiding Principles

Behavioral measurements of color vision reflect the activity of an inherently complex neural system 
with multiple sites of processing that operate both in series and in parallel. Moreover, these sites are 
essentially nonlinear. The promise of the mechanistic approach lies in two main areas. First, in 
terms of developing an overall characterization of postreceptoral color vision, the hope is that it 
will be possible to identify broad regularities in the behavior of the system that can be understood in 
terms of models that postulate a small number of relatively simple mechanism constructs. Second, 
in terms of using psychophysics to characterize the behavior of particular neural sites, and to link 
behavior to physiology, the hope is that specific stimulus conditions can be identified for which the 
properties of the site of interest dominate the measured performance. In the conceptual limit of 
complexity, where a mechanistic model explicitly describes the action of every neuron in a given 
visual pathway, these models can, in principle, predict performance. But as a practical matter, it 
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COLOR VISION MECHANISMS  11.9

remains unclear the degree to which parsimonious mechanistic models derived from behavioral 
measurements will succeed. Given the complexity of the underlying neural system, it is apparent that 
the mechanistic approach is ambitious.

In this context, several points are worth bearing in mind. First, the concept of a psychophysi-
cal mechanism will have the most utility when it can be shown to have an existence that extends 
beyond the particular stimulus and task conditions from which it was derived. Thus, we regard a 
mechanism as a theoretical construct whose usefulness depends on the range of data it can explain 
parsimoniously. This is a broader consideration than those sometimes used to determine the value of 
a mechanism.33,34 In Secs. 11.3 and 11.4, we review two broad mechanism concepts that satisfy this 
criterion: opponency and adaptation.

Second, while some psychophysical techniques may emphasize the contribution of particular stages 
of the system, it is, with the exception of color matching, a simplification to ignore the contributions of 
earlier and/or later stages. For example, an often made but usually implicit assumption is that the cone 
quantal absorption rates are transmitted directly to postreceptoral mechanisms, as if the photorecep-
tors had no role other than to pass on a linear copy of their inputs. An interesting future direction for 
mechanistic models is to account for interactions between different stages of processing more fully.

Finally, in spite of our concerns, we have written this chapter primarily from the point of view of 
psychophysics. We readily acknowledge that over the past 50 years, results from molecular genetics, 
anatomy, and physiology have helped propel many psychophysical theories from intelligent specu-
lation to received wisdom, particularly in the cases of cone spectral sensitivities and early retinal 
visual processing. Physiology and anatomy have also provided important evidence about color cod-
ing at different levels of the early visual system (e.g., Refs. 35–37), crucial information that is hard to 
obtain psychophysically. Obversely, as the increasing complexity of the visual system at higher levels 
of processing begins to limit the utility of a mechanistic psychophysical approach, it also constrains 
how much can be understood from a knowledge of the properties of the component neurons in the 
processing chain, the majority of which have yet to be characterized.

Chapter Organization

The rest of this chapter is organized as follows: In the next two sections, we describe how mecha-
nism concepts allow us to understand important features of both color discrimination and color 
appearance. Our treatment here is illustrative. We review a small selection of experimental data, 
and emphasize the logic that leads from the data to constraints on the corresponding models. In 
Sec. 11.3 we discuss discrimination data; in Sec. 11.4 we turn to appearance data. Two broad 
mechanistic concepts emerge from this initial review: those of color opponency and of adaptation. 
The initial review provides us with a basic model for postreceptoral color vision. Although this model 
is clearly oversimplified, it serves as the point of departure for much current work, and understand-
ing it is crucial for making sense of the literature. The remainder of the chapter (Secs. 11.5 and 
11.6) is devoted to a discussion of advanced issues that push the boundaries of the basic model.

11.3 BASICS OF COLOR-DISCRIMINATION 
MECHANISMS

What Is a Mechanism?

Given the central role of the mechanism concept in models of color vision, one might expect that 
this concept is clearly and precisely defined, with a good consensus about its meaning. Our experi-
ence, however, is that although there are precise definitions of what constitutes a mechanism,33,34 
these are generally specific to a particular model and that the term is often used fairly loosely. In 
keeping with this tradition, we will proceed to discuss mechanisms through examples without 
attempting a rigorous definition.
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11.10  VISION AND VISION OPTICS

Figure 5 illustrates the broad mechanism concept. Figure 5a shows the L, M, and S cones. Each 
of these cones is a mechanism and satisfies several key properties. First, we conceive of each cone 
mechanism as providing a spatiotemporal representation of the retinal image, so that the mechanism 
output may be regarded as a spatial array that changes over time. Second, at a single location and 
time, the output of each cone mechanism is univariate and conveys only a single scalar quantity. This 
means that the output of a single cone mechanism confounds changes in the relative spectrum of the 
light input with the overall intensity of the spectral distribution. Third, the relation between mecha-
nism input and output is subject to adaptation. This is indicated in the figure by the open circle along 
the output pathway for each cone mechanism. Often the adaptation is characterized as a gain con-
trol, or a gain control coupled with a term that subtracts steady-state input (e.g., Refs. 38 and 39).

(a)

(b)

L

M

S

Lout

Mout

Sout

Lout L + M

L – M

S – (L + M)

Mout

Sout

FIGURE 5 Basic mechanisms. (a) First-stage cone mechanisms: L, M, and S. The 
cone outputs are subject to some form of gain control (open circles), which can, in 
principle, be modified by signals from the same or from different cone mecha-
nisms. (b) Second-stage color-discrimination mechanisms: L+M, L–M, and S–(L+M). 
The inputs to these mechanisms are the adapted cone outputs from the cone mecha-
nisms. As with the cone mechanisms, the outputs of the second-stage mechanism are 
subject to some gain control, which can be modified by signals from the same or from 
different second-stage mechanisms. Dashed arrows indicate inhibitory outputs.
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COLOR VISION MECHANISMS  11.11

Key to the mechanism approach is that the behavior of the mechanism can be probed experimen-
tally with adaptation held approximately fixed. This may be accomplished, for example, by present-
ing brief, relatively weak, flashes on spatially uniform backgrounds. In this case, the state of adapta-
tion is taken to be determined by the background alone; that is, it is assumed that the weak flashes do 
not measurably perturb the state of adaptation and thus that the state of adaptation is independent 
of the flash.

The arrows pointing into each circle in Fig. 5 indicate that the signals that control the state of 
adaptation can be quite general, and need to be specified as part of the model. In the classical (von 
Kries) mechanism concept, however, these signals are assumed to arise entirely within the array of 
signals from the same cone mechanism.33 For example, the gain (or adaptation) applied to the L-cone 
signals at a location would be taken to be determined entirely by the array of L-cone responses, and 
be independent of the responses of M and S cones. Adaptation that acts on the output of the cones is 
referred to as “first-site” adaptation.

Figure 5b shows a simple model of three second-stage color-discrimination mechanisms with the 
same basic wiring diagram as Fig. 3. These mechanisms have a similar structure to the cone mecha-
nisms, in the sense that they are assumed to provide a spatial array of univariate responses. In addition, 
as with the cone mechanisms, the second-stage mechanisms can adapt. An important difference 
between these second-stage mechanisms and the cone mechanisms is the nature of their input. 
Where the cone mechanisms transduce light into a neural signal, the second-stage mechanisms take 
the adapted cone responses as their input. As shown in the Fig. 5, each of the postreceptoral mecha-
nisms can be thought of as computing a weighted combination of cone signals. The three mecha-
nisms are labeled by the manner in which they combine cone inputs. The first mechanism, (L+M), 
which is often referred to as the luminance mechanism, adds inputs from the L and M cones. The sec-
ond mechanism, (L–M), takes a difference between L and M cone signals. And the third mechanism, 
S–(L+M), takes a difference between S-cone signals and summed L- and M-cone signals.

Although not necessary as part of the mechanism definition, making the input to the mechanism 
be a linear function of the output of the preceding stage simplifies the model, and enables it to make 
stronger predictions; whether the cone combinations are actually linear is an empirical question. 
Adaptation that acts on the outputs of the second-stage postreceptoral mechanisms is usually referred 
to as “second-site” adaptation or desensitization.

The cone mechanisms used in color vision models represent the action of a well-defined neu-
ral processing stage (the cone photoreceptors). The connection between postreceptoral mechanisms 
and neurons is not as tight. Although the cone inputs to different classes of retinal ganglion cells are 
similar to those used in models, these models often do not incorporate important features of real gan-
glion cells, such as their spatial receptive field structure (but see subsection “Multiplexing Chromatic 
and Achromatic Signals” in Sec. 11.5), cell-to-cell variability in cone inputs, and the fact that ganglion 
cells come in distinct ON and OFF varieties that each partially rectify their output (but see “Unipolar 
vs. Bipolar Chromatic Mechanisms” in Sec. 11.6).

Psychophysical Test and Field Methods

Broadly speaking, two principal psychophysical techniques have been used to investigate the prop-
erties of color-discrimination mechanisms.40–42 In the “test” (or “target”) sensitivity method, the 
observer’s sensitivity for detecting or discriminating a target is measured as a function of some tar-
get parameter, such as its wavelength, size, or temporal frequency. As noted above, implicit in the 
use of this method is the assumption that the presentation of the target does not substantially alter 
the properties or sensitivity of the detection mechanism, so that targets are usually presented against 
a background and kept near visual threshold.

In the “field” sensitivity method, the observer’s sensitivity for detecting or discriminating a tar-
get is measured as a function of some change in the adaptive state of the mechanism. Field meth-
ods complement test methods by explicitly probing how contextual signals control adaptation. On 
the assumption that the control of adaptation occurs solely through signals within the mechanism 
mediating detection, the spectral properties of that mechanism can be investigated by, for example, 
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11.12  VISION AND VISION OPTICS

superimposing the target on a steady adapting field and changing the adapting field chromaticity 
and/or radiance, by habituating the observer to backgrounds temporally modulated in chromaticity 
and/or luminance just prior to the target presentation, or by superimposing chromatic and/or lumi-
nance noise on the target.

Both test and field methods have obvious limitations. In the test method, it is difficult to ensure 
that a target is detected by a single mechanism when the target parameters are varied, with the 
result that multiple mechanisms typically mediate most sets of test sensitivity measurements. As we 
discuss below, assigning different portions of chromatic detection contours to different mechanisms 
is problematic (see subsection “Sensitivity to Different Directions of Color Space” in Sec. 11.5). In 
the field method, it is often easier to ensure that a target is detected by a single mechanism. However, 
the assumption that adaptation is controlled entirely by signals from within the mechanism mediat-
ing detection is a strong one, and interpretation of results becomes much more complicated under 
conditions where this assumption is not secure. More generally, without an explicit and accu-
rate model about the properties of the mechanism, both test and field sensitivity data may be 
uninterpretable.

How Test Measurements Imply Opponency

In the next three sections, we introduce color-discrimination mechanisms. These are character-
ized by opponent recombination of cone signals at a second site (as shown in Fig. 5b), by adapta-
tion in cone specific pathways (first-site adaptation, Fig. 5a), and by adaptation after the opponent 
recombination (second-site adaptation, Fig. 5b).

We begin with evidence from test sensitivity measurements that some sort of opponent recombi-
nation occurs. In the canonical test sensitivity experiment, a small test stimulus is presented against a 
uniform background. We denote the L-, M-, and S-cone excitations of the background by Lb, Mb, and 
Sb. If we fix the background, the test stimulus may be characterized by how much the cone excitations 
it produces deviate from the background. Denote these deviations by ΔL, ΔM, and ΔS, so that the 
overall cone excitations of the test are given by L = Lb + ΔL, M = Mb + ΔM, and S = Sb + ΔS. Note that 
the deviations ΔL, ΔM, and ΔS may be positive or negative.

For any background, we can consider a parametric family of test stimuli whose L-, M-, and 
S-cone deviations are in the same proportion. That is, we can define a test color direction by a triplet of 

deviations ΔLd, ΔMd, and ΔSd, normalized so that Δ Δ ΔL M Sd d d
2 2 2 1+ + = . Test stimuli that share the 

same color direction have the form ΔL = cΔLd, ΔM = cΔMd, and ΔS = cΔSd. We refer to the constant c
as the intensity of the test stimulus along the given color direction. Figure 6a illustrates the test color 
direction and intensity concept for two vectors in the ΔL, ΔM plane.

If the background and color direction of a test stimulus are held fixed, an experimenter can 
vary the test intensity and determine the psychophysical threshold for detection. This is the lowest 
intensity at which the observer can just see the test, and its value can be found experimentally using a 
variety of procedures.43 The experiment can then be repeated for different choices of color direction, 
and the threshold intensity can be determined for each one.

Figure 6b plots one way in which the data from a threshold experiment might come out. For sim-
plicity, we assume that ΔSd was set to zero, and show data only in the ΔL, ΔM plane. Each point in the 
plot represents the results of a threshold measurement for one color direction. The set of threshold 
points together trace out a “detection contour” (or “threshold contour”), since each point on the 
contour leads to an equal level of detection performance (the “threshold”). The two points that lie 
directly on the ΔL axis represent threshold for increments and decrements that drive only the L cones 
and leave the M cones silent; that is, these targets produce zero change in the M cones. Similarly two 
points that lie directly on the ΔM axis represent increments and decrements that produce only changes 
in the M cones. The other points on the contour show thresholds obtained when L- and M-cone 
signals are covaried in various ratios.

Understanding how threshold contours inform us about color-discrimination mechanisms is 
a key idea in the theory we present in this chapter. It is useful to begin by asking how the contour 
would come out if the visual system had a single color-discrimination mechanism consisting of, say, 
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COLOR VISION MECHANISMS  11.13

only the L cones. In this case, only the ΔL component of the test modulation would affect perfor-
mance, and the threshold contour would consist of two lines, both parallel to the ΔM axis. One line 
would represent threshold for incremental tests with a positive ΔL value, while the other would repre-
sent threshold for decremental tests with a negative ΔL value. This hypothetical detection contour is 
shown as two solid vertical lines in Fig. 6b. If there were no other mechanisms, the threshold con-
tour would simply continue along the extensions of the solid vertical lines. The contour would not be 
closed, because modulations along the M-cone isolating direction produce ΔL values of zero and thus 
are invisible to the L-cone mechanism.
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FIGURE 6 Basic thresholds. (a) Two vectors plotted in the ΔL, ΔM plane that represent two lights 
of different color directions and different intensities. (b) Incremental and decremental thresholds deter-
mined by an L-cone mechanism (vertical black lines) or by an M-cone mechanism (black, horizontal 
dotted lines). The points define the contour expected if threshold is determined independently and with 
no interactions between L- and M-cone detection mechanisms. (c) The joint detection contours when the 
L- and M-cone detection mechanisms show different degrees of summation. The inner, middle, and outer 
contours are for summation exponents of k = 2, 4, and 1000, respectively. (d) Idealized detection contours 
(red solid points) for thresholds determined by chromatic L–M (solid lines at 45°) and achromatic L+M 
(dotted lines at –45°) mechanisms. The single open circle shows the threshold expected in the ΔLd = ΔMd 
direction if the threshold was determined by the cone mechanisms (i.e., by the thresholds along the axes ΔLd = 0 
and ΔMd = 0).
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11.14  VISION AND VISION OPTICS

We can also consider a visual system with only an M-cone discrimination mechanism. By reason-
ing analogous to that used for the L-cone case above, the threshold contour for this system would 
consist of the two horizontal dotted lines also shown in the figure.

Finally, we can consider a system with independent L- and M-cone mechanisms and a threshold 
determined when either its ΔL or ΔM component reached the threshold for the corresponding mecha-
nism. This would lead to a closed rectangular detection contour formed by the intersecting segments 
of the solid vertical and dotted horizontal lines shown in Fig. 6b. The threshold data plotted as solid 
red circles in the panel correspond to this simple model.

When signals from both L- and M-cone mechanisms mediate detection, the measured detection 
contour would be expected not to reach the corners of the rectangular contour shown in Fig. 6b. 
This is because even if the L- and M-cone mechanisms are completely independent, detection is nec-
essarily probabilistic, and in probabilistic terms the likelihood that L, M, or both L and M together 
will signal the test is greater than the likelihood of either cone mechanism doing so alone even when 
the mechanisms are independent, especially when L and M are both near threshold. This “probability 
summation” will reduce thresholds in the corners where L and M signals are of similar detectability, 
rounding them. A number of simple models of how mechanisms outputs might combine in the pres-
ence of neural noise predict such rounding, with the exact shape of the predicted contour varying 
across models.

A convenient parametric form for a broad class of summation models is that test threshold is 

reached when the quantity Δ Δ=
=∑ | |i

k
i

N
k

1
 reaches some criterion value. In this expression, N is 

the number of mechanism whose outputs are being combined, Δi is the output of the ith mecha-
nism, and the exponent k determines the form of summation. When k = 2, the quantity Δ represents 
the Euclidean vector length of the mechanism outputs. When k → ∞, Δ represents the output of the 
mechanism whose output is greatest.

Figure 6c shows expected threshold contours for the output of the L and M mechanisms for three 
values of k. The outer rectangular contour (solid lines) shows the contour for k = 1000. Here there 
is effectively no summation, and the contour has the rectangular shape shown in Fig. 6b. The inner 
contour (solid line) shows the case for k = 2. Here the contour is an ellipse. The middle contour (dot-
ted line) shows the case for k = 4. Determining the value of k that best fits experimental data is a topic 
of current interest, as the answer turns out to have important implications for how to reason from 
sensitivity contours to mechanism properties (see subsection “Sensitivity to Different Directions of 
Color Space” in Sec. 11.5). Here, however, the key point is that we expect actual experimental data 
to show more rounded threshold contours than the one depicted in Fig. 6b. Under conditions where 
sensitivity is determined by the output of the L- and M-cone mechanisms, the expected shape of the 
threshold contour is a closed form whose major axes are aligned with the ΔL and ΔM axes.

Figure 6d shows an idealized representation of how the data actually come out when thresholds 
are measured against a neutral background (see also Fig. 20). Actual data deviate clearly from 
the predictions shown in Fig. 6c, which were based on the assumption that the color-discrimination 
mechanisms are the responses of the L and M cones. Instead, the data lie near an elongated ellipsoid 
whose axes are rotated intermediate to the ΔL and ΔM axes. The deviations from the predictions of 
the Fig. 6c are large and robust. In particular, note the location of the open circle in the figure. This 
circle shows an upper bound on threshold in the ΔLd = ΔMd color direction; if the color-discrimination 
mechanisms were the L and M cones and they operated without summation, then threshold would 
be given by the open circle. If there was also summation between L- and M-cone mechanisms, then 
threshold would lie between the open circle and the origin, with the exact location depending on the 
degree of summation. Thresholds in this direction vastly exceed the bound shown by the open circle. 
This observation demonstrates unequivocally that the outputs of different cone mechanisms must 
be postreceptorally recombined.

A natural interpretation of the threshold contour shown in Fig. 6d is indicated by the rotated 
rectangle shown on the plot. The parallel solid lines represent the threshold contour that would be 
observed if detection were mediated by a single mechanism that computed as its output the differ-
ence between the L- and M-cone excitations to the test, and if threshold depended on |ΔL – ΔM| 
reaching some criterion threshold level. Similarly, the dotted lines represent the threshold contours 
of a mechanism that sums the L- and M-cone excitations of the test. The idealized threshold data 
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COLOR VISION MECHANISMS  11.15

shown is thus consistent with the first two color-discrimination mechanisms illustrated in Fig. 5b, 
with some amount of summation between mechanism outputs accounting for the quasi-ellipsoidal 
shape of the overall contour.

Logic similar to that shown, applied to data where ΔS is varied, leads us to postulate a third color-
discrimination mechanism whose output is given by a weighted opposition of ΔS on the one hand 
and ΔL and ΔM on the other. Figure 21, later, shows detection contours in the equiluminant plane 
partially determined by the S–(L+M) mechanism.

Although it is straightforward to predict detection contours if the spectral properties of the under-
lying detection mechanisms and the interactions between them are known, it is harder, as we shall 
see below, to infer unequivocally the exact mechanism properties (e.g., the exact weights on signals 
from each cone class) from the contours.

First-Site Adaptation

Weber’s law and contrast coding The measurements described in the previous section assess sen-
sitivity under conditions where the state of adaptation was held fixed. We now turn to how input 
signals from the cones depend on the conditioning or adapting background. The key idea here 
is that the cone excitations are converted to a contrast representation. Here we use L cones as an 
example and take the L-cone contrast of the test, CL, to be given by CL = ΔL/Lb, where ΔL is (as 
above) the difference between the L-cone excitations produced by the test and background, and 
Lb is the L-cone excitation produced by the background. Similar expressions apply for the M and 
S cones.

The conversion of raw cone excitations (photoisomerizations) to a contrast code implies an 
important adaptive function. The range of cone excitation rates encountered in the environment 
can be greater than 106. This range greatly exceeds the limitations imposed by the individual 
neurons in the visual pathway, many of which have dynamic ranges of no more than about 102 from 
the level of noise—their spontaneous firing rate in the absence of light stimulation—to their response 
ceiling.44,45 If there were no adaptation, the cone visual response would often convey no useful infor-
mation, either because it was too small to rise above the noise at the low end of the stimulus range 
or because it was saturated at the maximum response level and thus unable to signal changes. For 
adaptation to protect the cone-mediated visual system from overload as the light level increases, 
the primary mechanisms of sensitivity regulation are likely to be early in the visual pathways, most 
likely in the cone photoreceptors themselves.46,48 Indeed, the molecular mechanisms of adaptation act-
ing within the photoreceptor are now fairly well understood.49–52

The idea that signals leaving the cones are effectively converted to a contrast code makes a 
specific prediction about how thresholds should depend on the background. Suppose we consider 
test stimuli that only stimulate the L cones, and that we manipulate the L-cone component 
of the background, Lb. Because of the cone-specific adaptation, increasing Lb will produce a pro-
portional decrease in the contrast signal fed to the postreceptoral detection mechanisms. On the 
assumption that the noise limiting discrimination behavior remains constant across the change of 
background (see “Sites of Limiting Noise” in Sec. 11.3), this decrease means that the differential 
signal, ΔL, required to bring a test stimulus to threshold will increase in proportion to Lb. This 
sort of behavior is often described as obedience to Weber’s law; predictions of Weber’s law models 
are shown by the blue line in Fig. 7a. Figure 7a shows a log-log plot of increment threshold ΔL 
against background component Lb. The predicted thresholds increase with a slope of unity on the 
log-log plot.

A feature of contrast-coding predictions that is clearly not realistic is that the threshold ΔL 
should decrease toward zero in complete darkness. A generalized and more realistic form of con-
trast coding is given by CL = ΔL/(Lb + Lo), where Lo is a constant. The dashed line in Fig. 7a shows a 
prediction of this form, which has the feature that thresholds approach a constant nonzero value as Lb 
decreases below Lo. The value of Lo may be thought of as the hypothetical excitation level—sometimes 
called a “dark light”—produced internally within the visual system in the absence of light that limits 
performance at low background levels.
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11.16  VISION AND VISION OPTICS

Stiles’ template shape [see Table 1(7.4.3) of Ref. 53], shown as the red line in Fig. 7a, has a form 
similar to that predicted by generalized contrast coding (dashed line). This template was derived 
to account for increment threshold data obtained under a variety of conditions (see subsections 
“Sensitivity to Spectral Lights” and “Stiles’ p Mechanisms” in Sec. 11.5). Figure 7b shows increment 
threshold data measured by Sigel and Pugh,54 for three different background wavelengths under con-
ditions where the L-cone mechanism is thought to dominate detection. These data fall approximately 
along Stiles’ template, although deviations are clear at high background radiances for two of the 
three spectral backgrounds shown. The deviations are consistent with contributions of postreceptoral 
mechanisms to detection performance.54,55 Data like these speak to the difficulties of distinguishing 
the contributions of different mechanisms from even the simplest data. Stiles, for example, accounted 
for the same sort of deviations by proposing an additional cone mechanism.33
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FIGURE 7 Weber’s law and increment thresholds. (a) Predictions 
of three first-site adaptation models for test lights detected by an L-cone 
mechanism as a function of background intensity. (b) Increment 
threshold data attributed to the L-cone mechanism (p5, see subsection 
“Stiles’ p Mechanisms” in Sec. 11.5) replotted from Fig. 2 (Observer: EP) 
of Sigel and Pugh54 obtained using a 200-ms duration, 667-nm target 
presented on background fields of 650 nm (red triangles), 500 nm 
(green circles), and 410 nm (purple squares). The solid lines aligned 
with each data set at low background radiances are Stiles’ standard 
template [Table 1(7.4.3) of Ref. 53). The horizontal position of the data 
is arbitrary.
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COLOR VISION MECHANISMS  11.17

The signals reaching the second site Although increment threshold data suggest a roughly 
Weber-type gain control, they do not by themselves determine whether the signal transmitted to 
the second site is of the contrast form ΔL/(Lb + Lo), as we have written above, or of the simpler form 
L/(Lb + Lo), where to recap L = ΔL + Lb. We cannot, in other words, determine from detection thresh-
olds alone whether the adapted signal generated by the background is partially or wholly subtracted 
from the signal transmitted to the postreceptoral mechanisms.

To understand the ambiguity, define the gain g as g = 1/(Lb + Lo). In a gain control only model 
(with no background subtraction), the signal transmitted from the L cones in response to the back-
ground plus test would be L′ = gL, where L represents the combined cone excitations to the back-
ground plus test. Similarly, under this model, the gain adjusted response to the background alone 
would be Lb′ = gLb. If we assume that threshold requires the difference in response to background plus 
test on the one hand and background alone on the other to reach some criterion level, then the thresh-
old will depend on (L′ – Lb′) = g(L – Lb) = (L – Lb)/(Lb + Lo) = ΔL/(Lb + Lo) = C, which is the contrast 
form. Thus, predictions about detection threshold are independent of whether a constant is sub-
tracted from the signals leaving the cones.

To deduce the need for a subtractive term (i.e., to differentiate contrast-like coding from gain 
control alone) from threshold data requires discrimination experiments, in which threshold is mea-
sured not just for detecting a test against the background, but also for detecting the test (often 
referred to as a probe in this context) presented against an incremental flash, both of which are 
presented against a steady background. In these experiments, the threshold intensity for the probe 
depends on the flash intensity, and changes in this dependence with the background may be used to 
infer the nature of the adaptive processes. We will not review these experiments or their analysis here; 
other papers provide detailed descriptions (e.g., Refs. 56–59). The conclusion drawn by these authors is 
that to account for steady-state adaptation a subtractive term is required in addition to multiplicative 
gain control.

Second-Site Adaptation

The final piece of the basic model of color-discrimination mechanisms is a second stage of adap-
tation that modifies the output of the second-stage mechanisms (Fig. 5b). First-site adaptation 
is postulated to remove the effects of steady, uniform backgrounds by converting signals to a 
contrast representation; second-site adaptation is postulated to be driven by contrast signals in 
the background (see subsection “Field Sensitivities” in Sec. 11.5). Before proceeding, however, 
we should add two caveats. First, even with uniform, steady fields, first-site adaptation is usually 
incomplete. Were it complete, detection thresholds expressed as contrasts would be independent of 
background chromaticity, which they clearly are not (see Fig. 8 and subsection “Field Sensitivities” 
in Sec. 11.5). Second, first-site adaptation is not instantaneous. If it were, then in the extreme case 
of complete first-site adaptation being local to the photoreceptor as well as being instantaneous, nei-
ther local nor global changes in contrast would be transmitted to the second-site. In the less extreme 
case of complete, instantaneous adaptation being more spatially extended, then global changes in 
contrast would not be transmitted—with the result that large uniform field or Ganzfeld flicker 
should be invisible, which is not the case.60 To understand the basic logic that connects threshold 
experiments to second-site contrast adaptation or desensitization, we first consider the effects of 
steady backgrounds and then the effects of habituation.

Second-site desensitization by steady fields Because first-site adaptation is incomplete, steady 
chromatic backgrounds can desensitize second-site mechanisms. The effect of this type of desen-
sitization on detection contours is illustrated in Fig. 8. The colored circles in Fig. 8a show segments 
of detection contours in the ΔL/L, ΔM/M plane of cone contrast space for two background chroma-
ticities. The contours have a slope of 1, which is consistent with detection by a chromatic L–M mech-
anism with equal and opposite L- and M-cone contrast weights. If the background chromaticity is 
changed and adaptation at the first site follows Weber’s law, then the contours plotted in cone 
contrast units should not change. What happens in practice, when for example, a field is changed 
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11.18  VISION AND VISION OPTICS

in chromaticity from spectral yellow to red, is that the contours move outward,61 as indicated by the 
arrows and the red circles in Fig. 8a. (Actual data of this type are shown in Fig. 28.)

The constant slope of the L–M detection contours with changing background chromaticity is 
consistent with Weber’s law operating at the first site. The loss of sensitivity in excess of Weber’s law is 
most naturally interpreted as a second-site desensitization that depends on background chromaticity 
and acts on the joint L–M signals. Experimental evidence also supports the idea that first-site adapta-
tion is in the Weber regime under conditions where supra-Weber desensitization is observed.62

The effect of second-site chromatic adaptation on the L+M luminance mechanism is different. 
The yellow circles show partial detection contours with a slope of –1.7, which is consistent with 
detection by an achromatic L+M mechanism with an L-cone contrast weight 1.7 times greater than 
the M-cone contrast weight (this choice is arbitrary, but, in general, the L-cone weight is found to 
be greater than the M-cone weight, see subsection “Luminance” in Sec. 11.5). If the background 
chromaticity is again changed from spectral yellow to red, the detection contours rotate, as indicated 
by the arrows and the yellow circles.63 In this case, the rotation is due to a suppression by the long-
wavelength field of the L-cone contribution to luminance detection relative to the M-cone contribu-
tion.63,64 Given first-site adaptation that follows Weber’s law independently in the L- and the M-cones, 
first-site adaptation should affect L- and M-cone inputs equally in all postreceptoral mechanisms. The 
fact that the L–M measurements show an equal effect on the L- and M-cone contrast inputs, whereas 
the L+M measurements show a differential effect, is most easily explained by positing adaptation 
effects at a second-site. The idea that the cone inputs to luminance and chromatic mechanisms 
undergo adaptation that is specific to each type of mechanism was framed by Ahn and MacLeod.65 
The same idea is also explicit in the earlier work of Stromeyer, Cole, and Kronauer.61,63 The effects of 
steady fields on the L+M mechanism are discussed further in subsection “Achromatic Direction and 
Chromatic Adaptation” in Sec. 11.5.
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FIGURE 8 Changes in contrast threshold caused by second-site adaptation to steady fields. (a) Hypothetical 
contours for detection mediated by the L–M mechanism plotted in cone contrast space before (yellow circles) and 
after (red circles) second-site desensitization (caused by, e.g., a change in background chromaticity from yellow to 
red). The L–M mechanism is assumed to have equal and opposite L-cone contrast weights at its input, and this 
equality is assumed to be unaffected by the desensitization. (b) Hypothetical detection contours for detection by 
the L+M mechanism before (yellow circles) and after (red circles) a change in background chromaticity from 
yellow to red. Initially, the L+M mechanism is assumed to have an L-cone contrast weight 1.7 times greater than the 
M-cone contrast weight. Changing the field to red suppresses the L-cone contrast weight, causing a rotation of 
the contour, as indicated by the arrows and the red circles.63
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COLOR VISION MECHANISMS  11.19

Second-site habituation The effects of steady backgrounds at the second site are comparatively 
small because the background signals are attenuated by adaptation at the first site. Second-site effects 
can be enhanced by temporally modulating the chromaticity or luminance of the background as in 
an habituation experiment. Figure 9a shows an idealized threshold contour for detection thresholds
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FIGURE 9 Habituation predictions. (a) Hypothetical threshold contour under condi-
tions where detection is mediated by second-site mechanisms. The contour is plotted in 
a cone contrast representation, and shows the contour in the ΔL/L, ΔM/M contrast plane. 
The S-cone contrast is taken to be zero, so that thresholds are mediated by the L+M and 
L–M mechanisms. The contour was computed on the assumption that the gain of the L–M 
mechanism was four times that of the L+M mechanism, using a summation model with an 
exponent of 2. (b) Corresponding contour after habituation has reduced the gain of the L–M 
mechanism by a factor of 2 and left the L+M mechanism gain unchanged. The habituating 
direction is indicated by the black arrow. The result is the threshold contour becomes more 
elongated along the negative diagonal in the cone contrast plot.

Bass_v3ch11_p001-104.indd 11.19 8/21/09 6:49:56 PM

DO
 N

OT
 D

UP
LI

CA
TE



11.20  VISION AND VISION OPTICS

in the ΔL/L, ΔM/M plane obtained against a uniform background. This is the same type of data 
shown in Fig. 6d, but plotted on cone contrast axes. Detection is assumed to be mediated by L–M 
and L+M mechanisms with L–M being four times more sensitive to cone contrast than L+M. The 
elliptical contour reflects a summation exponent of 2, which we assume here for didactic purposes. 
If the same experiment is repeated after the subject has been habituated to contrast modulated in 
the L–M direction (as indicated by the black arrow Fig. 9b), the basic second-site model predicts 
that thresholds will be elevated for test stimuli that are modulated in that direction. On the other 
hand, for test stimuli modulated in the L+M direction, thresholds should be unaffected. Finally, 
for stimuli in intermediate directions, thresholds will be elevated to the extent that the L–M opponent 
mechanism contributes to detection. Figure 9b shows the predicted threshold contour, com-
puted on the assumption that the L–M habituation cuts the gain of the L–M mechanism in half while 
leaving that of the L+M mechanism unaffected.

The data shown in Fig. 9 may be replotted by taking the difference of the post- and prehabituation 
threshold stimuli, for each color direction. Figure 10a shows an habituation effect plot of this sort. In 
this plot, the distance from the origin to the contour in each direction shows the threshold increase 
produced by the L–M habituation for test stimuli modulated in that color direction. The radius is 
large in the L–M test direction, and drops to zero for the L+M test direction.

Figure 10b and c show idealized habituation effect plots for habituation in the L+M direction and 
to an intermediate color direction, as shown by the black arrows. What the figure makes clear is 
that the effect of habituation on detection threshold should have a characteristic signature for each 
habituation direction.

Figure 11 replots the parts of Fig. 10 on axes that represent not cone contrast but rather stimulus 
directions that isolate the L+M and L–M discrimination mechanisms. These axes have been nor-
malized so that a unit step along each axis direction corresponds to a threshold stimulus (without 
any habituation) for the corresponding mechanism. We discuss in more detail in subsection “Color 
Data Representations” in Sec. 11.5 the advantages and disadvantages of using an opponent repre-
sentation of this type, but introduce it here to allow direct comparison of the idealized predictions 
of the basic model to the data reported by Krauskopf, Williams, and Heeley.14 These authors made 
measurements of how habituation in different color directions affected threshold contours. Their 
data for observer DRW, as shown in Fig. 29 in subsection “Habituation or Contrast Adaptation 
Experiments” in Sec. 11.5, agree qualitatively with the predictions shown in Fig. 11, and provide 
fairly direct evidence to support habituation at a second site. As with other aspects of the basic model, 
we return below to discuss more subtle features of the data that deviate from its predictions.

Sites of Limiting Noise

Before proceeding to color-appearance mechanisms, we pause to discuss a fundamental theoreti-
cal issue. This is the question of how the properties of a mechanism at an early stage of the visual 
processing chain could directly mediate observed detection thresholds, given that the signals from 
such a site must pass through many additional stages of processing before a perceptual decision is 
made. This question parallels one often asked in the context of colorimetry, namely, how it is that 
the very first stage of light absorption can mediate the overall behavior observed in color matching 
(see Chap. 10). Both questions have the same underlying answer, namely, that information lost at an 
early stage of visual processing cannot be restored at subsequent stages. The difference is the nature 
of the information loss. In the case of color matching, the information loss occurs because of the 
univariant nature of phototransduction. In the case of color thresholds, the information loss occurs 
because of noise in the responses of visual mechanisms. These sources of noise, relative to the signal 
strength, set the limits on visual detection and discrimination.

The link between thresholds and noise is well developed under the rubric of the theory of 
signal detection.43,66–68 Here we introduce the basic ideas. Consider a test stimulus of intensity c in 
the ΔLd = 1, ΔMd = 0 color direction. Only the L-cone mechanism responds to this stimulus, so for 
this initial example we can restrict attention to the L-cone response. If we present this same stimulus 
over many trials, the response of the L-cone mechanism will vary from trial-to-trial. This is indicated 
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FIGURE 10 Changes in contrast threshold caused by habituation. It is conventional to report the results of 
a habituation experiment using a plot that shows the change in threshold caused by habituation. (a) Depiction 
of the hypothetical data shown in Fig. 9 in this fashion. For each direction in the cone contrast plot, the distance 
between the origin and the contour shows the increase in threshold caused by habituation for tests in that color 
direction. For the example shown, there is no change in threshold in the L+M contrast direction, and the contour 
returns to the origin for this direction. (b) Changes in threshold that would be produced by a habituating stimu-
lus that decreases the gain of the L+M mechanism by a factor of 2 and leaves the gain of the L–M mechanism 
unchanged. (c) Changes in threshold that would be produced by a habituating stimulus that decreases the gain 
of both mechanisms equally by a factor of 1.33. The habituating directions are indicated by the black arrows.
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FIGURE 11 Changes in L+M and L–M sensitivity caused by habituation. Panels (a) to (c) replot the 
threshold changes shown in the corresponding panels of Fig. 10. Rather than showing the effects in cone-contrast 
space, here the results are shown in a space where the axes correspond to the L+M and L–M color directions. 
In addition, the units of each of these rotated axes have been chosen so that detection threshold for tests along 
the axis is 1. This representation highlights the canonical pattern of results expected when habituation 
along each axis reduces sensitivity for only the corresponding mechanism, and where habituation along the 
45° direction reduces sensitivity equally for the two mechanisms. The habituating directions are indicated by the 
black arrows.

Bass_v3ch11_p001-104.indd 11.22 8/21/09 6:49:57 PM

DO
 N

OT
 D

UP
LI

CA
TE



COLOR VISION MECHANISMS  11.23

by the probability distribution (solid red line) in Fig. 12a. Although the mean response here is 0.06, 
sometimes the response is larger and sometimes smaller. Similarly, the mechanism response to the 
background alone will also fluctuate (probability distribution shown as dotted blue line).

It can be shown43,69 that optimal performance in a detection experiment occurs if the observer sets an 
appropriate criterion level and reports “background alone” if the response falls below this criterion
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FIGURE 12 Thresholds and noise. (a) The theory of signal detection’s account of how noise determines thresholds, for a 
single mechanism. When the background alone is presented, the mechanism’s responses vary somewhat from trial-to-trial because 
of additive response noise. The response variation is illustrated by the probability distribution centered on zero and shown by the 
dotted blue line. When the background and test are presented together, the average response increases but there is still trial-to-trial 
variability. This is illustrated by the probability distribution shown by the solid red line. When the two types of trial are presented 
equally often and the magnitudes of the costs associated with correct and incorrect responses are equal, it can be shown that the 
observer maximizes percent correct by reporting that the test was present whenever the mechanism response exceeds the criterion 
value shown in the figure by the vertical line. Different costs and prior probabilities simply move the location of this criterion. Even 
when this optimal criterion is used, there will still be some incorrect trials, those on which the response to background alone exceeds 
the criterion and those on which the response to background and test falls below the criterion. Threshold is reached when the test is 
intense enough that the observer is correct on a sufficient percentage of trials. How much the average response to background plus 
test must exceed that to background alone is determined by the magnitude of the noise. (b) The two-stage model of color-discrimi-
nation mechanisms, drawn in a manner that emphasizes that noise (e) may be added both to the output of the first-site mechanisms 
and to the output of the second-site mechanisms. A full signal detection theoretic model of detection takes into account the response 
gain at each stage (which determines the separation of the average response to background and to background plus test) and the 
magnitude of noise at each stage. It also replaces the simple criterion shown in (a) with an optimal multivariate classifier stage.70
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11.24  VISION AND VISION OPTICS

and “background plus test” otherwise. The plot shows the location of the optimal criterion (verti-
cal line) for the special case when background-plus-test and background-alone events are presented 
equally often and when the benefits associated with both sorts of correct response (hits and correct 
rejections) have the same magnitude as the costs associated with both sorts of incorrect response (false 
alarms and misses). Note that even the optimal strategy will not lead to perfect performance unless 
the intensity of the test is large enough that the two distributions become completely separated. In 
this sense, the magnitude of response noise (which determines the widths of the distributions), rela-
tive to the effect of the test on the mean mechanism response, is what limits performance. More gen-
erally, the theory of signal detection allows computation of the probability of the observer performing 
correctly in the detection experiment as a function of the noise magnitude and test intensity.

With this idea in mind, we can turn to understanding how threshold measurements can reveal 
properties of early mechanisms, despite later processing by subsequent mechanisms. Figure 12b 
shows the basic model of color-discrimination mechanisms from Fig. 5, but without the adapta-
tion stages shown explicitly. What is shown here, however, is that noise (e) is added to the response 
of each mechanism. At the first stage, the cone responses are noisy. The noisy cone responses are 
then transformed at the second-site, and more noise is added. Thus the responses of the second-site 
mechanisms are subject both to noise that propagates from the first site, in addition to noise injected 
directly at the second site. For simplicity, we consider the noise added to each mechanism at each 
site to be independent; note that even with this assumption the noise at the opponent site will be 
correlated across the three color-discrimination mechanisms as a result of the way the first-site noise 
is transformed.

This model allows us to compute the expected shape of the threshold contours for a visual system that 
makes optimal use of the output of the second-site mechanisms. The computation is more involved 
than the simple unidimensional signal detection example illustrated in Fig. 12a, because optimal 
performance makes use of the output of all three second-site mechanisms and must take into account 
the correlated nature of the noise at this stage. Nonetheless, the ideas underlying the computation are 
the same as in the simple example, and the theory that allows the computation is well worked out.70 
We can thus ask how the expected discrimination contours, computed on the basis of the output at 
the second site, vary with the properties of the noise added at each stage.

Figure 13 shows threshold contours computed for three choices of noise. Figure 13a shows a 
case where the standard deviation of the noise injected at the first site is 5 times larger than that at 
the second site. The derived contour has the properties expected of detection by cone mechanisms, 
with the major axes of the contour aligned with the L- and M-cone contrast axes (see Fig. 6b and c). 
Figure 13c on the other hand, shows the opposite situation where the noise injected at the second 
site is 5 times larger than that at the first site. Simply changing the noise magnitude has major 
effects on the observed contour; the shape of the contour shown in Fig. 13c is the expected result for 
detection mediated by second-site mechanisms (see Fig. 6d). Finally, Fig. 13b shows an intermedi-
ate case, with equal noise injected at the two sites. Here the result is intermediate between the two 
other cases.

This example lets us draw a number of important conclusions. First, the result in Fig. 13a shows 
explicitly how, in a two-stage visual system, threshold contours can reveal properties of the first-
stage mechanism. The necessary condition is that the noise added before the transformation to 
the second stage be large enough to dominate the overall performance. When a situation like this 
holds, we say that the first stage represents the site of limiting noise. As long as subsequent processing 
does not add significant additional noise, it is the site of limiting noise whose properties will be 
reflected by threshold measurements. Although Fig. 13a shows an example where the cones were the 
site of limiting noise, the fact that detection contours often have the shape shown in Fig. 13c sug-
gests that often the second site limits performance, and that subsequent processing at sites past the 
second site do not add significant additional noise. As an aside, we note that much of threshold 
psychophysics is concerned with arranging auxiliary stimulus manipulations that manipulate mecha-
nism properties so as to move the site of limiting noise from one stage of processing to another, or 
to shift it across mechanisms within a stage (e.g., to change the relative contribution of L+M and 
L–M mechanisms to performance), with the goal of enabling psychophysical probing of individual 
mechanisms at different stages of processing. Generally, the stimulus manipulations are thought to 
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FIGURE 13 Threshold predictions from signal detection theoretical model. The figure shows threshold contours predicted 
using the model shown in Fig. 12b, for various choices of noise amplitude. In all cases, only the L+M and L–M mechanisms were 
considered. The gain on L-cone contrast was set at 2, while the gain on M-cone contrast was set at 1. The gain of the L+M mecha-
nism was set at 1, while that of the L–M mechanism was set at 4. The noise added at each site was assumed to be Gaussian, and for 
each test color direction and choice of noise magnitude, the test intensity that led to optimal classification performance of 75 percent 
was determined. (a) Resulting contour when the noise at the first site is five times that of the noise at the second site. In this case, the 
detection contour has the shape expected for the first-site mechanisms, because little additional information is lost at the second-site 
mechanisms. (c) Contour when the magnitude of the noise at the second site is five times that of the first. In this case, the properties of 
the second-site mechanisms dominate measured performance. (b) Contour when the noise at the two sites is of comparable magnitude, 
and here the result is itself intermediate between that expected from the properties of first- and second-site mechanisms.
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11.26  VISION AND VISION OPTICS

act by changing the gains applied to mechanism outputs. This changes the effect of the stimulus rela-
tive to the noise, rather than the noise magnitude itself.

A second important point can be drawn from Fig. 13b. It is not unreasonable to think that noise 
at different stages of visual processing will be of a comparable magnitude, and Fig. 13b shows that in 
such cases observed performance will represent a mixture of effects that arise from mechanisms prop-
erties at different stages. This is a more formal development of a point we stressed in the introduc-
tion, namely, that in spite of our attempt to attribute performance under any given experimental 
conditions primarily to the action of a small number of mechanisms, this is likely to be a highly 
simplified account. Eventually, it seems likely that models that explicitly account for the interactions 
between mechanisms at different stages will be needed. The theory underlying the production of 
Fig. 13, which explicitly accounts for the role of noise at each stage, would be one interesting approach 
toward such models.

Finally, note that the development of Fig. 13 is in the tradition of ideal-observer models, where 
performance is derived from an explicit model of a set of stages of visual processing, followed by the 
assumption that further processing is optimal.71–74 Although the assumption of optimal processing 
is unlikely to be exactly correct, ideal-observer models are useful because they can provide theoret-
ical clarity and because cases where the data deviate from the predictions of such a model highlight 
phenomena that require further exploration and understanding. For example, the rounded shape of 
threshold contours, which we initially described using a descriptive vector length account, emerges 
naturally from the ideal-observer analysis. Indeed, for the ideal observer the predicted shape of the 
threshold contours is essentially ellipsoidal (summation exponent of 2). This prediction is another 
reason why careful assessment of the observed shape of threshold contours is of theoretical interest.

In subsection “Noise-Masking Experiments” in Sec. 11.5, we consider the effects of adding exter-
nal noise to the system.

11.4 BASICS OF COLOR-APPEARANCE 
MECHANISMS

We now turn to consider how a different class of observations can inform us about mech-
anisms. These are measurements that assess not the observer’s ability to detect or discriminate 
stimuli, but rather measurements of how stimuli look to observers. More specifically, we will con-
sider measurements of color appearance.

As with threshold measurements, color-appearance measurements may be divided into two classes, 
those that assess the appearance of test stimuli as some function of those stimuli (test measurements) 
and those that assess how the color appearance of a test stimulus depends on the context in which it 
is viewed (field measurements). We review how both sorts of measurements can inform a model of 
color-appearance mechanisms. This treatment parallels our development for color-discrimination 
mechanisms in order to highlight similarities and differences between models that account for the 
two types of data.

Appearance Test Measurements and Opponency

As described in the introduction, one of the earliest suggestions that the output of the cone mecha-
nisms were recombined at a second site came from Hering’s observation that certain pairs of color 
sensations (i.e., red and green, blue and yellow) are mutually exclusive. Hurvich and Jameson 
elaborated this observation into a psychophysical procedure known as hue cancellation (see subsec-
tion “Spectral Properties of Color-Opponent Mechanisms” in Sec. 11.5). Hue cancellation can be 
performed separately for the red/green opponent pair and the blue/yellow opponent pair.

In the red/green hue-cancellation experiment, the observer is presented with a test stimulus, 
which is usually monochromatic, and asked to judge whether its appearance is reddish or greenish. 
The results may be used to derive the properties of an opponent mechanism, under the “linking 
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COLOR VISION MECHANISMS  11.27

hypothesis” that when the mechanism’s response is of one sign the stimulus appears reddish, while 
when it is of the opposite sign the stimulus appears greenish. That is, color-appearance measurements 
are used to derive mechanism properties on the assumption that the mechanism output provides an 
explicit representation of the sensation experienced by the observer.

To understand the hue-cancellation procedure in more detail, imagine that the experimenter 
picks a fixed monochromatic reference light that in isolation appears greenish to the observer. The 
experimenter then chooses a series of monochromatic test lights of unit intensity, each of which 
appears reddish in isolation. The observer judges mixtures of each test light and the reference light. 
If the mixture appears reddish, the intensity of the greenish reference light is increased. If the mix-
ture appears greenish, the intensity of the greenish reference light is decreased. Repeating this pro-
cedure allows the experimental determination of a balance or equilibrium point for the red-green 
mechanism, where the result of the mixture appears neither reddish nor greenish. (Depending on 
the test stimulus, the balanced mixture will appear either as yellow or blue or achromatic.) Colored 
stimuli that appear neither reddish nor greenish are referred to as “unique yellow” or “unique blue.” 
The intensity of the green reference light in the balanced mixture may be taken as a measure of the 
amount of redness in the test stimulus, in the same way that the amount of weight added to one side 
of a balance scale indexes the weight on the other side when the balance is even (see Krantz’s “force 
table” analogy.75)

A similar procedure may be used to determine the amount of greenness in test stimuli that 
have a greenish component, by choosing an adjustable reference stimulus that appears reddish. 
Moreover, the units of redness and greenness may be equated by balancing the two reference 
stimuli against each other. Figure 14a and b show prototypical results of such measurements for 
spectral test lights, as well as results for an analogous procedure used to determine the amount of 
blueness and yellowness in the same set of spectral test lights. Such data are referred to as “chromatic 
valence” data.

Krantz75,76 showed that if the amount of redness, greenness, blueness, and yellowness in any test 
light is represented by the output of two opponent color-appearance mechanisms, and if these mech-
anisms combine cone signals linearly, then the spectral hue-valence functions measured in the 
cancellation experiment must be a linear transformation of the cone spectral sensitivities. Although 
the linearity assumption is at best an approximation (see subsection “Linearity of Color-Opponent 
Mechanisms” in Sec. 11.5), Krantz’s theorem allows derivation of the cone inputs from the data 
shown in Fig. 14. Such fits are shown in Fig. 14a and b, and lead to the basic wiring diagram shown 
in Fig. 14c. This shows two opponent color-appearance mechanisms, labeled R/G and B/Y. The cone 
inputs to these mechanisms are similar to those for the opponent color-discrimination mechanisms, 
with one striking difference: the S cones make a strong R contribution to the R/G appearance mecha-
nism. By contrast, the S-cone input to the L–M discrimination mechanism is small at most. Another 
difference, which we address later, is that the M-cone contribution to B/Y in some models is of the 
same sign as the S-cone contribution (see “Three-Stage Zone Models” in Sec. 11.6).

Although the hue-cancellation procedure may be used to derive properties of opponent-appearance 
mechanisms, it is less suited to deriving the properties of a third mechanism that signals the brightness 
of colored stimuli. This aspect of color appearance may be assessed using heterochromatic brightness 
matching, where subjects are asked to equate the brightness of two stimuli, or scaling methods, where 
observers are asked to directly rate how bright test stimuli appear (see subsection “Luminance and 
Brightness” in Sec. 11.5).

Appearance Field Measurements and First-Site Adaptation

It is also possible to make field measurements using appearance judgments. A common method 
is known as asymmetric matching, which is a simple extension of the basic color-matching experi-
ment (see Chap. 10). In the basic color-matching experiment, the observer adjusts a match stimulus 
to have the same appearance as a test stimulus when both are seen side-by-side in the same context. 
The asymmetric matching experiment adds one additional variable, namely that the test and match 
are each seen in separate contexts. As illustrated in Fig. 1, when an identical test patch is presented 
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FIGURE 14 Chromatic valence data and wiring. (a) and
(b) Valence data (colored symbols) replotted from Figs. 4 and 
5 of Jameson and Huryich279 for observers “J” (a) and “H” 
(b) fitted with linear combinations of the Stockman and 
Sharpe28 cone fundamentals (solid and dashed curves). The 
best-fitting cone weights are noted in the key. (c) Wiring 
suggested by this (a) and subsequent color valence data. In 
the diagram, the sign of the M-cone contribution to B/Y is 
shown as negative (see subsection “Spectral Properties of 
Color-Opponent Mechanisms” in Sec. 11.5).
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COLOR VISION MECHANISMS  11.29

against two different surrounds, it can appear quite different. In the asymmetric matching exper-
iment, the observer compares test patches seen in two different contexts (e.g., against different 
adapting backgrounds) and adjusts one of them until it matches the other in appearance. The 
cone coordinates of the match test patches typically differ, with the shift being a measure of the 
effect of changing from one context to the other.

Figure 15a plots asymmetric matching data from an experiment of this sort reported by 
MacAdam.77 The filled circles show the L- and S-cone coordinates of a set of test stimuli, seen in 
a region of the retina adapted to a background with the chromaticity of a typical daylight. The 
open circles show a subset of the corresponding asymmetric matches seen in a region of the retina 
adapted to a typical tungsten illuminant. The change in adapting background produces a change in 
test appearance, which observers have compensated for in their adjustments.

Asymmetric matching data can be used to test models of adaptation. For example, one can 
ask whether simple gain control together with subtractive adaptation applied to the cone signals 
can account for the matches. Let (L1, M1, S1), (L2,M2,S2), . . ., (LN,MN,SN) represent the L-, M-, and 
S-cone coordinates of N test stimuli seen in one context. Similarly, let (L′1,M′1,S′1), (L′2,M′2,S′2), . . ., 
(L′N,M′N,S′N) represent the cone coordinates of the matches set in the other context. If the data can 
be accounted for by cone-specific gain control together with subtractive adaptation, then we should 
be able to find gains gL, gM, gS, and subtractive terms L0, M0, S0 such that L′i ≈ gL Li – L0, M′i ≈ gM Mi – M0, 
and S′i ≈ gS Si – S0 for all of the N matches. The asterisks plotted in Fig. 15a show predictions of this 
gain control model in the L,-S cone plane. Figure 15b, c, and d show predicted shifts against the mea-
sured shifts for all three cone classes. The model captures the broad trends in the data, although it 
misses some of the detail. The first-site adaptation captured by this model is often taken to be the 
same adaptation revealed by sensitivity experiments.78

Appearance Field Measurements and 
Second-Site Adaptation

Asymmetric matching may also be used to investigate the effect of contrast adaptation on color 
appearance. In a series of experiments, Webster and Mollon32,79 investigated the effect of contrast adap-
tation (or habituation) on the color appearance of suprathreshold lights (see also Refs. 80 and 81). 
Observers habituated to a background field that was sinusoidally modulated at 1 Hz along various 
color directions. The habituating field was interleaved with a stimulus presented at the same loca-
tion. The observer’s task was to adjust the chromaticity and luminance of a match stimulus so that 
its appearance matched that of the test field. Webster and Mollon found that habituation affected 
the appearance of the test stimulus.

The motivation behind these experiments was to test whether or not the changes in color appear-
ance caused by contrast adaptation were consistent with the type of second-site adaptation that char-
acterizes sensitivity experiments, namely independent adaptation of three cardinal mechanisms with 
cone inputs: L–M, L+M, and S–(L+M). The prediction for this case is that the appearance effects 
should always be greatest along the color axis corresponding to the mechanism most adapted by 
the habituating stimulus, and least along the axis corresponding to the mechanism least adapted 
by the stimulus—and this pattern should be found whatever the chromatic axis of the habituating 
stimulus. Thus the relative changes in chromaticity and/or luminance caused by habituation should 
be roughly elliptical with axes aligned with the mechanism axes.

The results showed that the sensitivity changes did not consistently align with the axes of the 
cardinal mechanisms. Instead, the largest selective sensitivity losses in the equiluminant plane, for 
two out of three subjects, aligned with the adapting axis, while the smallest losses aligned with an 
axis approximately 90° away. Comparable results were found when the habituating and test stimuli 
varied in color and luminance in either the plane including the L−M and L+M+S axes or the plane 
including the S and L+M+S axes. Thus, contrast adaptation produces changes in color appearance that 
are, in general, selective for the habituating axis rather than selective for the purported underlying 
mechanism axes. Nevertheless, greater selectivity was found for habituation along the three cardi-
nal axes, which suggests their importance. See Ref. 32 for further details.
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FIGURE 15 Analysis of asymmetric matching data. (a) Subset of the data 
from Observer DLM reported by MacAdam.77 The closed circles show L- and S-cone 
coordinates of tests viewed on part of the retina adapted to a background with the 
chromaticity of daylight. The connected open circles show the asymmetric matches 
to these tests, when the matching stimulus was viewed on part of the retina adapted 
to the chromaticity of a tungsten illuminant. The star symbols show the predictions 
of a model that supposes first-site gain control and subtractive adaptation, operating 
separately within each cone mechanism. (b), (c), and (d) Model predictions for the 
full set of 29 matches set by Observer DLM. Each panel shows data for one cone class. 
The x axis shows the measured difference between the test and match, and represents 
the size of the asymmetric matching effect. The y axis shows the corresponding pre-
dicted difference. If the model were perfect, all of the data would lie along the positive 
diagonals. The model captures the broad trend of the data, but misses in detail.
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COLOR VISION MECHANISMS  11.31

Webster and Mollon32 conclude that the changes in color appearance following habituation are 
inconsistent with models of color vision that assume adaptation in just three independent postrecep-
toral channels. Given, however, that the properties of the color-appearance mechanisms as revealed 
by test methods differ from those of color-discrimination mechanisms, this result is hardly surprising. 
Also note that comparisons between sensitivity measurements made for test stimuli near detection 
threshold and appearance measurements made for suprathreshold tests are complicated by the pres-
ence of response nonlinearities at various stages of processing. See Refs. 78 and 82 for discussion.

11.5 DETAILS AND LIMITS OF THE BASIC MODEL

Sections 11.3 and 11.4 introduce what we will refer to as a “basic model” of color-discrimination 
and color-appearance mechanisms. There is general agreement that the components incorporated 
in this model are correct in broad outline. These are (1) first-site, cone specific, adaptation roughly 
in accord with Weber’s law for signals of low temporal frequency, (2) a recombination of cone sig-
nals that accounts for opponent and nonopponent postreceptoral second-site signals, (3) second-
site desensitization and habituation, and (4) the necessity for distinct mechanistic accounts of dis-
crimination and appearance.

In the earlier sections, we highlighted example data that strongly suggest each feature of the 
basic model. Not surprisingly, those data represent a small subset of the available experimental 
evidence brought to bear on the nature of postreceptoral color vision. In this section we provide 
a more detailed review, with the goal of highlighting both data accounted for by the basic model, 
as well as data that expose the model’s limitations. Current research in the mechanistic tradition 
is aimed at understanding how we should elaborate the basic model to account parsimoniously 
for a wider range of phenomena, and at the end of this chapter we outline approaches being taken 
toward this end.

Sections “Test Sensitivities” through “Color Appearance and Color Opponency” follow the 
same basic organization as the introductory sections. We consider discrimination and appearance 
data separately, and distinguish between test and field methods. We begin, however, with a discussion 
of color data representations.

Color Data Representations

Over the past 50 years, color vision research has been driven in part by the available technol-
ogy. Conventional optical systems with spectral lights and mechanical shutters largely restricted 
the volume of color space that could be easily investigated to the 1/8 volume containing posi-
tive, incremental cone modulations. When such data are obtained as a function of the wavelength 
of monochromatic stimuli, a natural stimulus representation is to plot the results as a function of 
wavelength (e.g., Fig. 14a and b). This representation, however, does not take advantage of our 
understanding of the first stage of color processing, transduction of light by the cone photorecep-
tors. Moreover, with the availability of color monitors and other three-primary devices, stimuli 
are now routinely generated as a combination of primaries, which makes increments, decre-
ments, and mixtures readily available for experimentation. Spectral plots are not appropriate for 
such stimuli, which instead are represented within some tristimulus space (see Chap. 10).

Our estimates of the human cone spectral sensitivities have become increasingly secure over the 
past 30 years (see Chap. 10). This allows stimulus representations that explicitly represent the stimu-
lus in terms of the L-, M-, and S-cone excitations and which therefore connect data quite directly to 
the first-stage color mechanisms. Such representations are called “cone-excitation spaces,” and an 
example of this sort of representation is provided in Fig. 7 of Chap. 10.

An extension of cone-excitation space is one in which the cone excitations are converted to incre-
ments and decrements of each cone type relative to a background. Thus, the three axes are the changes 
in cone excitations: ±ΔL, ±ΔM, and ±ΔS. We introduced such spaces in Fig. 6; they are useful when 
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11.32  VISION AND VISION OPTICS

the stimulus is most naturally conceived as a modulation relative to a background, and where the 
properties of the background per se are of less interest. We will use the shorthand “incremental cone 
spaces” to refer to this type of representation, although clearly they allow expression of both incre-
ments and decrements.

Closely related to incremental cone spaces are “cone contrast spaces,” in which the incremen-
tal/decremental changes in cone excitations produced by the target are divided by the cone excita-
tions produced by the background.61,83 Here, the three axes are dimensionless cone contrasts: ΔL/Lb, 
ΔM/Mb, and ΔS/Sb. If Weber’s law holds independently for each cone type then ΔL/Lb, ΔM/Mb, and 
ΔS/Sb all remain constant. Thus a particular advantage of this space is that it factors out the gross 
effects of first-site cone-specific adaptation, which tends to follow Weber’s law at higher intensities 
(see subsection “First-Site Adaptation” in Sec. 11.3). Plots in cone contrast space help to emphasize 
desensitization that occurs after the receptors, and, to the extent that Weber’s law holds, provide an 
explicit representation of the inputs to postreceptoral mechanisms. (We introduced a cone contrast 
representation in Fig. 8 exactly for this reason.)

At lower adaptation levels, when adaptation falls short of Weber’s law (see Fig. 7) or under condi-
tions where Weber’s law does not hold (such as at high spatial and temporal frequencies; see, e.g., Ref. 
84), cone contrast space is less useful. However, for targets of low temporal and spatial frequencies, 
Weber’s law has been found to hold for chromatic detection down to low photopic levels.62

A final widely used color space is known as the “Derrington-Krauskopf-Lennie” (DKL) 
space36,85,86 in which the coordinates represent the purported responses of the three second-site color-
discrimination mechanism, L+M, L–M, and S–(L+M). In this context, modulation directions that 
change the response of one of these mechanisms while leaving the response of the other two fixed 
are referred to as “cardinal directions.”14 The DKL representation was introduced in Fig. 11 and is 
further illustrated in Fig. 16. See Ref. 87 for further discussion of color spaces and considerations of 
when each is most appropriately used.

–90°

0°

90°

180°

270°

+90°

L + M

L – M

S – (L + M)

FIGURE 16 Derrington-Krauskopf-Lennie (DKL) color space. The grid corresponds 
to the equiluminant plane, which includes the L–M (0°–180°) and S–(L+M) (90°–270°) 
cardinal mechanisms axes. The vertical axis is the achromatic L+M axis (–90° – +90°). 
The colors along each axis are approximate representations of the appearances of lights 
modulated along each cardinal axis from an achromatic gray at the center. Notice that 
the unique hues do not appear. The axes are labeled according to the mechanisms that are 
assumed to be uniquely excited by modulations along each cardinal axis. (Figure provided 
by Caterina Ripamonti.)
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Although the conceptual ideas underlying the various color spaces discussed here are clear 
enough, confusion often arises when one tries to use one color space to represent constructs from 
another. The confusion arises because there are two distinct ways to interpret the axes of a three-
dimensional color space. The first is in terms of the responses of three specified mechanisms, while 
the second is in terms of how the stimulus is decomposed in terms of the modulation directions that 
isolate the three mechanisms. To understand why these are different, note that to compute the 
response of a particular mechanism, one only needs to know its properties (e.g., that it is an L−M 
mechanism). But, in contrast, the stimulus direction that isolates that same mechanism is the one 
that silences the responses of the other two mechanisms. The isolating stimulus direction depends 
not on the properties of the mechanism being isolated but on those of the other two. For this reason, 
it is important to distinguish between the mechanism direction, which is the stimulus direction that 
elicits the maximum positive response of a given mechanism per unit intensity, and the isolating 
direction for the same mechanism, which produces no response in the other two mechanisms. For the 
triplet of mechanisms L+M, L–M, and S–(L+M), the mechanism and isolating directions align 
(by definition) in DKL space, but this property does not hold when these directions are plotted in 
the antecedent incremental cone space or cone contrast space. Note that in some descriptions of 
DKL space, the axes are defined in terms of the cone modulations that isolate mechanisms rather 
than in terms of the mechanism responses. These conflicting definitions of DKL space have led to 
a good deal of confusion. See Chap. 10 and Refs. 87–89 for further discussion of transformations 
between color spaces and the relation between mechanism sensitivities, mechanism directions, and 
isolating directions.

Caveats Crucial for the use of any color space based on the cone mechanisms either for generat-
ing visual stimuli or for interpreting the resulting data is that the underlying cone spectral sensi-
tivities are correct. Our estimates of these are now secure enough for many applications, but there 
are uncertainties that may matter for some applications, particularly at short wavelengths. These 
are compounded by individual differences (see Chap. 10), as well as issues with some of the sets of 
color-matching functions used to derive particular estimates of cone spectral sensitivities (again 
see Chap. 10, and also Ref. 90 for further discussion).

Such concerns are magnified in the use of postreceptoral spaces like the DKL space, because as 
well as the cone spectral sensitivities needing to be correct, the rules by which they are combined 
to produce the spectral sensitivities of the postreceptoral mechanisms must also be correct. For 
example, to silence the L+M luminance mechanism it is necessary to specify exactly the relative 
weights of the M and L cones to this mechanism. However, these weights are uncertain. As dis-
cussed in subsection “Luminance” in Sec. 11.5, the M- and L-cone weights show large individual 
differences. Furthermore, the assumption typically used in practice, when constructing the DKL 
space, is that luminance is a weighted sum of M and L cones and that the S cones therefore do not 
contribute to luminance. This may not always be the case.91–94 Luminous efficiency also varies with 
chromatic adaptation, the spatial and temporal properties of the stimulus, and the experimental 
task used to define luminous efficiency. Lastly, the standard 1924 CIE V(l) luminous efficiency 
function, which determines candelas/m2, and has been used by several groups to define the 
spectral sensitivity of the luminance mechanism, seriously underestimates luminous efficiency 
at shorter wavelengths (see Ref. 90).

One final note of caution is that it is useful to keep in mind that independently representing 
and manipulating the responses of mechanisms at a particular stage of visual processing only makes 
sense if there are three or fewer mechanisms. If there are more than three photopic mechanisms 
at the second stage of color processing (see also subsection “Low-Level and Higher-Order Color-
Discrimination Mechanisms” in Sec. 11.6), independently manipulating all of them is not possible 
because of the inherent three-dimensionality of the first stage.

These caveats are not meant to discourage entirely the use of physiologically motivated color spaces 
for data representation; on the contrary we believe such representations offer important advantages 
if used judiciously. It is crucial, however, to bear in mind that such spaces usually assume particular 
theories of processing, and that interpreting data represented within them should be done in the 
context of a clear understanding of the limitations of the corresponding theories.
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11.34  VISION AND VISION OPTICS

Test Sensitivities

The most direct method of studying the chromatic properties of color mechanisms is the test 
method. Variations of this method have been tailored to investigate the properties of different visual 
mechanisms, including cone, chromatic, and achromatic (or luminance) mechanisms.

Sensitivity to Spectral Lights Perhaps the most influential chromatic detection data have been the 
two-color threshold data of Stiles,41,42,95–98 so called because the threshold for detecting a target or 
test field of one wavelength is measured on a larger adapting or background field usually of a second 
wavelength (or mixture of wavelengths). These data were collected within the context of an explicit 
model of color mechanisms, referred to as “p-mechanisms,” and how they adapt. Enoch99 provides a 
concise review of Stiles’ work.

An important limitation of Stiles’ model is that it did not allow for opponency: the p-mechanisms 
had all-positive spectral sensitivities and interactions between them were required to be summative. 
In some instances, the deviations caused by opponency were accommodated in Stiles’ model by the 
postulation of new p-mechanisms, such as p5′ (see Refs. 54 and 55). As data in the two-color tradition 
accumulated, this limitation led to the demise of the p-mechanism framework and the development 
of the basic model we introduced in Sec. 11.3. Nonetheless, any correct model must be consistent with 
the experimental data provided by the two-color threshold technique, and we review some key aspects 
in the context of current thinking.

Two-color threshold test spectral sensitivity measurements obtained on steady backgrounds as a 
function of target wavelength have characteristic peaks and troughs that depend on the background 
wavelength (see Fig. 1 of Ref. 98). These undulations were interpreted as the envelope of the spectral 
sensitivities of the underlying cone mechanisms (or “p-mechanisms,” see Fig. 23), but crucially they 
are now known also to reflect opponent interactions between mechanisms.100

The shape of test spectral sensitivity functions depend not only on background wavelength 
but also on the type of target used in the detection task. Detection by second-site opponent color-
discrimination mechanisms is generally favored by targets comprised mainly of low temporal and 
spatial frequency components, whereas detection by achromatic mechanisms, which sum cone signals, 
is favored by targets with higher temporal and spatial frequency components.83,101,102 Stiles typically 
used a flashed target of 1° in visual diameter and 200 ms in duration, which favors detection by 
chromatic mechanisms. When Stiles’ two-color threshold experiments are carried out using brief, 
10-ms duration targets, the results are more consistent with detection being mediated by achromatic 
mechanisms.103

Detection by chromatically opponent mechanisms is most evident in test spectral sensitivity func-
tions measured using targets of low temporal and/or spatial frequency. Measured on neutral fields, 
chromatic detection is characterized by peaks in the spectral sensitivity curves at approximately 440, 
530, and 610 nm that are broader than the underlying cone spectral sensitivity functions and sepa-
rated by pronounced notches.102,104–108 The so-called “Sloan notch”109 corresponds to the loss of sensi-
tivity when the target wavelength is such that the target produces no chromatic signal (e.g., when the 
L- and M-cone inputs to the L−M chromatic mechanism are equal), so that detection is mediated 
instead by the less-sensitive achromatic mechanism. By contrast, the broad peaks correspond to 
target wavelengths at which the target produces a large chromatic signal.101,102,105–108,110,111 Examples of 
detection spectral sensitivities with strong contributions from opponent mechanisms are shown in 
Fig. 17a and Fig. 18a. Those shown as circles in Fig. 17 and Fig. 18 were measured on a white back-
ground. The other functions in Fig. 17 were measured on backgrounds of 560 nm (green squares), 
580 nm (yellow triangles), and 600 nm (orange triangles).

The nature of the mechanisms responsible for the spectral sensitivity data in Fig. 17a can be seen 
clearly by replotting the data as cone contrasts, as illustrated in Fig. 17b for the three chromatic 
backgrounds (from Ref. 89). As indicated by the straight lines fitted to each set of data, the detection 
contours have slopes close to one in cone contrast space, which is consistent with detection by L–M 
chromatic mechanisms with equal cone contrast weights (see subsection “Sensitivity to Different 
Directions of Color Space” in Sec. 11.5). Note also that the contours move outward with increasing 
field wavelength. This is consistent with second-site desensitization (see Fig. 8). The dependence 
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FIGURE 17 Sloan notch and chromatic adaptation. The three data sets in (a) are spectral sensitivity data 
replotted from Fig. 1 of Thornton and Pugh107 measured on 1010 quanta sec–1 deg–2 fields of 560 nm (green 
squares), 580 nm (yellow triangles), and 600 nm (orange inverted triangles) using a long duration (one period of a 
2-Hz cosine), large (3° diameter, Gaussian-windowed) target. The lowest data set in (a) are data replotted from 
Fig. 4 (Observer JS) of Sperling and Harwerth105 measured on 10,000 td, 5500 K, white field (open circles) using a 
50-ms duration, 45-min diameter target. The data have been modeled (solid lines) by assuming that the spectral 
sensitivities can be described by b|aL – M| + c|M – aL| + d|S – e(L + 0.5M)|, where L, M, and S are the quantal cone 
fundamentals28 normalized to unity peak, and a−e are the best-fitting scaling factors. These fits are comparable to the 
ones originally carried out by Thornton and Pugh107 using different cone fundamentals. Notice that the Sloan notch 
(on colored backgrounds) coincides with the field wavelength. The detection contours in (b) have been replotted 
from Fig. 18.4B of Eskew, McLellan, and Giulianini.89 The data are the spectral sensitivities measured on 560 nm 
(green squares), 580 nm (yellow triangles), and 600 nm (orange inverted triangles) fields already shown in (a), but 
transformed and plotted in cone-contrast space. Only data for target wavelengths ≥ 520 nm are shown. As indicated 
by the straight lines fitted to each set of data, the detection contours have slopes close to one in cone contrast space, 
which is consistent with detection by L–M chromatic mechanisms with equal L- and M-cone contrast weights.
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FIGURE 18 Test additivity. (a) Spectral sensitivity 
for the detection of a low frequency target measured on 
a 6000 td xenon (white) background (yellow circles). The 
shape is characteristic of detection by chromatic channels. 
The arrows indicate the wavelengths of the two prima-
ries used in the test additivity experiment shown in (b). 
(b) Detection thresholds measured on the same field for 
different ratios of the two primaries. Data and model fits 
replotted from Fig. 2 of Thornton and Pugh.164 The solid 
curve is the fit of a multi-mechanism model comprising an 
achromatic (L+M) and chromatic mechanisms (L–M and 
M–L with the same but opposite weights). The sensitivities 
of the chromatic mechanisms are shown by the dashed blue 
line. (See Ref. 164 for details.)
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of the spectral position of the Sloan notch on background wavelength is discussed in subsection 
“Chromatic Adaptation and the Sloan Notch” in Sec. 11.5.

Luminance

Luminous efficiency The target parameters (and the experimental task) can also be chosen to 
favor detection by achromatic mechanisms. For example, changing the target parameters from a
200-ms duration, 1° diameter flash to a 10 ms, 0.05° diameter flash presented on a white background 
changes the spectral sensitivity from a chromatic one to an achromatic one, with chromatic peaks 
at approximately 530- and 610-nm merging to form a broad peak near 555 nm.102 Measurements 
that favor detection by achromatic mechanisms have been carried out frequently in the applied 
field of photometry as a means of estimating scotopic (rod), mesopic (rod-cone), or photopic (cone) 
“luminous efficiency” functions.

Luminous efficiency was introduced by the CIE (Commission Internationale de l’Éclairage) to 
provide a perceptual analog of radiance that could be used to estimate the visual effectiveness of lights. 
The measurement of luminous efficiency using tasks that favor achromatic detection is a practical 
solution to the requirement that luminous efficiency should be additive. Additivity, also known as 
obedience to Abney’s law,112,113 is necessary in order for the luminous efficiency of a light of arbitrary 
spectral complexity to be predictable from the luminous efficiency function for spectral lights, V(l).

Some of the earlier luminous efficiency measurements114–117 incorporated into the original 1924 
CIE photopic luminous efficiency function, V(l), used techniques that are now known to fail the 
additivity requirement. Techniques that satisfy the additivity requirement, and depend mainly on 
achromatic or luminance mechanisms, include heterochromatic flicker photometry (HFP), het-
erochromatic modulation photometry (HMP), minimally distinct border (MDB), and minimum 
motion (MM). Details of these techniques can be found in several papers.28,53,90,118–124

In visual science, V(l) or its variants, has often been assumed to correspond to the spectral sensi-
tivity of the human postreceptoral achromatic or “luminance” mechanism, which is assumed to add 
positively weighted inputs from the L and M cones.125 As a result, estimates of luminous efficiency 
have taken on an important theoretical role in studies of the opponent mechanisms, because they are 
used to produce stimulus modulations that produce no change in the purported luminance mecha-
nism. In this context, the V(l) standard is often overinterpreted, since it obscures a number of factors 
that affect actual measurements of luminous efficiency. These include (1) the strong dependence of 
luminous efficiency on the mean state of chromatic adaptation (see subsection “Achromatic Detection 
and Chromatic Adaptation” in Sec. 11.5), (2) the sizeable individual differences in luminous efficiency 
that can occur between observers (see below), and (3) the fact that luminous efficiency is affected 
both by the spatial properties of the target, as well by where on the retina it is measured.

A more fundamental problem is that the CIE photopic 1924 V(l) function seriously underestimates 
luminous efficiency at short wavelengths, because of errors made in its derivation. Consequently, 
V(l) is seldom used in visual science, except for the derivation of troland values (with the result 
that luminance is often underestimated at short wavelengths). Attempts to improve V(l)126,127 have 
been less than satisfactory,28,90 but are continuing in the form of a new estimate referred to as V ∗(l).128,129 
The V ∗(l) (green line) and the CIE 1924 V(l) (green circles) luminous efficiency functions for cen-
trally viewed fields of 2° in visual diameter, and the V10

∗(l) (orange line) and the CIE 1964 V10(l) 
(orange squares) luminous efficiency functions for centrally viewed fields of 10° in visual diameter 
can be compared in Fig. 19. The functions differ mainly at short wavelengths. The V ∗(l) and V10

∗(l) 
functions have been recommended by the CIE for use in “physiologically relevant” colorimetric and 
photometric systems.130

In general, luminous efficiency functions can be approximated by a linear combination of the 
L-cone [ ( )]l λ  and M-cone [ ( )]m λ  spectral sensitivities, thus: V al m( ) ( ) ( )λ λ λ= + , where a is the L-
cone weight relative to the M-cone weight. Luminous efficiency shows sizeable individual differences 
even after individual differences in macular and lens pigmentation have been taken into account. For 
example, under neutral adaptation, such as daylight D65 adaptation, the L-cone weight in a group 
of 40 subjects, in whom 25-Hz HFP spectral sensitivity data were measured on a 3 log td white D65 
background, varied from 0.56 to 17.75, while the mean HFP data were consistent with an L-cone 
weight of 1.89.128,129
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Cone numerosity On the assumption that the variation in L:M cone contribution to luminous 
efficiency is directly related to the variation in the ratio of L:M cone numbers in the retina, several inves-
tigators have used luminous efficiency measurements to estimate relative L:M cone numerosity.125,131–141 
It is important to note, however, that luminous efficiency depends on factors other than relative 
L:M cone number, and is affected, in particular, by both first-site and second-site adaptation.63,64,142 
Indeed, the L:M contribution to luminous efficiency could in principle have little or nothing to do 
with the relative numbers of L and M cones, but instead reflect the relative L- and M-cone contrast 
gains set in a manner independent of cone number. Such an extreme view seems unlikely to hold, 
however. Population estimates of relative L:M cone numerosity obtained using luminous effi-
ciency, correlate reasonably well with estimates obtained using direct imaging,30 flicker ERG,143,144 
and other methods.134,137–139,145–148 More precise delineation of the relation between luminous effi-
ciency and relative L:M cone numerosity awaits further investigation. Note that an important piece 
of this enterprise is to incorporate measurements of individual variation in L- and M-cone spectral 
sensitivity.128,144,146

Multiple luminance signals As developed later in subsection “Multiplexing Chromatic and 
Achromatic Signals” in Sec. 11.5, cone-opponent, center-surround mechanisms that are also 
spatially opponent, such as parvocellular or P-cells, encode not only chromatic information, but 
also luminance information (see Fig. 38). The fact that P-cells transmit a luminance signal suggests 
that there may be two distinct “luminance” signals at the physiological level: one generated by P-cells 
and another by magnocellular or M-cells, a possibility which has been discussed in several papers by 
Ingling and his coworkers.149–152 The need for a P-cell-based luminance system is also suggested by 
the fact that the retinal distribution of M-cells is too coarse to support the observed psychophysical 
spatial acuity for luminance patterns153 (but see Ref. 154). Others have also suggested that multiple 
mechanisms might underlie luminance spectral sensitivity functions.124

Luminance mechanisms based on M-cell and P-cells should have different spatial and temporal prop-
erties. Specifically, the mechanism more dependent on M-cell activity, which we refer to as (L+M)M, 
should be more sensitive to high temporal frequencies, whereas the mechanism more dependent on 
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FIGURE 19 Luminous efficiency functions for 2° and 
10° central viewing conditions. The lower pair of  curves 
compare the CIE 1924 2° V(l) function (green circles) with 
the 2° V ∗(l) function128,129 (green line). The upper pair of 
curves compare the CIE 1964 10° V10(l) function (orange 
squares) with the 10° V ∗(l) function (orange line). The 
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P-cell activity, which we refer to as (L+M)P, should be more sensitive to high spatial frequencies. If, 
as has been suggested,149–152 (L+M)P is multiplexed with L–M, we might also expect the interactions 
between (L+M)P and L–M to be different from those between (L+M)M and L–M. Similarly, chromatic 
noise may have a greater effect on (L+M)P than on (L+M)M. Note, however, that if the stimulus tem-
poral frequency is high enough for the spatially opponent surround to become synergistic with the 
center (i.e., when the surround delay is half of the flicker period), the P-cell will, in principle, become 
sensitive to any low spatial frequency luminance components of the stimulus.151,155

Psychophysical evidence for multiple luminance mechanisms is relatively sparse. Given the likely 
difference in the M- and L-cone weights into (L+M)M, the conventional luminance mechanism, and 
into L-M, the chromatic mechanism [from which (L+M)P is assumed to derive], the spectral sensi-
tivities for spatial acuity tasks, which favor (L+M)P, and for flicker tasks, which favor (L+M)M, should 
be different. However, little difference in spectral sensitivity is actually found.122,156–158 Ingling and 
Tsou152 speculate that this similarity is found despite there being different luminance mechanisms, 
because the spatial acuity task may depend on P-cell centers rather than on centers and surrounds. 
Averaged over many cells, the P-cell center spectral sensitivity may be similar to the M-cell sensitivity, 
particularly if the latter depends on relative cone numerosity (see previous subsection).

Webster and Mollon17 looked at the effect of correlated chromatic and luminance contrast adap-
tation on four different measures of “luminous efficiency.” They found that lightness settings and 
minimum-motion settings for 1-Hz counter-phase gratings were strongly biased by contrast adap-
tation, but that flicker settings and minimum-motion settings for 15-Hz counter-phase gratings 
were unaffected. On the face of it, these results are consistent with the idea that different luminance 
mechanisms mediate low- and high-temporal frequency tasks.

We speculate that some of the discrepancies found between the detection contours measured in 
the L,M plane might be related to detection being mediated by different luminance mechanisms 
under different conditions. Conditions chosen to favor the conventional luminance channel (e.g., the 
presence of chromatic noise and/or the use of targets of high temporal frequency) are likely to favor 
detection by (L+M)M. Perhaps, under these conditions the (L+M)M luminance contours appear as dis-
tinct segments, because there is relatively little threshold summation with L–M (e.g., k = 4). Examples 
of such segments are shown by the dashed lines in Fig. 20c. Conditions not specially chosen to favor 
the conventional luminance channel (e.g., the use of targets of high spatial and/or low temporal fre-
quencies) may favor instead detection by (L+M)P. Perhaps, under these conditions the luminance 
(L+M)P contours form elliptical contours with L–M (k = 2). Examples of such contours are shown in 
Fig. 20d. Noorlander, Heuts, and Koenderink,83 however, reported that elliptical contours were found 
across all spatial and temporal frequencies.

Sensitivity to Different Directions of Color Space Before considering results obtained using 
trichromatic test mixtures, we first consider earlier results obtained using bichromatic mixtures.

Sensitivity to bichromatic test mixtures The use of spectral lights restricts the range of measure-
ments to the spectrum locus in color space, thus ignoring the much larger and arguably environ-
mentally more relevant volume of space that includes desaturated colors, achromatic lights, and 
extra-spectral colors (such as purples). Measuring detection sensitivity for mixtures of spectral tar-
gets probes the inner volume of color space. Studying these “bichromatic mixtures,” moreover, can 
provide a direct test of the additivity of a mechanism. For example, under conditions that isolate a 
univariant linear mechanism, pairs of lights should combine additively, so that the observer should 
be more sensitive to the combination than to either light alone. For a cone-opponent mechanism, 
on the other hand, pairs of lights that oppositely polarize the mechanism should combine subad-
ditively, so that the observer is less sensitive to the mixture than to either component (as illustrated 
in Fig. 6d). If different mechanisms detect the two targets, then other potential interactions include 
probability summation or gating inhibition (winner takes all). Boynton, Ikeda, and Stiles100 found 
a complex pattern of interactions between various test fields that included most of the possible 
types of interactions.

Several workers have demonstrated subadditivity for mixtures of spectral lights that is consistent 
with either L–M or S–(L+M) cone opponency.100,106,120,159–165 Clear examples of subadditivity were 
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FIGURE 20 Detection contours in the ΔL/L, ΔM/M plane. Detection thresholds for a 1-cpd Gabor replotted from 
Fig. 5 of Giulianini and Eskew175 obtained with (yellow circles) or without (green circles) noise made up of superposed 
flickering rings modulated along the ΔL/L = –ΔM/M (chromatic) axis (a and c) or the ΔM/M (M-cone) axis (b and 
d). The arrows indicate the noise directions. (a) and (b). Model fits (solid lines) by Giulianini and Eskew175 in which 
L–M chromatic detection is assumed to be mediated by a mechanism with relative cone contrast weights of 0.70 ΔL/L 
and 0.72 ΔM/M of opposite sign, while L+M achromatic detection is mediated by a mechanism with relative weights 
of 0.90 ΔL/L and 0.43 ΔM/M of the same sign. Without chromatic noise, the detection data are consistent with detec-
tion solely by the chromatic mechanism (as indicated by the parallel lines) except along the luminance axis. With added 
chromatic noise, the sensitivity of the chromatic mechanism is reduced, revealing the achromatic mechanism in the 
first and third quadrants. In the presence of noise, the data are consistent with detection by both chromatic and ach-
romatic mechanisms (as indicated by the rounded parallelogram). The combination exponent for the two mechanisms, k, 
was assumed to be 4 (see subsection “How Test Measurements Imply Opponency” in Sec. 11.3). (c) and (d) Alternative 
fits to the data using elliptical contours, which provide a surprisingly good fit to the detection data, except in the achromatic 
direction with chromatic noise (c). The ellipse fitted to the yellow circles in (c) has the formula 3332x2 + 2021y2 + 873xy = 1 
(major axis 73.16°), while that fitted to the green circles has the formula 27,191x2 + 24,842y2 + 43,005xy = 1 (major axis 
46.56°), where x = ΔL/L and y = ΔM/M. Those data with noise that are poorly accounted for by the ellipse have been 
fitted with a straight line of best-fitting slope –1.14 (dashed line). The ellipse fitted to the yellow circles in (d) has the 
formula 3648x2 + 1959y2 + 1992xy = 1 (major axis 65.15°), while that fitted to the green circles has the formula 26,521x2 + 
23,587y2 + 38,131xy = 1 (major axis 47.20°).
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obtained by Thornton and Pugh,164 who presented targets chosen to favor chromatic detection on 
a white (xenon-arc) background. Figure 18a shows the test spectral sensitivity obtained on the 
white field characteristic of chromatic detection. The spectral positions of the test mixture primaries 
used in the additivity experiment are indicated by the arrows. Figure 18b shows the results of the text 
mixture experiment. Detection contours aligned with the parallel diagonal contours (dashed blue 
lines) is consistent with chromatic detection by an L–M mechanism, whereas detection along the 
45° vector (parallel to the contours) is consistent with achromatic detection by an L+M mechanism. 
Thornton and Pugh164 also used test primaries of 430 and 570 nm, which were chosen to favor detec-
tion by the S cones and by luminance (L+M), respectively. Although less clear than the L–M case 
shown here, they found evidence for inhibition between the 430- and 570-nm target consistent with 
detection by an S–(L+M) cone-opponent mechanism.

Guth and Lodge11 and Ingling and Tsou12 both used models that incorporated opponency to ana-
lyze bichromatic and spectral thresholds. Both found that the threshold data could be accounted for 
by two opponent-color mechanisms [which can be approximated to the basic cone-opponent dis-
crimination mechanisms, L+M and S–(L+M)], and a single nonopponent mechanism (L+M). Both 
also developed models that could better account for “suprathreshold” data, such as color valence data, 
by modifying their basic models. These modifications took the form of an increase in the contribution 
of the S–(L+M) mechanism and either inhibition between the two cone-opponent mechanisms11 or 
addition of an S-cone contribution to the L-cone side of the L–M mechanism.12 These suprathreshold 
models are related to the color-appearance models discussed in subsection “Color Appearance and 
Color Opponency” in Sec. 11.5. It is worth noting that Guth and Lodge acknowledge that modulations 
of their cone-opponent discrimination mechanisms do not produce strictly red-green or yellow-blue 
appearance changes, but rather yellowish-red versus blue-green and greenish-yellow versus violet. 
That is, their threshold discrimination mechanisms do not account for unique hues (see subsection 
“Spectral Properties of Color-Opponent Mechanisms” in Sec. 11.5).

Kranda and King-Smith106 also modeled bichromatic and spectral threshold data, but they 
required four mechanisms: an achromatic mechanism (L+M), two L–M cone-opponent mechanisms 
of opposite polarities (L–M and M–L), and an S-cone mechanism (S). The main discrepancy from 
the previous models is that they found no clear evidence for an opponent inhibition of S by L+M. 
Two opposite polarity, L–M mechanisms were required because Kranda and King-Smith assumed 
that only the positive lobe contributed to detection, whereas previous workers had assumed that both 
negative and positive lobes could contribute. This presaged the unipolar versus bipolar mechanism 
debate (see “Unipolar versus Bipolar Chromatic Mechanisms” in Sec. 11.6).

With the exception of Boynton, Ikeda, and Stiles,100 most of the preceding studies used incremental 
spectral test lights, which confined the measurements to the eighth volume of color space in which 
all three cone signals increase. To explore other directions in color space, both incremental and decre-
mental stimuli must be used.

Detection contours in the L,M plane The first explicit use of incremental and decremental stimuli 
in cone contrast space was by Noorlander, Heuts, and Koenderink,83 who made measurements in 
the L,M plane. They fitted their detection contours with ellipses, and found that the alignment of the 
minor and major axes depended on temporal and spatial frequency. At lower frequencies, the minor 
and major axes aligned with the chromatic (ΔM/M = –ΔL/L) and achromatic (ΔM/M = ΔL/L) direc-
tions, respectively. By contrast, at higher frequencies, the reverse was the case. Such a change is con-
sistent with relative insensitivity of chromatic mechanisms to higher temporal and spatial frequencies 
(see subsection “Spatial and Temporal Contrast Sensitivity Functions” in Sec. 11.5).

If the individual detection contours are truly elliptical in two-dimensional color space or ellipsoi-
dal in three, then the vectors of the underlying linear detection mechanisms cannot be unambigu-
ously defined. This ambiguity arises because ellipses or ellipsoids can be linearly transformed into 
circles or spheres, which do not have privileged directions.165 Consequently, whether or not detection 
contours are elliptical or ellipsoidal has become an important experimental question. Knoblauch and 
Maloney166 specifically addressed this question by testing the shapes of detection contours measured 
in two color planes. One plane was defined by modulations of the red and green phosphors of their 
display (referred to by them as the ΔR, ΔG plane), and the other by the modulations of the red and 
green phosphors together and the blue phosphor of their display (referred to as the ΔY, ΔB plane). The 

Bass_v3ch11_p001-104.indd 11.41 8/21/09 6:50:03 PM

DO
 N

OT
 D

UP
LI

CA
TE



11.42  VISION AND VISION OPTICS

detection contours they obtained did not differ significantly in shape from an elliptical contour.166 
Note, however, that a set of multiple threshold contours, each ellipsoidal but measured under related 
conditions, can be used to identify mechanisms uniquely, given a model about how the change in con-
ditions affects the contours (see, e.g., Ref. 167; discussed in subsection “Spatial and Temporal Contrast 
Sensitivity Functions” in Sec. 11.5).

Deviations from an ellipse, if they do occur, are most likely to be found under experimental conditions 
that maximize the probability that different portions of the contour depend on detection by different 
mechanisms. Such a differentiation is unlikely to be found under the conditions used by Knoblauch and 
Maloney.166 At lower temporal frequencies (1.5-Hz sine wave or a Gaussian-windowed, s = 335 ms, 
1.5-Hz cosine wave), the detection contour in the ΔR, ΔG phosphor space is likely to be dominated by 
the much more sensitive L–M mechanisms, whereas the contour in ΔY, ΔB space is likely to depend 
upon detection by all three mechanisms [L–M, L+M, and S–(L+M)]. A comparable conclusion about 
the shape of threshold contours was reached by Poirson, Wandell, Varner, and Brainard,168 who found 
that color thresholds could be described well by ellipses, squares, or parallelograms. Again, however, they 
used long duration (a Gaussian envelope lasting 1 s, corresponding to +5 to –5 standard deviations) 
and large (2° diameter) target that would favor detection by L–M.

The relatively high sensitivity of the L–M mechanism to foveally viewed, long-duration 
flashed targets169–171 means that the L–M mechanism dominates the detection contours unless steps 
are taken to expose the L+M luminance mechanisms, such as by the use of flickering targets,63,172 very 
small targets,173 or chromatic noise (see subsection “Noise-Masking Experiments” in Sec. 11.5). Detection 
threshold contours measured in the L,M plane that expose both L–M and L+M contours are argu-
ably better described by a parallelogram with rounded corners rather than an ellipse, with the parallel 
sides of positive slope corresponding to detection by the L–M chromatic mechanism and those of 
negative slope corresponding to detection by the L+M luminance mechanism.61,63,173,174 Examples of 
detection contours that appear nonelliptical include parts of Figs. 3 and 4 of Ref. 63; Fig. 3, 5, and 7 
of Ref. 175; and Fig. 2 of Ref. 176.

Figure 20 shows the detection data replotted from Fig. 5 of Ref. 175. The data are shown twice: 
once in the upper panels (a, b) and again in the lower panels (c, d). The data shown as green circles 
were measured without noise. The data shown as yellow circles in Fig. 20a and c were measured in 
the presence of chromatic noise, while those in Fig. 20b and d were measured in the presence of M-
cone noise. The noise directions are indicated by the black arrows.

If, for the sake of argument, we accept that the mechanism vectors of the detection mechanisms 
can be unambiguously defined from detection contours (as illustrated in Fig. 20a and b), it is pos-
sible to estimate their cone weights and therefore their spectral sensitivities. The chromatic L–M 
detection contours in Fig. 20a and b obtained without noise (green circles) have been fitted with lines 
of parallel slopes of approximately 1.0, which indicates that the L–M chromatic mechanism responds 
to the linear difference of the L- and M-cone contrast signals; |cΔL/L – dΔM/M| = constant, where 
c = d.61,63,173,174 The equality of the L- and M-cone weights, unlike the underlying relative L-and M-cone
numerosities (e.g., Ref. 30), shows a remarkable lack of individual variability across observers (see Ref. 
89). Similarly, color appearance settings (see subsection “Color Appearance and Color Opponency” in 
Sec. 11.5) in the form of unique yellow settings show much less variability than would be expected if 
unique yellow depended on the relative number of L and M cones in the retina.146

As suggested by the yellow circles in Fig. 20a and c, the use of a high frequency flickering target in 
chromatic noise exposes more of the L+M contour in the first and third quadrants. Unlike the L–M 
contour, the L+M contour has a negative slope, which indicates that the L+M achromatic chromatic 
mechanism responds to the linear sum of the L- and M-cone contrast signals; |aΔL/L + bΔM/M| = 
constant, where a is typically greater than b.61,63,89,173,174

Mechanism interactions The shapes of the detection contours when two or more postreceptoral 
mechanisms mediate threshold depends upon the way in which those mechanisms interact (see 
Fig. 6c). In principle, such interactions can range from complete summation, through probability 
summation to exclusivity (winner takes all) and inhibition (see Ref. 100). The usual assumption is 
that L–M, S–(L+M), and L+M are stochastically independent mechanisms that combine by prob-
ability summation. That is, if two or three mechanisms respond to the target, then the threshold 
will be lower than if only one responds to it. How much the threshold is lowered depends upon the 
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underlying frequency-of-seeing curve for each mechanism. Steep frequency-of-seeing curves result 
in a relatively small drop in threshold, whereas shallow curves result in a larger drop. Several groups 
have mimicked probability summation by using the summation rule introduced in “How Test 
Measurements Imply Opponency” in Sec. 11.3. The summation exponent can be varied to mimic 
the effects of probability summation for psychometric functions with different slopes (see Refs. 174 
and 89). A closely related geometrical description of the threshold contours was used by Sankeralli 
and Mullen.172 For the fits in Fig. 20a and b, the summation exponent was assumed to be 4, which 
produces a contour shaped like a rounded parallelogram.89,175

The superiority of a rounded parallelogram over an ellipse (summation exponent of 2) is not 
always clear. For example, Fig. 20c and d show the same detection data as the a and b. In c and d, the 
data have been fitted with ellipses. As can be seen, each set of data is well fitted by an ellipse, except 
perhaps for a small part of the contour measured in the presence of chromatic noise shown in Fig. 
20c. In this region, we have fitted a straight line plotted as the dashed line. Changing the direction of 
the noise from L–M chromatic to M cone between Fig. 20c and d rotates the ellipse slightly anti-
clockwise. The L–M data along the opponent diagonals clearly follow an elliptical rather than a 
straight contour in both cases. As previously noted, when an elliptical representation underlies the 
data, it does not uniquely determine the inputs to the underlying mechanisms.

Support for the summation exponent of 4 used to fit the data in Fig. 20a and b is also lacking from 
estimates of the slopes of the underlying psychometric functions, which are consistent with much 
smaller exponents.171,177,178

Detection in the other planes An investigation of mechanisms other than L–M and L+M (as well 
as information about whether or not there are S-cone inputs into those mechanisms) requires the 
measurement of responses outside the L,M plane of color space. Two systematic investigations have 
been carried out that include S-cone modulations. Cole, Hine, and McIlhagga174 made measure-
ments on a roughly 1000 log td white background using a Gaussian-blurred 2°, 200-ms spot that 
favors chromatic detection. Their data were consistent with three independent mechanisms: 
an L–M mechanism with equal and opposite L- and M-cone inputs but no S-cone input; an L+M 
mechanisms with unequal inputs and a small positive S-cone input, and an S–(L+M) mechanism. 
Sankeralli and Mullen172 used three types of gratings with spatiotemporal properties chosen to 
favor either the chromatic L–M (1 cpd, 0 Hz), chromatic S–(L+M) (0.125 cpd, 0 Hz), or the achro-
matic L+M mechanism (1 cpd, 24 Hz). They confirmed that L–M had equal and opposite L- and 
M-cone inputs, but found a small S-cone input of about 2 percent added to either the L or the M 
cones for different observers. In addition, they found a small 5 percent S-cone input into the lumi-
nance mechanism that opposed the L+M input (see also Ref. 92). The S–(L+M) mechanism was 
assumed to have balanced opposed inputs.172 Eskew, McLellan, and Giulianini89 provide a separate 
analysis of both these sets of data (see Table 18.1 of Ref. 89).

Figure 21 shows chromatic detection data measured in the L–M,S plane by Eskew, Newton, 
and Giulianini.179 The central panel shows detection thresholds with (filled circles) and without 
(open squares) L–M chromatic masking noise. Detection by the relatively insensitive S-cone chro-
matic mechanisms becomes apparent when detection by L–M chromatic mechanism is prevented by 
chromatic noise. The nearly horizontal portions of the black contour reflect detection by S–(L+M), 
while the vertical portions reflect detection by L–M (the model fit is actually of the unipolar mecha-
nisms |L–M|, |M–L|, |S–(L+M)|, and |(L+M)–S|, see Ref. 34 for details; also “Unipolar versus Bipolar 
Chromatic Mechanisms” in Sec. 11.6).

The question of whether or not the S cones make a small contribution to the L–M detection 
mechanisms remains controversial. Boynton, Nagy, and Olsen180 found that S cones show summa-
tion with L–M (+S with L–M, and –S with M–L) in chromatic difference judgments. Stromeyer 
et al.181 showed that S-cone flicker facilitated detection and discrimination of L–M flicker, with 
+S facilitating L–M and –S facilitating M–L. Yet, the estimated S-cone contrast weight was only 
approximately 1/60th of the L- and M-cone contrasts weight into L–M (see p. 820 of Ref. 181). In 
general, in detection measurement the S-cone signal adds to redness (L–M) rather than greenness 
(M–L)—as expected from color-opponent theory (see Sec. 11.4), but the size of the contribution 
is much less than expected. Eskew and Kortick,20 however, made both hue equilibria and detection 
measurements and estimated that the S-cone contrast weight was about 3 percent that of the L- and 
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FIGURE 21 Detection and discrimination contours in the equiluminant plane. This figure is a reproduction of Fig. 5 from 
Eskew.34 The central panel shows thresholds for the detection of Gabor patches with (filled circles) and without (open squares) 
L–M chromatic masking noise (0°/180° color direction). For clarity, the horizontal scale for the no-noise thresholds (open squares) 
has been expanded as indicated by the upper axis. Data are symmetric about the origin due to the symmetric stimuli. Detection by 
the relatively insensitive S-cone chromatic mechanisms becomes apparent when detection by the L–M chromatic mechanism(s) is 
suppressed by L–M chromatic noise. The black contour fitted to the filled circles is the prediction of a model in which detection is 
mediated by probability summation between four symmetric unipolar linear mechanisms |L–M|, |M–L|, |S–(L+M)|, and |(L+M)–S|,
(see subsection “Unipolar versus Bipolar Chromatic Mechanisms” Sec. 11.6). The three outlying semicircular polar plots are dis-
criminability data (filled squares), in which the angular coordinate corresponds to the same stimuli, at the same angles, as in the 
detection data. The radial coordinate gives the discriminability between 0.5 (chance) and 1.0 (perfect discriminability) of the given 
test color angle relative to the standard color angle indicated by the arrow. The open circles are predictions of a Bayesian classifier 
model that takes the outputs of the four mechanisms fitted to the detection data as its inputs. Colored regions indicate bands of 
poorly discriminated stimuli, and are redrawn on the detection plot for comparison. These results suggest that just four univariant 
mechanisms are responsible for detection and discrimination under these conditions. See Ref. 34 for further details. [Figure adapted 
by Eskew34 from Fig. 4 (Observer JRN) of Ref. 179 Reprinted from The Senses: A Comprehensive Reference, Volume 2: Vision II, Fig. 5 
from R. T. Eskew, Jr., “Chromatic Detection and Discrimination,” pp. 109–117. Copyright (2008), with permission from Elsevier.]
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M-cone contrast weights for both tasks. Yet, although test methods support an S-cone contribution 
to L–M, field methods do not (see Ref. 34). Changes in the S-cone adaptation level have little effect on 
L–M detection182 or on L–M mediated wavelength discrimination.183

Given the uncertainties about cone spectral sensitivities and luminous efficiency at short wave-
lengths, as well as the substantial individual differences in prereceptoral filtering between observers 
(see, e.g., Ref. 90), evidence for small S-cone inputs should be treated with caution.

Spatial and Temporal Contrast Sensitivity Functions The test method can also be used to deter-
mine the temporal and spatial properties of visual mechanisms. These properties are traditionally 
characterized by temporal and spatial “contrast sensitivity functions” (CSFs). These are sometimes 
incorrectly called “modulation transfer functions” (MTFs)—incorrectly because MTFs require phase 
as well as amplitude specifications.

In a temporal CSF determination, the observer’s sensitivity for detecting sinusoidal flicker is mea-
sured as a function of temporal frequency. Generally, the chromatic mechanisms have a lowpass 
temporal frequency response with typically greater temporal integration and a poorer response to 
higher temporal frequencies than the more band-pass achromatic mechanism.94,102,184–190 A lowpass 
CSF means that the temporal response is approximately independent of frequency at low frequencies but 
falls off at higher frequencies, whereas a band-pass CSF means that the response peaks at an inter-
mediate frequency and falls off at both lower and higher frequencies.

On the grounds that different chromatic flicker frequencies can be discriminated near threshold, 
Metha and Mullen190 suggest that at least two chromatic mechanisms with different temporal CSFs 
must underlie the measured chromatic CSF, one with a band-pass CSF and the other with a lowpass 
CSF. They argue that two mechanisms must operate, because a single univariant flicker mechanism 
will confound changes in contrast and flicker frequency, making frequency identification impossi-
ble. However, the assumption that flicker is encoded univariantly may be flawed. At low frequencies, 
flicker may be encoded as a moment-by-moment variation that matches the flicker frequency.191

In a spatial CSF determination, the observer’s sensitivity for detecting sinusoidal gratings is mea-
sured as a function of their spatial frequency. Generally, the chromatic mechanisms have a lowpass 
spatial frequency response with greater spatial integration and a poorer response to higher spatial 
frequencies than the usually more band-pass achromatic mechanisms.102,192–197

Spatial CSFs are degraded by sensitivity losses introduced by the optics of the eye. In one study, 
laser interference fringes were used to project gratings directly on the retina, thereby effectively 
bypassing the MTF of the eye’s optics.198,199 However, because the red and green equiluminant inter-
ference fringes could not be reliably aligned to produce a steady artifact-free chromatic grating, 
they were drifted in opposite directions at 0.25 Hz. Thus, the gratings continuously changed from 
a red-green chromatic (equiluminant) grating to a yellow-black luminance (equichromatic) grat-
ing. The subject’s task was to set the contrast threshold separately for the different spatial phases, 
which was apparently possible.199 One concern about this method, however, is that the close juxta-
position of chromatic and luminance gratings in time and space might produce facilitation or inter-
ference (see subsection “Pedestal Experiments” in Sec. 11.5). For S-cone detection, a single grating 
was used.

The results for equiluminant, chromatic (red circles) and equichromatic, achromatic (blue circles) 
fringes are shown for three observers in the upper panels of Fig. 22. As expected, there is a steeper 
fall-off in high spatial-frequency sensitivity for chromatic gratings than for luminance gratings. By 
estimating the sensitivity losses caused by known factors such as photon noise, ocular transmission, 
cone-aperture size, and cone sampling, Sekiguchi, Williams, and Brainard198 were able to estimate an 
ideal observer’s sensitivity at the retina. Any additional losses found in the real data are then assumed 
to be due to neural factors alone. Estimates of the losses due to neural factors are shown in the lower 
panels of Fig. 22. Based on these estimates, the neural mechanism that detects luminance gratings has 
about 1.8 times the bandwidth of the mechanisms that detect chromatic gratings. Interestingly, the 
neural mechanisms responsible for the detection of equiluminant L–M gratings and S-cone gratings 
have strikingly similar (bandpass) contrast sensitivities, despite the very different spatial properties 
of their submosaics.200 This commonality may have important implications for color processing (see 
“Three-Stage Zone Models” in Sec. 11.6).
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Poirson and Wandell167 measured spatial CSFs along the two cardinal directions and along inter-
mediate directions in color space; that is, they effectively measured threshold contours for a series of 
grating spatial frequencies. They fitted the contours with an ellipsoidal model, but added a constraint 
of pattern-color separability; that is, they assumed that the effect of pattern operated independently 
in each of three second-site mechanisms. This constraint resolves the mechanism ambiguity inherent 
in fitting ellipsoidal contours to the individual data, and allowed Poirson and Wandell to estimate 
the sensitivities of three underlying mechanisms by jointly analyzing the contours across spatial fre-
quency. They found two opponent and one nonopponent mechanisms, with sensitivities consistent 
with the cardinal mechanisms, L+M, L–M, and S–(L+M) (see Fig. 6 of Ref. 167).

We next consider results obtained using the field method.

Field Sensitivities

Stiles’ p-Mechanisms Stiles used the field sensitivity method to define the spectral sensitivities of 
the p-mechanisms, which are illustrated in Fig. 23. The tabulated field sensitivities can be found in 
Table 2 (7.4.3) of Ref. 53 and Table B of Ref. 33. The field sensitivities are the reciprocals of the field 
radiances (in log quanta s–1 deg–2) required to raise the threshold of each isolated p-mechanism by 
one log unit above its absolute threshold. The tabulated data are average data for four subjects: three 
females aged 20 to 30 and one male aged 51.
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sent the foveal resolution limit for the equiluminant and the equichromatic stimuli, respectively. Bottom panels: The ratio of 
the ideal to the real observer’s contrast sensitivity for detecting equiluminant (red circles) and equichromatic (blue circles) 
stimuli. (Based on Figure 9 of Ref. 199.)

Bass_v3ch11_p001-104.indd 11.46 8/21/09 6:50:04 PM

DO
 N

OT
 D

UP
LI

CA
TE



COLOR VISION MECHANISMS  11.47

Through field sensitivity measurements, and measurements of threshold versus background 
radiance for many combinations of target and background wavelength, Stiles identified seven phot-
opic p-mechanisms: three predominately S-cone mechanisms (p1, p2, and p3), two M-cone (p4 and p4′), 
and two L-cone (p5 and p5′). Although it has been variously suggested that some of the p-mechanisms 
might correspond to cone mechanisms,97,201–203 it is now clear that all reflect some form of postrecepto-
ral cone interaction. The surfeit of p-mechanisms and their lack of obvious correspondence to cone 
mechanisms or simple postreceptoral mechanisms led to the demise of Stiles’ model. Its usefulness, 
however, was prolonged in the work of several investigators, who used failures of Stiles’ model as a way 
of investigating and understanding the properties of chromatic mechanisms (see “Field Additivity” in 
this section). But, as noted in the parallel discussion in the context of test sensitivity, the potential 
ongoing value of the p-mechanism field sensitivities is that they provide an empirical database that 
may be used to constrain current models.

Achromatic Detection and Chromatic Adaptation Achromatic spectral sensitivity (or luminous 
efficiency) is strongly dependent on chromatic adaptation.63,64,142,204–210 Figure 24a shows the changes 
in luminous efficiency caused by changing background field wavelength from 430 to 670 nm and 
Fig. 24b shows the changes caused by mixing 478- and 577-nm adapting fields in different luminance

Wavelength (nm)

Lo
g 1

0 
qu

an
ta

l s
en

si
ti

vi
ty

Stiles’ p -mechanisms 

p1

p2

p3

p4

p 4́

p 5́

p5

400 450 500 550 600 650 700
–13

–12

–11

–10

–9

–8

FIGURE 23 Stiles’ p-mechanisms. Field spectral sensitivities of the seven 
photopic p-mechanisms: p1 (purple triangles), p2 (dark blue inverted triangles), p3 
(light blue circles), p4 (green diamonds), p′4 (green half-filled diamonds), p5 (red 
squares), p′5 (red half-filled squares). The field sensitivities are the reciprocals of 
the field radiances (in log quanta s–1 deg–2) required to raise the threshold of each 
“isolated” p-mechanism by one log unit above its absolute threshold. The results 
were averaged across four subjects: three females aged 20 to 30 and one male aged 
51. Details of the experimental conditions can be found on p. 12 of Stiles’ book.33 
(Data from Table 2(7.4.3) of Wyszecki and Stiles.53)
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ratios. These changes are consistent with selective adaptation reducing L-cone sensitivity rela-
tive to M on longer wavelength fields, and reducing M-cone sensitivity relative to L on shorter 
wavelength fields. Between about 535 and 603 nm the selective changes are roughly consistent with 
Weber’s law (ΔI/I = constant). Consequently, plotted in cone contrast space, the sensitivity contour 
for the achromatic mechanism should remain of constant slope between field wavelengths of 535 
and 603 nm, unlike the example shown in Fig. 8b. For background wavelengths shorter than 535 nm, 
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Changes in quantal luminous efficiency caused by changes in adapting field chromatic-
ity plotted relative to the mean luminous efficiency. Data from Observer S1 of Stockman, 
Jägle, Pirzer and Sharpe.129 Measurements were made using 25-Hz heterochromatic 
flicker photometry (HFP) on 1000-td backgrounds. (a) HFP changes on fourteen 
1000-td spectral adapting fields from 430 to 670 nm and (b) changes on seven 1000 td 
bichromatic, 478(B) + 577(Y)-nm adapting field mixtures that varied from 100 percent 
B to 100 percent Y.
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on the other hand, the changes in spectral sensitivity are consistent with a relative loss of M-cone 
sensitivity in excess of that implied by Weber’s law (for details, see Ref. 129). This is consistent with 
other evidence that also shows that the luminance contribution of the L- or M-cone type more 
sensitive to a given chromatic field can be suppressed by more than Weber’s law implies.63,64,142 Such 
supra-Weber suppression, illustrated in Fig. 8b for the L-cone case, causes the luminance sensitivity 
contours in cone contrast space to rotate away from the axis of the more suppressed cone.

Multiple cone inputs There is now good psychophysical evidence that the standard model of the 
luminance channel as an additive channel with just fast L- and M-cone inputs (referred to here as 
+fL+fM) is incomplete. According to this model, pairs of sinusoidally alternating lights that are 
“luminance-equated” and detected solely by the luminance channel should appear perfectly steady 
or nulled whatever their chromaticities (equating alternating lights to produce a null is known as 
heterochromatic flicker photometry or HFP). And, indeed, such nulls are generally possible, but 
sometimes only if moderate to large phase delays are introduced between the pairs of flickering 
lights.184,211–215 Moreover, these large phase delays are often accompanied by substantial frequency-
dependent changes in the spectral sensitivity of flicker detection and modulation sensitivity.216–218 From 
the phase delays and sensitivity changes, it is possible to infer that, in addition to the faster +fM+fL sig-
nals, sluggish +sM–sL, +sL–sM, and –sS signals also contribute to the luminance-signal nulls in a way 
that depends on adapting chromaticity and luminance.94,215–223

Figure 25 shows examples of large phase delays that are found for M- and L-cone-detected flick-
ering lights on four increasingly intense 658 nm fields. In these plots, 0° means that the two lights 
cancelled when they were physically in opposite phase (i.e., when they were alternated), while ± 180° 
means that they cancelled when they were actually in the same phase. The differences between the 
plotted M- and L-cone phase delays therefore show the delays between the M- and L-cone signals 
introduced within the visual system. As can be seen, some of the phase delays are substantial even at 
moderately high temporal frequencies, particularly for the M-cone signals. Such delays are inconsis-
tent with the standard model of luminance, which, except for phase differences caused by the selective 
adaptation of the L cones by the long-wavelength field, predicts that no phase adjustments should be 
required. Notice also the abrupt changes in phase between intensity levels 3 and 4.

The continuous lines in Fig. 25 are fits of a vector model, in which it was assumed that slug-
gish and fast signals both contribute to the resultant M- and L-cone signals, but in different ratios 
depending on the cone type and intensity level. At levels 1 to 3, the dominant slow and fast signals 
are +sL–sM and +fL+fM, respectively, as illustrated in the lower neural circuit diagram of Fig. 25, 
whereas at level 4 they are –sL+sM and +fL+fM, as illustrated in the upper neural circuit diagram. 
According to the model, the polarities of the both the slow M- and the slow L-cone signals reverse 
between levels 3 and 4.

Note that although the sluggish signals +sM–sL and +sL–sM are spectrally opponent, they produce 
an achromatic percept that can be flicker photometrically cancelled with luminance flicker, rather 
than producing an R/G chromatic percept.

Chromatic Adaptation and the Sloan Notch Thornton and Pugh107 measured test spectral sen-
sitivity functions on fields of 560, 580, and 600 nm using a target that strongly favors chromatic 
detection. As illustrated in Fig. 17a, they found that the local minimum in spectral sensitivity, or 
Sloan notch, coincides with the field wavelength (i.e., it occurs when the target and background 
wavelengths are the same; i.e., homochromatic). As discussed in subsection “Sensitivity to Spectral 
Lights” in Sec. 11.5, the notch is thought to correspond to the target wavelength that produces a 
minimum or null in the L–M chromatic channel, so that the less-sensitive, achromatic channel 
takes over detection. For the notch to occur at the homochromatic target wavelength means that 
adaptation to the field has shifted the zero crossing or null in the cone-opponent mechanism to the 
field wavelength. Such a shift is consistent with reciprocal (von Kries) adaptation occurring inde-
pendently in both the M and the L cones. This type of adaptation is plausible given that Weber’s 
law behavior for detection will have been reached on the fairly intense fields used by Thornton and 
Pugh.33 If first-site adaptation had fallen short of the proportionality implied by Weber’s Law, then 
the Sloan notch would not have shifted as far as the homochromatic target wavelength.
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FIGURE 25 Large phase delays in the “luminance” channel. Phase advances of M-cone (green circles) 
or L-cone (red squares) stimuli required to flicker-photometrically null a 656-nm target for observers AS 
(left panels) and DJP (right panels) measured on 658-nm backgrounds of 8.93 (Level 1), 10.16 (Level 2), 
11.18 (Level 3), or 12.50 (Level 4) log10 quanta s–1 deg–2. The M-cone stimuli were alternating pairs of L-cone-
equated 540 and 650 nm targets; and the L-cone stimuli were pairs of M-cone-equated 650- and 550-nm 
targets. The continuous lines are fits of a model in which the L- and M-cone signals are assumed to be the 
resultant of a fast signal (f) and a delayed slow signal (s) of the same or opposite sign. The predominant signals 
at each level are indicated by the wiring diagrams in the central insets (see Ref. 223).
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As noted in Sec. 11.3, the idea that the zero or null point of an opponent second site always cor-
responds to the background field wavelength is due to von Kries adaptation is clearly an oversimpli-
fication. Were that the case, chromatic detection contours measured in cone contrast units would be 
independent of field wavelength, which they clearly are not (see subsection “Detection Contours 
and Field Adaptation” in Sec. 11.5). Similarly, chromatic sensitivity would be independent of field 
chromaticity at intensities at which Weber’s law had been reached, which is also not the case in field 
additivity experiments (see next). In general, if first-site adaptation was precisely inversely propor-
tional to the amount of background excitation, second-site opponent desensitization would play little 
or no role in adaptation to steady fields. It would, of course, still play an important role in contrast 
adaptation; that is, in adaptation to excursions around the mean adapting level.

Field Additivity By using mainly spectral backgrounds (but sometimes with fixed-wavelength aux-
iliary backgrounds), Stiles restricted his measurements to the spectrum locus of color space. Some of 
the most revealing failures of his model, however, occur in the interior volume of color space when 
two spectral backgrounds are added together in different intensity ratios. Given the expectation in 
Stiles’ model that p-mechanisms should behave univariantly, bichromatic field mixtures should raise 
the threshold of a p-mechanism simply in accordance with the total quantum catch generated by 
those fields in that mechanism. For a linear mechanism, the effects of mixed fields, in other words, 
should be additive whenever only a single p-mechanism is involved. However, failures of field addi-
tivity can be subadditive, the mixed fields have less than the expected effect, or superadditive, when 
they have more than the expected effect. Subadditivity is an indication of opponency, and cases of 
subadditivity are thus another way that field experiments provide evidence of opponency.

Arguably the most interesting failures of field additivity occur under conditions that isolate Stiles’ 
S-cone mechanisms, p1 and p3, as illustrated in Fig. 26. On a blue, 476-nm background, the threshold 
for a 425 nm target rises faster than Weber’s law predicts (leftmost data set, dashed vs continuous 
lines), this is superadditivity and is consistent with S-cone saturation.224,225 However, when a yel-
low, 590-nm background is added to the blue background, additivity typically fails. For lower 476-
nm radiances (open circles, dashed vs continuous lines), superadditivity is found again,226 whereas 
for higher 476-nm radiances (open and filled squares, open triangles) subadditivity is found.227,228 
Comparable failures of field additivity are found for the L-cone mechanism or p5,

55,188 but less clearly 
for the M-cone mechanisms or p4.

188,196,229,230

First- and Second-Site Adaptation Pugh and Mollon231 developed a model to account for the 
failures of field additivity and other “anomalies” in the S-cone pathway, which has been influential. 
They assumed that the S-cone signal can be attenuated by gain controls at two sites. Gain at the first 
site is cone-specific, being controlled in the case of p1 and p3 solely by excitation in the S cones. By 
contrast, gain at the cone-opponent second-site is controlled by the net difference between signals 
generated by the S cones and those generated by the two other cone types. Excursions at the second 
site either in the S-cone direction or in the L+M-cone direction reduce the gain of that site, and thus 
attenuate the transmitted S-cone signal. Sensitivity at the second site is assumed to be greatest when 
the S-cone and the L+M-cone signals are balanced. Superadditivity occurs when attenuation at 
the first and second sites work together, for example on a blue spectral background. Subadditivity 
occurs when the addition of a background restores the balance at the second site, for example 
when a yellow background is added to a blue one. The original version of the Pugh and Mollon231 
model is formalized in their Eqs. (1) to (3). Another version of the model in which the second-site 
“gain” is implemented as a bipolar static nonlinearity (see Fig. 6 of Ref. 227) is illustrated in Fig. 27. 
The nonlinearity is a sigmoidal function that compresses the response and thus reduces sensitivity 
if the input is polarized either in the +S or –(L+M) direction or in the L+M or –S direction. 
The presence of a compressive nonlinearity in the output of mechanisms is now generally accepted 
as an important extension of the basic model. Such nonlinearities form a critical piece of mod-
els that aim to account for discrimination as well as detection data (see subsection “Pedestal 
Experiments” in Sec. 11.5).

There is an inconsistency in the Pugh and Mollon scheme for steady-state adaptation. In order 
for first-site adaptation to be consistent with Weber’s law (ΔI/I = constant), sensitivity adjustment is 
assumed to be reciprocal—any increase in background radiance is compensated for by a reciprocal
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decrease in gain. Consequently, the signal that leaves the first site (and potentially reaches the sec-
ond site) should be independent of background radiance (see also “First-Site Adaptation” in Sec. 11.3). 
However, for the Pugh and Mollon model (and comparable models of first- and second-site adaptation)
to work requires that the cone signals reaching the second site continue to grow with background 
radiance. To achieve this in their original model, they decrease the S-cone gain at the second site 
in proportion to the background radiance raised to the power n (where n is 0.71, 0.75, or 0.82 
depending on the subject) rather than in proportion to the background radiance as at the first site 
(n = 1). Thus, the S-cone signal at the input to the second site continues to grow with background 
radiance, even though the signal at the output of the first site is constant. This scheme requires that 
the cone signal at second site somehow bypasses first-site adaptation, perhaps depending on sig-
nals at the border of the field89 or on higher temporal frequency components, which are not subject to 
Weber’s law.52

A now mainly historical issue is how much adaptation occurs at the cone photoreceptors. Although 
some evidence has suggested that relatively little adaptation occurs within photoreceptors until close 
to bleaching levels,232,233 other compelling evidence suggests that significant adaptation occurs at 
much lower levels.46–48 Measures of adaptation in monkey horizontal cells show that light adapta-
tion is well advanced at or before the first synapse in the visual pathway, and begins at levels as low 
as 15 td.234,235 Moreover, psychophysically, local adaptation has been demonstrated to occur with the 
resolution of single cones.236–238 The available evidence supports a receptoral site of cone adaptation.
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FIGURE 26 Field additivity failures. S-cone threshold data replotted from Fig. 1A of 
Pugh and Larimer.228 The data are increment thresholds for a 425 nm, 200-ms duration, 
1° diameter foveal target presented in the centre of 476-nm fields (filled circles and open dia-
monds, left curves), 590-nm fields (filled circles, right curves), and various bichromatic mixtures 
of the two. (A 590-nm field of at least 8.0 log10 quanta s–1 deg–2 was always added to the 476-nm 
field.) In the bichromatic mixture experiments a series of increasingly intense 590-nm fields, the 
intensities of which are indicated along the abscissa on the right, were added to a fixed intensity 
476-nm field, the intensity of which corresponds to the abscissa associated with the dashed 
curve at target threshold radiance values corresponding to the data points at the lowest auxiliary 
background radiances. The shape of solid curves associated with the filled circles and open dia-
monds on the left and with the filled circles on the right is the standard Stiles threshold-versus-
increment (tvi) template shape. The data provide examples of saturation (1), when the threshold 
elevation grows faster than Weber’s law,224,225 subadditivity (2), when the threshold elevation of 
the bichromatic mixture falls short of the additivity prediction,227 and superadditivity (3), when 
the threshold elevation exceeds the additivity prediction.226 Figure design based on Figs. 1A and 
2 of Pugh and Larimer.228 Units of radiance are log quanta sec–1 deg–2.
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Detection Contours and Field Adaptation Stromeyer, Cole, and Kronauer61 measured cone con-
trasts in the L,M-cone plane (the plane defined by the ΔL/L and ΔM/M cone contrast axes, which 
includes chromatic L–M and achromatic L+M excursions) on spectral green, yellow, and red 
adapting backgrounds. Changing background wavelength moved the parallel chromatic contours 
for the detection of 200-ms flashes either outward (reducing sensitivity) or inward (increasing sen-
sitivity). In general, background field wavelength strongly affects chromatic detection with sensitiv-
ity being maximal on yellow fields, declining slightly on green fields, and declining strongly on red 
fields. Since the slopes of the contours in contrast space are unaffected by these changes, the results 
again show that chromatic adaptation does not alter the relative weights of the M- and L-cone 
contrast inputs to the chromatic mechanism, but does change the sensitivity of the chromatically 
opponent second site. These data should be compared with the predictions shown in Fig. 8a. S-cone 
stimulation did not affect the L–M chromatic detection contours.61
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FIGURE 27 Pugh and Mollon cone-opponent model. Version of the Pugh 
and Mollon model231 in which the cone-opponent, second-site desensitization is 
implemented at a bipolar static nonlinearity.227 The nonlinearity is a sigmoidal 
function that compresses the response as the input is polarized either in the 
+S [or –(L+M)] direction or in the L+M or (–S) direction. The effect of the 
nonlinearity can be understood by assuming that the system needs a criterion 
change in response (ΔR) in order for a change in the input to be detected. At 
smaller excursions along the +S direction, a smaller change in the S-cone signal, 
ΔS1, is required to produce the criterion response than the change in signal, ΔS2, 
required at greater excursions. Sensitivity should be greatest when the polariza-
tion is balanced, and the system is in the middle of its response range.
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Figure 28 shows a clear example of the effect of changing the background wavelength of 3000 td 
fields from 525 to 579 to 654 nm from Fig. 4 of Ref. 62. Consistent with Stromeyer, Cole, and 
Kronauer,61 the L–M chromatic detection contours have positive unity slopes, and move outward 
from the origin as the wavelength lengthens to 654 nm.

The relation between these detection contours and spectral sensitivity data is nicely illustrated 
by replotting the spectral sensitivity data as cone contrasts. Figure 17b, shows the spectral sensitivity 
data of Thornton and Pugh107 replotted in cone contrast space by Eskew, McLellan, and Giulianini.89 
The replotted spectral sensitivity data have the same characteristics as the detection contours shown 
in Fig. 28.

Habituation or Contrast Adaptation Experiments The extent of second-site desensitization pro-
duced by steady backgrounds is fundamentally limited by first-site adaptation. A natural extension 
of the field sensitivity method is to temporally modulate the chromaticity or luminance of the back-
ground around a mean level, so partially “bypassing” all but the most rapid effects of first-site adapta-
tion and enhancing the effects of second-site desensitization. Moreover, if the spectral properties of 
the postreceptoral detection mechanisms are known, one mechanism can be selectively desensitized 
by adapting (or habituating) to modulations along a cardinal axis, which are invisible or “silent” to 
the other mechanisms (see Ref. 239 for a review of silent substitution methods and their origins).

In an influential paper, Krauskopf, Williams, and Heeley14 used habituation (the loss of sensitivity 
following prolonged exposure, in this case, to a temporally varying adapting stimulus) to investi-
gate the properties of what they referred to as the “cardinal mechanisms” (see also Ref. 240). They 
used a 50 td, 2° diameter field made up of 632.5-, 514.5-, and 441.6-nm laser primaries. Following 
habituation to 1-Hz sinusoidal modulations (a 30-s initial habituation, then 5-s top-ups between 
test presentations) that were either chromatic (in the L–M, or S directions at equiluminance), or 
achromatic (L+M+S), or intermediate between these three directions, the detection sensitivity for 
Gaussian target pulses (s = 250 ms) was measured in various directions of color space.

0.02–0.02

–0.02

0.02

0.02–0.02

–0.02

0.02

AC GC

654 nm

579 nm

525 nm

FIGURE 28 Second-site desensitization of L−M by steady fields. L–M detection contours in cone contrast 
space for two subjects measured by Chaparro, Stromeyer, Chen, and Kronauer62 on 3000-td fields of 525 nm (green 
circles), 579 nm (yellow squares), and 654 nm (red triangles) replotted from their Fig. 4. ΔM/M is plotted 
along the ordinate and ΔL/L along the abscissa. The straight contours fitted to thresholds have slopes of 1, consis-
tent with detection by an L–M mechanism with equal and opposite L- and M-cone contrast weights. Constant relative 
L- and M-cone weights are a characteristic of von Kries first-site adaptation. The displacement of the contour from the origin 
on the 654 nm field is characteristic of second-site adaptation.
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Figure 29 shows the results for observer DRW. The red circles show the losses of sensitivity and the 
black circles the increase in sensitivity following habituation to stimuli modulated in the directions of 
the orange arrows shown in all panels. These results should be compared with the predictions shown 
in Fig. 11. In their original paper, Krauskopf, Williams, and Heeley14 concluded that their results 
showed that habituation occurred independently along each of the three cardinal mechanism axes: 
L–M, S, and L+M. Thus, the sensitivity losses to habituation along one axis were mainly confined to 
targets modulated along the same axis, whereas the losses to habituation along axes intermediate to the 
cardinal ones involved losses in both mechanisms.

–S

+S

L – MM – L
(a) (b)

(c) (d)

FIGURE 29 Habituation. Data from Fig. 6 of Krauskopf, Williams, and 
Heeley14 plotted in the canonical format shown in Fig. 11. These data are for stimuli 
that silence the L+M mechanism and reveal the properties of the L–M and S–(L+M) 
mechanisms plotted in a color space in which the horizontal axis corresponds to 
stimuli that only stimulate the L–M mechanism and the vertical axis corresponds 
to stimuli that only stimulate the S–(L+M) mechanism (by modulating S). (a) and 
(b) Results for habituation stimuli oriented along the horizontal and vertical axes, 
respectively. (c) and (d) Threshold changes for habituation stimuli along intermedi-
ate directions. The pattern of results is in qualitative agreement with the predictions 
developed in Figs. 9 to 11, and provides evidence for second-site adaptation in two 
opponent-discrimination mechanisms. The red circles plot increases in threshold 
following habituation, whereas the black circles plot cases where threshold was 
slightly decreased, rather than increased, by habituation.
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Three years later, after a more rigorous analysis using Fourier methods, Krauskopf, Williams, 
Mandler, and Brown241 concluded instead that the same data showed that habituation could desen-
sitize multiple “higher-order” mechanisms tuned to intermediate directions in the equiluminant 
plane between the L–M and S cardinal directions. Yet, in terms of the magnitude of the selective 
losses, those along the intermediate axes are very much second-order effects compared with those 
found along the cardinal L–M or S axes. These second-order effects are not particularly compel-
ling evidence for the existence of higher-order mechanisms, because they might also be due to more 
mundane causes, such as the visual distortion of the habituating stimuli or low-level mechanism 
interactions. The strong conclusion that can be drawn from the habituating experiments is that 
selective losses are largest when the habituating stimuli are modulated along the S, L–M, or L+M+S 
cardinal axes. The evidence for higher-order mechanisms along intermediate axes is secondary. Other 
workers have suggested that instead of there being multiple mechanisms, the cardinal mechanisms 
adapt to decorrelate the input signals so that their mechanism vectors rotate.242–244

Noise-Masking Experiments Another field method used to investigate visual mechanisms is the 
introduction of masking noise to raise detection threshold. The spectral properties of the underlying 
mechanisms can then be investigated by varying either the chromaticity and/or luminance of the tar-
get (which, if the noise is held constant, is strictly speaking a test method) or by varying the chroma-
ticity and/or luminance of the noise. As with habituating stimuli, the noise stimuli can be fashioned to 
excite one or other receptoral or postreceptoral mechanism. However, whereas habituation is assumed 
to have little effect at the first site, noise masking can potentially raise thresholds at both the first and 
the second sites. Although it is possible to selectively excite different first-stage cone mechanisms by 
modulating the noise along cone-isolating vectors or to selectively excite different second-stage color-
discrimination mechanisms by modulating the noise along cardinal vectors, each noise stimulus inevi-
tably excites both first- and second-stage mechanisms. As described in section “Sites of Limiting Noise” 
in Sec. 11.3 with respect to internal noise (see Figs. 12 and 13), changing the balance of noise at the 
first and second sites has the potential of rotating the detection contours in color space. Consequently, 
the discovery of detection contours for some noise vectors that do not align with the assumed low-
level mechanism axes does not necessarily imply the existence of high-order mechanisms.

Gegenfurtner and Kiper245 measured thresholds for a 1.2-cpd Gabor patch (s = 0.8° in space and 
170 ms in time) in the presence of noise modulated in different directions around white in the L,M 
plane of DKL space. The target was either modulated in the L–M or L+M+S directions or in an 
intermediate direction along which the target color appeared to change between bright red and dark 
green. For all three directions masking was maximal when the noise was in the target direction, 
and minimal when it was in the orthogonal direction, even if the target direction did not lie along 
a cardinal axis. These findings suggested to the authors that there must be multiple mechanisms, 
some tuned to axes other than the cardinal ones.

The mechanisms derived by Gegenfurtner and Kiper, however, combined cone inputs nonlinearly. 
In a linear mechanism, the effectiveness of the noise should depend on the cosine between the cardi-
nal direction and the noise direction, but Gegenfurtner and Kiper245 found mechanisms that were more 
narrowly tuned. Curiously, when square rather than Gabor patches were used, evidence for multiple 
mechanisms was not found.

The central findings of Gegenfurtner and Kiper have been contradicted in other papers, some of 
which used comparable techniques. Sankeralli and Mullen246 found evidence for only three mecha-
nisms in ΔL/L, ΔM/M, ΔS/S cone contrast space using a 1-cpd semi-Gabor patch (s = 1.4° verti-
cally, and 4° horizontally with sharp edges in space, and s = 170 ms in time). Mechanism tuning was 
found to be linear in cone contrast units with a cosine relationship between the noise effectiveness 
and the angle between the mechanism and noise vectors. Giulianini and Eskew175 working in the 
ΔL/L, ΔM/M cone contrast plane using 200-ms circular Gaussian blobs (s = 1°) or horizontal Gabor 
patches (1 cpd, s = 1°) similarly found evidence for only two mechanisms in that plane. Their results 
were consistent with a linear L–M mechanism with equal cone contrast weights, and a linear L+M 
mechanism with greater L-than M-cone weights.

Some of Giulianini and Eskew’s175 results from their Fig. 5 are shown in Fig. 20, for noise masks in the 
chromatic direction (Fig. 20a and c) and in the M-cone direction (Fig. 20b and d). Their interpretation 
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of the data is shown by the solid contours in Fig. 20a and b. Their model is consistent with detection by 
two mechanisms with roughly constant L–M contours across the two noise directions, but L+M con-
tours that rotate slightly away from the M-cone axis in the presence of M-cone noise. However, as our 
elliptical fits in Fig. 20c and d show, other interpretations of their data are also plausible; most of the 
data in the presence of chromatic and M-cone noise can be described by ellipses, but the major axes 
of the ellipses do not align with the noise directions.

Subsequently, Eskew, Newton, and Giulianini179 extended these measurements to include S-cone 
modulations in the equiluminant plane, and again found no evidence for higher-order mecha-
nisms in detection or near-threshold discrimination tasks. Some of their results are shown in Fig. 21. 
These data seem more consistent with a rounded parallelogram than an ellipse. All three studies 
just described, in contradiction to Gegenfurtner and Kiper,245 found that the directions at which 
noise masking was maximal more closely aligned with the expected mechanism directions than with 
the noise directions. However, see also Hansen and Gegenfurtner.247

In a related study, D’Zmura and Knoblauch248 did find evidence for multiple mechanisms within 
the equiluminant plane of DKL space. They used “sectored” noise made up of noise centered on 
the signal direction combined with noise of various strengths in the orthogonal direction. Contrast 
thresholds for “yellow,” “orange,” “red,” and “violet” signals (s = 2.4° in space and 160 ms in time) 
were independent of the strength of the orthogonal noise, which suggests the existence of linear 
broad-band mechanisms tuned to each of the signal directions (for which the orthogonal direction 
is a null direction). Like Gegenfurtner and Kiper245 multiple mechanisms were found, but they were 
broadly rather than narrowly tuned. D’Zmura and Knoblauch248 argued that narrow tuning can result 
from off-axis looking in which subjects switch among multiple linear broad-band detection channels 
to reduce the noise and maximize the detectability of the signal.

An important caveat about D’Zmura and Knoblauch’s experiments is that they used the 1924 
V(l) function to equate luminance (see p. 3118 of Ref. 248). Because V(l) substantially underesti-
mates luminous efficiency at short wavelengths, modulations of their blue phosphor will produce a 
luminance signal in their nominally equiluminant plane, which could complicate the interpretation 
of their results. For example, nominally S-cone modulations might have superimposed and cancelling 
L+M modulations, and some signal directions might be luminance-detected (and therefore artifactu-
ally independent of chromatic noise in the orthogonal direction). Nonetheless, Monaci et al.249 using 
a related technique, but a better definition of luminous efficiency, came to the same conclusion.

Most recently, Giulianini and Eskew250 used noise masking to investigate the properties of the S–(L+M)
mechanism, and, in particular, whether or not the mechanism responds linearly to noises in different 
directions of cone contrast space. Though the effects of noise on the L–M mechanism are linear, for 
both polarities of the S–(L+M) mechanism (i.e., for +S and –S detection) its effects are nonlinear.250

Chromatic Discrimination

Basic Experiments Chromatic discrimination is the ability to distinguish the difference between 
two test lights that differ in chromaticity. The prototypical set of chromatic discrimination data are 
the discrimination ellipses of MacAdam251 originally plotted as CIE x,y chromaticity coordinates, and 
thus in a color space that is not especially conducive to understanding the underlying mecha-
nisms. These ellipses were determined from the variability of repeated color matches made at 25 
different reference chromaticities in the CIE color space. Le Grand252 reanalyzed MacAdam’s data and 
found that much of the variability between the ellipses could be accounted for by considering vari-
ability along the tritan (S) dimension and along the cone-opponent (L–M) dimension. Interpretation 
of MacAdam’s data is complicated by the fact that each ellipse was measured for a different state of 
adaptation, namely that determined by the mean match whose variability was being assessed.

Boynton and Kambe253 made a series of discrimination measurements in the equiluminant plane 
along the important S and L–M color directions. They found that discrimination along the S axis 
depended on only S-cone excitation level; specifically that ΔS/S+S0 = constant, where S is the back-
ground excitation and S0 is an “eigengrau” or “darklight” term. At high S-cone excitation levels, as 
S0 becomes less significant, Weber’s law holds (i.e., ΔS/S is approximately constant).254–256 A similar 
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conclusion was reached by Rodieck257 in his reanalysis of MacAdam’s251 data (see Figs. XXIII-10 and 
XXIII-11 of Ref. 257). When plotted in a normalized cone excitation diagram, chromaticity ellipses for 
individual subjects have similar shapes regardless of the reference chromaticity.258

Chromatic Discrimination Near Detection Threshold Under conditions that isolate the chromatic 
mechanisms, near-threshold lights can be indistinguishable over fairly extended spectral or chroma-
ticity ranges. On a white background using 0.75° diameter, 500-ms duration test discs, Mullen and 
Kulikowski197 found that there were four indistinguishable wavelength ranges that corresponded to the 
threshold lights appearing orange (above 585 nm), pale yellow (566–585 nm), green (c. 490– 566 nm), 
and blue (c. 456–490 nm), and that there was weaker evidence for a fifth range that appeared violet 
(< c. 456 nm). Importantly, too, these boundaries were independent of the wavelength differences 
between pairs of lights, which suggests that each mechanism is univariant. These results suggest the 
existence of four or five distinct unipolar mechanisms at threshold.197 Unlike the bipolar mecha-
nisms (L–M) and S–(L+M), a unipolar mechanism responds with only positive sign. The bipolar 
(L–M) mechanism, for example, may be thought of as consisting of two unipolar mechanisms 
|L–M| and |M–L|, each of which is half-wave rectified (see “Unipolar versus Bipolar Chromatic 
Mechanisms” in Sec. 11.6).

Eskew, Newton, and Giulianini179 looked at discrimination between near-threshold Gabor patches 
modulated in various directions in the equiluminant plane. Noise masking was used to desensitize the 
more sensitive L–M mechanism and thus reveal more of the S-cone mechanism, and perhaps higher-
order mechanisms. Despite the presence of noise they found evidence for only four color regions 
within which lights were indiscriminable. These regions corresponded to detection by the four poles 
of the classical cone-opponent mechanisms |L–M|, |M–L|, |S–(L+M)|, and |(L+M)–S|. Some of their 
results are shown in Fig. 21. The four colors shown in the three outer arcs of the figure correspond 
to the four regions within which lights were indiscriminable. The data in each semicircular polar 
plot (filled squares) show the discriminability of a given chromatic vector from the standard vector 
shown by the arrow. The open circles are model predictions (see legend). There is no evidence here for 
higher-order color mechanisms. In a later abstract, Eskew, Wang, and Richters259 reported evidence 
also from threshold level discrimination measurements for a fifth unipolar mechanism, which from 
hue-scaling measurements they identified as generating a “purple” hue percept (with the other four 
mechanisms generating blue, green, yellow, and red percepts).

Thus, the work of both Mullen and Kulikowski197 and Eskew et al.179,259 may be consistent with five 
threshold-level color mechanisms. By contrast, Krauskopf et al.241 found evidence for multiple mecha-
nisms. They measured the detection and discrimination of lights that were 90° apart in the equilumi-
nant DKL plane and modulated either along cardinal or intermediate axes. No difference was found 
between data from the cardinal and noncardinal axes, which should not be the case if only cardinal 
mechanisms mediate discrimination. The authors argued that stimuli 90° apart modulated along the 
two cardinal axes should always be discriminable at threshold, because they are always detected by 
different cardinal mechanisms. In contrast, stimuli 90° apart modulated along intermediate axes will 
only be discriminable if they are detected by different cardinal mechanisms, which will not always be 
the case. Care is required with arguments of this sort, because angles between stimuli are not preserved 
across color space transformations (i.e., they depend on the choice of axes for the space and also on 
the scaling of the axes relative to each). More secure are conclusions based on an explicit model of the 
detection and discrimination process. Note that this caveat applies not just here but also to many stud-
ies that rely on intuitions about the angular spacing of stimuli relative to each other.

Clearly, colors that are substantially suprathreshold and stimulate more than one color mechanism 
should be distinguishable. However, the range of suprathreshold univariance can be surprisingly 
large. Calkins, Thornton, and Pugh111 made chromatic discrimination and detection measurements 
in the red-green range from 530 to 670 nm both at threshold and at levels up to 8 times threshold. 
Measurements were made with single trough-to-trough periods of a 2-Hz raised-cosine presented 
on a yellow field of 6700 td and 578 nm. The observers’ responses were functionally monochro-
matic either for wavelengths below the Sloan notch (between 530 and 560 nm) or for wavelengths 
above the Sloan notch (between 600 and 670 nm); that is, any two wavelengths within each range were 
indistinguishable at some relative intensity. The action spectra for indiscriminability above threshold 
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and for detection at threshold were consistent with an L–M opponent mechanism. Discrimination 
for pairs of wavelengths either side of the Sloan notch was very good, and between stimuli near the 
notch and stimuli further away from the notch was also good. The good discriminability near the 
notch is consistent with a diminution of |L–M| as the signals become balanced and with the intrusion 
of another mechanism, which between 575 and 610 nm has a spectral sensitivity comparable with the 
photopic luminosity function [although whether or not this corresponds to luminance or the L+M 
lobe of S–(L+M) is unclear]. For full details, see Ref. 111.

The results reviewed in this section are especially important because they suggest that each color 
mechanism is not only univariant, but behaves like a “labeled line.” As Calkins et al. note on their 
p. 2365 “Phenomenologically speaking, the discrimination judgments [in the monochromatic regions] 
are based upon variation in perceptual brightness.”

Pedestal Experiments Discrimination experiments, sometimes called “pedestal experiments” can 
be used to investigate the properties of mechanisms over a range of contrasts both above and below 
the normal detection threshold. In a typical pedestal experiment, an observer is presented with two 
identical but brief “pedestal” stimuli, separated either in space or in time, upon one of which a test 
stimulus is superimposed. The observer’s task is to discriminate in which spatial or temporal inter-
val the test stimulus occurred. By presenting the test and pedestal stimuli to the same mechanism 
(sometimes called the “uncrossed” condition), it is possible to investigate the properties of chro-
matic and luminance mechanisms separately. By presenting the test and pedestal stimuli to different 
mechanisms (sometimes called the “crossed” condition), it is possible to investigate interactions 
between them. The presentation of the pedestals causes a rapid shift away from the mean adapting 
state. The transient signals produced by these shifts will be affected by instantaneous or rapid adap-
tation mechanisms, such as changes in the response that depend on static transducer functions, but 
not by more sluggish adaptation mechanisms.

When pedestal and test stimuli are both uncrossed and of the same sign, the discrimination of the 
test stimulus typically follows a “dipper” function as the pedestal contrast is increased. As the ped-
estal contrast is raised from below its contrast threshold, the threshold for detecting the test stimu-
lus falls by a factor of about two or three, reaching a minimum just above the pedestal threshold, 
after which further increases in pedestal contrast hurts the detection of the test.260–265 Facilitation has 
been explained by supposing there is a transducer (input-output) function that accelerates at lower 
contrasts, thus causing the difference in output generated by the pedestal and test-plus-pedestal to 
increase with pedestal contrast (e.g., Refs. 263, 266). Alternatively, it has been explained by supposing 
that the pedestal, because it is a copy of the test, reduces detection uncertainty.267 The dipper function 
is found both for uncrossed luminance and uncrossed chromatic stimuli, and has similar characteris-
tics for the two mechanisms.169,268,269 When pedestals and test stimuli are uncrossed but of the opposite
sign, increases in pedestal contrast first raise threshold—consistent with subthreshold cancellation 
between the pedestal and test. As the pedestal approaches its own threshold, however, discrimination 
threshold abruptly decreases, after which further increases in pedestal contrast hurt detection of the 
test for both uncrossed luminance and uncrossed chromatic conditions.169 The increase followed by 
decrease in threshold has been referred to as a “bumper” function.270 The dipper and bumper func-
tions found under uncrossed conditions show clear evidence of subthreshold summation or cancel-
lation. Figure 30a shows examples of the dipper (upper right and lower left quadrants) and bumper 
functions (upper left and lower right quadrants) for uncrossed L–M chromatic pedestals and targets 
from Cole, Stromeyer, and Kronauer.169

Presenting the pedestals and test stimuli to different mechanisms in the crossed conditions is a 
potentially powerful way of investigating how the luminance and chromatic mechanisms interact. 
For example, if the two mechanisms interact before the hypothesized accelerating transducer, then 
the crossed and uncrossed dipper and bumper functions should be comparable and should also show 
evidence for subthreshold interactions. If the chromatic and luminance mechanisms are largely inde-
pendent until later stages of visual processing, then subthreshold effects should be absent, but given 
the uncertainty model suprathreshold facilitation might still be expected.

The results obtained with crossed test and pedestal stimuli, however, remain somewhat equivocal. 
Luminance square-wave gratings or spots have been shown to facilitate chromatic discrimination.194,271 
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FIGURE 30 Pedestal effects. (a) Detection of chromatic L–M tests on 
chromatic L–M pedestals. As indicated by the icons in each quadrant, the 
data points are the thresholds for detecting red chromatic targets (red circles)
on either red (upper right quadrant) or green (upper left quadrant) chro-
matic pedestals, or for detecting green chromatic targets (green squares) on 
either red (lower right quadrant) or green (lower left quadrant) pedestals.
The diamonds show the thresholds for detecting the red (red diamond)
or green (green diamond) chromatic pedestals alone. The dashed lines show 
predictions that the discrimination of the presence of the test depends only 
on the intensity of the test plus the pedestal (which implies that pedestal alone 
is ineffectual). (b) Detection of chromatic L–M tests on achromatic L+M 
pedestals. As indicated by the icons, the data are the thresholds for detecting 
red chromatic targets (red inverted triangles) on incremental (upper right 
quadrant) or decremental (upper left quadrant) luminance pedestals, or for 
detecting green chromatic targets (green triangles) on incremental (lower 
right quadrant) or decremental (lower left quadrant) luminance pedestals.
The diamonds show the thresholds for detecting the incremental (open diamond)
or decremental (filled diamond) luminance pedestals alone. (Data replotted 
from Figs. 4 and 5 of Cole, Stromeyer, and Kronauer.169 Design of the figure based 
on Fig. 18.10 of Eskew, McLellan, and Giulianini.89)
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Using sine-wave gratings, De Valois and Switkes265 and Switkes, Bradley, and De Valois268 found that 
crossed facilitation and masking was asymmetric: for luminance pedestals and chromatic tests they 
found facilitation and no masking, but for chromatic pedestals and luminance tests they found no 
facilitation and strong masking. This curious asymmetry has not always been replicated in subsequent 
measurements. Using spots, Cole, Stromeyer, and Kronauer169 obtained equivalent results for crossed 
luminance pedestals and chromatic tests and for crossed chromatic pedestals and luminance tests. 
They found in both cases that increasing the contrast of the crossed pedestal had little effect on test 
threshold until the pedestal approached or exceeded its own threshold by a factor of two or more, and 
that further increases in pedestal contrast had little or no masking effect.169 Figure 30b shows examples 
of their crossed luminance and chromatic results. Similarly, Mullen, and Losada269 found facilitation 
for both types of crossed pedestals and tests when the pedestal was suprathreshold, but unlike Cole, 
Stromeyer, and Kronauer169 they found crossed masking for higher pedestal contrasts. Chen, Foley, 
and Brainard,272 however, obtained results that were more consistent with De Valois and Switkes265 
and Switkes, Bradley, and De Valois.268 They used spatial Gabors (1 cpd, 1° standard deviation) with a 
Gaussian temporal presentation (40-ms standard deviation, 160-ms total duration), and investigated 
the effects of targets and pedestals presented in various directions of color space. They found masking 
for all target-pedestal pairs and facilitation for most target-pedestal pairs. The exceptions were that 
(1) equiluminant pedestals did not facilitate luminance targets, and (2) tritan (blue/yellow) pedestals 
facilitated only tritan targets.

So, what does all this mean? The fact that the crossed facilitation, when it is found, occurs 
mostly with suprathreshold pedestals169,268,269 suggests that the interaction occurs after the stages 
that limit the thresholds in the chromatic and luminance mechanisms. This is surprising, given that 
center-surround L–M neurons respond to both chromatic and luminance gratings (see subsection 
“Multiplexing Chromatic and Achromatic Signals” in Sec. 11.5). This early independence is sup-
ported by findings with gratings that the crossed facilitation is independent of the spatial phase of 
the gratings.268,269 However, the facilitation is not found with crossed dichoptic pedestals and tests. 
The finding that crossed facilitation survives if the luminance pedestal is replaced with a thin ring169 
suggests that it might be due to uncertainty reduction. However, yes-no psychometric functions and 
receiver operating characteristics show clearly that the facilitation of chromatic detection by lumi-
nance contours is inconsistent with the uncertainty model.177 To explain their results, Chen, Foley, 
and Brainard273 presented a model made up of three postreceptoral channels with separate excit-
atory inputs (producing facilitation), but each with divisive inhibition aggregated from all channels 
(producing masking).

Krauskopf and Gegenfurtner255 performed a series of experiments in which chromatic discrimina-
tion was measured after an abrupt change in chromaticity away from an equal-energy-white adapting 
light (see also Refs. 274, 275). The change in chromaticity was effected by simultaneously presenting 
four 36-min diameter discs for 1 s. Three of the discs were of the same chromaticity, but the fourth 
was slightly offset from the others. The observer’s task was to identify which disc was different. 
The task can be thought of as the presentation of three stimuli defined by a “pedestal” color vector 
from the white point with the fourth stimulus being defined by the vector sum of the pedestal 
vector plus a “test” vector.89 The experiments were carried out in the DKL equiluminant plane at a 
luminance of 37 cd/m2. The discrimination of a test vector along one of the cardinal axes was found 
to deteriorate if the pedestal vector was along the same axis, but was relatively unaffected if the ped-
estal vector was along the other axis. Color discrimination, therefore, depended primarily on the 
L–M and S–(L+M) mechanisms nominally isolated by modulations along the cardinal axes.255 A more 
detailed determination of the shapes of chromatic discrimination ellipses for pedestal and test vectors 
along 16 color directions was also consistent with discrimination being determined by the cardinal 
mechanisms, but there was also evidence for another mechanism orientated along a blue-green to 
orange axis, from 135 to 315° in the DKL space.255 This might reflect the existence of a higher-level 
mechanism, but it might also be consistent with other explanations. Maintaining the phosphors at 
37 cd/m2 [a photometric measure defined by the discredited CIE V(l) function that underes-
timates luminous efficiency in the blue and violet] results in modulation of the blue phosphor 
at nominal “equiluminance” producing a luminance (L+M) axis close to the blue-green axis. The 
effect of such a signal is hard to predict, but could affect the sensitivity of the S–(L+M) mechanism by 
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11.62  VISION AND VISION OPTICS

cancelling S, or it could be detected by L+M. Another possibility is that the evidence for an additional 
mechanism might instead reflect a small S-cone contribution to L–M, which would rotate the L–M 
mechanism axis.89

Color Appearance and Color Opponency

When viewed in isolation (i.e., in the “aperture” mode), monochromatic lights have characteristic 
color appearances. Across the visible spectrum hues vary from violet through blue, blue-green or 
cyan, green, yellow-green, yellow, orange, and red.276 Yet, however compelling these colors might 
seem, they are private perceptions. Consequently, to investigate them, we must move away from the 
safer and more objective psychophysical realms of color matching, color detection, and color dis-
crimination, and rely instead on observers’ introspections about their perceptual experiences (see 
Ref. 277 for a related discussion of “Class A” and “Class B” observations). Experiments that depend 
upon introspection are an anathema to some psychophysicists, yet they represent one of the few 
methods of gaining insights into how color is processed beyond the early stages of the visual system. 
As long as the limitations of the techniques are recognized, such experiments can be revealing. In 
addition, it is of interest to understand color appearance per se, and to do so requires the use of sub-
jective methods in which observers report their experience.

Physiological measurements of the spectral properties of neurons in the retina and LGN are gen-
erally inconsistent with the spectral properties of color-appearance mechanisms, which suggests that 
color appearance is likely to be determined by cortical processes (see, e.g., Ref. 18). Relative to the 
input at the photoreceptors, the relevant neural signals that eventually determine color appearance 
will have undergone several transformations, likely to be both linear and nonlinear, before they reach 
the cortex. Despite this many models of color appearance are based on the assumption that appear-
ance can be accounted for by mechanisms that linearly combine cone inputs (see Sec. 11.4). As we 
will see later, this is at best an approximation, at least for some aspects of color appearance. One 
reason for the failures of linearity may be that the suprathreshold test stimuli used to probe appear-
ance are often adapting stimuli that intrude significantly on the measurements. That is, unlike in 
detection experiments where near-threshold tests can reasonably be assumed not to perturb the 
adapted state of the visual system very much, nonlinear adaptive processes cannot be ignored even 
for nominally steady-state color-appearance measurements, except perhaps under some contrived 
experimental conditions (see subsection “Linearity of Color-Opponent Mechanisms” in Sec. 11.5).

Opponent-Colors Theory Color appearance is often conceptualized in terms of Hering’s opponent- 
color theory; that is, in terms of the perceptual opposition of red and green (R/G), blue and yellow 
(B/Y), and dark and light. In many versions of the model, the opponent mechanisms are assumed, 
either explicitly or implicitly, to combine their inputs from cones in a linear fashion.11,12,18,19,29,76,278–282 
Stage 3 of Fig. 4 represents a version of the linear model derived by the simple combinations of 
cone-opponent mechanisms (see subsection “Three-Stage Zone Models” in Sec. 11.6 for details).

The assumption of linearity constrains and simplifies the predicted properties of the color-opponent 
mechanisms. For example, under this assumption each opponent mechanism is completely charac-
terized by its spectral response. As a function of wavelength, the R/G opponent mechanism responds 
R at both short and long wavelengths, corresponding to the red constituent in the appearance of 
both short- and long-wavelength lights, and responds G at middle wavelengths. The B/Y mechanism 
responds B at shorter wavelengths and Y at longer wavelengths. Each response (R, G, Y, or B) is uni-
variant, and the responses of opposed poles (R vs. G, and B vs. Y) are mutually exclusive. The colors of 
lights detected solely by the same pole of a given mechanism cannot be distinguished at threshold, but 
lights detected by different poles can. In the model, color appearance depends on the relative outputs 
of the color-opponent appearance mechanisms. The individual mechanisms signal one opponent 
color or the other (e.g., redness or greenness) in different strengths, or a null.

The wavelength at which the opponent response of a mechanism changes polarity is a zero cross-
ing for that mechanism, at which its response falls to zero. These zero crossings correspond to the 
unique hues. Unique blue and yellow are the two zero crossings for the R/G mechanism, and unique 
green and red are the two zero crossings for the Y/B mechanism. Unique red does not appear in plots 
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of valence against wavelength because it is extra-spectral (i.e., it has no monochromatic metamer and 
can only be produced by a mixture of spectral lights). Another extra-spectral color is white, which 
corresponds to an “equilibrium color” for both the R/G and B/Y mechanisms. A property of opponent- 
color mechanisms is that both the R/G and the Y/B mechanisms do not respond to a suitably chosen 
broadband white stimulus (such as an equal energy white). Thus, the sum of the outputs of the posi-
tive and negative lobes of each mechanism in response to such stimuli should be zero.

Tests of the assumptions of linearity of opponent-colors mechanisms are discussed below (see 
subsection “Linearity of Color-Opponent Mechanisms” in Sec. 11.5). See also Hurvich283 for more 
details of opponent colors theory.

Spectral Properties of Color-Opponent Mechanisms Several techniques have been used to inves-
tigate the spectral properties of the color-opponent mechanisms. Most rely on the assumption that 
opponent-color mechanisms can be nulled or silenced by lights or combinations of lights that bal-
ance opposing sensations. The null may be achieved experimentally by equating two lights so that 
their combination appears to be in equilibrium (see section “Appearance Test Measurements and 
Opponency” in Sec. 11.4). A closely related alternative is to find single spectral lights that appear 
to be in equilibrium for a particular mechanism (e.g., that appear neither red nor green, or neither 
blue nor yellow). Another related technique is hue scaling, in which lights are scaled according to 
how blue, green, yellow, or red they appear. Thus, lights that are rated 100 percent blue, green, yel-
low, or red are equilibrium or unique hues.

Hue scaling Despite the variety of color terms that could be used to describe the colors of lights, 
observers require only four—red, yellow, green, and blue—to describe most aspects of color 
appearance.6,7 Other colors such as orange can be described as reddish-yellow, cyan as bluish-green, 
purple as reddish-blue, and so on. The need for just four color terms is consistent with opponent-
colors theory. By asking observers to scale how blue, green, yellow, and blue spectral lights appear, 
hue scaling can be used to estimate the spectral response curves of the opponent mechanisms.21,284–286 
A cyan, for example, might be described as 50-percent green, 50-percent blue, and an orange as 60-
percent red and 40-percent yellow. Figure 31 shows hue scaling data obtained by De Valois et al.,21 
who instead of using spectral lights used equiluminant modulations in DKL space, the implications 
of which are discussed below. Hue-scaling results have been reported to be consistent with hue-
cancellation valence functions,286 but inconsistencies have also been reported.287

Color-opponent response or valence functions As introduced in section “Appearance Test 
Measurements and Opponency,” the phenomenological color-opponency theory of Hering6 was 
given a more quantitative basis by the hue-cancellation technique.279,280,288 Jameson and Hurvich
(see Fig. 14 for some of their data) determined the amount of particular standard lights that had to 
be added to a spectral test light in order to cancel the perception of either redness, greenness, blue-
ness, or yellowness that was apparent in the test light, and so produced “valence” functions. Figure 32 
shows additional R/G valence data from Ingling and Tsou12 and B/Y valence data from Werner 
and Wooten.286 Individual lobes of the curves show the amounts of red, green, blue, or yellow light 
required to cancel the perception of its opposing color in the test light. The zero crossings are the 
“unique” colors of blue, green, and yellow.

These types of judgments are, of course, highly subjective because the observer must abstract a par-
ticular color quality from color sensations that vary in more than one perceptual dimension. In valence 
settings, the color of the lights at equilibrium depends on the wavelength of the spectral test light. Lights 
that are in red/green equilibrium vary along a blue-achromatic-yellow color dimension, while those in 
yellow/blue equilibrium vary along a red-achromatic-green color dimension. To reduce the need for 
the observer to decide when a light is close enough to the neutral point to accept the adjustment, some 
authors have used techniques in which the observer judges simply whether a presented light appears, 
for example, reddish or greenish, to establish the neutral points of each mechanism.289

Unique hues and equilibrium colors The equilibrium points of the R/G color opponent mecha-
nism correspond to the unique blue and unique yellow hues that appear neither red nor green, 
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whereas those of the B/Y mechanism correspond to the unique green and unique red hues that 
appear neither blue nor yellow. These hues are “unique” in the sense that they appear phenomeno-
logically unmixed.290

Measurements of the spectral positions of the unique hues have been made in several studies.281,290–296 
Kuehni297 provides a useful summary of the unique hue settings from 10 relatively recent studies. For 
unique yellow, the mean and standard deviation after weighting by the number of observers in each 
study are 577.8 and 2.9 nm, respectively; for unique green, 527.2 and 14.9 nm; and for unique blue, 
476.8 and 5.2 nm. Studies that generate colors either on monitors22,289,298 or in print,299,300 and there-
fore use desaturated, nonspectral colors, are not necessarily comparable with the results obtained 
using spectral lights, since perceived hue depends upon saturation.301 The mean unique yellow, green, 
and blue wavelengths taken from Table of Kuehni297 excluding those obtained by extrapolation from 
desaturated, nonspectral equilibrium lights are 576.3, 514.8, and 478.0 nm, respectively. Although 
unique hues show sizable individual differences, the settings within observers are generally quite 
precise.302,303 Dimmick and Hubbard290 review historical estimates.

Dimmick and Hubbard290 reported, nearly 70 years ago, that unique blue and yellow and unique 
red and green are not complementaries (see also Ref. 304). By extending unique hue settings to include 
nonspectral colors it is possible to determine the equilibrium vectors of the opponent mechanisms in 
two dimensions or the equilibrium planes in three dimensions. Valberg305 determined unique blues, 
greens, yellows, and reds as a function of saturation. Although not commented on in the original 
paper, two important features of his results were that (1) the unique red and green vectors plotted 

Pe
rc

en
t 

co
lo

r 
n

am
e

0

20

40

60

80

100

RDeV

+ S M – L L – M– S

Color vector (deg)

0 90 180 270 360 450
0

20

40

60

80

100

KDeV

FIGURE 31 Hue scaling. Data replotted from Fig. 3 (Observers: 
RDeV and KDeV) of De Valois, De Valois, Switkes, and Mahon.21 The 
data show the percentage of times that a stimulus with a given color 
vector in the equiluminant plane of DKL space was called red (red 
lines), yellow (yellow lines), green (green lines), or blue (blue lines). 
The vertical lines indicate the cardinal axes at 90/450° (+S), 180° 
(M–L), 270° (–S), and 0/360° (L–M). With the exception perhaps 
of the red function for RDeV, the other hue naming functions do not 
align with the cardinal axes.
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in a CIE x,y chromaticity diagram were not colinear, and (2) unique yellow and blue vectors, though 
continuous through the white point, were slightly curved. Burns et al.16 in a comparable experiment 
confirmed that the unique green and red vectors were not colinear, and that the unique blue vector 
was curved, but found that the unique yellow and green vectors were roughly straight.

Chichilnisky and Wandell289 located equilibrium boundary planes by presenting stimuli varying in 
both intensity and chromaticity on various backgrounds, and then asking subjects to classify them 
into red-green, blue-yellow, and white-black opponent-color categories. They found that the opponent- 
color classification boundaries were not coplanar. Wuerger, Atkinson, and Cropper22 determined the 
null planes for the four unique hues using a hue-selection task in which subjects selected the equilib-
rium hue from an array of colors. They concluded that unique green and unique red planes in a space 
defined by the color monitor phosphors were not coplanar, consistent with the previous findings, but 
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FIGURE 32 Color valence data. (a) R/G valence data (red 
circles) replotted from Fig. 2A of Ingling, Russell, Rea, and Tsou.314 
(b) B/Y valence data for observers AW (dark blue triangles), JF (purple 
inverted triangles) and LK (light blue squares) replotted from Fig. 9 
of Werner and Wooten.286 The continuous lines are the spectral sensi-
tivity predictions of Stage 3 of the Müller-zone model outlined in the 
text (see section “Three-Stage Zone Models” in Sec. 11.6). Each set of 
valence data has been scaled to best fit the spectral sensitivity predic-
tions. For comparison, the spectral sensitivity predictions of the model 
proposed by De Valois and De Valois18 are also shown as dashed lines, in 
each case scaled to best fit the Müller-zone model predictions.
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that unique blue and unique yellow could form a single plane. However, they did not try to fit their 
data with curved surfaces, as might be suggested by previous work.

In summary, unique red and green are not colinear in two-dimensional color space or coplanar in 
three, and the unique blue “vector” or “plane” is curved. As we discuss below, failures of colinearity or 
coplanarity imply that either a bipolar color-opponent mechanism is not a single mechanism or it is 
a single but nonlinear mechanism, while curved vectors and planes imply failures of additivity within 
single mechanisms.

Linearity of Color-Opponent Mechanisms

Tests of linearity For the spectral sensitivities of color-opponent mechanisms to be generalizable 
implicitly or explicitly, the color-opponent mechanisms must be linear and additive. This assump-
tion is made in many accounts of zero crossings and/or in descriptions of valence functions as linear 
combinations of the cone fundamentals.11,18,19,24,29,76,278,279,306–308

Larimer, Krantz, and Cicerone307,309 specifically tested whether the equilibrium colors behaved 
additively under dark adapted conditions. They tested two predictions of additivity: (1) that equilib-
rium colors should be intensity-invariant (the so-called “scalar invariance law”), and (2) that mix-
tures of equilibrium hues should also be in equilibrium (“the additivity law”). Another consequence 
of these predictions is that the chromatic response or valence function should be a linear combination 
of the cone fundamentals.75 For R/G opponency, Larimer, Krantz, and Cicerone307 found that the 
spectral position of the blue and yellow equilibrium hues were intensity-invariant over a range of 1 
to 2 log units, and that mixtures of red/green equilibrium hues remained in red/green equilibrium. 
These results suggest that R/G color opponency is additive. Additivity for the R/G mechanism has 
also been reported in other studies310,311 and is consistent with the R/G valence functions being linear 
combinations of the cone spectral sensitivities.12,286,312

Several studies, however, suggest that linearity fails for the R/G mechanism. The curvilinear 
unique blue vector16,305 implies that mixtures of lights that individually appear unique blue and 
therefore in R/G equilibrium will not be in equilibrium when they are mixed—as is required 
for additivity. Similarly, the nonplanar red-green color categories289 also imply failures of additivity. 
Ayama, Kaiser, and Nakatsue313 carried out an additivity test for red valence and found that while 
additivity was found for some pairs of wavelength within separate R valence lobes (400 paired 
with 440 nm and 610 paired with 680 nm) failures were found between lobes (400 paired with
680 nm) for 3 out of 4 observers. Ingling et al.314 found that the short-wavelength shape of the R valence 
lobe was dependent on the technique used to measure it. If the redness of the violet light was 
assessed by matching rather than by cancellation, the estimate of redness was as much as 30 times 
less. Ingling, Barley, and Ghani287 analyzed previous R/G hue cancellation and hue-scaling data and 
found them to be inconsistent with the linear model.

By contrast, most evidence suggests that the B/Y color-opponent mechanism is nonlinear. 
Larimer, Krantz, and Cicerone309 found that equilibrium green was approximately intensity-invariant, 
but that equilibrium red was not, becoming more bluish-red as the target intensity was increased. 
Moreover, although mixtures of B/Y equilibrium hues remained in equilibrium as their overall inten-
sity changed, the equilibria showed an intensity-dependence. Other results also suggest that B/Y 
color opponency is nonlinear. The unique green and red vectors are not colinear in two dimensions 
of color space16,305 and the unique green and unique red planes are not coplanar.22,289 These failures of 
colinearity and coplanarity suggest that the B and the Y valence function have different spectral sensi-
tivities, but the same neutral or balance point. The failure of additivity is consistent with the fact that 
the B/Y valence functions cannot be described by a linear combination of the cone fundamentals; 
instead some form of nonlinearity must be introduced.286,309 Elzinga and de Weert315 found failures of 
intensity-invariance for equilibrium mixtures and attributed the failures to a nonlinear (power) trans-
form of the S-cone input. Ayama and Ikeda316 found additivity failures for combinations of several 
wavelength pairs. Ingling, Barley, and Ghani287 found that previous B/Y hue cancellation and hue-
scaling data were inconsistent with the linear model. Knoblauch and Shevell317 found that the B/Y 
nonlinearity might be related to the signs of the cone signals changing with luminance.
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Interestingly, the B/Y mechanism behaves linearly in protanopes and deuteranopes, which sug-
gests that the nonlinearity might depend in some way on L–M.318,319

Why linearity? This question of whether color-opponent mechanisms are linear or nonlinear was 
originally formulated when it was still considered plausible that cone signals somehow fed directly 
into color-opponent channels without modification. Given our current knowledge of receptoral 
adaptation and postreceptoral circuitry, that hope now seems somewhat optimistic. Receptoral 
adaptation is an essentially nonlinear process, so that unless the adaptive states of all three cone 
types are held approximately constant (or they somehow change together as perhaps in the case of 
invariant hues), linearity will fail.

Tests that have found linearity have used elaborate experimental strategies to avoid the effects 
of adaptation. Larimer, Krantz, and Cicerone,307,309 for example, used dark-adapted conditions and 
presented the stimuli for only 1 second once every 21 seconds. This protracted procedure succeeded 
in achieving additivity in the case of the red/green equilibrium experiments but not in the case of the 
blue/yellow ones.

It would be a mistake to conclude from results like these that color opponency and color appear-
ance are, in general, additive with respect to the cone inputs. Experiments like those of Larimer, 
Krantz, and Cicerone307,309 demonstrate additivity, but only under very specific conditions. While the 
results are important, because they provide information about the properties of the “isolated” postre-
ceptoral mechanisms, they are not necessarily relevant to natural viewing conditions under which the 
mechanisms may well behave nonlinearly with respect to the cone inputs.

Bezold-Brücke Effect and Invariant Hues Hue depends upon light intensity. Although a linear 
explanation of such hue changes has been suggested (see, e.g., Fig. 4 on p.74 of Hurvich283), it now 
seems clear that these changes reflect underlying nonlinearities in the visual response. These non-
linearities arise in part because the cone outputs are nonlinear functions of intensity, but they may 
also reflect inherent nonlinearities within the color-appearance mechanisms themselves and the way 
in which they combine cone signals. The dependence of hue on intensity is revealed clearly by the 
Bezold-Brücke effect,320,321 which is illustrated in Fig. 33 using prototypical data from Purdy.322 As the 
intensity of a spectral light is increased, those with wavelengths shorter than 500-nm shift in appear-
ance toward that of an invariant blue hue of approximately 474 nm, while those with wavelengths 
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FIGURE 33 Bezold-Brücke effect. Data replotted from 
Fig. 1 of Purdy322 illustrating the changes in apparent hue 
as the light level increases, a phenomenon known as the 
Bezold-Brücke hue shift. The graph shows the change in the 
wavelength of a 100-td target from that of the 1000-td target 
required to match the hue of the 1000-td target plotted as a 
function of the wavelength of the more intense target.
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11.68  VISION AND VISION OPTICS

longer than about 520 nm shift in appearance toward that of the invariant yellow of approximately 
571 nm. Intermediate spectral colors shift to an invariant green of approximately 506 nm.

The invariant hues are usually assumed to coincide with the unique hues of color-opponent 
theory,283 yet when the coincidence is tested, small discrepancies are found in some284,322,323 but not 
all307,309 studies (see also Ref. 296). Although invariant hues are often interpreted as being the zero 
crossings of cone-opponent mechanisms,136 they are also consistent with models that incorporate just 
receptor adaptation.323,324 As Vos323 pointed out, if hue invariance and unique hues reflect different 
underlying processes, their approximate agreement may serve an important purpose.

Color Appearance and Chromatic Adaptation In the Bezold-Brücke effect, the level of adaptation 
is varied by increasing or decreasing the intensity of spectral lights of fixed wavelength. Under such 
conditions, as noted in the previous section, the appearances of some wavelengths are invariant with 
intensity. If, however, the state of chromatic adaptation is varied by superimposing the spectral lights 
on a chromatic background, their color appearance will change. In general, the appearances of targets 
superimposed on an adapting background move away from the appearance of the adapting wave-
length. Thus, a target that appears yellow when viewed alone will appear reddish if superimposed 
on a middle-wavelength adapting background or greenish if superimposed on a long-wavelength
one.325–327 Similarly, the appearance of a superimposed target of the same wavelength as the adapt-
ing background will move toward the appearance of the equilibrium yellow hue. Indeed, on intense 
adapting fields of 560, 580, and 600 nm, Thornton and Pugh107 showed that the spectral position of 
equilibrium yellow for a superimposed target coincided with the adapting field wavelength. However, 
this agreement breaks down on longer wavelength fields. Long-wavelength flashes presented on long-
wavelength fields appear red, not equilibrium yellow.65,328,329

Historically, changes in color appearance with adaptation were thought to be consistent with 
von Kries adaptation,330 in which the gain of each photoreceptor is attenuated in proportion to 
the background adaptation. However, von Kries adaptation cannot completely account for the 
changes in color appearance77,331–333 (but see Ref. 334). In particular, asymmetric color matches, 
in which targets presented on different adapting backgrounds are adjusted to match in hue, do 
not survive proportional changes in overall intensity—as they should if the von Kries coefficient 
law holds.335

Jameson and Hurvich336 proposed that the adapting field alters color appearance in two ways. 
First, by changing the cone sensitivities in accordance with von Kries adaptation, and second by an 
additive contribution to the appearance of the incremental mixture. For example, a red background 
tends to make an incremental target appear greener because it selectively adapts the L- cones, but it 
also tends to make it appear redder because it adds to the target. Color-appearance models of this sort 
remain in vogue (see Ref. 337). Figure 15 shows a case where a model with both gain control at the 
cones and an additive term accounts for much but not all of the variance in an asymmetric matching 
data set.

The details of this two-stage theory have been contentious, despite the fact that all authors are 
in essential agreement that much of the effect of the background is removed from the admixed back-
ground and test. Walraven,325,338 using 1.5° diameter targets superimposed on 7° diameter backgrounds, 
determined the equilibrium mixtures of incremental 540 and 660 nm targets on various 660 nm back-
grounds. He found that the equilibria were consistent with von Kries adaptation produced by the 
background, but that the color appearance of the background was completely discounted, so that 
it made no additive contribution to the appearance of the incremental target. By contrast, Shevell, 
using thin annuli or transiently presented 150-ms targets that were contiguous with the back-
ground, found that the background is not discounted completely and instead makes a small addi-
tive contribution to the target.326,327,339 Walraven338 suggested that Shevell’s results reflected the fact that 
his conditions hindered the easy separation of the incremental target from the background. Yet, later 
workers came to similar conclusions as Shevell.340–342 However, although the background is not entirely 
discounted, its additive contribution to color appearance is much less than would be expected from 
its physical admixture.327,343 Thus, a discounting mechanism must be playing some role. Indeed, the 
failure of complete discounting is small compared to the magnitude of the additive term, so that the 
failure is very much a second-order effect.
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Color Appearance and Chromatic Detection and Discrimination Several attempts have been 
made to link explicitly the cone-opponent effects evident in field sensitivity and field adaptation 
detection experiments with changes in color appearance measured under the same conditions.

On a white, xenon field, Thornton and Pugh164 showed that the L–M cone-opponent detection 
implied by the Sloan notch is consistent with the suprathreshold color opponency implied by red-
green hue equilibria. Thus, the wavelength of the notch, which is assumed to occur when the L–M 
cone-opponent signals are equal, coincided with an R/G equilibrium hue. A comparable conver-
gence was found for 430- and 570-nm mixtures and the suprathreshold yellow-blue equilibrium 
locus.

S-cone thresholds on bichromatic mixtures of spectral blue and yellow fields are subadditive 
(see Fig. 26). According to the Pugh and Mollon231 cone-opponent model, the greatest sensitization 
should occur when the opposing signals at the second site are in balance; that is, when the S- and 
L+M-cone signals are equal and opposite. In an attempt to link these cone-opponent effects to the 
color opponency of Hering, two groups have suggested that the background mixture that yields 
the lowest threshold, which is therefore the balance point of the cone-opponent at the second site, 
should also be the mixture that is in blue-yellow equilibrium (i.e., the mixture that appears neither 
yellow nor blue).

Pugh and Larimer228 investigated the detection sensitivity of p1/p3 on field mixtures that appeared to 
be in yellow-blue equilibrium. They reasoned that if such mixtures are also null stimuli for the cone-
opponent S–(L+M) second site, then detection sensitivity should depend only on first-site adaptation. 
Their results were consistent with their hypothesis, since field mixtures in yellow-blue equilibrium 
never produced superadditivity, a characteristic assumed to be due to second-site adaptation (see 
“Field Additivity” in Sec. 11.5). However, Polden and Mollon227 looked specifically at the relation-
ship between the maximum sensitization and the contribution of the longer wavelength com-
ponent of the field mixture and found that it approximately followed a V(l) spectral sensitivity. By 
contrast, the comparable equilibrium hue settings for long-wavelength fields fell much more steeply 
with wavelength for fields longer than 590 nm, implying that different underlying spectral sensitivi-
ties operate in the two cases. 

Rinner and Gegenfurtner344 looked at the time course of adaptation for color appearance and 
discrimination and identified three processes with half lives of less than 10 ms, 40 to 70 ms, and 20 s. 
The slow and intermediate adaptation processes were common to color appearance and discrimina-
tion, but the fast process affected only color appearance. However, in an extensive study, Hillis and 
Brainard78 compared the effects of chromatic adaptation on color discrimination and asymmetric 
color matching. Pedestal discrimination measurements made as a function of pedestal intensity on 
five different chromatic backgrounds were used to estimate the response-intensity curves on each 
background. These response-intensity curves were then used to predict pairs of light that should 
match on different pairs of backgrounds. The agreement they found between the predicted asym-
metric matches and measured ones suggests that color appearance and discriminability on different 
uniform backgrounds are controlled by the same underlying mechanism.78 A follow-up study reached 
the same conclusion about the effect of habituation on “unstructured” spatiotemporal contrast,82 
although this study did not probe performance with test stimuli likely to tap purported higher-order 
chromatic mechanisms.

Overall, the results of these experiments are somewhat equivocal, but the majority of experiments 
find some correspondence between the effects of adaptation on color detection and discrimination 
on the one hand, and its effects on color appearance on the other. Given, however, that the discrimi-
nation and appearance processes have very different spectral sensitivities, this correspondence must 
break down under some conditions of chromatic adaptation, at least if the signals that control the 
adaptation of mechanisms depend strongly on the output of those same mechanisms. Of note here is 
that Hillis and Brainard did find clear dissociations of the effect of adaptation on discrimination and 
on appearance when the stimuli contained sufficient spatial structure to be perceived as illuminated 
surfaces.345 Elucidation of the nature of this dissociation awaits further investigation.

Color Appearance and Habituation The results of Webster and Mollon32,79 were used as an example 
in subsection “Appearance Field Measurements and Second-Site Adaptation” in Sec. 11.4. Briefly, they 
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11.70  VISION AND VISION OPTICS

found that contrast adaptation produced changes in appearance that were selective for the habituating 
axis whether that axis was in the equiluminant plane or not. This finding is a potentially important 
difference between the effects of habituation on color appearance and its effects on detection, 
since only the appearance data provides clear evidence for higher-order mechanisms that are sen-
sitive to both chromatic and luminance modulations. The detection data measured after habitua-
tion suggest that the chromatic and luminance mechanisms behave independently.241 Determining 
conclusively whether this comparison across studies reflects a dissociation between habituation 
effects on thresholds and appearance, or instead represents a difference between the processing of 
near-threshold and suprathreshold test stimuli, could be resolved by applying the logic developed by 
Hillis and Brainard78,82 to data collected for the full set of stimulus conditions studied by Webster and 
Mollon.32,79

Webster and Mollon32,79 suggested two models that might account for their data. In the first, they 
replaced the three color mechanisms tuned to the three cardinal directions of color space with many 
mechanisms with tuning that varied according to a Gaussian distribution around each of the three 
cardinal directions. They found that they could account for the individual data by varying the stan-
dard deviations of the Gaussian distributions. In the second, they assumed that there were just three 
mechanisms, but that their tuning could be modified by adaptation. With adaptation, inhibition was 
assumed to build up between the mechanisms to decorrelate the input signals and reduce redundancy 
(see also Refs. 242–244). These models can also be applied to chromatic detection data.

Luminance and Brightness Brightness matching functions are broader than luminous efficiency 
functions measured using techniques such as HFP or MDB that produce additive results (see subsection 
“Sensitivity to Spectral Lights” in Sec. 11.5) and are thought to measure the sensitivity of the lumi-
nance channel.115,118,122,346

Figure 34 shows examples of a brightness matching function measured by direct brightness 
matching (red line) and luminous efficiency measured by flicker photometry (black line) replotted 
from Wagner and Boynton.122 The brightness matching function is relatively more sensitive in the 
blue and orange spectral regions and slightly less sensitive in the yellow. These differences are usually 
attributed to a chromatic contribution to brightness but not to luminance.11,122,347
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FIGURE 34 Luminous efficiency and brightness. Mean 
matching data for three subjects replotted from Figs. 6
and 8 of Wagner and Boynton122 obtained either using flicker 
photometry (black line) or using direct brightness matching 
(red line). The discrepancies are consistent with a chromatic 
contribution to brightness matching but not to flicker photo-
metric matching.120,122
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Mechanisms of Color Constancy

The literature on mechanisms of color appearance is closely tied to a phenomenon known as “color 
constancy.” The need for color constancy stems from two observations. First, our normal use of color 
appearance is to associate colors with objects. Second, the stimulus reflected to the eye from a fixed 
object depends not only on the object’s intrinsic reflectance properties but also on the spectrum of 
the illumination. When the illuminant changes, so does the spectrum of the reflected light. If the 
visual system did not compensate for this change to stabilize the appearance of objects, it would not 
be possible to use color appearance as a reliable guide to object properties.

Empirically, color constancy is studied in much the same way as color appearance, using tech-
niques of asymmetric matching, hue cancellation, or hue scaling. Papers published under the rubric 
of color constancy, however, have tended to employ stimulus conditions designed to model scenes 
consisting of illuminated objects and to emphasize context changes induced by manipulating the 
illuminant, rather than the simpler test-stimuli-on-background configurations favored for working 
out mechanistic accounts of color appearance.348–353 The evidence supports the empirical generaliza-
tion that when the illuminant is varied in a manner typical of the variations that occur in the natural 
environment, the visual system adapts to compensate for the physical change in reflected light, and 
thus to stabilize color appearance. That is, constancy in the face of naturally occurring illumination 
changes is good.352,353 At the same time, it is important to note that constancy is not perfect: objects 
do not appear exactly the same across illumination changes. Moreover, other scene manipulations, 
such as those that change the reflectance of objects near the one of interest, also affect color appear-
ance, even in rich scenes.354 Figure 1 shows examples of this latter type of effect for simple stimulus 
configurations; these may be regarded as failures of constancy. Several recent reviews treat empirical 
studies of color constancy in more detail.355–357

Considerable theoretical attention has been devoted to modeling human color constancy. Much 
of this work is in the computational tradition, in which the theorist starts not with experimental data 
but rather by asking how constancy could in principle be achieved (or approximated), given the infor-
mation about object reflectance properties that is available in the retinal image.358–363

With a few exceptions, work in the computational tradition does not connect explicitly with the 
mechanistic account of processing that we have developed in this chapter. Rather the work seeks to eluci-
date the sources of information in an image that could contribute to constancy. This is then used both to 
guide experiments354 as well as in models whose purpose is to explicitly predict color appearance.364–367

A particular promise of this approach is that it generalizes naturally as scene complexity increases, 
allowing (for example) predictions of the effects of manipulations in complex three-dimensional scenes 
using the principles developed for simpler scene configurations.368–370

A limitation of computational models is that they do not, in and of themselves, provide much 
insight about how neural mechanisms might act to provide constancy. Not surprisingly, then, 
there is also an important line of theoretical work that attempts to understand constancy in terms 
of the action of the first- and second-site mechanisms of adaptation that we have reviewed in this 
chapter.

Land’s retinex theory371–374 may be understood as a computational model that incorporates first-
site cone-specific gain control to stabilize the representation of object color. Several authors have 
shown that for natural illuminant changes, such first-site gain control provides excellent, although 
not perfect, compensation for the effect of illumination changes on the light reflected from natural 
objects as long as the gains are set correctly for the scene illumination.375–378 Moreover, asymmetric 
matching data from experiments conducted using rich, naturalistic stimuli are well fit by postulat-
ing first-site gain control.352 Webster and Mollon379 (see also Ref. 380) extended this general line of 
thinking by showing that following first-site cone-specific adaptation with a second-site process that 
is sensitive to image contrast can improve the degree of compensation for the physical effect of illu-
minant changes. As we have reviewed in subsections “Appearance Field Measurements and Second 
Site Adaptation” in Sec. 11.4 and “Color Appearance and Habituation” in Sec. 11.5, it has also been 
established that contrast adaptation affects color appearance,32,79,379,381 which provides a connection 
between human performance and the observation that contrast adaptation can help achieve color 
constancy.

Bass_v3ch11_p001-104.indd 11.71 8/21/09 6:50:12 PM

DO
 N

OT
 D

UP
LI

CA
TE



11.72  VISION AND VISION OPTICS

A number of authors382–384 have emphasized that it is clarifying, in the context of understanding 
constancy and more generally adaptation, to distinguish two questions. First, what parameters of 
visual processing (e.g., first-site gains, subtractive terms, second-site gains) are affected by contextual 
factors. That is, what can adapt? Second, what are the particular contextual features that act to set 
each of the adaptable parameters? Our understanding of these aspects is less developed. For example, 
it is not obvious how theories based on data obtained with spatially uniform adapting fields should 
be generalized to predict the adapted state for image contexts that have rich spatial and temporal 
structure. Simple hypotheses for generalization include the idea that a weighted average of the cone 
coordinates of the image might play the role of the uniform field, as might the most luminous image 
region. Ideas of this sort are implicit, for example, in Land’s retinex theory. Explicit tests of hypotheses 
of this nature for rich scenes, however, have not revealed simple scene statistics sufficient to predict 
the visual system’s state of adaptation.354 Indeed, understanding what image statistics are used by 
the visual system to achieve constancy, and connecting the extraction of these statistics explicitly to 
mechanistic sites of adaptation is a primary focus of current research on constancy. In this regard, the 
computational work may provide critical guidance, as at the heart of each computational theory is an 
analysis of where in the retinal image the most valuable information about the illumination may be 
found. Zaidi385 and Golz and MacLeod,386 for example, translate analyses of image statistics that carry 
information about the illuminant into mechanistic terms.

Color and Contours

In the natural world, differently colored regions are usually delimited by contours across which 
there is also a luminance difference. If the luminance difference is removed, the contour becomes 
indistinct, and it becomes more difficult to discriminate the chromatic differences between the 
two regions. For example, Boynton, Hayhoe, and MacLeod387 showed that color discrimination is 
severely impaired if the difference between two regions is dependent on only the S cones, and Eskew 
and Boynton388 showed that the contour remains indistinct even for chromaticity differences up to 
twice threshold. For two regions separated by a border defined by S cones (i.e., if the regions are 
tritan pairs), “melting” of the border389 and “chromatic diffusion” between the regions388 have been 
reported.

Figure 35a shows two examples of chromatic regions filling in an area bordered by a luminance 
contour. These are versions of the “Boynton illusion” (see p. 287 of Ref. 15 and http://www.yorku.
ca/eye/boynton.htm). The yellow areas, which are discriminated from the white background mainly 
by S cones, appear to fill-in the black borders as you move further away from the figure. The filling-in 
illustrates the tendency of luminance contours to constrain the spatial extent of signals mediated 
by the chromatic pathways.

Figure 35b shows four examples of a related illusion, which is known as the watercolor illusion or 
effect.390–392 If an area is delineated by a darker outer chromatic contour flanked by a brighter inner 
chromatic contour, then the brighter color spreads faintly into the inner area.393 This faint coloration 
resembles a “watercolor” wash.

The “Gap” Effect and Luminance Pedestals The gap effect is a well-known phenomenon described 
by Boynton, Hayhoe, and MacLeod.387 A small gap introduced between two juxtaposed test fields 
improves their discriminability if the fields differ only in S-cone excitation, impairs it if they differ 
only in luminance, and can result in a small improvement if they differ only in L- and M-cone 
excitation at constant luminance (i.e., in L–M excitation).387,394 The small gap that separates the tritan 
pair and improves discriminability can be produced either by a luminance difference or by an 
L–M chromatic difference.395

The improvement in chromatic discriminability caused by gaps can be related to the improve-
ment in chromatic sensitivity when a luminance pedestal or contour is coincident with the chromatic 
stimulus169,177,194,269,271,272—the so-called “crossed” pedestal facilitation described above (see subsection 
“Pedestal Experiments” in Sec. 11.5). Moreover, as also noted above, the crossed facilitation survives 
if the luminance pedestal is replaced by a thin ring169 (see also Ref. 177). Montag394 compared the gap 

Bass_v3ch11_p001-104.indd 11.72 8/21/09 6:50:13 PM

DO
 N

OT
 D

UP
LI

CA
TE



COLOR VISION MECHANISMS  11.73

FIGURE 35 Boynton and watercolor illusions. (a) Two examples of the Boynton illusion. 
In the left picture, a star-shaped black outline is superimposed on a circular yellow area, while 
in the right picture a circular black outline is superimposed on a star-shaped yellow area. As 
you move away from the picture, the yellow areas appear to fill the black outlines. These are 
variations of an illusion attributed to Robert M. Boynton by Peter Kaiser, see: http://www.yorku.
ca/eye/boynton.htm. (b) Four examples of the watercolor illusion.390–392 Each square is outlined 
by a pair of juxtaposed sinuous contours. The similar colors of the inner contour of each larger 
square and the outer contour of each smaller square fill in the intervening space with a faint color 
(which looks like a watercolor wash). Inspired by a version of the watercolor illusion designed by 
Akiyoshi Kitaoka, see: http://www.psy.ritsumei.ac.jp/~akitaoka/watercolorillusionsamples.jpg.
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effect with facilitation produced by adding thin lines of the same orientation to gratings at half-cycle 
intervals. He found that the detection of S-cone gratings was facilitated by placing dark lines at the 
midpoints between the peaks and troughs of the gratings (i.e., where the luminance of the grating 
is equal to the mean luminance of the stimulus—zero crossings of the spatially varying factor in the 
stimulus), but that the facilitation declined to zero as the lines were moved toward the peaks and 
troughs. A comparable but smaller effect was found for equiluminant L- and M-cone modulated 
gratings, while the detection of luminance gratings was always impaired. Montag suggested that the 
gap effect and pedestal enhancement may be complementary effects.394 Indeed, Gowdy, Stromeyer, 
and Kronauer396 reported that the facilitation of L–M detection by luminance pedestals is mark-
edly enhanced if the luminance grating is square-wave rather than sinusoidal. They argued that 
the square-wave produces an abrupt border across which the L–M mechanism is somehow able to 
compare chromatic differences.

Color Appearance and Stabilized Borders The importance of contours on color appearance is 
made clear in experiments in which the retinal image is partially or wholly stabilized. When the 
retinal image is wholly stabilized, the color and brightness of the stimulus fades until it is no longer 
seen.397 The color appearance of partially stabilized images in which stabilized and unstabilized 
borders are combined can be entirely independent of the local quantal absorptions. Krauskopf398 
found that when the border between a disc and a surrounding annulus is stabilized, and the outer 
border of the annulus unstabilized, the disc “disappears” and its color is filled in by the color of the 
annulus. When, for example, the border between a green, 529-nm annulus, and an orange, 640-nm 
disc, is stabilized, the disc appears green. These changes are not restricted to the stabilized disc. 
Unstabilized targets presented on stabilized discs also change their color appearance as the color of 
the disc fills in to the color of the annulus.399 For example, if the annulus is yellow and the stabilized 
disc is either red or green, both discs fill in to take on the yellow color of the annulus. Unstabilized 
yellow targets presented in the center of the stabilized discs, however, take on the color appearance 
complementary to actual color of the disc, so that the yellow target on a green disc appears red, and 
the yellow target on a red disc appears green. Such changes are consistent with the local contrast 
signals at the target edges determining the filled-in appearance of the yellow target (see Experiment 
4 of Ref. 400).

It has also been reported that stabilized boundaries can produce colors that appear reddish-green 
and yellowish-blue, and so violate the predictions of the opponent-colors theory that opposed colors 
(red and green, or yellow and blue) cannot be perceived simultaneously. These “forbidden colors” 
were produced by presenting two vertical stripes side-by-side, with their common border stabilized, 
but their outer borders unstabilized. When the juxtaposed stripes were red and green, most observers 
reported that the merged stripes appeared reddish-green or greenish-red, and when the stripes were 
blue and yellow most observers reported that they appeared bluish-yellow401 (see Experiment 3 of 
Ref. 400). Forbidden colors were also reported by some subjects in another study, but only when the 
stripes were equiluminant.402

The results obtained using stabilized and unstabilized borders add to the view that color appear-
ance need not be a local retinal phenomenon. A crucial question, then, is whether the changes in 
color appearance caused by image stabilization also influence phenomena that are ostensibly more 
low-level, and thus more likely to be local, such as detection. Two experiments have addressed this 
question. Nerger, Piantanida, and Larimer403 found that when a red disk was surrounded by a yellow 
annulus, stabilizing the edge between the two fields on the retina caused the yellow to fill in, making 
the disk appear yellow too. This filling-in affected the color appearance of small tests added to the 
disk, but it did not affect their increment threshold. The results for S-cone flicker detection, some-
what surprisingly, suggest that filling-in can change S-cone flicker sensitivity. Previously, Wisowaty 
and Boynton,404 using flickering tritan pairs to isolate the S-cone response, had found that yellow 
background adaptation reduces the S-cone modulation sensitivity compared to no background adap-
tation. Piantanida405 showed that the reduction in S-cone flicker sensitivity caused by a yellow field 
could also be caused by a dark field that only appeared yellow because its outer border with a yellow 
annulus was stabilized. In a related experiment, Piantanida and Larimer,400 compared S-cone modu-
lation sensitivities on yellow and green fields, and found that the S-cone modulation sensitivity was 
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lower on the yellow field. Again, this sensitivity difference depended upon the field appearance rather 
than upon its spectral content. Thus, the reduced sensitivity was found not only on the yellow field 
but also on a green field that appeared yellow because its border with a surrounding yellow annulus 
was stabilized. Similarly, the increased sensitivity was found not only on the green field but also on a 
yellow field that appeared green because its border with a surrounding green annulus was stabilized. 
The differences between studies may indicate that different sites of limiting noise act to limit detection 
in the different tasks.

Contours and Aftereffects Daw406 showed that the saliency of colored after-images depended upon 
the presence of an aligned monochrome image. Thus, adaptation to a colored image produces a 
clear afterimage if the after-image is aligned with a monochrome image with the same contours, but 
produces a poor after-image if the two are misaligned. Figure 36 demonstrates this effect.

+

++

+

FIGURE 36 Color and contour. Four different images of a fruit stall are shown. The full color image (top left) has been 
decomposed into its chromatic (bottom left) and luminance components (bottom right). The image on the top right is the 
complementary or inverse of the chromatic image. Notice that the details of the image are much better preserved in the luminance 
image than in the chromatic image. The chromatic information, although important for object discrimination and identification, 
is secondary to the perception of form. Color fills-in the picture delineated by the luminance information. This can be demon-
strated by fixating the cross in the center of the complementary chromatic image (top right) for several seconds, and then diverting 
your gaze quickly to the cross in the center of the luminance image (bottom right). You should see a correctly colored version of 
the picture. Notice that if you shift your gaze slightly, so that the after-image no longer aligns precisely with the luminance image, 
the color disappears. You can also try adapting to the chromatic image (bottom left) and repeating the experiment. The effects 
are stronger with projected CRT versions of the images and successive presentation, which can be seen at http://www.cvrl.org.
Color scene after Fig. 1.14A of Sharpe et al.477 from an original by Minolta Corp. A version of this aftereffect demonstration was 
first described in 1962 by Nigel Daw.406 Other examples of this illusion along with instructions about how to produce comparable 
images can be found at: http ://www.johnsadowski.com/color_illusion_tutorial.html.
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Impressive demonstrations of the influence of contours on after-images have recently been pro-
duced by van Lier and Vergeer407 and van Lier, Vergeer, and Anstis.408 Their demonstrations show 
that colored stimuli can produce different after-image colors at the same retinal location, depending on 
the positioning of contours presented with the after-image. In one version, observers adapt to a plaid 
pattern made up of blue, green, orange, and purple squares, and then view, together with the after-
image, either horizontal or vertical contours aligned with the borders of the squares. The color of 
the after-image changes with the orientation of the contours, because the “mean” after-image along 
the horizontal rows and along the vertical columns is different, thanks to the arrangement of the 
adapting squares in the plaid. The demonstration can be seen at: http://www-psy.ucsd.edu/~sanstis/
SAai.html.

McCollough Effect The McCollough effect is a well-known orientation-contingent color after-
effect.409 After prolonged viewing of colored “adapting” gratings of, say, vertical or horizontal 
orientation, neutral, black-and-white test gratings of the same orientation take on the compli-
mentary hue of the adapting grating. For example, following adaptation to red horizontal and 
green vertical gratings, horizontal and vertical black-and-white gratings appear, respectively, 
slightly greenish and reddish (see Fig. 37).

The McCollough effect can persist undiminished for many days provided that test gratings are not 
viewed.410 This prolonged effect is distinct from colored afterimages, such as the effect demonstrated 
in the previous subsection, which decline relatively quickly. Vul, Krizay, and MacLeod411 have recently 
identified two processes in the generation of the McCollough effect. The first process behaves like a leaky 
integrator, and produces an effect that declines exponentially with a time constant of roughly 30 s. The 
second process behaves like a perfect integrator, and produces an effect that shows no decay.411 Several 
lines of evidence suggest that the McCollough effect is generated relatively early in the visual pathway. 
First, the McCollough effect exhibits little interocular transfer.409,412,413 Second, it can by produced by 
alternating red-striped and green-striped adapting patterns at rates as high as 50 Hz, frequencies at 
which the colored patterns cannot be consciously perceived.414 Third, it is dependent on the spectral 
content of the inducing stimuli, not their color appearance.415 These findings suggest that the “adapta-
tion” has an effect that occurs at a relatively early visual site that precedes binocularity, is able to respond 
high-frequency flicker, and retains some veridical information about the spectral content of lights. 
However, the contingency of the McCollough effect on grating orientation suggests that the site cannot 
be earlier than primary visual cortex, V1, where orientation selectivity is first clearly established.416,417

There is an extensive literature on the McCollough effect (e.g., Refs. 418–423).

Multiplexing Chromatic and Achromatic Signals Information about color and contour may be 
transmitted—at least in part—by the same postreceptoral pathways. The ways in which these mixed 
signals are demultiplexed may give rise to some of the color and border phenomena described in 
the previous subsections. The evidence for the color-luminance multiplexing comes mainly from 
knowledge of the spatial properties of neuronal receptive fields in the early visual pathway. Cone-
opponent, center-surround mechanisms that are also spatially opponent encode not only 
chromatic information, which is dependent upon the difference between the spectral sensitivities of 
their center and surround, but also “achromatic” information, which is dependent on the sum of 
their spectral sensitivities. For color, the center and surround behave synergistically producing 
a low-pass response to spatial variations in chromaticity, but for luminance they behave antagonis-
tically producing a more band-pass response to spatial variations in luminance.149–151 This type of 
multiplexing can, in principle, apply to any mechanism that is both chromatically and spatially oppo-
nent, but it is most often considered in the context of P-cells or midget ganglion cells, which make 
up as much as 80 percent of the primate ganglion cell population.424 These cells are chromatically 
opponent with opposed L- and M-cone inputs,36 but also respond to spatial differences in lumi-
nance.425,426 In the fovea, they may be chromatically opponent simply by virtue of having single L- or 
M-cone centers 427,428 and mixed surrounds.429–431 How segregated the L- and M-cone inputs are to 
P-cell surrounds and to P-cell centers in the periphery remains controversial.432–440

The multiplexing of color and luminance signals may just be an unwanted and unused artifact of 
having both spatial and chromatic opponency in P-cells. Indeed, Rodieck441 has argued that the L–M 

Bass_v3ch11_p001-104.indd 11.76 8/21/09 6:50:17 PM

DO
 N

OT
 D

UP
LI

CA
TE



COLOR VISION MECHANISMS  11.77

opponent system is mediated instead by a population of so-called Type II cells with coincident centers 
and surrounds, which are chromatically but not spatially opponent. For the multiplexing of color 
and luminance signals in cells with concentric center-surrounds to be unambiguously useful to later 
visual stages, the signals must be decoded. Several decoding strategies have been suggested, most 
of which depend on the chromatic signal being spatially low-pass filtered by the center-surround 
interaction, and the luminance signal being spatially band-pass filtered. Because of this filtering, sig-
nals between adjacent mechanisms will, in general, change slowly if the signals are chromatic and 
rapidly if they are achromatic. Thus, the chromatic and luminance signals can be decoded by spatially 

(a)

(b)

FIGURE 37 McCollough effect. View the upper 
colored image (a) for several minutes letting your gaze 
fall on different colored areas for several seconds at a 
time. Look next at the lower monochrome image (b).
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11.78  VISION AND VISION OPTICS

low-pass or band-pass filtering, respectively, across adjacent mechanisms.149,150 In such a scheme, 
low spatial-frequency luminance information and high spatial-frequency chromatic (edge) informa-
tion is lost. The high-frequency luminance or edge information can be used both in “filling-in” the 
low spatial frequency luminance information, and to define missing chromatic edges. Several well-
known visual illusions, such as the Craik-O’Brien-Cornsweet illusion (see Ref. 442), are consistent 
with filling-in, while others, such as the Boynton illusion (see Fig. 35a), are consistent with luminance 
edges defining chromatic borders.

Simple mechanisms for decoding the luminance and chromatic signals that difference or sum 
center-surround chromatically opponent neurons have been proposed.153,443–445 Such mechanisms are, 
in fact, mathematically related to decoding using matched spatial filters.445 In one version, spatially 
superimposed opponent cells with different cone inputs are either summed or differenced.153 The 
band-pass luminance signal is decoded by summing +Lc–Ms and +Mc–Ls to give +(L+M)c–(L+M)s 
and by summing –Mc+Ls and –Lc+Ms to give –(L+M)c+(L+M)s, both of which are also bandpass and, 
in principle, achromatic (where c = center, s = surround). The low-pass chromatic signal is decoded 
by differencing +Lc–Ms and –Mc+Ls to give (+L–M)c,s and by differencing –Lc+Ms and +Mc–Ls to 
give (+M–L)c,s, both of which have spatially coincident centers and surrounds. These combination 
schemes are illustrated in Fig. 38. As Kingdom and Mullen446 point out, superimposed centers with 

+L

–M

(a)

(b)

(c)

(d)

+M

–L

–L

+M

–M
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+L+M

–L–M

+

–

–L

+M

–M

+L

–L–M

+L+M

+

+L

–M

+M

–L

–

+M–L

+L–M

FIGURE 38 Double-duty L–M center-surround 
opponency. Achromatic and chromatic information can be 
demultiplexed from LM-cone-opponent center-surround 
mechanisms by summing or differencing different types of 
mechanisms. Spatially opponent On and Off center achro-
matic mechanisms can be produced by summing, respectively, 
either (a) L and M On-center mechanisms, or (b) L and M 
Off-center mechanisms. Spatially nonopponent L–M and
M–L chromatic mechanisms can be produced by differenc-
ing, respectively, either (c) L and M On-center mechanisms, or 
(d) L and M Off-center mechanisms. See Fig. 24 of Lennie and 
D’Zmura478 and Fig. 2 of Kingdom and Mullen.446
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different cone inputs must be spatially offset, simply because two cones cannot occupy the same 
space. They found that such offsets produce significant crosstalk between the decoded luminance and 
chromatic outputs. However, this problem is mitigated somewhat by the blurring of the image by the 
eye’s optics, and, in the case of chromatic detection, by neural blurring (see Fig. 7 of Ref. 200).

In another version of the decoding mechanism, De Valois and De Valois18 added S-cone inputs to 
generate spectral sensitivities more consistent with opponent-colors theory (see subsection “Spectral 
Properties of Color-Opponent Mechanisms” in Sec. 11.5). Billock,445 by contrast, opposed P-cells of the 
same sign in both the center and surround, thus directly generating double-opponent cells. This 
can be achieved by differencing (e.g., +L–M in the center differenced from +L–M in the surround) or 
by summing (e.g., +L–M in the center summed with –L+M in the surround).

The importance of multiplexing in spatially and chromatically opponent mechanisms, and, in par-
ticular, in P-cells, remains controversial. Clearly, the P-cells, which make up 80 percent of the gan-
glion cells and have small receptive fields, must be important for spatial, achromatic vision, but 
their importance for color vision, while likely, is not yet firmly established. Speculative arguments 
have been based on the phylogenetically recent duplication of the M/L-cone photopigment gene, 
which is thought to have occurred about 30 to 40 million years ago after the divergence of Old and 
New World primates.447 The typical argument is that the color opponency in P-cells is parasitic on an 
“ancient” system that before the duplication detected only luminance contrast.448 However, this raises 
the possibility that the “decoding” of color information might be done simply to remove it and so 
improve image fidelity rather than to provide a color signal.

Many psychophysical experiments have attempted to elucidate the properties of the P-cells by 
employing equiluminant stimuli.449 The idea is that these stimuli silence the M-cells and thus reveal 
the properties of the P-cells. If we accept this logic, there is still, of course, an important limitation 
to these experiments: they do not, by their design, provide any information about how the P-cells 
respond to luminance modulation. Thus, these experiments can provide only a partial characteriza-
tion of the P-cells’ response.

11.6 CONCLUSIONS

In Sections 11.3 and 11.4, we introduced basic mechanistic models for color discrimination and 
color appearance. Section 11.5 reviewed evidence that both supports the basic model and indicates 
areas where it is deficient. Here we summarize what we see as the current state of mechanistic mod-
els of color vision.

Low-Level and Higher-Order Color-Discrimination 
Mechanisms

Test methods provide clear evidence for the existence of three low-level “cardinal” postreceptoral 
mechanisms: L–M, S–(L+M), and L+M in detection and discrimination experiments (see subsection 
“Test Sensitivities” in Sec. 11.5). This simple picture is complicated by evidence that L–M and L+M 
may have small S-cone inputs (see subsection “Sensitivity to Different Directions of Color Space” 
in Sec. 11.5), but nevertheless the weight of the evidence suggests that just three bipolar cardinal 
mechanisms (or six unipolar mechanisms—see next section “Unipolar versus Bipolar Chromatic 
Mechanisms”) are sufficient to understand the preponderance of the data. Consistent with the 
existence of cardinal mechanisms, near-threshold color-discrimination experiments, with one excep-
tion,241 require only four or five unipolar detection mechanisms.179,197,260 Field methods (see subsection 
“Field Sensitivities” in Sec. 11.5) also confirm the importance of the three cardinal mechanisms. 
This agreement across methods provides strong psychophysical evidence for the independent exis-
tence of these mechanisms.

Test methods provide little or no evidence for the existence of “higher-order” (or noncardinal) mech-
anisms. Evidence for higher-order mechanisms comes almost entirely from field methods carried 
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out mainly in the DKL equiluminance plane using detection and habituation,241 detection and noise 
masking,245,248,450 discrimination and habituation,241,255 texture segmentation and noise,451 and image 
segmentation and noise.452 In contrast, three experiments using detection and noise carried out with 
stimuli specified in cone contrast space found little or no evidence for higher-order mechanisms.175,179,246

In principal, the choice of space should not influence the results. However, the choice of space used to 
represent the data does tend to affect the ensemble of stimuli studied, in the sense that stimuli that uni-
formly sample color directions when they are represented in one space do not necessarily do so when 
they are represented in another. Another concern is that experiments carried out at nominal equilumi-
nance are liable to luminance artifacts, since the elimination of luminance signals is, in practice, dif-
ficult to achieve. Aside from limits on calibration precision or inaccuracies introduced by the assump-
tion that the 1924 CIE V(l) function (i.e., candelas/m2) defines equiluminance, a recurring difficulty 
in producing truly equiluminant stimuli is that the luminance spectral sensitivity varies not only with 
chromatic adaptation and experimental task, but also shows large individual differences (see subsection 
“Luminance” in Sec. 11.5). Moreover, the luminance channel almost certainly has cone-opponent inputs 
(see Fig. 25). Finally, even when the luminance mechanism is silenced, the low-level L–M mechanism 
may have a small S-cone input, which will rotate the mechanism axis away from the cardinal axis.

These concerns notwithstanding, the results of field methods also suffer from an inherent ambigu-
ity. Just because noise masking or habituation alters the detection spectral sensitivity does not neces-
sarily reveal transitions between multiple higher-order mechanisms. Such changes can also result if 
the simple model used to characterize mechanisms fails to capture, for example, low-level interactions 
and nonlinearities. Indeed, Zaidi and Shapiro243 have suggested that such “failures” might actually be 
an adaptive orthogonalization among cardinal mechanisms that reduces sensitivity to the adapting 
stimulus and improves sensitivity to the orthogonal direction. Moreover, noise masking can produce 
rotated detection contours by changing the balance of noise at the first and second sites (see subsec-
tion “Sites of Limiting Noise” in Sec. 11.3) without the need to invoke high-order mechanisms.

Of course, it would be absurd to suppose that higher-order color mechanisms do not exist in some 
form. They are clearly found in more “cognitive” experiments such as Stroop or reverse-Stroop experi-
ments, which show clearly the effects of color categorization (e.g., Ref. 453). The central question with 
respect to color discrimination, however, is how such mechanisms can be revealed and investigated 
psychophysically using conventional threshold techniques. For example, if the site of limiting noise 
precedes higher-order mechanisms for most stimulus conditions, this may not be possible. In that 
case, the study of higher-order mechanisms will require the use of appearance or other experimental 
tasks in addition to knowledge of the input characteristics.

On the other hand, some discrimination tasks do provide clear evidence for higher-order mecha-
nisms. Zaidi and Halevy454 showed that the discrimination thresholds for an excursion in color 
space away from a background, the chromaticity of which was modulated at 0.46 Hz along a circle 
in the DKL equiluminant-color plane, depended on the direction of the background color change. 
Discrimination was consistently worse if the excursion was in the same direction as the background 
color change, than if it was in the opposite direction. Since this effect was independent of the actual 
background chromaticity, the effect is inconsistent with there being a limited number of cardi-
nal mechanisms. More generally, Flanagan, Cavanagh, and Favreau31 used the tilt after-effect to 
investigate the spectral properties of the orientation-selective mechanisms thought to underlie the 
after-effect. They found that the orientation-selectivity occurs independently in each of the three 
cardinal mechanisms, but they also found evidence for secondary orientation-selective mechanisms at 
other directions in color space. In addition, they found evidence for another orientation-selective 
mechanism that was nonselective for color directions in any color direction. Other experiments that 
suggest high-order mechanisms include visual search,455 color appearance,32,79,456 and the motion 
coherence of plaid patterns.457 A unified understanding of when and why higher-order mechanisms are 
revealed experimentally remains an important question for the field.

Unipolar versus Bipolar Chromatic Mechanisms

The strong implication that cone-opponent and color-opponent mechanisms may be unipolar 
rather than bipolar came first from physiology. The inhibitory range of LGN opponent cells 
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(i.e., the extent of decreases in firing rate from the resting or spontaneous level) is seldom more 
than 10 to 20 impulses per second, compared with an excitatory range of several hundred (i.e., the 
extent of increases in firing rate from the resting level).458 Consequently, cells of both polarities 
(i.e., L–M and M–L) are required in a push-pull relationship to encode fully both poles of a cone-
opponent response. By the cortex, the low spontaneous firing rates of cortical neurons makes cells 
effectively half-wave rectifiers, because they cannot encode inhibitory responses.459,460 Thus, the 
bipolar L–M, M–L, S–(L+M), and (L+M)–S cone-opponent mechanisms must become unipolar |L–M|, 
|M–L|, |S–(L+M)|, and |(L+M)–S| cone-opponent mechanisms, while the bipolar R/G and B/Y 
mechanism become unipolar R, G, B, and Y mechanisms.

Behavioral evidence for unipolar mechanisms at the cone-opponent level is sparse in the case of 
the L–M mechanism, because the opposite polarity L–M and M–L detection mechanisms have simi-
lar cone weights (see subsection “Detection contours in the L, M Plane” in Sec. 11.5), so in many ways 
they behave like a unitary bipolar mechanism.34 Nevertheless, there is some evidence that the |L–M| 
and |M–L| poles behave differently. In particular, habituations to sawtooth chromaticity modula-
tions can selectively elevate thresholds for |L–M| or |M–L| targets.14,461 Sankeralli and Mullen462 raised 
detection threshold using unipolar masking noise and found that masking was most evident when 
the test and noise had the same polarity (thus, |L–M| noise selectively masks an |L–M| test, and |M–L| 
noise selectively masks an |M–L| test). Other evidence suggests that |L–M| and |M–L| are separate 
mechanisms at the fovea.396,463 Evidence for separate mechanisms is also apparent in the peripheral 
retina, where the |L–M| mechanism predominates.176,178,464

There is better evidence for the existence of unipolar S-cone mechanisms. Sawtooth chromaticity 
modulations selectively elevate thresholds for |S–(L+M)| or |(L+M)–S| targets,14,461 as do unipolar 
|S–(L+M)| or |(L+M)–S| masks.462 Other evidence shows that (1) the spatial summation for S-cone 
incremental and decremental flashes differs,465 (2) the longer wavelength field sensitivity for tran-
sient tritanopia is different for incremental and decremental flashes, which indicates different L- and 
M-cone inputs for the two S cone polarities,466 and (3) habituation or transient adapting flashes have 
differential effects on S increment and S decrement thresholds.467,468 There is also ample physiologi-
cal and anatomical evidence that S-cone ON and OFF pathways are distinct (e.g., Ref. 2). For a recent 
review, see Ref. 34.

Eskew34 takes the more philosophical stance that a psychophysical mechanism should be defined 
as a univariant mechanism, the output of which is a “labeled line.”469,470 This means that a bipolar 
cone-opponent mechanism cannot by definition be a unitary mechanism, since it can exist in two 
discriminable states (positive and negative).

Discrepancies between Color-Discrimination 
and Color-Appearance Mechanisms

Much evidence indicates that color-discrimination and color-appearance mechanisms are dis-
tinct, at least given the linking hypotheses currently used to connect mechanism properties to per-
formance.14,16–22 As with color-discrimination mechanisms, much color appearance data may be 
accounted for by postulating three postreceptoral mechanisms. But the detailed properties of these 
mechanisms differ from those of the color-discrimination mechanisms.

In general, excitation of single cone-opponent mechanisms along cardinal directions does not give 
rise to the perceptions expected of isolated color-opponent mechanisms. Thus, the modulation of 
L–M around white produces a red/magenta to cyan color variation, whereas modulation of S around 
white produces a purple to yellow/green modulation.31,32

In specific tests of the relationship between color-discrimination and color-appearance mecha-
nisms, unique hues, which correspond to the null vector of color-appearance mechanisms (see sub-
section “Spectral Properties of Color-Opponent Mechanisms” in Sec. 11.5), have been compared with 
the null vectors of color-discrimination mechanisms. Webster et al.298 plotted pairs of unique colors 
of different saturation in DKL space. They found that only the unique red pair aligned with one of the 
cone-opponent axes, the L–M axis. The blue and yellow pair aligned roughly along an intermediate 
axis, but the green pair was not colinear with the red pair. Thus, unique blue and yellow, in particular, 
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must reflect the joint activity of L–M and S–(L+M). Chichilnisky and Wandell289 and Wuerger, 
Atkinson, and Cropper22 found that their four unique hue planes did not correspond to the null planes 
of color-discrimination mechanisms. Using a hue-naming technique, De Valois et al.21 found that hue 
names are also not easily related to modulations of color-discrimination mechanisms (see Fig. 31).

The inconsistencies between color-discrimination and color-appearance mechanisms strongly sug-
gest that the two are fundamentally different. But can they be considered to be mechanisms at different 
levels of a common serial processing stream or are they even more distinct? And if they do act serially, 
how might they be related? The simplified three-stage zone model described in the next section sug-
gests that they could be parts of a common serial process and, at least for R/G, very simply related.

Three-Stage Zone Models

As noted in the Introduction (see section “The Mechanistic Approach” in Sec. 11.2), linear three-stage 
Müller zone models,23 in which the second stage is roughly cone-opponent and the third stage color-
opponent, have been proposed by Judd24 and more recently by Guth29 and De Valois, and De Valois.18

The De Valois and De Valois18 three-stage zone model is an interesting example based on physi-
ological and anatomical assumptions about the relative numerosity of cone inputs to center-sur-
round-opponent neurons. In their indiscriminate-surround model, neurons are assumed to have 
single cone inputs to their centers and mixed cone inputs to their surrounds (in the ratio of 10L:5M:
S). Consequently, both the L–M and M–L cone-opponent stages have −S inputs, as a result of which 
the third color-opponent stage with an S input to R/G is arguably not needed (see Guth471 and De 
Valois and De Valois472). [The dangers of assuming that cone weights can be simply related to rela-
tive cone numerosity were discussed before in the context of luminous efficiency (see subsection 
“Luminance” in Sec. 11.5).] The spectral sensitivities of the De Valois and De Valois18 third-stage 
color-opponent mechanisms are shown in Fig. 32, as dashed black lines. Despite their physiologically 
based approach, the De Valois and De Valois18 zone model inevitably derives from earlier psycho-
physical models, partly because there are only a limited number of ways in which the cone funda-
mentals can be linearly combined to produce plausible cone-opponent and color-opponent spectral 
sensitivities. As well as three-stage models, there are also many examples of two-stage models, in 
which the second stage is designed to account either for color-discrimination or for color-appear-
ance data in isolation.8–13,15

As an exercise, we next provide an illustrative example of a linear three-stage zone model based on 
a few very simple assumptions about the signal transformations at each stage. Our goal was to see if 
we could derive plausible estimates of the zero crossings of opponent-colors theory without resorting 
to speculative physiological models or psychophysical data fitting.

First zone At the first stage, we assume the Stockman and Sharpe28 cone fundamentals: l ( )λ , m( )λ , 
and s ( )λ , the spectral sensitivities of which are labelled Stage 1 in Fig. 4. These functions are nor-
malized to unity peak.

Second zone At the second stage, we assume classical cone opponency. In the case of L–M (and M–L),
we assign equal cone weights, thus yielding l m( ) ( )λ λ− , and its opposite-signed pair m l( ) ( )λ λ− .
This is consistent with the evidence from psychophysical detection experiments for equal L- and M-cone
contrast weights into L–M (see subsection “Sensitivity to Different Directions of Color Space” in 
Sec. 11.5). Note that the zero crossing of this cone-opponent L–M mechanism is 549 nm, which is 
far from unique yellow. For the zero crossing to be near the 580 nm—the unique yellow assumed 
at the next stage—the relative M:L cone weight would have to be increased from 1 to 1.55 (see, e.g., 
Fig. 7.4 of Ref. 15).

In the case of S–(L+M) and (L+M)–S, we assign half the weight to M as to L (in accordance with 
many other models) and then scale both by 0.69 to give equal weights (in terms of peak spectral 
sensitivity) to S and L+0.5M, thus yielding s l m( ) . [ ( ) . ( )]λ λ λ− +0 69 0 5  and its opposite signed pair 
0 69 0 5. [ ( ) . ( )] ( )l m sλ λ λ+ − . The zero crossing of this mechanism is 486 nm, which is closer to unique 
blue (a zero crossing of R/G) than to unique green (a zero crossing of Y/B). For a linear Y/B to have a 
zero crossing near unique green, the B pole must have a contribution from M or L. The cone weights 
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into the cone-opponent mechanisms assumed at the second level are consistent with psychophysical 
measurements of color detection and discrimination estimates (e.g., Table 18.1 of Ref. 89).

The spectral sensitivities of the cone-opponent pairs are labelled Stage 2 in Fig. 4. (The L–M sensi-
tivities have also been scaled by 2.55 in accordance with the proposals for the next stage.)

Third zone At the third stage, we sum the outputs of the second-stage mechanisms (or equiva-
lently oppose ones of different signs), to give four color-opponent mechanisms (see also Refs. 29 
and 18). The L–M cone-opponent input to the third stage is weighted by 2.55, so that R/G is zero for 
an equal-quantum white light, thus:

Red [L–M summed with S–(L+M)]

2 55 0 69 0 5 1 86. [ ( ) ( )] ( ( ) . [ ( ) . ( )]) .l m s l m lλ λ λ λ λ− + − + = (( ) . ( ) ( )

| . ( ) . (

λ λ λ

λ

− +

−

2 90

1 86 2 90

m s

l m(bipolar) or λλ λ) ( )|( )+ s unipolar

Green [M–L and (L+M)–S summed]

2 55 0 69 0 5 1 86. [ ( ) ( )] ( . [ ( ) . ( )] ( )) .m l l m sλ λ λ λ λ− + + − = − ll m s

l

( ) . ( ) ( )

( ) | . ( ) .

λ λ λ

λ

+ −

− +

2 90

1 86 2 90bipolar or mm s( ) ( )|( )λ λ− unipolar

R/G is required to be zero for an equal-quantal white, because otherwise, according to opponent-
colors theory, such whites would appear colored (see Ref. 283). Initially, we used the same weights for 
the cone-opponent inputs to B/Y and Y/B, thus:

Blue [M–L summed with S–(L+M)]

2 55 0 69 0 5 3 24. [ ( ) ( )] ( ( ) . [ ( ) . ( )]) .m l s l mλ λ λ λ λ− + − + = − ll m s

l

( ) . ( ) ( )

( . ( ) .

λ λ λ

λ

+ +

− +

2 21

3 24 2 21bipolar) or | mm s( ) ( )|(λ λ+ unipolar)

Yellow [L–M summed with (L+M)–S]

2 55 0 69 0 5 3 24. [ ( ) ( )] ( . [ ( ) . ( )] ( )) .l m l m s lλ λ λ λ λ− + + − = (( ) . ( ) ( )

( ) . (

λ λ λ

λ

− −

−

2 21

2 21

m s

l m(bipolar) or |3.24 λλ λ) ( )|− s (unipolar)

The spectral sensitivities of the color-opponent mechanisms are labelled Stage 3 in Fig. 4. The R/G 
mechanism yields reasonable estimates of unique blue (477 nm) and unique yellow (580 nm), and the 
B/Y mechanism yields a reasonable estimate of unique green (504 nm).

One potential problem, however, is that the opposing poles of B/Y and Y/B are unbalanced (as 
they also are in the De Valois and De Valois model), so that B/Y and Y/B will produce a nonzero 
response to an equal-quantum white. Given that Y > B, the white field would be expected to appear 
yellowish. This imbalance can be corrected by decreasing the relative contributions of Y perhaps 
after the half-wave rectification of B/Y into unipolar B and Y mechanisms. Alternatively, it can be 
corrected by decreasing the weights of the L- and M-cone inputs into B/Y and into Y/B. For this 
illustrative example, we choose the latter correction and accordingly scale the weights of the L- and 
M-inputs into Y/B by 0.34 to give a zero response to white, so that:

Blue [M–L summed with S–(L+M)] becomes

 
− + + −1 10 0 75 1 10. ( ) . ( ) ( )( | .l m s lλ λ λ bipolar) or (( ) . ( ) ( )|λ λ λ+ +0 75m s (unipolar)

Yellow [L–M summed with (L+M) –S] becomes

 
1 10 0 75 1 10. ( ) . ( ) ( ) | . (l m s lλ λ λ λ− − (bipolar) or )) . ( ) ( )|(− −0 75m sλ λ unipolar)
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The spectral sensitivities of the Y/B and B/Y color-opponent pair are shown in the lower right 
panel of Fig. 4 as dashed lines. The correction shifts unique green to 510 nm. Such post hoc adjust-
ments are inevitably somewhat speculative, however. Moreover, given that B/Y is clearly nonlin-
ear (see subsection “Linearity of Color-Opponent Mechanisms” in Sec. 11.5), any mechanism that 
adjusts the balance of B/Y is also likely to be nonlinear.

Nonetheless, this example demonstrates that plausible estimates of the zero crossings of third-
stage color opponency can be generated by making a few very simple assumptions about the transfor-
mations at the cone-opponent and color-opponent stages. But, how close are the R/G and B/Y spectral 
sensitivities to color-appearance data at wavelengths removed from the zero crossings? Figure 32 com-
pares the R/G and B/Y spectral sensitivities with color valence data. Figure 32a shows as red circles 
R/G valence data from Ingling et al.314 scaled to best (least-squares) fit the R/G spectral sensitivity. As 
can be seen, the agreement between R/G and the valence data is remarkably good. Figure 32b, shows 
B/Y valence data for three subjects (AW, JF, and LK, dark blue triangles, purple inverted triangles, and 
light blue squares, respectively) from Werner and Wooten286 each scaled to best (least-squares) fit 
B/Y. Consistent with their own failed attempts to find linear combinations of cone fundamentals to 
describe their B/Y valence data,286 our B/Y spectral sensitivity agrees only approximately with the data 
for AW and LK, and poorly with the data for JF.

Also shown in Fig. 32 are the spectral sensitivities of R/G and B/Y color-opponent mechanisms 
proposed by De Valois and De Valois18 scaled to best fit our functions. Their R/G and B/Y functions 
agree poorly with our functions and with the valence data. In contrast, our R/G spectral sensitiv-
ity agrees well with the proposal by Ingling et al.,314 which was based on the valence data shown in 
Fig. 32a (see also Ref. 12).

In summary, simple assumptions about signal transformations at the second and third stages yield 
a reasonable estimate of the spectral sensitivity of the R/G color-opponent mechanism. Perhaps, 
then, the R/G mechanism does reflect a cortical summing of the chromatic responses of double-
duty L–M center-surround neurons and S–(L+M) neurons as has been suggested before.18,29 In con-
trast, the B/Y mechanism cannot be accounted for so simply, and may reflect much more complex 
nonlinear transformations (see subsection “Linearity of Color-Opponent Mechanisms” in Sec. 
11.5). These differences between R/G and B/Y could be linked to the idea that the R/G mechanism 
represents the opportunistic use of an existing or perhaps slightly modified neural process following 
the relatively recent emergence of separate L- and M-cone photopigment genes,447 whereas the B/Y 
mechanism is some more ancient neural process.448

Figure 39 shows a speculative “wiring” diagram of the three-stage Müller zone model.

Final Remarks

Although the three-stage zone model provides a way to integrate the separate two-stage models 
required for discrimination and for appearance, it is important to note several limitations.

First, as formulated, it does not account for the nonlinearities in unique hue and hue-scaling 
judgments described in “Linearity of Color-Opponent Mechanisms” in Sec. 11.5. It is possible that 
explicitly incorporating nonlinearities in the contrast-response functions of each stage could remedy 
this, but this remains an open question.

Second, the model as outlined just above is for a single state of adaptation. We know that adaptive 
processes act at both the first and second stages and, with the three-stage models, the effects of these 
would be expected to propagate to the third stage and thus affect both discrimination and appearance 
in a common fashion. Although some data, reviewed in “Color Appearance and Chromatic Detection 
and Discrimination” in Sec. 11.5, suggest that this is the case, further investigation on this point is 
required. In addition, test on pedestal data for crossed conditions suggest that somewhere in the pro-
cessing chain there may be additional cross mechanism adaptive effects. Such effects have also been 
suggested to play a role in appearance data.381

Third, the model as formulated does not explicitly account for effects of the temporal and spatial 
structure of the stimuli. These components could certainly be added, but whether this can be done in 
a parsimonious fashion that does justice to the empirical phenomena is not clear. If our mechanistic 
understanding of color vision is to be applied to natural viewing, then its extension to handle the 
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complexity of natural retinal stimulation must be a high priority. At the same time, this is a daunt-
ing problem because of the explosion in stimulus parameters and the difficulties in controlling them 
adequately that occur when arbitrary spatiotemporal patterns are considered for both test and field.

Finally, we do not know whether models of this sort can provide a unified account of data across 
a wider range of tasks than simple threshold and appearance judgments.

Despite these unknowns and limitations, the type of three-stage model described here provides 
a framework for moving forward. It remains to be seen whether a model of this type will eventually 
provide a unified account of a wide range data, or whether what will be required, as was the case with 
Stiles’ p-mechanism model which preceded it, is a reconceptualization of the nature of the psycho-
physical mechanisms and/or the linking hypotheses that connect them to behavioral data.
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12.1 GLOSSARY

Definitions

Accommodation. The increase of refractive power of the eye by changing the shape of the crystal-
line lens that enables focusing of the eye on a near object.

Amblyopia. Reduced visual acuity that is not improved with corrective lenses and occurs in the 
absence of anatomical or pathological anomalies in the eye.

Ametropia. A refractive condition of the unaccommodated eye in which light from optical infi nity 
does not focus on the retina.

Aniseikonia. A relative difference in the perceived size and/or shape of the images in the two eyes.

Anisometropia. Unequal refractive state in the two eyes, which may result in aniseikonia.

Aphakia. Absence of the crystalline lens from the eye.

Astigmatism. Refractive state of the eye in which rays from a point object form two line images at 
different distances from the retina.

Back vertex power. Reciprocal of the distance in meters between the pole of the back surface of a 
lens and the axial position of the image formed of an infi nitely distant object. The unit of BVP is the 
diopter (or reciprocal meter).

Base curve of a contact lens. The radius of curvature of the ocular surface of a contact lens.

Base curve of a spectacle lens. The power of the fl attest meridian on the front surface of a spectacle 
lens. Alternatively, for a spectacle lens design, the reference surface power for a series of lenses of dif-
ferent back vertex powers.

Emmetropia. Refractive state of an unaccommodated eye in which light from an infi nitely distant 
object is focused on the retina.

Far point. A point in the object space of an ametropic eye which is conjugate to the retina.

Presbyopia. Reduced ability to accommodate, usually due to age-related changes in the crystalline lens.

12.1
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Prismatic effect. The deviation of a ray of light as it passes through an optical system, considered as if 
due to a prism of known deviating power that replaces the optical system. The unit of prismatic effect is 
the prism diopter, which is 1 cm of displacement per meter of travel of the ray along the optical axis.

Rimless mounting. A system of mounting spectacle lenses in which there is no frame; all parts for 
resting the spectacles on the nose and ears are attached directly to the lenses.

Visual acuity. Clinical measure of the minimum angle of resolution of the eye, with or without 
corrective lenses.

Working distance. Distance of the object of regard in front of the eye, usually considered 40 cm for 
reading and other near tasks.

Symbols

 f spectacle lens focal length

 F spectacle lens power

 Fv back vertex power of a spectacle lens

 Fx effective back vertex power of a spectacle lens displaced a distance x

 K keratometry reading of corneal curvature

 L axial length of the eye

 P power of intraocular implant lens

 x displacement distance of a spectacle lens

 PH prismatic effect in a lens of power F at a point x cm from the optical center

Equations

Equation (1) is the lens effectivity equation which is used to adjust the power of a spectacle lens when 
it is moved a distance x meter from its original position.

Fx  effective back vertex power of a spectacle lens displaced a distance x

Fv original back vertex power of the spectacle lens

x displacement distance of the spectacle lens

Equation (2) estimates the spectacle correction needed after cataract extraction.

F back vertex power of the postoperative spectacle lens

Fold back vertex power of the preoperative spectacle lens

Equation (3) is the SRKII formula for power of an intraocular lens needed to produce emmetropia 
in an eye after cataract removal.

P IOL power

A1 a constant

K keratometer reading of the central corneal curvature

L axial length of the eye in mm

Equation (4) is Prentice’s Rule.

PH prismatic effect

x  distance in cemtimeters of the point on the lens through which the line of sight passes from the 
optical center of the lens

F the back vertex power of the lens 

Equation (5) is the exact expression for spectacle magnifi cation of a spectacle lens.

M magnifi cation

dv distance between the back vertex of the lens and the cornea
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F back vertex power of the spectacle lens

t axial thickness of the spectacle lens in meters

n index of refraction of the lens

F1 front surface power of the lens

Equation (6) is the approximate formula for spectacle magnifi cation.

12.2 INTRODUCTION

At the beginning of the twenty-first century, much of the information upon which we rely comes to 
us through vision. Camera view finders, computer displays, liquid crystal displays at vehicle controls, 
and optical instruments are only a few examples of devices in which refractive error and its correc-
tion can have important implications for both their users and optical designers. The options for 
correction of refractive error are many and varied; each has its advantages and disadvantages when 
the use of optical devices is considered. Most observers are binocular, and whether one or both eyes 
are fully or optimally corrected may affect one’s ability to use a given optical device or instrument. 
In addition, the optical and physiological changes associated with aging of the eye may also have a 
profound effect on visual performance.

12.3 REFRACTIVE ERRORS

As described by Charman1 in Chap. 1, the eye consists of two refractive elements, the cornea and the 
crystalline lens, which are separated by the watery aqueous humor, and the gel-like vitreous humor, 
which fills the rest of the eyeball between the crystalline lens and the retina (Fig. 1). The cornea provides 
approximately one-third of the optical power of the eye and the crystalline lens the remainder. Light 
entering the cornea from optical infinity ideally is focused through the dioptrics of the eye onto the 
retina, where it stimulates the photoreceptors and triggers the cascade of neurophysiological pro-
cesses leading to the visual percept. An eye in which the retinal image is in sharp focus is described 
as emmetropic. The shape of the crystalline lens can be changed through the action of intraocular 
muscles in the process called accommodation. Accommodation increases the power of the eye so that 
light from a “near” object at a finite distance in front of the eye is sharply focused on the retina. The 
neural mechanisms governing accommodation affect the neural control of convergent and divergent 
eye movement. This ensures that as the eyes fixate on a near object, both eyes form images that over-
lap, giving rise to a single binocular percept. The crystalline lens continues to grow throughout life 
and physical changes within it gradually cause a loss of flexibility which reduces the amplitude of 
accommodation. The clinical onset of presbyopia (old eye) is marked by the inability to maintain 
focus on a target viewed at distance of 40 cm in front of the eye. This normally occurs at the age of 
40 to 50 years.

Emmetropia Myopia Hyperopia

FIGURE 1 Focusing collimated light in emmetropic, myopic, and 
hyperopic eyes.
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12.4  VISION AND VISION OPTICS

The failure to accurately focus light from a remote object onto the retina is referred to as ametropia.1

Ametropia or refractive error is present in many eyes. Uncorrected ametropia has been identified as 
one of the leading treatable causes of blindness around the world.2 The degree of ametropia is quanti-
fied by the optical power F of the spectacle lens that “corrects” the focus of the eye by bringing light 
from the distant object to focus at the retina. The dioptric power of the lens is given by the reciprocal 
of its focal length f: F = 1/f. The unit of focal power is the diopter, abbreviated as D, which has dimen-
sions of reciprocal meters. Most spectacle lenses can be regarded as thin lenses,3 and the power of 
superimposed thin lenses can be found as the algebraic sum of the powers of the individual lenses. 
This is convenient in ophthalmic applications such as measurement of refractive error and the use of 
“trial” corrections made with combinations of loose or trial case lenses.

Types of Refractive Error

An unaccommodated eye which focuses light from a distant object onto the retina is emmetropic
and requires no corrective lenses (Fig. 1).

A “near sighted” or myopic eye focuses light in front of the retina (Fig. 1). The myope sees closer 
objects in focus, but distant objects are blurred. Myopia is corrected by lenses of negative power that 
diverge light.

A “far sighted” or hyperopic eye focuses light behind the retina (Fig. 1). The hyperope can exercise 
accommodation to increase the power of the eye and focus the image of a distant object clearly on the 
retina. Nearer objects can also be seen clearly by exercising more accommodation, but the increased 
effort to maintain accommodation and a single binocular percept may result in symptoms of “eye-
strain” and blurred near point vision. If accommodative fatigue occurs, the observer’s ability to main-
tain a clearly focused image of the distant object is lost, and blur at both distance and near results. 
Measurement of the refractive error of a hyperope often results in a finding of apparent emmetropia 
when accommodation is being exercised (latent hyperopia) and varying degrees of manifest hypero-
pia when control of accommodation is lost. Hyperopia is corrected by lenses of positive power that 
converge light.

The foregoing discussion assumes that the dioptrics of the eye bring collimated light to a point 
focus. However, most eyes are astigmatic, that is, the optical components form two line foci that are 
usually perpendicular to one another. Astigmatism results in blur for all object distances, and the 
greater the astigmatism, the greater the blur. If the orientation of the line foci is in a direction away 
from the horizontal and vertical, the effects of ocular astigmatism on vision may be very serious, 
hindering development of the visual system.

Astigmatism is corrected with a spherocylindrical lens (Fig. 2), which usually has one spherical 
and one toric surface. Optically, the cylinder component brings the two line foci of the eye together, 

Focal
lines

Blur
circle

Astigmatic lens

FIGURE 2 The astigmatic pencil formed 
by a spherocylindrical lens.
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ASSESSMENT OF REFRACTION AND REFRACTIVE ERRORS  12.5

and the sphere component places the superimposed line foci on the retina. In clinical practice, the 
lens prescription is written in terms of sphere, cylinder, and axis. The position of the cylinder axis 
is specified using the trigonometric coordinate system centered on the eye as seen by the examiner, 
with 0° to the examiner’s right or the patient’s left, in what is referred to as the TABO or Standard 
Notation.3 For example, the prescription +1.00 – 2.50 × 030 corresponds to a +1.00 D spherical 
lens (sometimes designated +1.00 DS) superimposed on a –2.50 D cylindrical lens with its axis at 
30° (sometimes designated –2.00 DC × 030). Occasionally, for clinical reasons, astigmatism may be 
corrected by the spherical equivalent lens, a spherical lens that causes the line foci to straddle the 
retina. The power of the spherical equivalent is calculated as the sum of the sphere plus one-half of 
the cylinder in the spectacle prescription. The spherical equivalent of the above prescription would 
be –0.25 D.

Spectacle lenses are usually manufactured in quarter diopter steps. By ophthalmic convention, 
spectacle prescriptions are written with a plus or minus sign and to two decimal places. When the 
power is less than ±1.00 D, a 0 is written before the decimal point, for example, +0.25 D.

Refractive errors are usually one of these simple types because the curvatures of the various refrac-
tive surfaces of the eye vary slowly over the area of the entrance pupil.4,5 In some instances, however, 
irregular astigmatism may occur and no lens of any type can produce sharp vision. These are usually 
cases of eye injury or disease, such as distortion of the cornea in advanced keratoconus, corneal scar-
ring after severe trauma, corneal dystrophy, disruption of the optics of the crystalline lens due to cata-
ract, and traumatic damage to the lens. Tilting or displacement of the crystalline lens and distortion 
of the cornea following rigid contact lens wear may also lead to irregular refraction.6 Williams7 has 
described a case of irregular refraction due to tilting of the retina.

12.4 ASSESSMENT OF REFRACTIVE ERROR

In ophthalmic practice, the measurement of refractive error or ocular refraction is an iterative 
process in which a series of tests is employed to refine the results until a satisfactory end point is 
reached. The usual starting point is an objective test where no patient interaction is required, fol-
lowed by subjective tests that require patient responses. Clinical tests are generally accurate to within 
±0.25 D, which is comparable to the depth of field of the human eye.8

Objective Tests

Objective tests require only that the patients fix their gaze upon a designated target, normally 
located at a distance of 6 m from the eye so that with accurate fixation there is a negligible amount 
of accommodation being exercised. Three common tests are keratometry, direct ophthalmoscopy, 
and retinoscopy.

Keratometry measures the curvature of the front surface of the cornea. A bright object, the kera-
tometer mire, is reflected by the cornea (1st Purkinje image) and its magnification determined from 
the lateral displacement of a doubled image of the mire.9 The curvature of the corneal surface (K
reading) in its principal meridians is read from a calibrated dial along with the axis of any corneal 
astigmatism. The total power of the cornea may be estimated from the K reading, and the corneal 
astigmatism may be used to predict the total amount and orientation of the astigmatism of the whole 
eye. Various rules of thumb have been developed (e.g., Javal’s rule) to estimate the total astigmatism 
from the keratometric readings of normal eyes. This is due to the observation that large degrees of 
ocular astigmatism are almost always due to the cornea. In an aphakic eye, from which the crystalline 
lens has been removed, the corneal astigmatism is the ocular astigmatism.

Although primarily designed to view the retina of the living eye, the direct ophthalmoscope can also 
be used to estimate refractive error. Light is directed from a source in the ophthalmoscope through 
the pupil to illuminate the patient’s retina. The examiner views the resulting image through lenses 
of varying power until a clear view of the retina is obtained. The algebraic sum of the lens power 

Bass_v3ch12_p001-020.indd 12.5 8/21/09 11:47:04 AM

DO
 N

OT
 D

UP
LI

CA
TE



12.6  VISION AND VISION OPTICS

and refractive error of the examiner is the patient’s refractive error. When astigmatism is taken into 
account, this result is a crude estimate of the spherical equivalent of the patient’s ocular refraction 
and is not sufficiently accurate to prescribe a corrective lens power. It may be helpful in assessing the 
refractive error of incommunicative patients when other methods cannot be employed.

The most common objective measurement of ocular refraction is retinoscopy. The retinoscope is 
designed to view the red reflex in the pupil as light is reflected from the retina. This is the same red 
reflex that often is seen in flash photographs of faces. The retinoscope is held at a known working dis-
tance from the eye, and the examiner observes the red reflex through the peephole in the retinoscope 
mirror as the retinoscope beam is moved across the patient’s eye. Vignetting of the beam by the pupils 
of the patient and the examiner results in a movement of the reflex across the pupil. The direction and 
speed of the reflex motion depends on the patient’s refractive error.10

Most refractionists use either a slightly divergent or collimated retinoscope beam at a working 
distance of 50 or 66 cm from the eye. If the red reflex moves in the same direction as the beam, this 
is a “with” movement and indicates that the retina is conjugate to a point closer than the working 
distance. As lenses with increasing plus power are interposed in 0.25 D increments, the with move-
ment becomes faster until the end point is reached where a lens neutralizes the refractive error and 
the reflex moves infinitely fast or instantly fills the pupil when the beam touches the edge of the pupil. 
The next lens in the sequence should cause the reflex motion to reverse direction. The patient’s 
refractive error is the value of the end point lens minus the working distance correction (+2.00 D for 
50 cm working distance and +1.50 D for 66 cm). When the red reflex shows an “against” movement 
(it moves in the opposite direction to the retinoscope beam), the retina is conjugate to a point farther 
than the working distance. 

Neutralization is achieved by interposing lenses of increasing minus power until the reflex shows 
a with movement. The end point lens is one incremental step back in power; with this lens, the reflex 
instantly fills the pupil when the beam touches the edge of the pupil. The patient’s refractive error is 
calculated by correcting for the examiner’s working distance.

The shape and motion of the reflex can be used to determine the axis of astigmatism. Once the two 
principal meridians of the eye are identified, the refractive error is measured in each separately. The 
sphere, cylinder, and axis components of the ocular refraction can then be calculated.

Retinoscopy provides an estimate of the refractive error very quickly, but requires some skill. A 
streak-shaped beam can facilitate the process in many patients, but retinoscopic findings may still 
vary from the true ocular refraction in some patients.

Automated equipment has been developed to determine the refractive error and corneal curvature 
without depending on the examiner’s skill or judgment. Autokeratometers and autorefractors are 
frequently used to provide a starting point for the subjective refraction. More recently, aberrometers, 
instruments that measure ocular aberrations as well as the paraxial ocular refraction, have entered the 
ophthalmic market.

Subjective Techniques

The final refinement of the refractive findings in an oculovisual examination is usually obtained 
through subjective refraction. Although many techniques have been developed over the years, in 
practice only two or three are used. These methods rely on patient interaction to determine the 
sphere, cylinder, and axis components of the refractive error.

Subjective methods rely on the use of a visual acuity chart and trial lenses that can be placed in a 
trial frame worn by the patient, or a phoropter, a mechanical device that contains a range of powers 
of spherical and cylindrical lenses, prisms and accessory filters and lenses. The visual acuity chart may 
be either printed or projected and contains letters, numbers, or pictographs arranged in a sequence 
of sizes from large at the top to small at the bottom. The target size is rated according to the distance 
at which the finest detail within it would subtend 1 min of arc. Both recognition and resolution of 
detail within the target are required to read the smallest characters on the chart. The visual acuity is 
a representation of the minimum angle of resolution of the eye viewing the chart with or without 
corrective lenses. For example, an eye with a 1.5 min minimum angle of resolution should just read 

Bass_v3ch12_p001-020.indd 12.6 8/21/09 11:47:04 AM

DO
 N

OT
 D

UP
LI

CA
TE



ASSESSMENT OF REFRACTION AND REFRACTIVE ERRORS  12.7

a target rated for 9 m or 30 ft when viewed at a distance of 6 m or 20 ft. The visual acuity would be 
recorded as 6/9 in metric, or 20/30 in imperial units. The refractive error can be estimated as the quo-
tient of the denominator in imperial units divided by 100—in this example the refractive error would 
be approximately ±0.30 D spherical equivalent. We usually expect ametropic patients with healthy 
eyes to have corrected visual acuity of 6/4.5 (20/15) or 6/6 (20/20). Rabbetts11 has an excellent review 
of the design and use of visual acuity charts.

Subjective refraction usually begins with the patient’s retinoscopic finding or previous spectacle 
correction in the phoropter or trial frame. Sometimes it may be preferable or necessary to add plus 
lenses in 0.25 D steps before the unaided eye to blur or fog the patient, then reduce lens power or add 
minus power incrementally until the best possible visual acuity is achieved with a spherical lens power 
(unfogging).

The astigmatism is measured next. If the patient has an equivalent sphere lens in front of the eye, 
vision is fogged while viewing the astigmatic dial, which is a chart with radial lines arranged in 30° 
intervals (Fig. 3). The patient identifies the line that appears clearest or darkest; the line corresponds 
to the line focus nearest to the retina and its orientation allows for calculation of the axis of the astig-
matism. Since the chart looks like an analog clock dial, the hour value times 30 gives the approximate 
axis value, where 12 o’clock has the value 0 for the TABO axis notation. Cylinder power is added with 
this axis position until all lines appear equally dark or clear.

Refinement of the astigmatic correction is achieved with the Jackson cross-cylinder check test. This 
uses a spherocylindrical lens with equal but opposite powers in its principal meridians; normally a 
±0.25 D or ±0.50 D lens is used. The Jackson cross-cylinder lens is designed to rotate around one 
of its principal meridians to check cylinder power and around an axis 45° from that meridian to 
check cylinder axis orientation. The patient looks through the spherocylinder correction and Jackson 
cross-cylinder lens and notes changes in clarity of small letters on the acuity chart as the cross cylin-
der is flipped and adjustments are made first to the axis position, then the cylinder power until both 
cross-cylinder orientations give the same degree of clarity. The sphere is then adjusted for best cor-
rected visual acuity. Further adjustments may be made to equalize the visual acuity between the two 
eyes before the final corrective power is confirmed with trial lenses and frame.

Presbyopia

Presbyopia or “old eye” is the refractive condition in which the ability to accommodate or focus the 
eyes on a near target is reduced. This is an age-related phenomenon due to the gradually increasing 
rigidity of the crystalline lens. It generally becomes clinically significant in the mid to late 40s; abso-
lute presbyopia occurs by the late 50s when there is no accommodation. The onset of presbyopia is 
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FIGURE 3 The astigmatic dial.
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12.8  VISION AND VISION OPTICS

earlier among hyperopes whose first symptom is the inability to focus on distant objects that were 
previously seen clearly without corrective lenses. Myopes can compensate for early presbyopia by 
removing their corrective lenses to view near objects. Presbyopia is corrected by adding positive 
power (the reading addition or add) to the distance correction until the patient is able to achieve 
the desired near visual acuity for reading. Single vision reading glasses or bifocal lenses may be pre-
scribed for near work.

The added power may be determined either objectively using techniques such as dynamic retinos-
copy or subjectively using a variety of techniques.12

12.5 CORRECTION OF REFRACTIVE ERROR

The Art of Prescribing

Ametropia is usually corrected by placing a lens in front of the eye that will focus light from a dis-
tant object onto the axial position that is conjugate to the retina of the ametropic eye. This position 
is the far point or punctum remotum of the eye. Near objects can then be seen clearly through the 
lens by exercising accommodation.

The fact that humans usually have two functioning eyes and the frequent occurrence of astigma-
tism in ametropia require eye care practitioners to consider a given patient’s binocular status and 
visual needs in addition to the refractive errors of the eyes. Prescribing corrective lenses is therefore 
as much an art as a science.

The spatial distortion inherent in astigmatic corrections can cause adaptation problems, whether 
or not the patient is well adapted to spectacle correction. As a result, most practitioners will try to 
minimize the amount of cylindrical correction that is needed for clear comfortable vision. In some 
cases, particularly in first corrections, the spherical equivalent may be preferred over even a partial 
correction of the astigmatism to facilitate adaptation to the lenses.

Younger ametropes may find vision slightly more crisp when they exercise a small degree of 
accommodation when looking at a distant target. Beginning refractionists often err in “over minus-
ing” patients who accommodate during the refraction. The methods of subjective refraction are 
designed to minimize this tendency. While absolute presbyopes may be expected to require a full 
distance correction, and one expects myopic individuals will normally require full correction of their 
ametropia, younger hyperopes may often show a manifest error that is considerably lower than what 
can be found in cycloplegic refraction. They may require a partial correction until they learn to relax 
their accommodation when looking at distant objects.

Anatomical and neuromuscular anomalies of extraocular muscles that control eye movement may 
result in ocular deviations, both latent and manifest, that affect the ability of the visual system to 
provide a clear binocular visual percept for all target distances in all directions of gaze through cor-
rective lenses. Differential prismatic effects may lead to double vision when the patient looks in certain 
directions or at certain distances in front of the eyes. The practitioner may need to modify the lens 
prescription in order to provide comfortable vision.

As presbyopia develops, a reading addition is required to maintain single clear binocular vision 
during near visual tasks like reading. The power of the add usually is chosen so that the patient uses 
about one-half of the available accommodation when reading. Addition power is determined using 
a standardized testing distance of 40 cm, then adjusted using trial lenses and the patient’s preferred 
working distance for near vision tasks. The design of the lenses (bifocal, multifocal, invisible bifocal, 
single vision readers) to be prescribed largely depends on the wearer’s visual tasks, intended use of the 
lenses, and need for eye protection.

It should be noted that presbyopes are not the only ones who can benefit from using bifocals and 
reading glasses. Since these corrections can reduce the demand for accommodation, they may be pre-
scribed for younger patients who have anomalous accommodation and complain of eyestrain, visual 
discomfort, and even double vision. Finally, some individuals with low degrees of myopia often find 
that they are most comfortable when reading without any spectacle correction at all. 
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ASSESSMENT OF REFRACTION AND REFRACTIVE ERRORS  12.9

Spectacle Correction

Optical Considerations Spectacles have been in use for at least 700 years, although it was only after 
the late nineteenth century that they were generally used to correct distance vision. Prior to that time, 
the lenses were self-selected mostly to aid in reading, and rarely for distance correction. The now 
familiar bent shape of modern spectacle lenses was not generally adopted until the early 1900s.

Spectacle lenses are often treated as thin lenses and it is often assumed that their exact position in 
front of the eyes is not critical. These assumptions apply to the majority of patients who have low-to-
moderate refractive errors. It is only when we consider lenses for correction of high refractive error 
that thick lens optics must be used.

Spectacle lenses are specified by their back vertex power, which is the reciprocal of the distance 
from the pole of the ocular or back surface of the lens to its second focal point. The powers of pho-
ropter and trial case lenses are also given as back vertex powers. The focimeter or lensometer is an 
instrument used to measure the back vertex power of spectacle lenses.13

The back vertex power of a corrective lens depends on the vertex distance, which is the distance 
between the back surface of the lens and the cornea. The vertex distance is typically between 12 and 
15 mm. When the vertex distance of the phoropter or trial frame used in determining a patient’s 
refractive error differs from the actual vertex distance of the corrective lenses placed in the spectacle 
frame, the back vertex power of the lenses can be modified using the formula

F
F

xFx
v

v

=
−1

 (1)

where x is the distance in meters between the vertex distance of the refraction and the vertex distance 
of the spectacles (x > 0 when the spectacles are moved closer to the eye). It can be shown that changes 
in vertex distance of 1 or 2 mm are insignificant unless the lens power is greater than 8.00 D.14

Of all the parameters that are considered in designing spectacle lenses, the most significant is the 
base curve, which defines the lens form. The base curve is adjusted so that the lens forms images of 
distant objects near the far point of the wearer’s eye in all directions of gaze. Ideally the image surface 
coincides with the far point sphere of the eye, so that the same spectacle prescription is required in 
all fields of gaze.15 In practice, this means that the lens design will minimize unwanted oblique astig-
matism and control curvature of field. Many corrected curve or best form lens designs have been 
developed, each with its own assumptions about vertex distance, field size, thickness, material, and 
relative importance of the Seidel aberrations, using spherical curves in the principal meridians of the 
lens. High plus power lenses must be made with aspheric curves to achieve adequate performance. 
Astigmatic lenses are made in minus cylinder form, with a spherical front surface and toric back.

The introduction of computer-aided design and computer numerically controlled (CNC) sur-
facing machines has led to the free form surfacing technology of today’s ophthalmic lens industry. 
By specifying the deviation of both lens surfaces from reference spherical surfaces at many points, a 
diamond cutter can be used to form any desired surface shape. Double aspheric lenses which may 
provide optimal visual performance for wearers of any spectacle correction can be made readily with 
this technology.

Spectacle Lens Materials Spectacle lenses of all types are available in many glass and plastic mate-
rials. The final choice of material for a given pair of lenses depends on the diameter and thickness 
of the lenses (which determine their weight), the need for impact and scratch resistance, and the 
sensitivity of the wearer to color fringes caused by transverse chromatic aberration. The glass lenses 
of the twentieth century have been largely replaced by plastics, the most common being CR39 with 
a refractive index of 1.498. Polycarbonate (index 1.586) is frequently used because of its high impact 
resistance for protective lenses for occupational and sports use and for patients with high refrac-
tive errors. This material requires scratch-resistant coatings because of its soft surface and it suffers 
from chromatic aberration. Trivex (index 1.53) is a recently introduced plastic material that is more 
impact resistant than CR39 and can be used in rimless mountings and high power prescriptions 
where polycarbonate shows poorer performance. High index urethane lenses have largely replaced 
the high index glass lenses of the late 1900s with refractive indices of 1.6 to 1.74 available. Many 
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12.10  VISION AND VISION OPTICS

lenses are supplied with antireflection coatings to enhance visual performance and cosmetic appear-
ance; the coating can significantly reduce impact resistance.16–18 Tints can be applied for cosmetic, 
protective, or vision enhancement purposes.19

Presbyopic Corrections Most presbyopic patients prefer a bifocal correction in which the top part 
of the spectacle lens provides the distance correction and an area in the lower part, the segment,
contains the correction for near vision. The difference between the segment and distance power is 
the add of the bifocal. Adds typically range from +1.00 D to +2.50 D, with the power increasing with 
age. A small minority of patients prefer separate pairs of glasses for distance use and reading.

The most common bifocal segments are the straight top, Executive, and round top designs shown 
in Fig. 4. Although many segment designs were developed in the early 1900s, only a few remain com-
mercially available. All plastic bifocals are one piece, that is, the distance and near powers are achieved 
by changing the surface curvature on one side of the lens. Glass Executive bifocals are also one piece, 
but the straight top and round top styles are made by fusing a high index glass button into a coun-
tersink in the front surface of a lower index glass lens. They are referred to as fused bifocals. Bifocal 
segments are normally placed so that the top of the segment (the segment line) is at the edge of the 
lower eyelid. This allows comfortable near vision with minimal downgaze and keeps the segment as 
inconspicuous as possible. The style and width of the bifocal segment used is mainly determined by 
the wearer’s visual needs at near, particularly with regard to width of the near visual field, as well as 
cosmetic appearance.

Patients with adds greater than +1.75 D often find that objects at a distance of 50 to 60 cm appear 
blurred through both the distance and segment portions of their bifocals. A trifocal lens that contains 
an intermediate segment between the distance and near parts of the lens allows for clear vision at 
arm’s-length distance. Trifocals are positioned with the top line at or just below the lower edge of the 
pupil.

Special occupational multifocal lenses can be prescribed for presbyopes who need to see interme-
diate or near objects overhead. These lenses contain an intermediate or near add in the upper part of 
the lens in addition to the usual bifocal or trifocal segment. They are often referred to as occupational 
trifocal or quadrifocal lenses, respectively. Such lenses are recommended for presbyopic mechanics, 
electricians, plumbers, carpenters, painters, and librarians, among others. The progressive addition 
lens or PAL is an increasingly popular alternative to bifocal and trifocal lenses. The PAL design (Fig. 5) 
features a continuously varying power in the lens from the distance visual point, the pupil position 
when looking at distance, to the near visual point that is used to read. Originally a single aspheric 
progressive surface on the front of the lens was used, but more recent designs that take advantage of 
freeform surfacing technology have incorporated the power progression on either or both surfaces. 
Clear vision is achieved not only at the distance and near visual points, but also through a narrow 
optical corridor or umbilicus that joins them. 

Outside of the distance and near vision zones and the corridor, the changes in surface shape result 
in distorted blurred images. The myriad of PAL designs in the ophthalmic lens market represents 
the many solutions to designing the progressive surface(s) to optimize single clear binocular vision 
through as much of the lens as possible. Some manufacturers claim to include preference for head or 
eye movements to view objects to the side, differences in prismatic effect between the eyes, and other 
factors in their designs.20 Although marketed as lineless bifocals, PALs have proven popular because 
they hide the fact the wearer is old enough to need a reading prescription and provide clear vision at 

Straight top Round topExecutive

FIGURE 4 Common bifocal styles.
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ASSESSMENT OF REFRACTION AND REFRACTIVE ERRORS  12.11

all distances once the patient has learned to use them. The lens must be properly positioned in front 
of the eyes and the patient instructed on how to use it. Most patients adapt quickly to their PALs and 
prefer them to conventional bifocals despite the extra cost.

Recently PAL technology has been adapted for both patients approaching presbyopia as well as 
advanced presbyopes, who work with computer displays. These office lenses focus on arm’s length and 
near working distances to provide a wider intermediate field of view than can be achieved in the cor-
ridor of a PAL. Prepresbyopes with complaints of eyestrain and presbyopes suffering “bifocal neck” 
while working at a computer display may find that these lens designs relieve their symptoms. Since the 
lenses have the intermediate portion in front of the pupil in the straight ahead gaze position, the head 
need not be tilted backward to enable the wearer to see the screen. Musicians, hairdressers, and other 
workers who require wide clear intermediate fields may also find these lenses useful.

Contact Lenses

A contact lens can be considered as a spectacle lens with a zero vertex distance. The spectacle lens 
power must be adjusted for the change in vertex distance from the spectacle plane; in practice lens 
powers under 5 D are not adjusted for vertex distance since the change in power is less than 0.25 D. 
The contact lens power will be more positive or less negative than the spectacle lens power. Since the 
contact lens is supported by the cornea, the fit of the contact lens must be assessed to ensure that the 
back surface of the contact lens is supported without significantly affecting the shape of the cornea. 
The tear layer between the cornea and the contact lens may affect the fit as well as the power of the 
contact lens.

Most contact lenses are prescribed for cosmetic reasons and many patients ask for them in sports 
activity. Patients with very high refractive errors often find that contact lenses provide better quality 
of vision, particularly with regard to magnification effects and extent of the visual field, than spec-
tacles. They are also much more comfortable than when wearing thick, heavy spectacle lenses.

The main contraindications for wearing contact lenses are dry eye and allergies.

Rigid Contact Lenses The first contact lenses were made from polymethylmethacrylate (PMMA). 
This plastic has very good optical and physical properties, but is impermeable to oxygen. Contact 
lenses had to be designed so that the overall diameter and the curvature of the back surface (the base 
curve of the contact lens) allowed a lens to move over the eye with the blink and permit tear fluid to 
be exchanged under the lens. This allowed enough oxygen to reach the cornea to maintain its physi-
ology. Poorly fitting PMMA lenses could cause many problems related to disrupted corneal physiol-
ogy due to hypoxia, including hypoesthesia, edema, surface irregularities, and overwear syndrome. 

Not
used

Near

Not used

Distance

Intermediate

FIGURE 5 A progressive addition lens (PAL) has a large area of 
distance prescription power and an area of addition power connected by 
a narrow corridor. Areas to either side of the corridor and reading area 
are less usable due to blur induced by the progressive power surface.
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12.12  VISION AND VISION OPTICS

Deformation of the cornea could also occur, especially in corneal astigmatism, if the base curve did 
not provide a good mechanical fit to the toric corneal surface.

Modern rigid lenses made of gas permeable materials21 have greatly reduced many of the prob-
lems caused by PMMA. These biocompatible materials transmit oxygen and can be made larger and 
thinner than PMMA lenses without adversely affecting corneal physiology. With less movement, the 
lenses are more comfortable, although initially there is a period of adaptation. Adaptation usually 
occurs over a few weeks as the patient starts wearing the lenses for a few hours each day, then gradu-
ally increases the wearing time. Eventually most patients wear their contact lenses between 10 and 
14 hours a day; some patients may attempt extended wear, when the lenses are worn continuously for 
several days. Once adapted, the patient must continue to wear the lenses on a schedule that maintains 
the eyes’ adaptation.

Rigid lenses do not conform to the shape of the underlying cornea. Thus, the tears filling the space 
between the ocular surface of the contact lens and the cornea form a tear lens. The sum of the power 
of the tear lens plus the power of the contact lens itself must equal the vertex adjusted power of the 
spectacle correction. Very thin gas permeable lenses tend to flex and change shape on the eye because 
of lid pressure and the tear lens. Most contact lens fitters will use trial lenses to estimate how the lens 
behaves on the eye and thus choose a base curve and lens power that will provide both a good physical 
fit and optimal vision correction.

Because the tears and cornea have almost the same index of refraction, the optical power of the 
cornea is replaced by that of the front surface of the tear layer beneath the lens. A spherical base 
curve therefore effectively masks the corneal astigmatism that often contributes most of the refractive 
astigmatism in ametropia. As a result, many patients with moderate astigmatism can be managed 
satisfactorily with spherical contact lenses, provided that an acceptable fit of the base curve to the 
cornea can be achieved. If the astigmatism is too great, or if a suitable physical fit cannot be achieved, 
rigid contact lenses with toric front and/or back surfaces can be used. In these cases, the lenses must 
be oriented using prism ballast in which prism power is ground into the lens so that the thicker base 
edge is at the bottom of the lens—its orientation is maintained by gravity.

Rigid lenses, particularly those made of PMMA, will change the shape of the cornea.22 The cur-
vature change may vary from day to day, making it difficult to determine a spectacle prescription for 
use when the patient is not wearing the contact lenses. This is described as spectacle blur. In extreme 
cases, the warped cornea may have a permanent irregular astigmatism. Orthokeratology is a clinical 
approach to reducing or eliminating refractive error by corneal molding with rigid contact lenses.23

The procedure involves a series of contact lenses with successively flatter base curves to reduce corneal 
curvature. After several months, the patient experiences a mild reduction of 1 or 2 D of myopia. This 
is a temporary (i.e., several hours) effect. Retainer lenses must be worn for several hours each day to 
prevent the cornea from rebounding to its original shape.

Most rigid lenses are made with a handling tint, often a very light blue, brown, or green, to facili-
tate locating a lens dropped on the floor or countertop. The tint should not affect the wearer’s colour 
perception. The right lens of a pair is normally identified with a dot engraved on the front surface. 
Lenses must be cleaned and disinfected with special care solutions after each wearing. The fit of the 
lens should be checked every year. The expected service life of a rigid gas permeable contact lens is 2 to 
3 years. 

Hydrogel Lenses Soft or hydrogel contact lenses were introduced in the 1970s and today they dom-
inate the contact lens market. A hydrogel is a polymer that is able to absorb a significant amount of 
water.21 Although brittle and fragile when dry, a hydrogel becomes soft and flexible when hydrated. 
The first commercially successful lens, the Bausch & Lomb Soflens®, was made of hydroxyeth-
ylmethacrylate (HEMA), which contains 38.6 percent water by weight when fully hydrated. 
Manufacturers have since developed HEMA derivatives with water content up to 77 percent.24 A 
hydrogel lens that is saturated with ophthalmic saline solution buffered to the pH of the tears will 
smoothly drape over the cornea if an appropriate base curve has been selected. The base curve of 
the lens is determined from the value of K, the corneal curvature measured by a keratometer. A trial 
lens of known power with this base curve is placed on the eye and an over refraction is performed 
to determine the final contact lens power. A properly sized hydrogel lens will cover the entire cornea 
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ASSESSMENT OF REFRACTION AND REFRACTIVE ERRORS  12.13

and overlap the sclera by about 1 mm; the peripheral flattening of the cornea is accommodated by 
flattening of the edge zone of the ocular surface of the contact lens. The optic zone of the lens, where 
the base curve is found, covers most of the cornea.

Most soft contact lenses are spherical with small amounts of astigmatism being corrected with 
the equivalent sphere of the prescription. Because a hydrogel lens conforms more to the shape of 
the cornea than a rigid lens, higher amounts of astigmatism must be corrected with a toric lens. 
Maintaining the orientation of a toric lens on the eye is a challenge, since interaction of the lens with 
the underlying cornea, the tear layer, and the action of the lids will influence how it sits on the eye. 
Various methods have been used by manufacturers to stabilize lens position.

Soft lenses can be worn on a daily, disposable/frequent replacement basis. In daily wear, the lenses 
are worn up to 12 to 14 hours a day and removed each night. The lenses must be cleaned and disin-
fected before they are worn again. Cleaning with digital rubbing of the lens surfaces removes mucous 
deposits while disinfection eliminates infectious agents. These lenses can be worn for about 1 year. 
Disposable or frequent replacement lenses are worn between 1 day and several weeks on a daily basis, 
then discarded. They are prescribed for patients who experience rapid build-up of protein deposits 
or who have limited access to cleaning and sterilizing solutions. Extended wear lenses are worn up to 
a week at a time before being removed for cleaning and disinfection. Their higher water content and 
reduced thickness increase oxygen permeability but make them more susceptible to damage when 
handled. Extended wear lenses are usually replaced monthly.

One important advantage of hydrogel over rigid lens materials is that the lens is comfortable to 
wear with little or no adaptation time. Tear exchange is not as important since hydrogel transmits 
oxygen to the cornea. Thin lenses with high water content transmit significantly more oxygen. The 
lenses do not dislodge easily, making them ideal for sports activity; however, it has been reported that 
hydrogel lenses worn in chlorinated pool water exhibit significantly more microbial colonization than 
lenses that were never worn in the pool. This may increase the risk of bacterial keratitis if the lenses 
are worn in water sports.25 Lenses worn in water sports should be discarded as soon as possible after 
the activity is finished.26

In the last few years, silicone hydrogel lenses have entered the market. Silicone hydrogel has very 
high oxygen transmissivity, but is stiffer than HEMA-based hydrogel. Initially there is more awareness 
of the lens in situ; however, the oxygen permeability of these lenses has largely eliminated many of the 
complications of earlier hydrogel lenses.

Most soft contact lenses are either clear or have a slight handling tint. Cosmetic lenses with an overall 
tint can be used to make light irides appear in different colors. Lenses with arrays of tinted dots can be 
used to change the color appearance of dark irides with varying degrees of success. Novelty tints can be 
used to change the appearance of the eye (e.g., slit pupils, “unnatural” pupil color); however, there is a 
controversy over whether such lenses should only be supplied through eye care practitioners because of 
serious risks to eye health.27 Similar types of lens can be used to disguise scarred or disfigured eyes due 
to damage or disease.28

Contact Lenses for Presbyopia Presbyopia has become an important clinical problem as patients 
who began wearing their contact lenses in the 1970s and 1980s enter their 40s or 50s. The quality of 
vision and convenience of a largely spectacle-free life are compromised. Reading glasses worn over 
the contact lenses is a simple approach, but defeats the purpose of having contacts in the first place.

Monovision is the practice of fitting one eye for distance correction and the other for near. This 
approach reduces the need for spectacles, but relies on the patient’s ability to suppress the vision of 
one or the other eye when looking at a given target. The resulting reduction of binocular vision may 
create more serious problems involving depth and space perception.

Bifocal contact lenses have met with varying degrees of success. Alternating vision rigid contact 
lenses have a segment ground into the lens. When the patient looks at a near object the lower eyelid 
moves the lens over the cornea to bring the segment in front of the pupil. The theory of this design is 
seldom found in practice.

The simultaneous vision lenses are more successful. Both the distance portion and the segment 
are within the pupil so that superimposed clear and blurred images of distant and near objects are 
seen. There is a resultant loss of clarity and contrast. A diffractive contact lens design uses concentric 
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12.14  VISION AND VISION OPTICS

rings cut into the base curve of the lens to provide a near correction while the front surface curvature 
provides the distance correction simultaneously.29

For a more detailed discussion of contact lens optics and technology, see Chap. 20.

Refractive Surgery

The desire of many ametropic patients to be free of both spectacles and contact lenses has driven the 
development of refractive surgery to reduce or neutralize ametropia. Earlier procedures that used 
incisions in the cornea to alter its shape (radial keratotomy) have since been largely abandoned due 
to complications including corneal perforation30 and the possibility of rupture of the compromised 
cornea.31 More recently, the excimer laser has been used in photorefractive keratectomy (PRK) and 
laser in-situ keratomileusis (LASIK) to reshape the cornea. These procedures are not without risks of 
compromised vision and complications include stromal haze, regression of refractive effect, infec-
tion, and optical and/or mechanical instability of the corneal flap in LASIK.30 Almost all patients 
achieve visual acuity of at least 20/40 (6/12) and most achieve postoperative visual acuity of at least 
20/20 (6/6). LASIK results in increased higher-order ocular aberrations; a new wavefront-guided 
LASIK procedure improves on this result.32 A more detailed description of PRK and LASIK can be 
found in Chap. 16.

Extremely high myopia (over 12.00 D) may be treated by clear lens exchange in which the crystal-
line lens is extracted and an intraocular lens of suitable power is implanted. Phakic lens implants have 
also been used in either the anterior chamber or posterior chamber.

Low myopes can achieve visual acuity of better than 20/40 (6/12) when treated with intrastromal 
corneal rings (ICR). Circular arcs are implanted concentrically to the optical axis of the cornea in the 
stroma of the peripheral cornea to flatten the corneal curvature mechanically. The procedure is at 
least partly reversed by removal of the rings.

None of these procedures is guaranteed to result in perfect vision. All have some deleterious effect 
on quality of vision (glare, loss of contrast, increased higher-order aberrations30) and none eliminates 
the need for glasses for certain visually demanding tasks. As these patients become presbyopic, they 
will still require some form of reading prescription.

Aphakia and Pseudophakia

Cataract is the general term for a crystalline lens that loses transparency because of aging or injury. 
Cortical cataract is seen in the outer layers of the crystalline lens, the cortex, and may comprise gen-
eral haze, punctuate or wedge shaped opacities, and bubbles. In earlier stages, cortical cataract does 
not greatly affect visual acuity that is measured with high contrast targets, but there may be a sig-
nificant reduction of contrast sensitivity. Patients may complain of glare in bright sunlight and dif-
ficulty reading. Nuclear cataract often appears as a gradual yellowing of the core of the crystalline 
lens. This is thought to arise from photochemical changes in the lens crystalline proteins triggered 
by long-term chronic exposure to ultraviolet radiation.33 Visual consequences include reduced color 
discrimination and visual acuity.

Treatment of cataract is by surgical removal of the crystalline lens. Intracapsular cataract extrac-
tion (ICCE) is the removal of the lens and its surrounding lens capsule. ICCE has been largely 
replaced by extracapsular cataract extraction (ECCE) in which the lens is removed, but the capsule 
remains in the eye. Phacoemulsification is a procedure for breaking up the lens with an ultrasonic 
probe to facilitate ECCE. A very small incision near the edge of the cornea is required for ECCE, 
whereas a much larger circumferential incision is required for ICCE. Consequently, the poten-
tial for optical and physical postoperative complications in ECCE is much smaller than for ICCE. 
Approximately one in three patients who undergo ECCE will experience postoperative opacification 
of the lens capsule. This is remedied by an in-office YAG laser capsulotomy to open a hole in the 
posterior capsule to restore a clear optical path to the retina.34 An eye which has had its lens removed 
is described as aphakic.
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ASSESSMENT OF REFRACTION AND REFRACTIVE ERRORS  12.15

Postsurgical Correction Since the crystalline lens contributes about one-third of the optical power of 
the eye (see Chap. 1), the aphakic eye requires a high plus optical correction whose approximate power is

F = +11.25 + 0.62 Fold (2)

where Fold is the preoperative equivalent spectacle correction.35 This can be provided in the form of 
spectacles, contact lenses, or intraocular lens implants.

Aphakic spectacle corrections, sometimes referred to as cataract lenses, are heavy, thick, and cos-
metically unattractive. They also have significant optical problems including distortion, field curva-
ture, and oblique astigmatism that cannot be minimized using best-form principles, high magnifica-
tion, and ring scotoma arising from prismatic effect in the periphery.36 Aspheric lenses and lenticular
designs can minimize some of these effects, but aphakic spectacle corrections remain problematic.

Contact lenses provide much better visual performance for aphakic patients. Cosmetic appear-
ance is improved and most of the problems due to the aberrations and prismatic effects of spectacle 
lenses are eliminated. The magnification is closer to that of the phakic eye, making spatial adaptation 
and hand-eye coordination easier.37 The optical advantages are somewhat offset by the difficulties of 
fitting these lenses due to the thick optical center and the challenge of providing sufficient oxygen to 
maintain corneal physiology. 

Except in rare cases, most patients with clinically significant cataracts now have their natural crys-
talline lenses replaced with intraocular lenses (IOLs). They are described as being pseudophakic. In 
general, posterior chamber IOLs that are implanted in the lens capsule after ECCE, provide better 
optical performance than anterior chamber lenses that are fixed in the anterior chamber angle or 
clipped to the iris following ICCE. The power of the IOL is determined from the keratometric mea-
surement of corneal curvature and the axial length of the eye, as determined by ultrasound A-scan. 
There are many formulas for estimating the power of the IOL. One of the most widely used, the SRK 
II formula is

P = A1 – 0.9 K – 2.5 L (3)

where P is the IOL power needed for emmetropia, A1 is a constant that varies according to the axial 
length of the eye L in millimeters, and K is the keratometer reading of central corneal curvature.38

IOLs for astigmatism and bifocal IOLs have also been produced and recently designs incorporating 
wavefront correction have been introduced. IOL formulas have also been developed for use with 
patients who have undergone LASIK.39 A more detailed discussion of the optics and clinical consid-
erations of IOLs is found in Chap. 21.

12.6 BINOCULAR FACTORS

Convergence and Accommodation

In most individuals the two eyes have similar refractive errors. When looking at a distant object, the 
amount of defocus is therefore similar in both eyes and accommodation to view a near object results 
in retinal images that appear similar in size and clarity. (It is assumed that both eyes will accommodate 
by the same amount.) The visual system has an easier task to fuse the two retinal images into a single 
binocular percept.

Ideally, corresponding points in the two retinal images would be fused into a single perceived 
image. However, binocular fusion does not require exactly matching images. When a single point in 
the retina of one eye is stimulated, an area of retina in the other eye surrounding the corresponding 
point will give rise to a single fused percept when any point in this area is stimulated. This is called 
Panum’s area. The size of Panum’s area varies with location in the retina. It is very small in the macula 
and increases toward the periphery of the retina. Disparities between the two points are used by the 
visual system to determine stereoscopic depth.
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12.16  VISION AND VISION OPTICS

Control of the extraocular muscles is neurologically linked to the process of accommodation. 
As accommodation increases, the eyes converge so that near objects can be seen as a single binocu-
lar percept. When the patient accommodates while wearing corrective lenses, the lines of sight pass 
through off-axis points of the lens and prismatic effect will alter the amount of convergence needed 
to maintain fusion. Myopes experience less convergence demand while hyperopes experience more; 
the amount of this difference from the emmetropic convergence demand can be estimated for each 
eye using Prentice’s rule:

PH = xF (4)

where PH is the prismatic effect in prism diopters along the horizontal direction, x is the distance in 
centimeters along the horizontal meridian of the line of sight from the optical center of the lens, and 
F is the power of the corrective lens in the horizontal meridian.

The foregoing discussion assumes that the ametropia is spherical. If the ametropia is astigmatic, it 
is open to question whether accommodation is driven to focus on one or the other principal merid-
ian or on the circle of least confusion (spherical equivalent). Most writers assume that focus is to the 
spherical equivalent in the interval of Sturm.

A more extensive discussion of binocular factors in found in Chap. 13.

Anisometropia and Aniseikonia

Anisometropia is considered clinically significant when the spherical equivalent refractive error of 
the two eyes differs by 1.00 D or more.40 Whether corrected or uncorrected, anisometropia can lead 
to significant problems with binocular vision for the patient.

Uncorrected Ametropia In uncorrected ametropia, depending on the refractive errors of the two 
eyes and the distance of the object of regard, one retinal image or the other may be in focus, or nei-
ther, since both eyes accommodate by the same amount. If the patient is a young child, the eye that 
more frequently has a clear retinal image will develop normally; however, the eye that tends to have 
a blurred image more of the time is likely to develop amblyopia. This is often the case where one eye 
is hyperopic and the other emmetropic, or if both eyes are hyperopic but to different degrees. If one 
eye is myopic and the other emmetropic, the child may learn to use the myopic eye for near objects 
and the emmetropic one for distant objects, in which case there is no amblyopia, but binocular 
fusion and stereopsis may not develop normally.

Corrected Ametropia When anisometropia is corrected, accommodation brings both retinal 
images of a near object into focus; however, differences in prismatic effect in off-axis gaze and in 
retinal image size may lead to problems with binocular vision, particularly fusion. This is particu-
larly a problem when the patient looks down to read. Although the visual system has the capacity 
to fuse images with substantial horizontal disparities, it is extremely limited when disparities in the 
vertical meridian are encountered. In downward gaze the lines of sight pass through a spectacle lens 
approximately 1.0 cm below the optical center. Many patients experience visual discomfort when 
the vertical prismatic imbalance between the eyes is about 1 prism diopter (this unit is often written 
as Δ) and vertical diplopia (double vision) when it is over 2Δ. While a younger patient can avoid this 
problem by tipping the chin down so that the lines of sight pass through the paraxial zone of the 
lens in the vertical meridian, presbyopic anisometropes would need either bifocals or PALs with 
slab-off prism in the near portion of the lens with more minus or less plus distance power or a sep-
arate pair of single vision reading glasses.40 Bifocal contact lenses, monovision, or reading glasses 
with contact lenses may avoid the problem altogether, but may cause other complications with the 
patient’s vision.

Aniseikonia Anisometropia corrected with spectacles almost invariably results in aniseikonia, a 
condition in which binocular fusion is difficult or impossible because of the disparity in size of the 
retinal or cortical images from the two eyes. 
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The spectacle magnification M of a spectacle lens is given by the formula

M
d F t

n
Fv

=
− −

1
1

1

1 1

 (5)

where dv is the distance between the back vertex of the spectacle lens and the cornea, F is the back ver-
tex power of the lens, t is the axial thickness of the lens, n its refractive index, and F1 its front surface 
power. The first factor is the power factor, the magnification due to a thin lens of power F at distance 
dv in front of the cornea and the second is the shape factor, the magnification due to an afocal lens 
with front surface power F1, index n, and thickness t. For thin lenses the equation can be written as

M d F
t
n

Fv= + +1 1
 (6)

using a thin lens approximation.41

Aniseikonia can be measured with a space eikonometer or estimated from the refractive error. The 
percentage difference in image size is between 1 and 1.5 percent per diopter of anisometropia and 
can be attributed to differences in refractive power of the eyes rather than axial length. When relative 
spectacle magnification is calculated on the basis of axial versus refractive ametropia, aniseikonia 
must arise from differences between the eyes in refractive ametropia. Size lenses, afocal lenses with 
magnification, can be used to determine the amount of change in spectacle magnification of the cor-
rective lenses needed to neutralize the aniseikonia. The spectacle magnification formula can then be 
used to calculate the new lens parameters needed to modify the shape factor of the lens.41

Aniseikonia is relatively rare; however, cataract surgery and corneal refractive surgery often induces 
it particularly when only one eye is operated. Clinicians require more understanding of this clinical 
phenomenon than is assumed in their training. The reader is referred to Remole and Robertson’s 
book on this subject42 as well as the Web site www.opticaldiagnostics.com/info/aniseikonia.html43 for 
further information.

12.7  CONSEQUENCES FOR OPTICAL DESIGN

Designers of optical equipment must take into account that many potential users of their devices will 
have ametropia, either corrected or uncorrected, and perhaps presbyopia as well. While each refractive 
condition has its challenges, the combination can make for a great deal of discomfort and inconve-
nience when using optical equipment. For example, digital point-and-shoot cameras have LCD panels 
to display images as well as control menus and exposure information. The panel is also used to aim 
the camera. Most users will hold the device approximately 40 cm from the eyes—viewing the display 
is uncomfortable and difficult, particularly if the user is wearing bifocal or PAL spectacles. It is also 
important to determine whether the device is to be used monocularly or binocularly. In the latter 
case, the optical design must allow for convergence of the eyes and the possible change in convergence 
demand if the user has to accommodate. A further complication is the size of the exit pupil of the 
device: as patients age, their pupil size decreases and results in vignetting of the exit beam. Human 
visual performance factors must be considered carefully in the design of future optical devices.
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BINOCULAR VISION FACTORS 
THAT INFLUENCE OPTICAL 
DESIGN

Clifton Schor
School of Optometry
University of California
Berkeley, California

13.1 GLOSSARY

Accommodation. Change in focal length or optical power of the eye produced by change in power of 
the crystalline lens as a result of contraction of the ciliary muscle. This capability decreases with age.

Ametrope. An eye with a refractive error.

Aniseikonia. Unequal perceived image sizes from the two eyes.

Baseline. Line intersecting the entrance pupils of the two eyes.

Binocular disparity. Differences in the perspective views of the two eyes.

Binocular fusion. Act or process of integrating percepts of retinal images formed in the two eyes 
into a single combined percept.

Binocular parallax. Angle subtended by an object point at the nodal points of the two eyes.

Binocular rivalry. Temporal alternation of perception of portions of each eye’s visual fi eld when the 
eyes are stimulated simultaneously with targets composed of dissimilar colors or different contour 
orientations. 

Center of rotation. A pivot point within the eye about which the eye rotates to change direction of 
gaze.

Concomitant. Equal amplitude synchronous motion or rotation of the two eyes in the same 
direction.

Conjugate. Simultaneous motion or rotation of the two eyes in the same direction.

Convergence. Inward rotation of the two eyes.

Corresponding retinal points. Regions of the two eyes, which when stimulated result in identical 
perceived visual directions.

Cyclopean eye. A descriptive term used to symbolize the combined view points of the two eyes into 
a single location midway between them.

Cyclovergence. Unequal torsion of the two eyes.

Disconjugate. Simultaneous motion or rotation of the two eyes in opposite directions.

Divergence. Outward rotation of the two eyes.

13.1

13
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13.2  VISION AND VISION OPTICS

Egocenter. Directional reference point for judging direction relative to the head from a point mid-
way between the two eyes.

Emmetrope. An eye with no refractive error. 

Entrance pupil. The image of the aperture stop formed by the portion of an optical system on the 
object side of the stop. The eye pupil is the aperture stop of the eye.

Extraretinal cues. Nonvisual information used in space perception. 

Eye movement. A rotation of the eye about its center of rotation.

Fixation. The alignment of the fovea with an object of interest.

Focus of Expansion. The origin of velocity vectors in the optic fl ow fi eld.

Frontoparallel plane. Plane that is parallel to the face and orthogonal to the primary position of gaze.

Haplopia. Perception of a single target by the two eyes.

Heterophoria. Synonymous with phoria.

Horopter. Locus of points in space whose images are formed on corresponding points of the two retinas.

Hyperopia. An optical error of the eye in which objects at infi nity are imaged behind the retinal 
surface while the accommodative response is zero.

Midsagittal plane. Plane that is perpendicular to and bisects the baseline. The plane vertically 
bisecting the midline of the body.

Motion parallax. Apparent relative displacement or motion of one object or texture with respect to 
another that is usually produced by two successive views by a moving observer of stationary objects 
at different distances.

Myopia. An optical error of the eye in which objects at infi nity are imaged in front of the retinal 
surface while the accommodative response is zero.

Nonconcomitant. Unequal amplitudes of synchronous motion or rotation of the two eyes in the 
same direction.

Optic fl ow. Pattern of retinal image movement.

Percept. That which is perceived.

Perception. The act of awareness through the senses, such as vision.

Perspective. Variations of perceived size, separation, and orientation of objects in 3-D space from a 
particular viewing distance and vantage point.

Phoria. An error of binocular alignment revealed when one eye is occluded.

Primary position of gaze. Position of the eye when the visual axis is directed straight ahead and is 
perpendicular to the frontoparallel plane.

Retinal disparity. Difference in the angles formed by two targets with the entrance pupils of the eyes.

Shear. Differential displacement during motion parallax of texture elements along an axis perpen-
dicular to meridian of motion.

Skew movement. A vertical vergence or vertical movement of the two eyes in opposite directions.

Stereopsis. The perception of depth stimulated by binocular disparity.

Strabismus. An eye turn or misalignment of the two eyes during attempted binocular fi xation. 

Tilt. Amount of angular rotation in depth about an axis in the frontoparallel plane—synonymous 
with orientation.

Torsion. Rotation of the eye around the visual axis.

Vantage point. Position in space of the entrance pupil through which 3-D space is transformed by 
an optical system with a 2-D image or view plane.

Visual fi eld. The angular region of space or fi eld of view limited by the entrance pupil of the eye, the 
zone of functional retina, and occlusion structures such as the nose and orbit of the eye.

Visual plane. Any plane containing the fi xation point and entrance pupils of the two eyes. 

Yoked movements. Simultaneous movement or rotation of the two eyes in the same direction. 
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BINOCULAR VISION FACTORS THAT INFLUENCE OPTICAL DESIGN  13.3

13.2 COMBINING THE IMAGES IN THE TWO EYES 
INTO ONE PERCEPTION OF THE VISUAL FIELD

The Visual Field

Optical designs that are intended to enhance vision usually need to consider limitations imposed by 
having two eyes and the visual functions that are made possible by binocular vision. When developing 
an optical design it is important to tailor it to specific binocular functions that you wish to enhance 
or at least not limit binocular vision. Binocular vision enhances visual perception in several ways. First 
and foremost, it expands the visual field.1 The horizontal extent of the visual field depends largely on 
the placement and orientation of eyes in the head. Animals with laterally placed eyes have panoramic 
vision that gives them a full 360° of viewing angle. The forward placement of our eyes reduces the 
visual field to 190°. Eye movements let us expand our field of view. The forward placement of the eyes 
adds a large region of binocular overlap so that we can achieve another binocular function, stereoscopic 
depth perception. The region of binocular overlap is 114° and the remaining monocular portion is 37° 
for each eye. Each eye sees slightly more of the temporal than nasal-visual field and they also see more 
of the ipsilateral than the contralateral side of a binocularly viewed object. 

Visual perception is not uniform throughout this region. The fovea or central region of the retina is 
specialized to allow us to resolve fine detail in the central 5° of the visual field. Eye movements expand 
the regions of available space. They allow expansion of the zone of high resolution, and accommo-
dation expands the range of distances within which we can have high acuity and clear vision from 
viewing distances ranging from as near as 5 cm in the very young to optical infinity.2 The peripheral 
retina is specialized to aid us in locomotor tasks such as walking so that we can navigate safely without 
colliding with obstacles. It is important that optical designs allow users to retain the necessary visual 
to perform tasks aided by the optical device.

Perceived Space

Space perception includes our perception of direction, distance, orientation, and shape of objects; 
object trajectories with respect to our location; sensing body orientation, location, and motion in 
space; and heading. These percepts can be derived from a 2-D image projection on the two retinas 
of a 3-D object space. Reconstruction of a 3-D percept from a 2-D image requires the use of infor-
mation within the retinal image that is geometrically constrained by the 3-D nature of space. Three 
primary sources of visual or vision-related information are used for this purpose and they include 
monocular information, binocular information, and extraretinal or motor information. Monocular 
visual or retinal cues include familiarity with size and shape of objects, linear per spective and shape 
distortions, texture density, shading, partial image occlusion or overlap, size expansion and optic 
flow patterns, and motion parallax.3 Binocular information is also available, including stereo-
scopic depth sensed from combinations of horizontal and vertical disparity, and motion in depth.4 
Extraretinal cues include accommodation, convergence, and gaze direction of the eyes. Many of 
these cues are redundant and provide ways to check their consistency, and to sense their errors that 
can be corrected by adaptably reweighting their emphasis or contribution to the final 3-D percept. 

Monocular Cues Static monocular cues include familiarity with size and shape of objects, linear per-
spective and shape distortions, texture density, partial image occlusion or overlap.3 Linear perspective 
refers to the distortions of the retinal image that result from the projection or imaging of a 3-D object 
located at a finite viewing distance onto a 2-D surface such as the retina. Texture refers to a repetitive 
pattern of uniform size and shape such as a gravel bed. Familiarity with the size and shape of a target 
allows us to sense its distance and orientation. As targets approach us and change their orientation, 
even though the retinal image expands and changes shape, the target appears to maintain a constant 
perceived size and rigid shape. Retinal image shape changes are interpreted as changes in object ori-
entation produced by rotations about three axes. Texture density can indicate which axes the object is 
rotated about. Rotation about the vertical axis produces tilt and causes a compression of texture along 
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13.4  VISION AND VISION OPTICS

the horizontal axis. Rotation about the horizontal axis produces slant and it causes a compression of 
texture along the vertical axis. Rotation about the z axis produces roll or torsion and causes a constant 
change in orientation of all texture elements. Combinations of these rotations cause distortions or 
foreshortening of images; however, if the distortions are decomposed into three rotations, the orienta-
tion of rigid objects can be computed. The gradient of compressed texture varies inversely with target 
distance. If viewing distance is known, the texture density gradient is a strong cue to the amount of 
slant about a given axis.

Perspective cues arising from combinations of observer’s view point, object distance, and orienta-
tion can contribute to perception of distance and orientation. Perspective cues utilize edge informa-
tion that is extrapolated until it intersects another extrapolated edge of the same target (Fig. 1).5 
When the edges of an object are parallel, they meet at a point in the retinal image plane called the 
vanishing point. Normally we do not perceive the vanishing point directly, and it needs to be derived 
by extrapolation. It is assumed that the line of sight directed at the vanishing point is parallel to the 
edges of the surface such as a roadway that extrapolates to the same vanishing point. As with texture 
density gradients, perspective distortion of the retinal image increases with object proximity. If the 
viewing distance is known, the amount of perspective distortion is an indicator of the amount of slant 
or tilt about a given axis. 

Depth ordering can be computed from image overlap. This is a very powerful cue and can over-
ride any of the other depth cues, including binocular disparity. A binocular version of form overlap is 
called DaVinci stereopsis where the overlap is compared between the two eyes’ views.6 Because of their 
lateral separation, each eye sees a slightly different view of 3-D objects. Each eye perceives more of the 
ipsilateral side of the object than the contralateral side. Thus for a given eye, less of the background is 
occluded by a near object on the ipsilateral than the contralateral side. This binocular discrepancy is 
sufficient to provide a strong sense of depth in the absence of binocular parallax.

Kinetic Cues Kinetic monocular motion cues include size expansion, optic flow patterns, and 
motion parallax. Distance of targets that we approach becomes apparent from the increased velocity 
of radial flow of the retina (loom).7 Motion of texture elements across the whole image contributes 
to our perception of shape and location of objects in space. The relative motion of texture elements 
in the visual field is referred to as optic flow and this flow field can be used to segregate the image 
into objects at different depth planes as well as to perceive the shape or form of an object. Motion 
parallax is the shear of optic flow in opposite directions resulting from the translation of our view 
point.8 Movies that pan the horizon yield a strong sense of 3-D depth from the motion parallax 
they produce between near and far parts of 3-D objects. Two sequential views resulting from a lat-
eral shift in the viewpoint (motion parallax) are analogous to two separate and simultaneous views 
from two eyes with separate viewpoints (binocular disparity). Unlike horizontal disparity, the shear 

FIGURE 1 When the edges of an object are parallel, they meet at a 
point in the retinal image plane called the vanishing point.

Bass_v3ch13_p001-038.indd 13.4 8/21/09 11:48:13 AM

DO
 N

OT
 D

UP
LI

CA
TE



BINOCULAR VISION FACTORS THAT INFLUENCE OPTICAL DESIGN  13.5

between sequential views by itself is ambiguous, but once we know which way our head is translat-
ing, we can correctly identify the direction or sign of depth.9 The advantage of motion parallax over 
binocular disparity is that we can translate in any meridian, horizontal or vertical, and get depth 
information, while stereo only works for horizontal disparities.8

Motion perception helps us to determine where we are in space over time. Probably the most 
obvious application is to navigation and heading judgments (Fig. 2). Where are we headed, and can

(a)

(b)

•F

FIGURE 2 (a) Motion Parallax. Assume that an observer moving toward the left fixates a point at F. Objects 
nearer than F will appear to move in a direction opposite to that of the movement of the observer; objects far-
ther away than F will appear to move in the same direction as the observer. The length of the arrows signifies 
that the apparent velocity of the optic flow is directly related to the distance of objects from the fixation point. 
(b) Motion perspective. The optical flow in the visual field as an observer moves forward. The view is that as seen 
from an airplane in level flight. The direction of apparent movement in the terrain below is signified by the direc-
tion of the motion vectors (arrows); speed of apparent motion is indicated by the length of the motion vectors. 
The expansion point in the distance from which motion vectors originate is the heading direction. 
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13.6  VISION AND VISION OPTICS

we navigate to a certain point in space? Generally we perceive a focus of expansion in the direction we 
are heading as long as our eyes and head remain fixed.7,10–13 These types of judgments occur whenever 
we walk, ride a bicycle, or operate a car. Navigation also involves tasks to intercept or avoid moving 
objects. For example, you might want to steer your car around another car or avoid a pedestrian 
walking across the crosswalk. Or you may want to intercept something such as catching or striking 
a ball. Another navigation task is anticipation of time of arrival or contact. This activity is essential 
when pulling up to a stop sign or traffic light. If you stop too late you enter the intersection and risk a 
collision. These judgments are also made while walking down or running up a flight of stairs. Precise 
knowledge of time to contact is essential to keep from stumbling. Time to contact can be estimated 
from the distance to contact divided by the speed of approach. It can also be estimated from the angular 
subtence of an object divided by its rate of expansion.14 The task is optimal when looking at a surface 
that is in the frontoparallel plane, and generally we are very good at it. It looks like we use the rate of 
expansion to predict time of contact since we make unreliable judgments of our own velocity.15 

Another class of motion perception is self- or ego-motion.16 It is related to the vestibular sense of 
motion and balance and it tells us when we are moving. Self-motion responds to vestibular stimula-
tion as well as visual motion produced by translational and rotational optic flow of large fields. Finally, 
we can use binocular motion information to judge the trajectory of a moving object and determine 
if it will strike us in the head or not. This motion in depth results from a comparison of the motion 
in one eye to the other. The visual system computes the direction of motion from the amplitude ratio 
and relative direction of horizontal retinal image motion (Fig. 3).17 If horizontal motion in the two 

VL/VR = + 1:1 VL/VR = + 1:2 VL/VR =  0:1 VL/VR = − 1:2

VL/VR = − 1:1 VL/VR = − 2:1 VL/VR = 1:0 VL/VR = + 2:1

FIGURE 3 Motion in depth. Relative velocities of left and right retinal images for different target tra-
jectories. When the target moves along a line passing between the eyes, its retinal images move in opposite 
directions in the two eyes; when the target moves along a line passing wide of the head, the retinal images 
move in the same direction, but with different velocities. The ratio (Vl/Vr) of left- and right-eye image 
velocities provides an unequivocal indication of the direction of motion in depth relative to the head.
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BINOCULAR VISION FACTORS THAT INFLUENCE OPTICAL DESIGN  13.7

eyes is equal in amplitude and direction, it corresponds to an object moving in the frontoparallel 
plane. If the horizontal retinal image motion is equal and opposite, the object is moving toward us in 
the midsagittal plane and will strike us between the eyes. If the motion has any disconjugacy at all, it 
will strike us. A miss is indicated by yoked, albeit noncomitant, motion.

Binocular Cues and Extraretinal Information from Eye Movements Under binocular viewing 
conditions, we perceive a single view of the world as though seen by a single cyclopean eye, even 
though the two eyes receive slightly different retinal images. The binocular percept is the average of 
monocularly sensed shapes and directions (allelotropia). The benefit of this binocular combination 
is to allow us to sense objects as single with small amounts of binocular disparity so that we can 
interpret depth from the stereoscopic sense. Interpretation of the effects of prism and magnifica-
tion upon perceived direction through an instrument needs to consider how the visual directions of 
the two eyes are combined. If we only had one eye, direction could be judged from the nodal point 
of the eye, a site where viewing angle in space equals visual angle in the eye, assuming the nodal 
point is close to the radial center of the retina. However, two eyes present a problem for a system 
that operates as though it has only a single cyclopean eye. The two eyes have view points separated 
by approximately 6.5 cm. When the two eyes converge accurately on a near target placed along the 
midsagittal plane, the target appears straight ahead of the nose, even when one eye is occluded. In 
order for perceived egocentric direction to be the same when either eye views the near target mon-
ocularly, there needs to be a common reference point for judging direction. This reference point is 
called the cyclopean locus or egocenter, and is located midway on the interocular axis. The egocenter
is the percept of a reference point for judging visual direction with either eye alone or under binocular 
viewing conditions.

Perceived Direction

Direction and distance can be described in polar coordinates as the angle and magnitude of a vec-
tor originating at the egocenter. For targets imaged on corresponding retinal points, this vector 
is determined by the location of the retinal image and by the direction of gaze that is determined 
by the average position of the two eyes (conjugate eye position). The angle the two retinal images 
form with the visual axes is added to the conjugate rotational vector component of binocular eye 
position (the average of right- and left-eye position). This combination yields the perceived ego-
centric direction. Convergence of the eyes, which results from disconjugate eye movements, has 
no influence on perceived egocentric direction. Thus, when the two eyes fixate near objects to the 
left or right of the midline in asymmetric convergence, only the conjugate component of the two 
eyes’ positions contributes to perceived direction. These facets of egocentric direction were sum-
marized by Hering18 as five laws of visual direction, and they have been restated by Howard.19 The 
laws are mainly concerned with targets imaged on corresponding retinal regions (i.e., targets on 
the horopter).

We perceive space with two eyes as though they were merged into a single cyclopean eye. This 
merger is made possible by a sensory linkage between the two eyes that is facilitated by the anatomi-
cal superposition or combination of homologous regions of the two retinas in the visual cortex. 
The binocular overlap of the visual fields is very specific. Unique pairs of retinal regions in the two 
eyes (corresponding points) must receive images of the same object so that these objects can be 
perceived as single and at the same depth as the point of fixation. This requires that retinal images 
must be precisely aligned by the oculomotor system with corresponding retinal regions in the two 
eyes. As described in Sec. 13.8, binocular alignment is achieved by yoked movements of the eyes 
in the same direction (version) and by movements of the eyes in opposite direction (vergence). 
Slight misalignment of similar images from corresponding points is interpreted as depth. Three-
dimensional space can be derived geometrically by comparing the small differences between the 
two retinal images that result from the slightly different vantage points of the two eyes caused by 
their 6.5-cm separation. These disparities are described as horizontal, vertical, and torsional as well 
as distortion or shear differences between the two images. The disparities result from surface shape, 
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13.8  VISION AND VISION OPTICS

depth, and orientation with respect to the observer as well as direction and orientation (torsion) 
of the observer’s eyes.20 These disparities are used to judge the layout of 3-D space and to sense the 
solidness or curvature of surfaces. Disparities are also used to break through camouflage in images 
such as seen in tree foliage.

Binocular Visual Direction—Corresponding Retinal Points and the Horopter Hering18 defined 
binocular correspondence by retinal locations in the two eyes, which when stimulated, resulted in a 
percept in identical visual directions. For a fixed angle of convergence, projections of corresponding 
points along the equator and midline of the eye converge upon real points in space. In other cases, 
such as oblique eccentric locations of the retina, corresponding points have visual directions that do 
not intersect in real space. The horopter is the locus in space of real objects or points whose images 
can be formed on corresponding retinal points. It serves as a reference throughout the visual field 
for the same depth or disparity as at the fixation point. To appreciate the shape of the horopter, 
consider a theoretical case in which corresponding points are defined as homologous locations on 
the two retinas. Thus corresponding points are equidistant from their respective foveas. Consider 
binocular matches between the horizontal meridians or equators of the two retinas. Under this 
circumstance, the visual directions of corresponding points intersect in space at real points that 
define the longitudinal horopter. This theoretical horopter is a circle whose points will be imaged 
at equal eccentricities from the two foveas on corresponding points except for the small arc of the 
circle that lies between the two eyes.22 While the theoretical horopter is always a circle, its radius of 
curvature increases with viewing distance. This means that its curvature decreases as viewing dis-
tance increases. In the limit, the theoretical horopter is a straight line at infinity that is parallel to the 
interocular axis. Thus a surface representing zero disparity has many different shapes depending on 
the viewing distance. The consequence of this spatial variation in horopter curvature is that the spa-
tial pattern of horizontal disparities is insufficient information to specify depth magnitude or even 
depth ordering or surface shape. It is essential to know viewing distance to interpret surface shape 
and orientation from depth related retinal image disparity. Viewing distance could be obtained from 
extraretinal information such as the convergence state of the eyes, or from retinal information in the 
form of vertical disparity as described further.

The empirical or measured horopter differs from the theoretical horopter in two ways.22 It can 
be tilted about a vertical axis and its curvature can be flatter or steeper than the Vieth-Muller circle. 
This is a circle that passes through the fixation point in the midsagittal plane and the entrance pupils 
of the two eyes. Points along this circle are imaged at equal retinal eccentricities from the foveas of 
the two eyes. The tilt of the empirical horopter can be the result of a horizontal magnification of the 
retinal image in one eye. Image points of a frontoparallel surface subtend larger angles in the magni-
fied images. A similar effect occurs when no magnifier is worn and the fixation plane is tilted toward 
one eye. The tilt causes a larger image to be formed in one eye than the other. Thus magnification of a 
horizontal row of vertical rods in the frontoparallel plane causes the plane of the rods to appear tilted 
to face the eye with the magnifier. 

How does the visual system distinguish between a surface fixated in eccentric gaze that is in the 
frontoparallel plane (parallel to the face), but tilted with respect to the Vieth-Muller circle, and a plane 
fixated in forward gaze, that is tilted toward one eye? Both of these planes project identical patterns 
of horizontal retinal image disparity, but they have very different physical tilts in space. In order to 
distinguish between them, the visual system needs to know the horizontal gaze eccentricity. One way 
is to register the extraretinal eye position signal, and the other is to compute gaze eccentricity from 
the vertical disparity gradient associated with eccentrically located targets. It appears that the latter 
method is possible, since tilt of a frontoparallel plane can be induced by a vertical magnifier before 
one eye (the induced effect). The effect is opposite to the tilt produced by placing a horizontal magni-
fier before the same eye (the geometric effect). If both a horizontal and vertical magnifier are placed 
before one eye, in the form of an overall magnifier, no tilt of the plane occurs. Interestingly, in eccen-
tric gaze, the proximity to one eye causes an overall magnification of the image in the nearer eye, and 
this could be sufficient to allow observers to make accurate frontoparallel settings in eccentric gaze 
(Fig. 4). Comparison of vertical and horizontal magnification seems to be sufficient to disambiguate 
tilt from eccentric viewing.
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BINOCULAR VISION FACTORS THAT INFLUENCE OPTICAL DESIGN  13.9

Flattening of the horopter from a circle to an ellipse results from nonuniform magnification of 
one retinal image. If the empirical horopter is flatter than the theoretical horopter, corresponding 
retinal points are more distant from the fovea on the nasal than temporal hemiretina. Curvature 
changes in the horopter can be produced with nonuniform magnifiers such as prisms (Fig. 5). A 
prism magnifies more at its apex than its base. If base-out prism is placed before the two eyes, the 
right half of the image is magnified more in the left eye than in the right eye and the left half of the 
image is magnified more in the right eye than in the left eye. This causes flat surfaces to appear more 
concave and the horopter to be less curved or more convex.

The Vertical Horopter The theoretical vertical point horopter for a finite viewing distance is limited 
by the locus of points in space where visual directions from corresponding points will intersect real 
objects.21 These points are described by a vertical line in the midsagittal plane that passes through the 
Vieth-Muller circle. Eccentric object points in tertiary gaze (points with both azimuth and elevation) 
lie closer to one eye than the other eye. Because they are imaged at different vertical eccentricities from 
the two foveas, tertiary object points cannot be imaged on theoretically corresponding retinal points. 
However, all object points at an infinite viewing distance can be imaged on corresponding retinal 
regions and at this infinite viewing distance, the vertical horopter becomes a plane. 

FIGURE 4 The horopter. The theoretical horopter or Vieth-Muller 
circle passes through the fixation point and two entrance pupils of the 
eyes. The theoretical vertical horopter is a vertical line passing through the 
fixation point in the midsagittal plane. Fixation on a tertiary point in space 
produces vertical disparities because of greater proximity to the ipsilateral 
eye. (Reprinted by permission from Tyler and Scott.21)
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13.10  VISION AND VISION OPTICS

The empirical vertical horopter is declinated (top slanted away from the observer) in comparison 
to the theoretical horopter. Helmholtz23 reasoned that this was because of a horizontal shear of the 
two retinal images which causes a real vertical plane to appear inclinated toward the observer. Optical 
infinity is the only viewing distance that the vertical horopter becomes a plane. It is always a verti-
cal line at finite viewing distances. Targets that lie away from the midsagittal plane always subtend 
a vertical disparity due to their unequal proximity and retinal image magnification in the two eyes. 
The pattern of vertical disparity varies systematically with viewing distance and eccentricity from the 
midsagittal plane. For a given target height, vertical disparity increases with horizontal eccentricity 
from the midsagittal plane and decreases with viewing distance. Thus a horizontally extended tar-
get of constant height will produce a vertical disparity gradient that increases with eccentricity. The 
gradient will be greater at near than far viewing distances. It is possible to estimate viewing distance 
from the vertical disparity gradient or from vertical disparity at a given point if target eccentricity is 
known. This could provide a retinal source of information about viewing distance to allow the visual 
system to scale disparity to depth and to compute depth ordering. Several investigators have shown 
that modifying vertical disparity can influence the magnitude of depth (scaling) and surface slant, 
such that vertical disparity is a useful source of information about viewing distance that can be used 
to scale disparity and determine depth ordering.
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FIGURE 5 Figure showing nonuniform magnification of a prism. Disparateness of retinal 
images, producing stereopsis.
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BINOCULAR VISION FACTORS THAT INFLUENCE OPTICAL DESIGN  13.11

Stereopsis

Three independent variables involved in the calculation of stereodepth are retinal image disparity, 
viewing distance, and the separation in space of the two viewpoints (i.e., the baseline or interpu-
pillary distance) (Fig. 6). In stereopsis, the relationship between the linear depth interval between 
two objects and the retinal image disparity that they subtend is approximated by the following 
expression

 Δd
d
a

= ×η 2

2
 

where h is retinal image disparity in radians, d is viewing distance, 2a is the interpupillary distance 
and Δd is the linear depth interval. 2a, d, and Δd are all expressed in the same units (e.g., meters). 
The formula implies that in order to perceive depth in units of absolute distance (e.g., meters), 
the visual system utilizes information about the interpupillary distance and the viewing distance. 
Viewing distance could be sensed from the angle of convergence24 or from other retinal cues such 
as oblique or vertical disparities. These disparities occur naturally with targets in tertiary directions 
from the point of fixation.25–30 

The equation illustrates that for a fixed retinal image disparity, the corresponding linear depth 
interval increases with the square of viewing distance and that viewing distance is used to scale the 
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FIGURE 6 The differences in the perspective views of the two eyes produce 
binocular that can be used to perceive depth.
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13.12  VISION AND VISION OPTICS

horizontal disparity into a linear depth interval. When objects are viewed through base-out prisms 
that stimulate additional convergence, perceived depth should be reduced by underestimates of view-
ing distance. Furthermore, the pattern of zero retinal image disparities described by the curvature of 
the longitudinal horopter varies with viewing distance. It can be concave at near distances and convex 
at far distances in the same observer.22 Thus, without distance information, the pattern of retinal 
image disparities across the visual field is insufficient to sense either depth ordering (surface cur-
vature) or depth magnitude.25 Similarly, the same pattern of horizontal disparity can correspond to 
different slants about a vertical axis presented at various horizontal gaze eccentricities.22 Convergence 
distance and direction of gaze are important sources of information used to interpret slant from dis-
parity fields associated with slanting surfaces.31 Clearly, stereodepth perception is much more than a 
disparity map of the visual field.

Binocular Fusion and Suppression

Even though there is a fairly precise point-to-point correspondence between the two eyes for deter-
mining depth in the fixation plane, images in the two eyes can be combined into a single percept 
when they are anywhere within a small range or retinal area around corresponding retinal points. 
Thus a point in one eye can be combined perceptually with a point imaged within a small area 
around its corresponding retinal location in the other eye. These ranges are referred to as Panum’s 
fusional area (PFA) and they serve as a buffer zone to eliminate diplopia for small disparities near 
the horopter. PFA allows for the persistence of single binocular vision in the presence of constant 
changes in retinal image disparity caused by various oculomotor disturbances. For example, consid-
erable errors of binocular alignment (>15 arc min) may occur during eye tracking of dynamic depth 
produced either by object motion or by head and body movements.32 Stereopsis could exist without 
singleness but the double images near the fixation plane would be a distraction. The depth of focus 
of the human eye serves a similar function. Objects that are nearly conjugate to the retina appear as 
clear as objects focused precisely on the retina. The buffer for the optics of the eye is much larger 
than the buffer for binocular fusion. The depth of focus of the eye is approximately 0.75 D. Panum’s 
area, expressed in equivalent units, is only 0.08 meter angles or approximately one tenth the mag-
nitude of the depth of focus. Thus we are more tolerant of focus errors than we are of convergence 
errors.

Fusion is only possible when images have similar size, shape, and contrast polarity. This similarity 
ensures that we only combine images that belong to the same object in space. Natural scenes contain 
many objects that are at a wide range of distances from the plane of fixation. Some information is 
coherent, such as images formed within Panum’s fusional areas. Some information is fragmented, 
such as partially occluded regions of space resulting in visibility to only one eye. Finally, some infor-
mation is uncorrelated because it is either ambiguous or in conflict with other information, such 
as the superposition of separate diplopic images arising from objects seen by both eyes behind or 
in front of the plane of fixation. One objective of the visual system is to preserve as much informa-
tion from all three sources as possible to make inferences about objective space without introducing 
ambiguity or confusion of space perception. In some circumstances conflicts between the two eyes 
are so great that conflicting percepts are seen alternately every 4 s (binocular rivalry suppression) or 
in some cases one image is permanently suppressed such as when you look through a telescope with 
one eye while the other remains open. The view through the telescope tends to dominate over the 
view of the background seen by the other eye. For example, the two ocular images may have unequal 
clarity or blur such as in asymmetric convergence, or large unfusable disparities originating from tar-
gets behind or in front of the fixation plane may appear overlapped with other large diplopic images. 
Fortunately, when dissimilar images are formed within a fusable range of disparity that perception of 
the conflicting images is suppressed.

Four classes of stimuli evoke what appear to be different mechanisms of interocular suppression. 
The first is unequal contrast or blur of the two retinal images which causes interocular blur suppres-
sion. The second is physiologically diplopic images of targets in front or behind the singleness horopter 
which result in suspension of one of the redundant images.33 The third is targets of different shape 
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BINOCULAR VISION FACTORS THAT INFLUENCE OPTICAL DESIGN  13.13

presented in identical visual directions. Different size and shape result an alternating appearance of 
the two images referred to as either binocular retinal rivalry or percept rivalry suppression. The fourth 
is partial occlusion that obstructs the view of one eye such that the portions of the background are 
only seen by the unoccluded eye and the overlapping region of the occluder that is imaged in the other 
eye is permanently suppressed. 

13.3 DISTORTION OF SPACE BY MONOCULAR 
MAGNIFICATION

The magnification and translation of images caused by optical aids will distort certain cues used for 
space perception while leaving other cues unaffected. This will result in cue misrepresentation of 
space as well as cue conflicts that will produce errors of several features of space perception. These 
include percepts of direction, distance, trajectory or path of external moving targets, heading and 
self-motion estimates, as well as shape and orientation (curvature, slant, and tilt) of external objects. 
Fortunately, if the optical distortions are long standing, the visual system can adapt and make cor-
rections to their contributions to space perception. 

Magnification and Perspective Distortion

Most optical systems magnify or minify images, and this can produce errors in perceived direction. 
When objects are viewed through a point other than the optical center of a lens, they appear dis-
placed from their true direction. This is referred to as a prismatic displacement. Magnification will 
influence most of the monocular cues mentioned above except overlap. Magnification will produce 
errors in perceived distance and produce conflicts with cues of texture density and linear perspec-
tive. For example, the retinal image of a circle lying on a horizontal ground plane has an elliptical 
shape when viewed at a remote distance, and a more circular shape when viewed from a shorter dis-
tance. When a remote circle is viewed through a telescope, the uniformly magnified image appears to 
be closer and squashed in the vertical direction to form an ellipse (shape distortion). Uniform mag-
nification also distorts texture-spacing gradients such that the ground plane containing the texture 
is perceived as inclined or tilted upward toward vertical. Normally, the change in texture gradient 
is greatest for near objects (Fig. 7). When a distant object is magnified, it appears nearer but its low 
texture density gradient is consistent with a plane inclined toward the vertical. Magnification also 
affects slant derived from perspective cues in the same way. For this reason, a tiled rooftop appears 
to have a steeper pitch when viewed through binoculars or a telescope, the pitcher-to-batter distance 
appears reduced in telephoto view from the outfield, and the spectators may appear larger than the 
players in front of them in telephoto lens shots. 

Magnification and Stereopsis

Magnification increases both retinal image disparity and image size. The increased disparity stimu-
lates greater stereo depth while increased size stimulates reduced perceived viewing distance.34 Greater 
disparity will increase perceived depth while reduced perceived viewing distance will scale depth to a 
smaller value. Because stereoscopic depth from disparity varies with the square of viewing distance, 
the perceptual reduction of viewing distance will dominate the influence of magnification on ste-
reoscopic depth. Thus, perceived depth intervals sensed stereoscopically from retinal image disparity 
appears smaller with magnified images because depth derived from binocular retinal image dispar-
ity is scaled by the square of perceived viewing distance. Objects appear as flat surfaces with relative 
depth but without thickness. This perceptual distortion is referred to as cardboarding. Most binocular 
optical systems compensate for this reduction in stereopsis by increasing the baseline or separation 
of the two ocular objectives. For example, the prism design of binoculars folds the optical path into 
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13.14  VISION AND VISION OPTICS

a compact package and also expands the distance between the objective lenses creating an expanded 
interpupillary distance (telestereoscope). This increase of effective separation between the two eyes’ 
views exaggerates disparity and objects can appear in hyperstereoscopic depth if it exceeds the depth 
reduction caused by perceived reductions in viewing distance. The depth can be predicted from the 
formula in the preceding section that computes disparity from viewing distance, interpupillary dis-
tance, and physical linear depth interval.

Magnification and Motion Parallax—Heading

Magnification will produce errors in percepts derived from motion cues. Motion will be exaggerated 
by magnification and perceived distance will be shortened. As with binocular disparity, depth associ-
ated with motion parallax will be underestimated by the influence of magnification on perceived dis-
tance. Heading judgments in which gaze is directed away from the heading direction will be in error 
by the amount the angle of eccentric gaze is magnified. Thus if your car is headed north and your 
gaze is shifted 5° to the left, heading errors will be the percentage the 5° gaze shift is magnified by 
the optical system and you will sense a path that is northeast. Heading judgments that are constantly 

(c)(a)

(b)

FIGURE 7 Texture gradients. The tilt of a surface is the direction in which it is slanted away from 
the gaze normal of the observer. (a) If the surface bears a uniform texture, the projection of the axis 
of tilt in the image indicates the direction in which the local density of the textures varies most, or, 
equivalently, it is perpendicular to the direction that the texture elements are most uniformly distrib-
uted (dotted rectangle). Either technique can be used to recover the tilt axis, as illustrated. Interestingly, 
however, the tilt axis in situations like (b) can probably be recovered most accurately using the second 
method, i.e., searching for the line that is intersected by the perspective lines at equal intervals. This 
method is illustrated in (c). (Reprinted by permission from Stevens.35)
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BINOCULAR VISION FACTORS THAT INFLUENCE OPTICAL DESIGN  13.15

changing, such as along a curved path, might be affected in a similar way, if the gaze lags behind the 
changing path of the vehicle. In this case, changes of perceived heading along the curved path would 
be exaggerated by the magnifier. Unequal magnification of the two retinal images in anisometropia 
will cause errors in sensing the direction of motion in depth by changing the amplitude ratio of the 
two moving images. 

Bifocal Jump

Most bifocal corrections have separate optical centers for the distance lens and the near addition. 
One consequence is that objects appear to change their direction or jump as the visual axis crosses 
the top line of the bifocal segment (Fig. 8). This bifocal jump occurs because prism is introduced as the 
eye rotates downward behind the lens away from the center of the distance correction and enters 
the bifocal segment. When the visual axis enters the optical zone of the bifocal, a new prismatic dis-
placement is produced by the displacement of the visual axis from the optical center of the bifocal 
addition. All bifocal additions are positive so that the prismatic effect is always the same; objects in 
the upper part of the bifocal appear displaced upward compared to views just above the bifocal. This 
results in bifocal jump. A consequence of bifocal jump is that a region of space seen near the upper 
edge of the bifocal is not visible. It has been displaced out of the field of view by the vertical pris-
matic effect of the bifocal. The invisible or missing part of the visual field equals the prismatic jump 
which can be calculated from Prentice’s rule [distance (cm) between the upper edge and center of 
the bifocal times the power of the add]. Thus for a 2.5-D bifocal add with a top to center distance of 
0.8 cm, approximately 1° of the visual field is obscured by bifocal jump. This loss may seem minor; 
however, it is very conspicuous when paying attention to the ground plane while walking. There is 
a clear horizontal line of discontinuity that is exaggerated by the unequal speed of optic flow above 
and below the bifocal boundary. Optic flow is exaggerated by the magnification of the positive bifocal 

Bifocal
segment

Area of jump

FIGURE 8 Jump figure. The missing region of the visual field occurs 
at the top edge of the bifocal segment as a result of prism jump.
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13.16  VISION AND VISION OPTICS

segment. It can produce errors of estimated walking speed and some confusion if you attend to the 
ground plane in the lower field while navigating toward objects in the upper field. This can be a dif-
ficult problem when performing such tasks as walking down steps. It is best dealt with by maintain-
ing the gaze well above the bifocal segment while walking, which means that the user is not looking 
at the ground plane in the immediate vicinity of the feet. Some bifocal designs eliminate jump by 
making the pole of the bifocal and distance portion of the lens concentric. The bifocal line starts 
at the optical centers of both lenses. This correction always produces some vertical displacement of 
the visual field since the eyes rarely look through the optical center of the lens; however, there is no 
jump. 

Discrepant Views of Objects and Their Images

Translation errors in viewing a scene can lead to errors in space perception. A common problem 
related to this topic is the interpretation of distance and orientation of objects seen on video dis-
plays or in photographs. The problem arises from discrepancies between the camera’s vantage point 
with respect to a 3-D scene, and the station point of the observer who is viewing the 2-D projected 
image after it has been transformed by the optics of the camera lens. Errors of observer distance and 
tilt of the picture plane contribute to perceptual errors of perspective distortion, magnification, and 
texture density gradients expected from the station point. The station point represents the position 
of the observer with respect to the view plane or projected images. To see the picture in the correct 
perspective, the station point should be the same as the location of the camera lens with respect 
to the film plane. Two violations of these requirements are errors in viewing distance and transla-
tion errors (i.e., horizontal or vertical displacements). Tilt of the view screen can be decomposed 
into errors of distance and translation errors. In the case of the photograph, the correct distance for 
the station point is the camera lens focal length multiplied by the enlargement scaling factor. Thus, 
when a 35-mm negative taken through a 55-mm lens is enlarged 7 times to a 10-in print, it should 
be viewed at a distance of 38.5 cm or 15 in (7 × 5.5 cm). 

13.4 DISTORTION OF SPACE PERCEPTION FROM 
INTEROCULAR ANISO-MAGNIFICATION 
(UNEQUAL BINOCULAR MAGNIFICATION)

Optical devices that magnify images unequally or translate images unequally in the two eyes produce 
errors of stereoscopic depth and perceived direction as well as eye alignment errors that the ocu-
lomotor system is not accustomed to correcting. If these sensory and motor errors are longstand-
ing, the visual system adapts perceptual and motor responses to restore normal visual performance. 
Patients who receive optical corrections that have unequal binocular magnification will adapt space 
percepts in 10 days to 2 weeks.

Lenses and Prisms Magnification produced by lenses is uniform compared to the nonuniform 
magnification produced by prisms, where the magnification increases toward the apex of the prism. 
Uniform magnification differences between the horizontal meridians of the two eyes produce errors 
in perceived surface tilt about a vertical axis (geometric effect). A frontoparallel surface appears to 
face the eye with the more magnified image. This effect is offset by vertical magnification of one 
ocular image that causes a frontoparallel surface to appear to face the eye with the less magnified 
image. Thus perceptual errors of surface tilt occur mainly when magnification is greater in the hori-
zontal or vertical meridian. These meridional magnifiers are produced by cylindrical corrections for 
astigmatism. Nonuniform magnification caused by horizontal prism such as base-out or base-in 
(Fig. 5), cause surfaces to appear more concave or convex, respectively. Finally, cylindrical correc-
tions for astigmatism cause scissor or rotational distortion of line orientations (Fig. 9). When the 
axes of astigmatism are not parallel in the two eyes, cyclodisparities are introduced. These disparities 
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BINOCULAR VISION FACTORS THAT INFLUENCE OPTICAL DESIGN  13.17

produce slant errors and cause surfaces to appear inclinated or declinated. These spatial depth dis-
tortions are adapted to readily so that space appears veridical; however, some people are unable to 
cope with the size differences of the two eyes and suffer from an anomaly referred to as aniseikonia. 
While aniseikonic errors are tolerated by many individuals, they are subject of spatial distortions 
which, in given situations, may cause meaningful problems.

Aniseikonia

Unequal size of the two retinal images in anisometropia can precipitate a pathological mismatch 
in perceived size of the two ocular images (aniseikonia). Aniseikonia is defined as a relative dif-
ference in perceived size and/or shape of the two ocular images. Most difficulty with aniseikonia 
occurs when anisometropia is corrected optically with spectacles. Patients experience a broad range 
of symptoms including spatial disorientation, depth distortion, diplopia, vertigo, and asthenopia. 
These symptoms result from several disturbances including spatial distortion and interference with 
binocular sensory and motor fusion.

Two optical distortions produced by spectacle corrections of anisometropia are called axial and 
lateral aniseikonia. Axial aniseikonia describes size distortions produced by differences in the magni-
fication at the optical centers of ophthalmic spectacle corrections for anisometropia. The magnifica-
tion difference produced by the spectacle correction depends in part on the origin of the refractive 
error. Retinal images in the uncorrected axial and refractive ametropias are not the same. In axial 
myopia, the uncorrected retinal image of the elongated eye is larger than that of an emmetropic eye 
of similar refractive power. An uncorrected refractive myope has a blurred image of similar size to an 
emmetropic eye with the same axial length. Knapp’s law states that image size in an axial ametropic 
eye can be changed to equal the image size in an emmetropic eye having the same refractive power 
by placing the ophthalmic correction at the anterior focal plane of the eye. The anterior focal plane 
of the eye is usually considered to correspond approximately to the spectacle plane. However, this is 
only a very general approximation. The anterior focal point will vary with power of the eye and in 
anisometropia, it will be unequal for the two eyes. Assuming the anterior focal point is the spectacle 
plane, then the abnormally large image of an uncorrected axial-myopic eye can be reduced to near 
normal with a spectacle correction, whereas a contact lens correction would leave the retinal image of 
the myopic eye enlarged. If the ametropia is refractive in nature (i.e., not axial), then the uncorrected 
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FIGURE 9 Magnification ellipse. Meridional magnification of images in the two eyes in oblique 
meridians cause “scissors” or rotary deviations of images of vertical (and horizontal) lines and affect 
stereoscopic spatial localization in a characteristic manner. (Reprinted from Ogle and Boder.36)
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13.18  VISION AND VISION OPTICS

retinal images are equal in size and a contact lens correction will produce less change in image size 
than a spectacle correction. If the refractive myope is corrected with spectacles, the retinal image 
becomes smaller than that in an emmetropic eye of similar refractive power. This change in image size 
of refractive anisometropes corrected with spectacle lenses is one of several factors leading to ocular 
discomfort in aniseikonia.

Paradoxically, spectacle correction of axial myopes often produces too drastic a reduction in ocu-
lar image size. The ocular image of the axially myopic eye, corrected with spectacle lenses, appears 
smaller than that of the less ametropic eye in anisometropia.37–42 As mentioned earlier, ocular image 
size depends not only upon retinal image size but also upon the neural factor.22 For example, in cases 
of axial myopia, the elongation of the eye produces stretching of the retina and pigment epithelium. 
Accordingly, retinal images of normal size occupy a smaller proportion of the stretched retina than 
they would in a retina with normal retinal element density. Indeed, anisometropes with axial myopia 
report minification of the ocular image in their more myopic eye after the retinal images have been 
matched in size.41,43,44 Thus, in the uncorrected state, myopic anisometropic individuals have optical 
magnification and neural minification. As a result, a spectacle correction would overcompensate for 
differential size of ocular images. 

Surprisingly, not all patients with a significant amount of aniseikonia (4 to 6%) complain of symp-
toms. This could be due in part to suppression of one ocular image. However, normally we are able 
to fuse large size differences up to 15 percent of extended targets.45 Sinusoidal gratings in the range 
from 1 to 5 cpd can be fused with grating differing in spatial frequency by 20 to 40 percent46–48 and 
narrow band pass filtered bars can be fused with 100- to 400-percent difference in interocular size.49,50 
These enormous size differences demonstrate the remarkable ability of the visual system to fuse large 
size differences in axial aniseikonia. However, in practice, it is difficult to sustain fusion and stereopsis 
with greater than 8- to 10-percent binocular image size difference.

With extended targets, magnification produces an additional lateral displacement due to cumula-
tive effects such that nonaxial images are enlarged and imaged on noncorresponding points. Given 
our tolerances for axial disparity gradients in size, it appears that most of the difficulty encountered in 
aniseikonia is lateral. Von Rohr51 and Erggelet52 considered this prismatic effect as the most important 
cause of symptomatic discomfort in optically induced aniseikonia. 

Differential magnification of the two eyes images can be described as a single constant; however, 
the magnitude of binocular-position disparity increases proportionally with the eccentricity that an 
object is viewed from the center of a spectacle lens. Prentice’s rule approximates this prismatic dis-
placement from the product of distance from the optical center of the lens in centimeters and the 
dioptric power of the lens. In cases of ansiometropia corrected with spectacle lenses, this prismatic 
effect produces binocular disparity along the meridian of eccentric gaze. When these disparities are 
horizontal they result in distortions of stereoscopic depth localization, and when they are vertical, they 
can produce diplopia and eye strain. Fortunately, there is an increasing tolerance for disparity in the 
periphery provided by an increase in the binocular sensory fusion range with retinal eccentricity.22 
In cases of high anisometropia, such as encountered in monocular aphakia, spectacle corrections 
can cause diplopia near the central optical zone of the correction lens. In bilateral aphakia, wearing 
glasses or contact lenses does not interfere with the normal motor or sensory fusion range to hori-
zontal disparity; however, stereothresholds are elevated.53 In unilateral aphakia, contact lenses and 
intraocular lens implants support a normal motor fusion range; however, stereopsis is far superior 
with the interocular lens implants.53 Tolerance of size difference errors varies greatly with individuals 
and their work tasks. Some may tolerate 6 to 8 percent errors while others may complain with only 
0.25- to 0.5-percent errors.

Interocular Blur Suppression with Anisometropia

There is a wide variety of natural conditions that present the eyes with unequal image contrast. 
These conditions include naturally occurring anisometropia, unequal amplitudes of accommoda-
tion, and asymmetric convergence on targets that are closer to one eye than the other. This blur can 
be eliminated in part by a limited degree of differential accommodation of the two eyes54 and by 

Bass_v3ch13_p001-038.indd 13.18 8/21/09 11:48:16 AM

DO
 N

OT
 D

UP
LI

CA
TE



BINOCULAR VISION FACTORS THAT INFLUENCE OPTICAL DESIGN  13.19

interocular suppression of the blur. The latter mechanism is particularly helpful for a type of contact 
lens patient who can no longer accommodate (presbyopes) and prefer to wear a near contact lens
correction over one eye and a far correction over the other (monovision) rather than wearing bifo-
cal spectacles. For most people (66%), all of these conditions result in clear, nonblurred, binocular 
percepts with a retention of stereopsis55 albeit with the stereothreshold elevated by approximately 
a factor of two. Interocular blur suppression is reduced for high contrast targets composed of high 
spatial frequencies.55 There is an interaction between interocular blur suppression and binocular 
rivalry suppression. Measures of binocular rivalry reveal a form of eye dominance defined as the eye 
that is suppressed least when viewing dichoptic forms of different shape. When the dominant eye 
for rivalry and aiming or sighting is the same, interocular suppression is more effective than when 
dominance for sighting and rivalry are crossed (i.e., in different eyes).56

When the contrast of the two eyes’ stimuli is reduced unequally, stereoacuity is reduced more 
than if the contrast of both targets is reduced equally. Lowering the contrast in one eye reduces stereo 
acuity twice as much as when contrast is lowered in both eyes. This contrast paradox only occurs for 
stereopsis and is not observed for other disparity-based phenomenon including binocular sensory 
fusion. The contrast paradox occurs mainly with low spatial frequency stimuli (<2.0 cycles/degree). 
Contrast reduction caused by lens defocus is greater at high spatial frequencies, and perhaps this is 
why stereopsis is able to persist in the presence of interocular blur caused by anisometropia.

13.5 DISTORTIONS OF SPACE FROM 
CONVERGENCE RESPONSES TO PRISM

Horizontal vergence responses to prism influence estimates of viewing distance.24,57–59 The result-
ing errors in perceived distance will influence depth percepts that are scaled by perceived viewing 
distance such as stereopsis and motion parallax. Time of arrival or contact with external objects can 
be estimated from the distance to contact divided by the speed of approach. If distance is underes-
timated while wearing convergent or base-out (temporal) prism, then time to contact, computed 
from velocity and distance, will also be underestimated. In addition, prism stimuli to convergence 
will produce conflicts in distance estimates from vergence and retinal image size. When vergence 
responds to prism, retinal image size remains constant instead of increasing as it would in response 
to real changes in viewing distance. The conflict is resolved by a perceived decrease in perceived size. 
This illusion is referred to as convergence micropsia. An average magnitude of shrinkage is 25 percent 
for an accommodation and convergence increase equivalent to 5 D or 5 meter angles.60 Very large 
prism stimuli to vergence present major conflicts between the fixed stimulus to accommodation 
and the new vergence stimulus. The oculomotor system compromises by partially responding to the 
vergence stimulus. If physical size of a target in a virtual display has been adjusted to correspond 
to an expected full vergence response, (increase retinal image size with convergence stimuli), but 
a smaller vergence response actually occurs, the perceptual compensation for size is based on the 
smaller vergence response. As a result, a paradoxical increase of perceived size accompanies conver-
gence (convergence macropsia).61–63 The incompletely fused images are perceived at the distance of 
convergence alignment of the eyes rather than at the intended distance specified by physical size and 
disparity. Thus, aniseikonic and anisophoric differences in the two eyes, which are made worse by 
anisometropia, can cause difficulty when performing binocular tasks associated with the use of optical 
instruments. 

13.6 EYE MOVEMENTS

There are two general categories of eye movements. One class stabilizes the motion of the retinal 
image generated by our own body and head movements and the other class stabilizes the retinal 
image of an object moving in space. In the former case, the whole retinal image is moving in unison 
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13.20  VISION AND VISION OPTICS

whereas in the latter case only the retinal image of the moving object moves relative to the stationary 
background and when that image is tracked it remains stabilized on the fovea during target inspec-
tion. In all, there are five types of eye movements (VOR, OKN, saccades, pursuits, and vergence) and 
they are classified as either stabilizing or tracking movements. 

Two classes of reflex eye movements perform the image stabilization task. The first class of stabi-
lizing eye movement compensates for brief head and body rotation and is called the vestibulo-ocular 
reflex (VOR). During head movements in any direction, the semicircular canals of the vestibular 
labyrinth signal how fast the head is rotating and the oculomotor system responds reflexively to 
this signal by rotating the eyes in an equal and opposite rotation. During head rotation, this reflex 
keeps the line of sight fixed in space and visual images stationary on the retina. Body rotation in 
darkness causes a repetitious sequence of eye movements which move the line of sight slowly in the 
direction opposite to head rotation (slow phase) followed by a rapid (saccadic) movement in the 
direction the head moves (fast phase). This reflex is almost always active and without it we would 
be unable to see much of anything due to constant smear of the retinal image. The vestibulo-ocular 
reflex is extremely accurate for active head motion because it has an adaptive plasticity that makes it 
easily calibrated in response to altered visual feedback.64,65 The VOR may be inhibited or suppressed 
by the visual fixation mechanism66 as a result of the system’s attempt to recalibrate to the head-
stationary image.

Optokinetic reflex is an ocular following response that stabilizes whole field motion when we 
move about in a visual scene. Unlike the vestibulo-ocular reflex, this optokinetic reflex requires a vis-
ible retinal image whereas the vestibulo-ocular reflex operates in total darkness. Rotation or transla-
tion of the visual field causes the eyes to execute a slow following and fast reset phase sequence of eye 
movements that have the same pattern as the VOR. The optokinetic reflex supplements the vestibulo-
ocular reflex in several ways. The vestibulo-ocular reflex responds to acceleration and deceleration 
of the head but not to constant velocity. In contrast, optokinetic reflex responds to constant retinal 
image velocity caused by constant body rotation or translation. The vestibulo-ocular reflex controls 
initial image stabilization and optokinetic reflex maintains the stabilization.

Tracking eye movements place the retinal image of the object of regard on the fovea and keep 
it there, even if the object moves in space. The class of eye movements that places the image on the 
fovea is called a saccade. This is a very fast eye movement that shifts the image in a step-like motion. 
Saccades can be made voluntarily, in response to visual, tactile, and auditory stimuli, and even in 
darkness to willed directions of gaze. Their chief characteristic is they are fast, reaching velocities 
of nearly 1000 deg/s. Once the target is on the fovea, slow following eye movements called pursuits 
maintain the image of the target on the fovea. They can keep images stabilized that are formed of 
objects moving as fast as 30 deg/s in humans. Generally, pursuits cannot be made voluntarily in the 
absence of a visual moving stimulus. However, they can respond to a moving sound or tactile sensation 
in darkness.

13.7 COORDINATION AND ALIGNMENT 
OF THE TWO EYES

If you observe the motion of the two eyes, you will notice that they either move in the same or oppo-
site direction.  When they move in the same direction they are said to be yoked, or conjugate, like a 
team of horses.  These are also called version movements. At other times the eyes move in opposite 
directions, especially when we converge from far to near. These are called disjunctive or vergence 
movements. Both conjugate and disjunctive movements can be either fast or slow depending if the 
eyes are shifting fixation or maintaining foveation (stable fixation) of a target. A century ago, Ewald 
Hering described the movements of the two eyes as equal and symmetrical (Hering’s law). Our eyes 
are yoked when we are born but the yoking can be modified in response to anisometropic spectacles 
that produce unequal image sizes and require us to make unequal eye movements to see bifove-
ally. This image inequality leads to the binocular anomalies of aniseikonia (unequal perceived image 
size) and anisophoria (noncomitant phoria or a phoria that varies with direction of gaze).
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Targets are brought into alignment with corresponding points by movements of the eyes in oppo-
site directions. These vergence movements have 3° of freedom (horizontal, vertical, and torsional). 
Horizontal vergence can rotate the eyes temporalward (divergence) or nasalward (convergence). Since 
near targets only require convergence of the eyes, there is a limited need for divergence other than to 
overcome postural errors of the eyes. Consequently, the range of divergence is less than half the range 
of convergence. The eyes are able to diverge approximately 4° and converge approximately 8 to 12° in 
response to disparity while focusing accurately on a target at a fixed viewing distance. Vergence move-
ments serve the same function as conjugate movements of the eyes which is to preserve the alignment 
of the two retinal images on corresponding retinal points. Vergence is required when changing viewing 
distance, whereas versions accomplish the task when changing direction of gaze.

The stimulus to vergence depends upon both the viewing distance and the distance between the 
two eyes (interpupillary distance). It is equal to the angle subtended by a target in space at the entrance 
pupils of the two eyes (binocular parallax). As will be described in Sec. 13.9, “Prism-Induced Errors of 
Eye Alignment,” the stimulus to vergence can be changed by stimulating accommodation with lenses, 
or changing disparity (binocular parallax) with prisms. The exact stimulus value of lenses and prisms 
to vergence depends upon the placement of the prism relative to the eye and this relationship will be 
described in Sec. 13.8, “Effects of Lenses and Prism on Vergence and Phoria.” Vergence is measured in 
degrees of ocular rotation and prism diopters. The meter angle is also used in order to get a comparable 
metric for accommodation and convergence. Meter angles equal the reciprocal of the viewing distance 
in meters, and the value is approximately equal to the accommodative stimulus in diopters.

 MA
target distance in meters

= 1

Meter angles (MA) can be converted into prism diopters simply by multiplying MA by the inter-
pupillary distance (IPD) in cm. Prism diopters equal the 100 tan vergence angle in degrees. Vergence 
eye movements respond to four classes of stimuli described nearly a century ago by Maddox.

Intrinsic Stimuli to Vergence

There are four classes of stimuli to align the eyes with horizontal vergence at various viewing dis-
tances. The first is an intrinsic innervation that develops postnatally. During the first 6 weeks of life, 
our eyes diverge during sleep. This divergence posture is known as the anatomical position of rest 
and it represents the vergence angle in the absence of any innervation. As we develop during the first 
1.5 months of life, the resting vergence angle is reduced to nearly zero by the development of tonic 
vergence which reduces the resting position from the anatomical position of rest to the physiological 
position of rest. The anatomical position of rest refers to eye alignment in the absence of all inner-
vation, such as in deep anesthesia. The physiological position of rest refers to the angle that vergence 
assumes when we are awake and alert, in the absence of any stimulus to accommodation or binocu-
lar fusion or perceived distance. Usually, this physiological position of rest differs from the vergence 
demand, (i.e., the amount of vergence needed to fuse a distance target). The discrepancy between 
the vergence demand at a far viewing distance and the physiological position of rest is called the 
phoria. The phoria is an error of binocular alignment, but the error is only manifest during mon-
ocular viewing or any condition that disrupts binocular vision. If binocular vision is allowed (not 
disrupted) other components of vergence reduce the error nearly to zero. Adaptation of the phoria 
continually calibrates eye alignment and keeps the phoria constant throughout life. 

There are two components of phoria adaptation that compensate for eye misalignment. One is 
a conjugate process that is called prism adaptation and it refers to our ability to adjust our phoria 
in response to a uniform prism. This prism is constant throughout the visual field and it produces a 
conjugate change in phoria in all directions of gaze. The conjugate adaptation is very rapid and can be 
completed in several minutes in a normal patient. The eyes are able to adapt horizontal vergence several 
degrees over a 1 h time span and larger amounts for unlimited adaptation periods. The slow-anomalous 
fusional movements reported by Bagolini67 for strabismus patients are similar in time course to adaptive 
responses to prism and they indicate that the potential range of adaptation must exceed 10°.
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The second component of phoria adaptation is a nonconjugate process that adjusts the phoria 
separately for each direction and distance of gaze. For example, anisometropic spectacle corrections 
disrupt the normal alignment pattern needed for fusion. A person wearing a plus (converging) lens 
over the right eye needs to over converge in left gaze and over diverge in right gaze. Our oculomotor 
system is able to make these noncomitant adjustments such that the phoria varies with direction and 
distance of gaze consistent to compensate for the problems encountered with anisometropic spec-
tacle corrections. This disconjugate adaptation occurs in a matter of hours and it persists when the 
spectacle lenses are removed. It provides a means to align the eyes without retinal cues of binocular 
disparity. The adapted variations of phoria are guided by a synergistic link with the eye positions in 
which they were learned. For example when an anisometropic person first wears a plus lens spectacle 
over the right eye, the right eye is hypophoric in upgaze and hyperphoric in downgaze. After wearing 
this spectacle correction for several hours the vergence errors are adapted to so that there is no longer 
a phoria or vergence error while wearing the spectacles. However, when the spectacles are removed, 
the right eye is hyperphoric in upgaze and hypophoric in downgaze. This demonstrates a synergistic 
link between vertical eye position and vertical phoria where eye position guides the vertical vergence 
alignment of the two eyes, even when only one eye is open and the other is occluded.

Binocular Parallax

Horizontal vergence also responds to misalignment of similar images from corresponding retinal 
points (retinal image disparity). It reduces the disparity to a value within Panum’s fusional area and 
causes images to appear fused or single. This fusional or disparity vergence is analogous to optical 
reflex accommodation. It serves as a rapid fine adjustment mechanism that holds or maintains fixa-
tion of a given target and corrects for minor changes of disparity caused by small movements of the 
head or the target being inspected. It has a range of approximately 3° of convergence and divergence. 
Rapid adaptations of the phoria account for increased ranges of fusion in response to disparity. 

Vertical and cyclovergence eye movements also respond to binocular disparity. Vertical vergence 
can rotate one eye up or down relative to the other eye (skew movements) over a range of 2°. These 
movements respond to vertical disparity that is always associated with near targets in tertiary direc-
tions of gaze (targets at oblique eccentricities). Vertical disparity is a consequence of spatial geometry. 
Tertiary targets are closer to one eye than the other so that they subtend unequal image sizes in the 
two eyes. Unequal vertical eccentricities resulting from unequal image magnification requires a verti-
cal vergence to align tertiary targets onto corresponding retinal regions. At near distances greater than 
10 in, vertical disparities are very small and only require a limited range of movement. 

Torsional or cyclovergence can twist one eye about its visual axis relative to the orientation of the 
other eye. Normally, torsional vergence keeps the horizontal meridians of the retinas aligned when the 
eyes are converged on a near target in the upper or lower visual field. Torsional vergence stimulated by 
cyclodisparities is limited to a range of approximately 10°. Like vertical vergence, torsional vergence 
responds to unequal orientations or torsional disparities that result from the perspective distortions 
of near targets viewed by the two eyes. Ocular torsion is mainly stimulated by lateral head roll and 
amounts to approximately 10 percent of the amount of head roll, up to a maximum of 6° (60° head 
roll). The head roll can produce vertical disparities of the near fixation targets if the eyes are not accu-
rately converged. With the head tilted toward the right shoulder, a divergence fixation error can cause 
the right eye to be depressed from the target and a convergence fixation error will cause the right eye 
to be elevated with respect to the fixation target. However, no vertical fixation errors result from head 
roll if the eyes are accurately converged on the fixation target.

Defocus and Efforts to Clear Vision

Stimulation of either convergence or accommodation causes synergistic changes in convergence, 
accommodation, and pupil size. This synergy is called the near triad. During monocular occlusion, 
when the eyes focus from optical infinity to 1 m (1 D) they converge approximately 2 to 3° without 
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disparity cues. This accommodative/vergence response brings the eyes into approximate binocu-
lar alignment, and any residual alignment errors produce binocular disparity that is corrected by 
fusional vergence. The activation of convergence when accommodation is stimulated while one eye 
is covered is called accommodative vergence. The gain or strength of this interaction is called the 
accommodative convergence/accommodation (AC/A) ratio which describes the amount of conver-
gence activated per diopter of accommodation. Similarly, if convergence is stimulated while wearing 
pinhole pupils, accommodation also responds without blur cues. This reflex is called convergence 
accommodation and the gain or strength of this interaction is the convergence-accommodation/ 
convergence (CA/C) ratio. Normally these ratios are tuned appropriately for the geometry of our 
eye separation so that efforts of either accommodation or convergence bring the eyes into focus 
and alignment at nearly the same viewing distance. Occasionally, because of uncorrected refractive 
errors, or large abnormal phorias, or because of optical distortions caused by instruments, there is 
an imbalance of accommodation and vergence causing them to respond to different distances. The 
mismatch may result in fatigue and associated symptoms if the visual task is extended. The resulting 
mismatch needs to be corrected by fusional vergence and optical reflex accommodation. If the mis-
match is beyond the range of the compensation, then vision remains blurred or double. 

Variations of Cross-Coupling with Direction 
and Distance of Gaze

In straight-ahead gaze (zero azimuth), targets in the midsagittal plane produce equal magnitudes 
of disparity and defocus when they are expressed in meter angles [MA = 1/viewing distance (m) 
and diopters (D = 1/viewing distance (m)] respectively. However, when targets are viewed in asym-
metric vergence [i.e., with some combination of horizontal version (azimuth) and vergence], conflicts 
arise between stimuli for accommodation and convergence as a consequence of 3-D spatial geometry. 
Figure 10 compares a plan view of the isoaccommodation circle to the isovergence circle. The isoac-
commodation circle describes the locus of points that subtend a constant average accommodation 
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FIGURE 10 Diagram showing isovergence circle (large com-
plete circle), isoaccommodation circle (shown as an arc) and various 
azimuth angles. The two small circles represent the right and the left 
eye. The point A in the figure represents the spatial location that cor-
responds to matched stimuli for accommodation and convergence. 
a = vergence angle at point A (angle made by the intersection of two 
lines of sight), b = vergence angle at point B, and a = b along the iso-
vergence circle. g = lateral gaze angle. Note that at point D on the iso-
accommodation circle, the convergence and accommodation demand 
is lower than at point B.
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13.24  VISION AND VISION OPTICS

stimulus to the two eyes with increasing azimuth. This circle has a radius equal to the viewing dis-
tance from the cyclopean eye to the object of regard in any horizontal direction of gaze lying in a 
common visual plane. The isovergence circle passes through the fixation point and two centers of 
eye rotation.68 Its distance to the cyclopean eye varies with both viewing distance and direction of 
gaze (azimuth). The circle has a radius equal to the interpupillary distance (PD) divided by twice the 
sine of the angle of convergence (theta). 

Isovergence radius
PD=

∗2 sinθ

The only spatial location that corresponds to matched stimuli for accommodation and conver-
gence is straight ahead where these two circles intersect (Fig. 10). For points lying to the left or right, 
the stimulus to accommodation is always greater than the stimulus to convergence. This conflict 
is resolved by having the normal cross-link interaction between accommodative-convergence and 
accommodation (AC/A ratio) set for an ideal value for 50° azimuth.69 This low ratio results in a small 
divergence error of vergence at lesser azimuths that is easily overcome with fusional convergence. 
The normal convergence accommodation/convergence interaction (CA/C ratio) is ideal for straight 
ahead. This produces a lag of accommodation in small lag of accommodation that increases with gaze 
eccentricity.

Perceived Distance

The eyes align and focus in response to perceived distance. The term proximal refers to perceived 
distance. Perceived distance is classified as a spatiotopic cue because it results in a conscious percept 
of distance and direction. Our perception of space is made up of an infinite number of different 
targets in different directions and distances. Our eyes can only select and fuse one of these target 
configurations at a time. One of the main tasks of the oculomotor system is to select one fixation 
target from many alternatives. This selection process usually results in a shift of binocular fixation 
from one distance and direction to another. Proximal vergence serves as a course adjustment mech-
anism and accounts for nearly 100 percent of the eye movement when gaze shifts are too large for 
us to sense them from blur and disparity. We perform these large gaze shifts without needing to 
see the new intended target clearly or even with both eyes.70 We only need to have an estimate of 
target location using monocular cues for distance and direction. The majority of binocular shifts in 
fixation are stimulated by proximal vergence. Once the shift has been made another component of 
vergence (fusional vergence) takes over to maintain the response at the new target location. Errors 
in perceived distance can result in errors of eye alignment and focus. Mislocalization of large print 
or symbols in a head mounted display, or of the distance of a microscope slide can cause the eyes to 
accommodate excessively and produce a blurred image of a target that is imaged at optical infinity. 

The Zone of Clear and Single Binocular Vision

These components of vergence add linearly to form a range of accommodative and disparity stim-
uli that the observer is able to respond to with single and clear binocular vision (Fig. 11).2 The 
range is determined by the convergence and divergence fusional vergence range from the resting 
phoria position, plus the linkage between accommodation and vergence described in the section on 
“Defocus and Efforts to Clear Vision” that increases with accommodative effort until the amplitude 
of accommodation is reached. Geometrically matched stimuli for convergence and accommodation 
that correspond to common viewing distances normally lie within this range of clear single binocu-
lar vision unless there is an alignment error such as an eye turn or strabismus. Mismatches between 
stimuli for accommodation and convergence produced by lenses or prisms or optical instruments 
can be compensated for as long as the combined stimuli for accommodation and convergence lie 
within this stimulus operating zone for binocular vision. The ability to respond to unmatched stimuli 
for convergence and accommodation does not result from decoupled independent responses of the 
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two systems. Accommodation and convergence always remain cross-coupled, but fusional vergence 
and optical reflex accommodation are able to make responses to overcome differences in phorias 
produced by accommodative vergence and prisms.

13.8 EFFECTS OF LENSES AND PRISM 
ON VERGENCE AND PHORIA

Errors of horizontal and vertical vergence can result from differences in the two ocular images 
caused by differential magnification and translation. Optical power differences will cause magnifica-
tion differences. Translation of the image is caused by prism or by decentration of the line of sight 
from the optical center of the lens system. 

Magnification-Induced Errors of Eye Alignment

Magnification of the ocular image is influenced by several factors including index of refraction, lens 
thickness, front surface power, overall power of the lens, and the ocular distance from the eyepiece. 
For a spectacle lens the magnification is described by the product of a shape factor and a power factor. 
Magnification described by the shape factor (Ms) equals 

M
F t ns =

−
1

1 1 /

and by the power factor (Mp) equals
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FIGURE 11 Figure of the ZCSBV. Schematic representation of the 
zone of clear single binocular vision in terms of five fundamental variables 
(amplitude of accommodation, distance phoria, AC/A ratio positive fusional 
convergence, negative fusional convergence).
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where F1 is the front surface power, t is the lens thickness in centimeters, n is the index of refraction, 
h is the distance of the spectacle plane from the cornea in centimeters, and Pv is the thin lens power. 
Percent angular magnification caused by the power factor is approximately 1.5 percent per diopter 
power. The percent magnification (M%) can be approximated by the following formula:22

M
F t

n P hv

% =
+

1

Differences between the lenses before the two eyes will produce image size differences, depending 
on the source of refractive error. Two basic sources are an abnormal axial length (axial ametropia) 
or abnormal corneal and lenticular power (refractive ametropia). Magnification differences between 
the two eyes caused by interocular differences in axial length can be eliminated largely by correcting 
axial errors with spectacle lenses located in the primary focal plane (the spectacle plane) and placing 
the lenses not too near to the eyes. Magnification differences between the two eyes caused by unequal 
powers of the two corneas can be prevented by correcting refractive errors with contact lenses instead 
of spectacle lenses (Knapp’s law). If Knapp’s law is violated by correcting a refractive myope with spec-
tacle lenses placed in the primary focal plane of the eye (16.67 mm), the myopic eye will have a smaller 
image than an emmetropic eye with a normal corneal power. Similarly, if an axial myope is corrected 
with a contact lens, the myopic eye will have a larger image than an emmetropic eye with a normal 
axial length. However, the perceived image size in axial refractive errors also depends on whether the 
retina is stretched in proportion to the axial length. If it is, then the contact lens correction for an axial 
ametrope would produce a perceived image size equal to that of an emmetropic eye with a normal 
axial length. This analysis only applies to perceived image size and it is an attempt to correct perceived 
image size differences between the two eyes (aniseikonia). However, it does not address the unequal 
ocular movements stimulated by anisometropic spectacle corrections (anisophoria) resulting, as 
described in Sec. 13.10 on gaze, from the separation of the entrance pupil and center of rotation. 

Anisophoria is defined by Friedenwald71 as a heterophoria which varies in magnitude with direc-
tion of gaze. It is produced by spectacle corrections for anisometropia independent of whether refrac-
tive errors are axial or refractive in nature and only concerns the refractive power of the spectacle lens 
correction. The lateral prismatic effect occurs even when size distortions of an axial refractive error 
have been properly corrected with a spectacle lens. A prismatic deviation will always exist whenever 
the visual axis of the eye and optical axis of a lens do not coincide. As a result, the initial movement 
of an ametropic eye that is corrected with spectacle lenses will be too small in hypermetropia and 
too large in myopia. These optical factors produce differential prism in ansiometropia corrected with 
spectacles. Initially, anisometropes corrected with spectacles will make vergence errors during ver-
sional movements to eccentric targets because the eyes follow Hering’s law of equal innervation to 
the extraocular muscles. Interocular differences in power of spectacle lenses can stimulate vergence 
eye movements in all meridians of anisometropia (vertical, horizontal, and oblique). This optically 
induced anisophoria can be compensated for easily in the horizontal meridian by disparity vergence 
eye movements. The vertical errors will be the most troublesome because of the limited range and 
slow speed of vertical vergence.72,73 Difficulty in compensating for optically induced anisophoria is 
believed to contribute to the symptoms of aniseikonia corrected with spectacle lenses.71,74 Anisophoria 
may explain why both refractive and axial anisometropes prefer contact lens corrections that do not 
produce anisophoria. Contact lenses move with the eye, and the line of sight always passes through 
the optical center such that fixation errors of targets at infinity always equal the correct motor error 
to guide the oculomotor system during gaze shifts. Optically induced anisophoria can be very large. 
For example, Ogle22 computes a 4.2 prism diopter phoria produced by a +4-D anisometropia spectacle 
correction during a 20° eye movement. This constitutes a 12-percent error. Normally the oculomotor 
system is capable of recalibration of Hering’s law to compensate for optically induced anisophoria. For 
example, anisometropic patients wearing bifocal spectacle corrections do not exhibit the predicted 
change in vertical phoria while viewing in downgaze.75,76 Adjustments of heterophoria in all direc-
tions of gaze occur in approximately 2.5 h for differential afocal magnification of up to 10 percent.77,78 
Similar oculomotor adjustments occur normally in asymmetric convergence whereby the abducted 
eye makes larger saccades than the adducted eye in order to compensate for geometrically induced 
aniseikonia.79 Unequal prism before the two eyes produced by a 10-percent magnification difference,
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such as observed in monocular aphakia corrected with spectacles or spectacle and contact lens 
combinations,80 is extremely difficult to adapt to. Presumably a 10-percent magnification differ-
ence sets an upper limit to the degree of anisometropia that will not disrupt binocular versional eye 
movements and binocular alignment. It is possible that individuals who have symptoms of anisei-
konia when corrected with spectacle lenses, are simply unable to make the necessary adjustments 
in conjugacy to overcome their optically induced anisophoria. Indeed Charnwood81 observed that 
aniseikonia patients preferred prism incorporated into their spectacle corrections to reduce aniso-
phoria and Field82 reported that nearly all of 25 patients with clinically significant aniseikonia had 
oculomotor imbalance. Clearly anisophoria is an important by-product of anisometropia corrected 
with spectacles. 

Torsional vergence errors can also result from optical corrections that have cylindrical corrections 
for astigmatism. The power of a cylindrical lens varies with the square of the cosine of the angular 
separation from the major power meridian. This power variation produces a meridian-dependent 
magnification of the ocular image described as a magnification ellipse. The ellipse produces rota-
tional deviations of lines at different orientations toward the meridian of maximum magnification. 
The rotary deviation between a line and its image meridian (d ) depends on the angle between the 
orientation of the line (g ) and the major axis of the magnification ellipse (q). The rotary deviation is 
approximated by the following equation:

100 tan d = 1/2 f sin 2(g q)

where f equals the percent of magnification produced by the cylinder.22 This equation demonstrates 
that most of the shear or scissor distortion of lines will occur in meridians between the major and 
minor axes of the magnification ellipse. These rotary deviations produce limes imaged on noncor-
responding retinal meridians or torsional disparities because the axis of astigmatism is normally 
not parallel in the two eyes. Rather, astigmatism tends to be mirror symmetric about oblique 
meridians such that an axis of 45° in one eye is often paired with an axis of 135° in the other eye. 
As a result, the shear or rotary deviations of vertical meridians tend to be in opposite directions. 
The resulting cyclodisparities produce perceptual declination errors of stereo surface slant (tilt of a 
surface about a vertical or horizontal axis). Cyclodisparities about horizontal axes stimulate cyclo-
vergence movements of the two eyes (torsion of the two eyes in opposite directions). If the dispari-
ties are long lasting, the cyclovergence response adapts and persists even in the absence of binocular 
stimulation.83

13.9 PRISM-INDUCED ERRORS OF EYE ALIGNMENT

Errors of binocular eye alignment also result from translation of one ocular image with respect to 
the other. The translation can be caused by prism or by displacement of the optical center of the lens 
from the line of sight. When an object is viewed through a prism, it appears in a new direction that 
is deviated toward the prism apex and the eye must move in that direction to obtain foveal fixation. 
The amount the eye must rotate to compensate for the prismatic displacement of targets at finite 
viewing distances decreases as the distance between the eye and prism increases. This is because the 
angle that the displaced image subtends at the center of eye rotation decreases with eye-prism sepa-
ration. This reduction is referred to as prism effectivity.84 It does not occur for targets at infinity 
since the target distance is effectively the same to both the prism and center of rotation. The effec-
tive prism magnitude at the eye (Ze) is described by the following equation:

Z
Z

C Ve =
− ×1 rot

where Z is prism value, C is center of rotation to prism separation in meters, and V is the recipro-
cal of the object to lens separation in meters which corresponds to the dioptric vergence leaving the 
prism.84
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13.28  VISION AND VISION OPTICS

Binocular disparities induced by a prism or lens determines the direction of the phoria or 
vergence error. For example, base-out prism produces a crossed disparity and divergence error 
(exophoria) which is corrected under binocular conditions by fusional convergence. Minus lenses 
stimulate accommodation and accommodative convergence, which under binocular conditions pro-
duce a convergence error (esophoria) that is corrected by fusional divergence. Similarly, base-in prism 
produces an uncrossed disparity and convergence error (esophoria) which is corrected under binocu-
lar conditions by fusional divergence, and plus lenses stimulate a relaxation of both accommodation 
and accommodative convergence, which produces a divergence error (exophoria) that is corrected by 
fusional convergence. 

The prismatic translation caused by optical displacement is described by Prentice’s rule, where the 
prism displacement (Z) equals the power of the lens in diopters (P) times the displacement of the lens 
center from the line of sight (d) in centimeters (Z = dP). The angular deviation of any paraxial ray that 
passes through a lens at a distance from the optical center is described by this rule. Prentice’s rule can 
also be applied to cylindrical lenses where the magnification occurs in a power meridian. The axis of a 
cylindrical lens is perpendicular to its power meridian. The prism induced can be calculated from the 
vector component of the displacement that is perpendicular to the axis of the cylinder. This distance 
(Hp) equals the sine of the angle (q ) between the displacement direction and the axis of the cylinder 
times the magnitude of the displacement (h)

Hp = h sin q

Thus, according to Prentice’s rule, prism induced by displacing a cylindrical lens equals

 Z = Ph sin q 

The magnitude of prism induced by lens displacement also depends on the separation between the 
lens and the center of rotation of the eye. Effective prism displacement (Ze) decreases as the distance 
of the lens from the eye increases according to the following equation:84

Z
Zc Z
C Ve = +

− ×
( )

1 rot

where Zc is 100 tan c, c is the angle formed between the object point and the displaced point from 
the optical center (major reference point) and the straight ahead line, V is the reciprocal of the 
image distance to the lens in meters which corresponds to the dioptric vergence leaving the prism, 
Z is the prism calculated from Prentice’s rule, Crot is separation between the lens and center of rota-
tion of the eye. The reduction of prismatic displacement with eye to lens separation is referred to as 
prism effectivity with lenses.

When the two eyes view targets through lenses that are displaced from the optical axes, a disparity 
stimulus is introduced. Most typically, when the optical centers of a binocular optical system are sepa-
rated by an amount greater or less than the interpupillary distance, disparate horizontal prism is intro-
duced that requires the eyes to make a horizontal vergence adjustment to achieve binocular alignment. 
For example, when looking through a pair of plus lenses that are farther apart than the interpupillary 
distance, each eye is viewing through a point that is nasalward from the optical axis. This introduces 
base-out prism that stimulates convergence of the two eyes. This prism vergence stimulus may pro-
duce conflicts with the accommodative stimulus that is not affected by lens displacement so that the 
eyes need to focus for one distance and converge for another. Accommodation and convergence are 
linked synergistically so that their responses are closely matched to similar target distances. There is a 
limited degree of disparity vergence compensation available to overcome any discrepancy between the 
two systems, and these efforts can result in headaches and other ocular discomfort. 

Anisometropic ophthalmic lens prescriptions with bifocal corrections in the lower segment of 
the lens can also introduce vertical prism while viewing near objects through the reading addition. 
The amount of vertical prism is predicted by Prentice’s rule applied to the amount of anisometropia. 
Thus, for a 2-D anisometropic individual, a patient looking downward 1 cm through their bifo-
cal has a vertical phoria of two prism diopters. The vertical phoria can be corrected with a slab-off 
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BINOCULAR VISION FACTORS THAT INFLUENCE OPTICAL DESIGN  13.29

prism (a base-down prism that is cemented onto the bifocal over the lens with the most plus power). 
However, this procedure is rarely necessary, since the patient usually is able to adapt the vertical phoria 
to vary nonconjugately with vertical eye position as described above. 

13.10 HEAD AND EYE RESPONSES TO DIRECTION 
(GAZE CONTROL)

When objects attract our attention in the peripheral visual field, we are able to fixate or shift our 
central gaze toward them using head and eye movements. The eyes move comfortably over a range 
of 15° starting from primary position. Larger gaze shifts require combinations of head and eye 
movements. Normally, the eyes begin the large movements, then the head moves toward the target 
while the eye movements are reduced by the VOR, and when the head stops the eyes refine their 
alignment. The reduction of eye motion during head rotation results from a gaze stabilization reflex 
that allows us to keep our eyes fixed on a stationary object as we move our body or head. This reflex 
operates with head motion sensors called the vestibular organs. 

The manner in which we shift our gaze influences optical designs. Optical systems usually are 
mounted on the head. They need to provide a large enough viewing angle to accommodate the nor-
mal range of eye movements, and to remain stable on the head as it moves. They also need to pro-
vide peak resolution in all directions that the oculomotor system is able to shift gaze while the head 
remains stationary. Gaze shifts can be inaccurate because of interactions between spectacle refractive 
corrections and movements of the eyes. 

The accuracy of eye movements is affected by stationary optical systems such as spectacles that 
are mounted in front of the eyes as opposed to optical systems such as contact lenses that move with 
the eye. The problem occurs when viewing distant targets because the entrance pupil of the eye and 
its center of rotation are at different distances from the spectacle plane. The entrance pupil is at a 
distance of about 15 mm from the spectacle lens and the ocular center of rotation lies about 27 mm 
behind the spectacle plane. Thus the center of rotation and entrance pupil are separated by about 
12 mm and a target in space subtends different angles at these two points. The angle at the entrance 
pupil determines the visual error and the angle at the center of rotation determines the motor error. 
Whether a spectacle lens is worn or not, this difference alters retinal image feedback during eye rota-
tions for any target imaged at a finite viewing distance from the eye. Images at infinity don’t have this 
problem because they subtend equal angles at both the entrance pupil and center of rotation. Thus 
eye movements cause motion parallax between targets viewed at near and far viewing distances and 
some animals like the chameleon use this parallax to judge distance.85 

Problems occur when the spectacle lens forms an image of an object at infinity at some finite 
distance from the eye. This image of the distant target subtends different angles at the entrance pupil 
and center of rotation because of their 12-mm separation. Thus, perceived visual angle and motor 
error are unequal. Depending on whether the image is formed in front (myopic error) or behind 
(hyperopic error) the eye, this discrepancy requires that a fixational eye movement must be smaller or 
larger, respectively, than the perceived eccentricity or retinal angular error of the target sensed prior to 
the eye movement. The amount of eye rotation can be computed from the equation describing prism 
effectivity with lenses (Ze):84

Z
Zc

C Ve =
− ×1 rot

where Zc equals 100 tan c (c equals angular eccentricity of the target measured at the lens plane), 
and V equals the dioptric vergence of the image distance from the lens plane, and Crot equals the lens 
to center of rotation separation in meters. When different power spectacle lenses are worn before 
the two eyes to correct unequal refractive errors (anisometropia), a target that would normally 
require equal movements of the two eyes now requires unequal binocular movements. The oculo-
motor system learns to make these unequal movements and it retains this ability even when one eye 
is occluded after wearing anisometropic spectacle corrections for only 1 hour. 
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13.30  VISION AND VISION OPTICS

During head movements, magnification of the retinal image by spectacles increases retinal image 
motion during head rotation and causes the stationary world to appear to move opposite to the direc-
tion the head rotates. This can produce vertigo as well as stimulate a change in the vestibular stabiliza-
tion reflex. When a magnifier is worn for only 1 h, the reflex can be exaggerated to compensate for the 
excessive retinal image motion. Following this adaptation, when the optical aid is removed, the exag-
gerated VOR causes the world to appear to move in the same direction that the head rotates. If you 
wear glasses, you can demonstrate this adaptation to yourself by removing your glasses and shaking 
your head laterally. If your wear negative lenses to correct for myopia, the minification they produce 
has caused a reduction in image stabilization and without your glasses, the world will appear to move 
opposite to the direction of head shake. 

13.11 FOCUS AND RESPONSES TO DISTANCE 

Our visual sense of space requires that we are able to accurately perceive objects at different distances. 
Single and clear views of targets at a finite viewing distance require that the visual system align the 
similar images of the target on corresponding retinal regions and that the optics of the eye adjust 
the focus to accommodate the near target (accommodation). The range of accommodation varies 
with age, starting at birth at about 18.5 D and decreasing 1 D every 3 years until approximately age 
55 when it is no longer available ( absolute presbyopia). The amplitude of accommodation available 
to an individual of a given age is remarkably stable across the population if extremes of refractive are 
not considered.

Spectacle corrections and other optical systems can influence both aspects of the near response. 
Accommodation declines with age until eventually, the near point is beyond the near working dis-
tance (functional presbyopia). In this situation, near targets can be imaged farther away from the eye 
with plus lenses so that they lie within the available range of remaining accommodation. The accom-
modative system is only able to maintain 2/3 of its full amplitude for long periods of time and when 
this range is exceeded by the optical demands of working distance, bifocals are typically prescribed. 
The magnitude of the bifocal correction depends upon the accommodative amplitude and the near 
working distance. For a typical 16-in or 40-cm near working distance that requires 2.5 D of accom-
modation, a bifocal correction is needed when the amplitude of accommodation is less than 3.75 D. 
Typically this amplitude is reached at about 45 years of age. 

If spectacles are worn, the amplitude of accommodation is influenced by the sign (plus or minus) 
of the spectacle correction. Accommodation demand equals the difference in the dioptric value of 
the far point and the near point of the eye. These dioptric values can be described relative to the 
front surface of the eye or to the spectacle plane. The reciprocal of a specific viewing distance to the 
spectacle plane describes the spectacle accommodative demand, and this value is independent of 
the lens correction. However, the ocular accommodative demand (amount the eye needs to change 
power) required to focus targets at this distance does depend on the power and sign of the spectacle 
correction. Ocular accommodation is computed by the difference between the dioptric vergence sub-
tended by the near point target at the cornea, after it is imaged by the spectacle lens, and the vergence 
subtended at the cornea by the far point of the eye. For myopes corrected with minus spectacle lenses, 
ocular accommodation through spectacles is greater than the spectacle accommodative demand and 
the reverse is true for hyperopes. For example, the ocular accommodative response to a target place 
20 cm in front of the spectacle plane that is 14 mm from the eye is 4.67 D from an emmetrope, 4 D 
for a myope wearing a –6-D corrective spectacle lens, and 5.56 D for a hyperope wearing a +6 D cor-
rective spectacle lens. Thus, near targets present unequal accommodative stimuli to the two eyes of 
anisometropes corrected with spectacles. Although the accommodative response is consensual (equal 
in the two eyes) the difference in the two stimuli will go unnoticed as long as it lies within the depth 
of focus of the eye (approximately 0.25 D). However, in the example given above, a 6-D anisometrope 
would have about a 1-D difference in the stimulus to accommodation presented by a target at a 
20-cm viewing distance. Finally, this lens effectivity causes spectacle lens wearers who are hyperopic 
to become presbyopic before myopes. 
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13.12 VIDEO HEAD SETS, HEAD’S UP DISPLAYS 
AND VIRTUAL REALITY: IMPACT ON 
BINOCULAR VISION

A variety of head mounted visual display systems (HMD) have been developed to assist performance 
of a variety of tasks. Telepresence is an environment in which images from remote cameras are 
viewed on video screens to perform tasks at distal sites. In other applications, information in the 
form of symbology is added to a natural image to augment reality, such as in a heads up aviation 
application, and in still another application, virtual environments are simulated and displayed for 
entertainment or instructional value. The head mounted video systems usually display information 
in one of three configurations. These are monocular or monoscopic that present information to 
one eye, biocular where both eyes view an identical image, and binocular where slight differences in 
the two eyes’ images stimulate stereoscopic depth perception. The biocular view avoids image con-
flicts between the two eyes that arise in the monoscopic systems, and stereopsis in the binocular 
systems helps to sort out or distinguish elevation and distance information in the perspective scene. 
Stereopsis also provides the user with fine depth discrimination and shape sensitivity for objects 
located within an arm’s length. Each of these systems attempts to present coherent cues to space per-
ception, however, due to physical limitations this is not always possible and cue conflicts result. 

Distance Conflicts

The current designs of HMD devices introduce three stimulus conflicts. They present conflicting infor-
mation about target distance to accommodation and convergence, conflicting visual-vestibular infor-
mation, and conflicts concerning the spatial location of information to the two eyes. For example, the 
symbology presented to aviators in heads-up displays is set for infinity but large symbols appear to be 
near and this can initiate an inappropriate accommodative response. However, given sufficient time, 
subjects will accommodate correctly.86 Currently all HMD units present a fixed optical viewing distance 
that is not always matched to the convergence stimulus in biocular units or the many states of conver-
gence stimulated in binocular units. This situation is exacerbated by the presence of uncorrected refrac-
tive errors that can cause images to be blurred in the case of myopia or to force extra accommodation 
in the case of hyperopia, or to present unequal blur and accommodative stimuli in the case of anisome-
tropia. Normally, observers with uncorrected refractive errors are able to adjust target distance to clear 
images but the HMD has a fixed target distance that is not adjustable. Units that provide self-adjusting 
focus run the risk of users introducing larger errors or mismatching the clarity of the two ocular images. 

As described above, accommodation and convergence are tightly coupled to respond to approxi-
mately the same viewing distance. There is some flexibility to compensate for small differences 
between stimuli to accommodation and convergence but long periods of usage, particularly those 
requiring fusional divergence, to overcome an esophoria caused by excessive accommodation can 
produce eye strain. Tolerance for accommodative errors can be increased by extending the depth of 
focus with small exit pupils or with screens that have reduced resolution. It is also helpful to set the 
viewing distance at an intermediate value of approximately 2 m87 to allow uncorrected mild myopes 
to see clearly while allowing a 3° range of stereo depth disparities. In biocular units where disparity 
is not varied, the optical distance can be set closer to 1 m to further compensate for uncorrected 
myopia and to place images near arm’s length. Prolonged viewing at close distances can cause instru-
ment myopia, a form of excessive accommodation, and postimmersion short-term aftereffects such as 
accommodative spasm.88 Accommodative fatigue also can result after 30 min of stereo display use.89 
If refractive corrections are worn, the optimal image distance will depend on the tasks performed. 
Simulated computer screens should be at arm’s length whereas views for driving simulators should be 
remote to provide more realism in the display.

Errors of perceived distance can occur when vergence distance is not matched to image size or 
perceptual task. These errors can result in perceptual image expansion (macropsia) or constriction 
(micropsia), particularly in binocular displays that stimulate a range of convergence values. These 
effects can be minimized by limiting the range of binocular disparities to a few degrees for near 

Bass_v3ch13_p001-038.indd 13.31 8/21/09 11:48:19 AM

DO
 N

OT
 D

UP
LI

CA
TE



13.32  VISION AND VISION OPTICS

objects and to use a biocular display when presenting views of distant objects simultaneously with 
foreground detail. Perspective cues along with motion parallax, overlap or superposition, and texture 
density gradients provide powerful depth cues for remote or complex scenes containing a wide range 
of depth information and binocular disparity adds little to these displays. Stereopsis is most useful 
for facilitating manual dexterity tasks with fine depth discrimination between objects and their 3-D 
shape located within an arm’s length of the user. Static displays that don’t utilize motion parallax will 
benefit more from the addition of stereoscopic cues. 

Some HMDs and other virtual environments combine real and virtual information with a see-
through visor or with remote rear projection systems that surround the viewer panoramically as in 
the Computer-Automatic Virtual Environment.90 These mixed environments can introduce multiple 
and sometimes conflicting accommodative stimuli. When real variable focus and virtual fixed focus 
images are at different image distances, both cannot be cleared at the same time, though they may 
appear to be in similar locations in space. Conflicting near virtual targets can interfere with rec-
ognition of real distant targets.91 Several optical solutions have been suggested to minimize these 
focus conflicts.54 The depth of focus can be extended with pinhole pupils. A pinhole exit pupil pro-
jected to the eye pupil in a Maxwellian view system will preserve field of view. The virtual image 
is viewed through the Maxwellian pupil imaged via a beam splitter while the real environment is 
viewed through the natural pupil. Eye tracking might be necessary in Maxwellian systems to shift the 
exit pupil to follow eye movements.92 Monovision is another possible solution in which a near lens 
is worn over one eye and a far lens over the other. A target that is in focus for one eye will be blurred 
for the other. The visual system is able to suppress the blurred image and retain the focused images of
both eyes and also retain a large functional range of stereopsis.93 Monovision has been used success-
fully in presbyopes with contact lens corrections, and it has been shown to work on prepresbyopes 
in most individuals.55 The limitation of monovision is that it provides clear vision only for the two 
focal depths, plus and minus the depth of focus. The range of the two clear vision distance might 
be extended by aniso-accommodation; the ability of the two eyes to focus independently of each 
other while remaining binocular.54 Another solution is a chromatic bifocal that takes advantage of 
the longitudinal chromatic aberration of the eye. Wavelengths of light at opposite ends of the visual 
spectrum have a 2-D difference in dioptric power for a given object distance. Given that nearer objects 
tend to be in the lower visual field, different monochromatic wavelengths combined with field seg-
regation could be used in the virtual image control panel. Users viewing near objects could view 
long-wavelength images in the lower half of the virtual control panel. Thus, both real and red virtual 
images would stimulate an increase in accommodation. For distant real objects, the user could attend 
to the upper short wavelength images in the virtual display panel and real and blue virtual targets 
would stimulate a relaxation of accommodation. A simpler solution is to place a bifocal lens segment 
in the lower portion of the see-through window, bringing near real images to the same focal distance 
as the images seen on the virtual display. 

Visual-Vestibular Conflicts 

Virtual systems that are worn on the head or remain fixed in space both present conflicting visual-
vestibular information. Normally, when the head rotates or translates, the eyes rotate in the opposite 
direction to keep the images of objects in space stabilized on the retina. The relationship between 
retinal image motion and head and eye motion is disrupted by the virtual display. In the case of 
an external virtual projection system like CAVE (Computer-Augmented Virtual Environment),90 
simulated movements of the visual scene that correspond to body movements are not accompanied 
by the appropriate vestibular signals. For example, a driving simulator displays changes in the road 
view while steering the virtual car. When making turns, the visual field appears to rotate but there 
is no corresponding vestibular signal. As a result, drivers of virtual systems tend to oversteer the 
turns because they underestimate the curved path of the automobile. Perceptual disturbances dur-
ing similar phenomenon in flight simulators are referred to as simulator sickness. In contrast head 
mounted video displays can present a fixed visual stimulus while the head rotates such that vestibu-
lar signals are not accompanied by the appropriate visual motion stimuli. These conflicts can also 
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result in symptoms of nausea, vertigo, and general malaise even when very small head movements 
occur.94–96 Visual-vestibular conflicts also occur with telepresence systems that present images that 
are either magnified or minified as a result of differences between the camera distance to objects and 
the viewer distance to the viewscreen. As a result, head movements that cause camera movements 
will stimulate excessive retinal image motion with magnification or too little retinal image motion 
with image minification. The mismatch will cause adaptive adjustments of the VOR and possible 
simulator sickness.

The oculomotor system responds to this visual-vestibular conflict during steady fixation by sup-
pressing the VOR and adaptively reducing its gain. Thus, a user viewing a 2-h motion picture on an 
HMD while making a normal range of head movements during conversation with other persons will 
adapt their VOR to be less responsive to head motion. This adaptation can produce postimmersion 
symptoms where the adapted VOR remains suppressed such that head movements without the HMD 
will not stimulate a sufficient vestibular ocular movement to stabilize the retinal image. The user will 
perceive the world to move with his head and this can cause nausea, vertigo, and malaise. Attempts 
to move images with the head using a head tracking system that updates image position during head 
rotation have been unsuccessful97 because of small delays in image processing that desynchronize 
expected image motion and head movements. It is possible that an image could be blanked during 
large head movements and stabilized with a head tracker during small head movements. The blanking 
would be similar to the normal suppression of vision during saccadic eye movements. Other solutions 
are to use see-through and see-around virtual displays so that real objects in the periphery are always 
visible during normal head movements so that some visual and vestibular stimuli remain coherent.

Spatial Location Conflicts

No existing HMD has the wide field of view of the human visual system in a natural environ-
ment. The horizontal field of view in currently available HMDs ranges from 22.5° to 155°.98 The 
larger fields of view in binocular systems are expanded by partially overlapping the two monocular 
images. Note that the entire monocular and binocular portions of the field of view lie within the 
normal 114 to 120° binocular overlap of the normal visual system. Partial overlap in HMDs can be 
produced by displacing the right field to the right and left field to the left. Each eye has a monocu-
lar flanking component in its temporal visual field. It is also possible to reverse the displacement 
so that the monocular components are in the nasal-visual field of each eye (Fig. 12). These two 
organizations are consistent with two different occlusion aperture configurations. The former has 
the same organization as a binocular field seen on a near screen in front of a background. Thus 
the total image is seen as a discontinuous surface in depth with the central binocular portion at a 
proximal distance compared to the monocular portion that is seen farther away.6 The latter case 
has the same organization as a single continuous surface viewed through an aperture (porthole 
effect). The former system is more likely to cause binocular rivalry in the monocular regions of the 
field than is the latter approach. This suppression can cause a moonlike crescent shape (luning) 
in the flanking monocular region that corresponds to the border of the image seen by the contra-
lateral eye and this blocks visibility of the monocular field crescent seen by the ipsilateral eye. The 
luning can be reduced by blurring the edges of each eye’s image borders or by using the crossed 
view configuration. Interestingly, the latter crossed-view approach is preferable in head mounted 
displays.99

Visual suppression and binocular rivalry suppression are also stimulated in monocular image dis-
plays. Rivalry occurs between the image presented to one eye and the natural scene presented to the 
other. Even if one eye is occluded, the dark image of the patched eye will rival with the visible image 
of the open eye. This rivalry can be minimized by presenting the patched eye with a uniform field 
with the same mean luminance and color as the open eye image. This can be accomplished easily by 
placing a diffusing filter over the nonseeing eye. In cases where the two eyes view independent images, 
it might be possible to control which eye is suppressed by moving the image in the seeing eye and 
keeping it stationary in the nonseeing eye. This technique is based on the observation that motion is 
a dominant feature for binocular rivalry. 
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13.34  VISION AND VISION OPTICS

Optical Errors 

The success of any binocular viewing instrument depends in large part on the precision of alignment 
and quality of distortion free optics. Alignment errors can produce vertical, horizontal, and torsional 
disparities. Of these, the vertical errors are the most troublesome. There is limited range for vertical 
vergence and slow response times.77 The oculomotor system can adapt its vertical alignment posture 
(vertical phoria) if the vertical disparity is constantly present; however, if the HMD is worn intermit-
tently then no adaptation will occur. Horizontal errors, especially in the convergence direction, can 
be overcome easily by vergence eye movements. Torsional errors cause overall torsional disparities 
which can cause perception of slant about the horizontal axis if the virtual scene is superimposed 

Monoc (R) Binocular Monoc (L)

Occluder

Monoc (L) Binocular Monoc (R)

Occluder

Porthole occlusion configuration

Contralateral monocular crescents

Septum occlusion configuration

Ipsilateral monocular crescents

FIGURE 12 Occlusion figure with port hole and septum. Partial overlap of the 
visual field simulates obstructed views by a port-hole aperture or septum in the mid-
sagittal plane.
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by see-through optics on the natural visual environment. However, if an opaque visor is used so 
that only the virtual display is visible, slant distortion will not be perceived with cyclotorsion dispar-
ity.100 This is because the visual system only interprets slant when there is horizontal shear dispar-
ity between vertical lines but no vertical shear disparity between horizontal lines. When both forms 
of shear are present, this is interpreted as resulting from eye rotation rather than real object slant. 
Cyclodisparity in large field displays will stimulate cyclovergence responses that can have postimmer-
sion aftereffects in the form of cyclophoria.83 Errors in the baseline separation of the entrance pupils 
of the optical system can produce divergent disparities if it is set wider than the interpupillary dis-
tance. The oculomotor system has limited divergence ability and this stimulus can cause headaches 
and visual discomfort. Finally, low quality optics that have distortions such as barrel, pincushion, and 
keystone will introduce horizontal, vertical, and torsional disparities in both biocular and binocular 
displays if the distortions are not identical for the two eyes or if the visual fields are displaced slightly 
in the two eyes. Displacements could result from alignment errors or from partial field overlap used 
to expand the field of view. The disparities produced by these distortions can cause idiosyncratic 
warpage of the virtual image and vertical disparities that stress the oculomotor system. 
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14.1 GLOSSARY

Aphakia. An eye lacking a lens, usually as a result of cataract surgery.

Age-related macular degeneration (AMD). A disease that results in loss of vision in the central 
retina or macula due to damage to the photoreceptors and retinal pigment epithelium of the retina, 
often secondary to changes in the choroid (blood vessel layer) and Bruch’s membrane. There are two 
major forms, called “wet,” or exudative, and “dry,” or atrophic. The dry form is more common, but the 
wet form is responsible for the majority of cases involving severe vision loss.

Cataract. An opacity or clouding of the lens resulting in a reduction in the amount of light trans-
mitted to the retinal image and an increase in the light scatter. This is the leading cause of blindness 
worldwide, but can be treated successfully by removal of the lens.

Diabetic retinopathy. A disease of the eye caused by diabetes that leads to a proliferation of blood ves-
sels. These blood vessels may swell and leak. When the resultant scar tissue shrinks the surrounding vit-
reous humor, it may cause the retina to detach, leading to loss of vision in the affected region of retina.

Glaucoma. A group of diseases, often but not always, associated with high intraocular pressure, 
resulting in death of ganglion cells.

Intraocular lens (IOL). A prosthetic lens usually implanted in the eye to replace the natural lens 
following its removal. IOLs may be placed in front of the pupillary plane (anterior chamber lenses) or 

14.1

14

Bass_v3ch14_p001-038.indd 14.1 8/21/09 11:48:37 AM

DO
 N

OT
 D

UP
LI

CA
TE



14.2  VISION AND VISION OPTICS

behind the pupil (posterior chamber lenses). They are manufactured from a variety of materials, the 
most common of which are polymethylmethacrylate, silicone, and hydrogels.

Phakia. An eye with a natural lens, from the Greek phakos or lens.

Presbyopia. Greek for “old sight,” is a condition in which an individual has lost the ability to accom-
modate suffi ciently for near work. This results in the need for “reading glasses” around the age of 40 
or 50 years.

Pseudophakia. An eye with an artifi cial or intraocular lens implanted to replace the natural lens 
following its removal.

14.2 INTRODUCTION

Senescence occurs in the optics of all human eyes and the resulting changes in the spatial and spectral 
distribution of light comprising the retinal image can have a profound impact on vision. These opti-
cal changes have enormous economic consequences for health care and society, and although some 
effective treatments exist, optical quality in the senescent eye remains inferior to that of younger eyes. 
Before describing the optical and visual changes that characterize normal aging, it is useful to con-
sider the scope of the problem in light of demographic changes in the world’s aging population.

14.3 THE GRAYING OF THE PLANET

The proportion of the world’s population that is elderly is higher now than at any other point in 
recorded history. In the last two decades, the number of individuals above age 65 years has increased 
at more than twice the rate as that of individuals below 65 years.1 At present, every month, another 
1 million of the world’s population enters its sixth decade of life. As a result, the number of individuals 
age 60 and above is likely to change from one in ten today to one in five by 2050, and one in three 
by the year 2150. As illustrated by Fig. 1, the global growth rate for individuals over age 80 is occurring

FIGURE 1 Percentage of the global population projected 
from 1950 to 2150 for three age groups based on statistics pro-
vided by the United Nations.2
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at an even faster rate. Indeed, the number of centenarians in the United States has doubled every 
10 years since 1960. At the same time, there is a corresponding decline in the proportion of the popu-
lation below 15 years of age.

Many factors have contributed to this remarkable demographic shift in the age distribution, 
including a change in the fertility rate, improved hygiene, nutrition, disease control, and education. 
These trends are generally more apparent in less developed countries, and the demographic shift in 
the elderly population is now more rapid in these parts of the world. For example, in 1995 there was a 
global increase of 12 million persons at or above age 60 and nearly 80 percent of it was due to a change 
in less developed countries. The countries with the fewest resources at present will thus have less time 
to cope with the social and economic consequences of an elderly population. It is not clear how long 
these present demographic shifts will continue into the future and when they will reach equilibrium.

Some Implications of Living Longer

Some theoretical calculations place the maximum human life span at about 120 years, but there are 
reasons to think that this may not apply to the eye. The demographic shifts in longevity of the eye are 
apparently not keeping pace with that of the rest of the body. Research to Prevent Blindness estimates 
that the number of blind individuals will double between 1999 and 2030. If true, the social, health, 
and economic consequences will be profound. One eminent authority put it this way: “Mathematically 
speaking, it is permissible to say that those who prolong life promote blindness” (Ref. 3, p. 306).

Health Implications and the Problem of Defining Normal Aging Current projections for the future 
are that as the baby boomers (the cohort of 76 million Americans born between 1946 and 1964) 
start to turn age 65 in the year 2011, they will be better educated, have better health, and more 
financial resources than did their parents when they retired. All indications are that retiring baby 
boomers will read more and want to spend more time in outdoor leisure activities than their par-
ents did at comparable ages. For the age group over 65 years of age, there are also some indications 
that the rates of disability and disease are decreasing compared to previous generations, but this is 
not so for vision. Older adults experience a higher rate of visual disability and ocular disease than 
younger individuals, and the rate accelerates after about 40 years of age. For example, glaucoma is about 
8 times more common for individuals above age 65 than in the general population. In the Framingham 
study,4 50 percent of participants age 75 and over had at least one of four visual “diseases:” age-related 
macular degeneration, cataract, diabetic retinopathy, or glaucoma.

Many studies of “normal” aging eyes fail to include significant numbers of eyes older than 80 years 
(a notable exception being Haegerstrom-Portnoy5). Thus, most of the aging effects described in this 
chapter fail to describe very old (80 to 100 years) eyes. In addition, most studies of aging attempt to 
characterize the visual system with many factors controlled, such as by testing with optimal refraction 
rather than habitual refraction. These controls are essential for separating the factors underlying nor-
mal aging, but they necessarily overestimate the quality of vision experienced outside the laboratory.

There is little agreement about where to draw the line between senescent degradation in vision and 
some forms of ocular pathology. For many researchers, normal aging is defined by exclusion—the 
changes in vision that occur when overt ocular disorder and disease are not detected. An alternative 
distinction between aging and disease is based on the amount of tissue changed or when visual loss 
exceeds a criterion. Both of these definitions are used to define cataract, a loss of transparency of the 
lens resulting from cumulative changes in products of oxidation that can dramatically elevate intra-
ocular light scatter. There are several different types of cataract that can degrade the optical quality of 
images formed on the retina and consequently undermine the quality of the “neural” image transmit-
ted by the retina. The biochemical events leading up to these lenticular changes occur continuously 
across the life span so the presence of this disorder is largely a matter of where the criterion is set on 
the continuum of normal aging.

Most individuals will still be able to approach their golden years without frank visual pathology. 
However, no individual should expect to have the quality of vision experienced in youth. Indeed, 
perhaps 20 years prior to retirement, most individuals already will have experienced the need for 
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“reading glasses” to correct near vision due to the senescent reduction in or loss of accommodation. 
Some problems of optical origin can be corrected or compensated by optical means, but additional 
losses in vision may be expected due to neural changes for which there are no known remedies. Some 
current research has focused on factors that might contribute to normal aging of the eye that could 
be controlled by life style choices such as diet6 or exposure to ultraviolet7 and short-wave visible8

radiation. Whatever the cause, any impairment of our dominant sensory system will inevitably have 
behavioral consequences. In some cases, this may be an inconvenience such as slower reading or the 
need for better lighting, while in other cases it may lead to more serious problems such as accidents, 
falls, and greater dependence on others for daily activities. For many, senescent changes in vision will 
become the dominant factor limiting their quality of life.9

Economic and Social Implications of Aging Eyes There is a gradual reduction in accommodative 
amplitude throughout adulthood resulting in a complete loss of accommodation during the sixth 
decade of life. Combining this information with the fact that each day 10,000 people in the United 
States reach the age of 50, there is little wonder that ophthalmic corrections for reading and near work 
will account for approximately half the revenues in the multibillion dollar ophthalmic lens industry.

Visual impairment secondary to diseases of the eye also creates a sizeable economic impact on our 
society. For example, visual impairment and blindness for individuals above age 40 have an estimated 
cost of $51 billion per annum in the United States alone.10 In addition, approximately 2.8 million cata-
ract surgeries are performed each year in the United States at an annualized cost of about $25 billion. 
The costs of presbyopic spectacle correction may be even higher. These numbers are almost certain to 
increase due to the increasing proportion of the population that is elderly.

Additional economic consequences of our aging population will be created because the elderly 
generally require more special services, housing needs, and medical care, often as a result of visual 
impairment or blindness. For example, vision impairment increases the risks of falls by sixfold.11

Senescent changes in vision are also likely to impose new burdens on public transportation systems in 
view of the fact that about half the world’s elderly population today live in cities, and that proportion 
is expected to increase to about three-fourths, at least in more developed countries. New demands will 
be made for housing these elderly individuals in order to promote independent living.12 Being able 
to care for oneself is not only important for self-esteem, but it also has enormous economic impact. 
Architects and lighting designers will have to take into account age-related changes to the visual sys-
tem in planning for new environments inhabited by the elderly. Current standards for lighting are 
almost entirely based on college-age students, although there have been new calls for explicit atten-
tion to the visual needs of aged individuals.13 The goal of such standards would be to find conditions 
that can compensate for sensory losses, to be described later, while not introducing conditions that 
promote “disability glare.” Such lighting considerations might promote greater safety in the home to 
facilitate independent mobility and support communication through computers and reading and 
other visual tasks involving hobbies and work.

14.4 SENESCENCE OF THE EYE’S OPTICS

Senescent changes influencing image formation are prevalent in all optical components of the eye. 
The following sections describe some of these changes in detail.

Senescent Changes in the Optical Components of the Eye

Tears The anterior surface of the eye is bathed by tears that produce an optically smooth air-tear 
interface mirroring the global shape of the cornea. The refractive index of the tears approaches that of 
the underlying corneal epithelium, therefore, the optical impact of the rough corneal epithelium sur-
face is essentially eliminated by index matching. Because the tear film is so thin (3 μm)14 it is vulner-
able to evaporation effects, and it is inherently unstable. Stability and uniformity are enhanced by a 
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surface monolayer of lipids and blinking. Insufficient blinking and/or inadequate tear volume or lipid 
coating can cause the uniform tears to “break-up” into a patchwork of tears leaving regions of dehy-
drated mucins and the optically rough epithelium exposed, resulting in increased optical scatter and 
aberrations15 and reduced visual performance.16 The presence of dry eye is an indicator of inadequate 
tears, and the prevalence of dry eye syndrome increases with age.17 With increasing age, tear produc-
tion by the accessory and main lacrimal glands decreases,3 the lipid layer gets thinner,18 corneal inner-
vation and sensitivity decline,19 and in combination, these factors lead to reduced tear production20,21

and blink rates. All of these factors may contribute to reduced optical quality of tears in older eyes, 
which may be most pronounced during activities such as reading which lowers blink rates.

Cornea The human cornea consists of three discrete layers separated by two basement mem-
branes. The outermost epithelial layer, composed of basal, wing, and surface cells, acts as a barrier 
to the external environment and is subject to a rapid rate of renewal, with the result that its cells 
are replaced every 5 to 7 days.22 The middle layer, or stroma, is a matrix of collagen fibers as well as 
fibroblast-like cells called keratocytes and accounts for approximately 90 percent of the corneal thick-
ness. The stroma is sandwiched between two membranes. Anterior and posterior to the stroma are 
Bowman’s and Decemet’s membrane, respectively. The transparency of the stroma is due to the uni-
form density and subwavelength spacing of collagen fibers, and any disruption of this order caused 
by such factors as increased hydration will cause light scatter and loss of transparency. Because of the 
tendency of the stroma to imbibe water there must be a way to regulate corneal hydration. The extent
of corneal hydration is largely controlled by energy-dependent-ion coupled fluid transport mecha-
nisms located at the innermost layer of the cornea, the corneal endothelium. The endothelium is 
made up of a single layer of cells. At birth, the corneal endothelium has about 4500 cells/mm2, but 
the number is reduced to about 2000 to 2500 cells/mm2 by age 70 or 80. Although the surviving cells 
become larger to maintain approximately constant total tissue volume, a smaller total number of 
fluid transport mechanisms remain in the corneal endothelium. As a result, proper corneal hydration 
is sometimes a problem in the elderly. The rate of decline in endothelial cell density is accelerated by 
cataract surgeries,23 but for the typical eye sufficient endothelial cells remain throughout life.

The cornea is the most powerful refractive element in the human eye, accounting for about 40 to 
45 D of optical power. Although it has a lower refractive index than the lens, the difference of refrac-
tive indices, which is directly proportional to dioptric power, is highest at the air-tear/cornea interface. 
The cornea is not spherical; its reduced curvature in the periphery helps reduce the spherical aberra-
tion of the cornea. The refractive index of the cornea24 and curvature of its anterior surface25 appear 
to undergo little change with age, but with aging the axis of corneal astigmatism loses the “with the 
rule” bias seen in younger eyes.26,27

As can be seen from Fig. 2, the cornea absorbs most of the ultraviolet (UV) radiation below about 
320 nm. Absorption of this radiation in sufficient intensity can damage the cornea (e.g., actinic kera-
titis), but long-term effects are rare because damage is typically confined to the corneal epithelium 
which is capable of rapid renewal. Stem cells in the corneal margins continue to generate epithelial 
cells, which then migrate across the cornea to generate the basal layer of the epithelium. This may 
be why the absorption spectrum of the cornea undergoes only small changes with advancing age.28

Cumulative absorption of UV light may, however, lead to corneal abnormalities such as pterygium, a 
condition that involves the advancing growth of abnormal tissue from the border between the cornea 
and sclera, the limbus, onto the clear cornea. This increases in prevalence with increasing age.29

Anterior and Posterior Chambers The cornea and lens are separated by a fluid-filled space. This 
fluid (the aqueous humor) maintains the metabolism of the cornea and lens, as the transparency 
requirements of these structures necessitate that they have no blood supply. The much larger vol-
ume between the cornea and iris is the “anterior” chamber, and the smaller volume between the iris 
and the lens is the “posterior” chamber. The aqueous humor is produced by the ciliary body around 
the margins of the posterior chamber, flows to the anterior chamber, and is drained through the 
trabecular meshwork and into Schlemm’s canal around the radial margins of the anterior cham-
ber. The optical role of the aqueous, therefore, is twofold. It enables the avascular lens and corneal 
endothelium to function (and thus retain lens and corneal transparency) while maintaining its own 
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14.6  VISION AND VISION OPTICS

transparency. The optical density of the aqueous changes negligibly with age30 and any damage sus-
tained by the aqueous resulting from absorption of light is likely to be unimportant for senescence 
because it is rapidly replaced.22 Although there are pathological conditions that directly affect aque-
ous transparency (e.g., uveitis in response to infection), they are primarily transient and not related 
directly to age. There is a senescent reduction in both the production and drainage of aqueous,33 and 
an increased likelihood of failure of the homeostatic production and drainage system. As drainage is 
unable to keep up with production, intraocular pressure rises, and glaucoma can ensue (see section 
“Glaucomas”). One optical side effect of glaucoma can occur when fluid in the corneal epithelial 
layer builds up between the basal epithelial cells,34 causing colored diffraction halos similar to those 
generated by nocturnal eye closure, contact lens wear, or prolonged exposure to fresh water during 
swimming. A healthy epithelium maintains its high transparency by tight junctions between adja-
cent cells; however, as fluid builds up between the regular array of cells, classic wavelength-dependent 
diffraction occurs which is visible as colored halos. Glaucoma is generally associated with corneal 
epithelial edema only when pressures become very high, which is more typical of acute angle closure 
glaucoma. Interestingly, a much rarer condition in older eyes, ocular hypotony, can generate loss 
of corneal transparency because of stromal edema resulting from IOP being too low.35 Both cases 
emphasize the critical role played by intraocular pressure in maintaining corneal hydration and thus 
corneal transparency.

Pupil The dilator and sphincter muscles of the iris control the size of the pupillary aperture that, 
for young adults, varies in diameter with the level of the prevailing illumination from approximately 
2 to 8 mm. As in any optical system, the size of the aperture has important consequences for image 
formation. The smallest pupillary diameters can decrease optical quality through diffraction effects. 
The optimal pupil diameter is about 2.4 mm from the point of view of classic image quality.36

Traditionally, larger pupils at lower light levels are considered to represent a compromise between 
improved sensitivity (more light entering the eye) and diminished image quality (more aberrations 
in peripheral optics). However, this view ignores the very significant role of photon noise on image 
quality.37 Including photon noise in image calculations, Laughlin38 argued that pupil dilation as light 
levels drop ensures optimal image quality. Employing a similar hypothesis (pupil size is adjusted to 
optimize retinal image quality), pupil miosis that accompanies senescence may also be considered as 
an adaptation to poorer optical quality in older eyes.

FIGURE 2 Optical density (decadic logarithm of the reciprocal of trans-
mittance) of  human ocular media is plotted as function of wavelength (left 
ordinates; from Boettner and Wolter30). Log quanta in sunlight reaching the 
surface of the earth from an angle of 30° from the horizon is plotted as a func-
tion of wavelength (right ordinates; from Brandhorst et al.31). (After Werner.32)
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OPTICS AND VISION OF THE AGING EYE  14.7

Maximal pupil diameter occurs in adolescence and then progressively decreases with increasing age. 
As shown in Fig. 3, age-related change in diameter differs for dark-adapted and light-adapted conditions. 
Changes in pupil diameter with light level provide a mechanism of adaptation through adjustment of 
visual sensitivity with illumination. However, the change from maximum to minimum size influences 
retinal illuminance by only about a factor of 10, so the pupil plays only a small role in adaptation mecha-
nisms that allow us to function over a range of ambient illumination covering about 12 log units.

Age-related changes in pupil size are noticeable in the elderly but actually begin in the early adult 
years. For example, when fully dark adapted, there is essentially a monotonic decrease in pupil diam-
eter beyond 10 years of age.40 Spatial vision depends on light level, and although a smaller pupillary 
diameter allows less incident light to fall onto the retina, it is unlikely that a smaller pupil accounts 
for significant age-related changes in spatial vision. For example, it has been demonstrated that age-
related differences in contrast sensitivity under photopic and mesopic ambient light levels cannot be 
explained solely by differences in pupillary diameter.41 In fact, there actually are some benefits associ-
ated with an age-related reduction in pupil diameter. The smaller pupil of older persons diminishes 
age-related changes in higher-order aberrations42 and the optical transfer function of the eye at low 
luminance levels.43 In addition, the smaller pupil in the elderly reduces the diameter of the retinal 
blur circle, thereby increasing the depth of focus by about 0.5 D between the ages of 30 and 70 years.44

More significantly, since blur circle size (radians) = defocus (Diopters) ∗ pupil diameter (m),45 as 
pupil size is halved, blur circle size is also halved. For example, if defocus was 4 D, then the impact of 
halving the pupil would be the same as halving the defocus, or a 2-D change in image quality. Thus 
halving of the photopic pupil and the more than factor of 3 reduction in mesopic pupil diameters 
in older eyes will greatly reduce the level of blur. Senescent pupil miosis may be nature’s attempt at 
minimizing the impact of presbyopia.

The Lens The lens consists of only one cell type, but its thickness increases throughout the entire 
life span due to the accumulation of cells to form a series of concentric layers.46 This results in a 
continuous axial thickening and reduction in the depth of the anterior chamber.47 The oldest cells 
are thus found in the center or nucleus (indeed these are the oldest cells in the body in that they are 
born early in gestation and are never replaced), while the youngest cells comprise the outer or corti-
cal layers. As the cells of the lens age, they lose their organelles and become essentially metabolically 
inert.

FIGURE 3 Mean diameter of the human eye pupil is plotted as a 
function of age. Blue and red symbols show dark- and light-adapted values, 
respectively. (Data from Kornzweig.39)
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14.8  VISION AND VISION OPTICS

Molecules that absorb UV and short-wave visible light are present in the newborn lens and their 
numbers increase continuously over the life span.48 Thus, the curve for the lens shown in Fig. 2 can 
be, to a first approximation, scaled multiplicatively with age.49 A number of studies have measured the 
optical density of the human lens as a function of age. Some have described these changes in density 
by a linear function of age49,50 while other evidence demonstrates a bilinear function due to an accel-
eration in the aging function after about 60 years.51 The precise form of the aging function is difficult 
to determine because of substantial individual differences at every age (on the order of 1.0 log unit at 
400 nm). However, it should be noted that the average infant lens transmits about 25 times more light 
at 400 nm to the retina than the average 70-year-old eye!

Transparency/cataract Cataract refers to an opacity of the lens that decreases vision by a somewhat 
arbitrary criterion amount. An acceleration in the population mean rate of change in lens optical den-
sity beyond approximately 60 years of age could be due to the inclusion of subjects having cataract.52

However, it is not clear where normal aging ends and cataract begins because this increase in opti-
cal density continues throughout life. In his comprehensive monograph on this subject, Young53

summarized a substantial literature which lead him to conclude that: “No discontinuity between 
senescent and cataractous changes can be detected at the molecular level in the human lens….The 
most sophisticated techniques of modern biophysical and biochemical analysis have so far failed to 
uncover any feature of the cataractous lens that suggests cataract is anything more than an advanced 
stage of normal aging” (Ref. 53, p. 56).

It should be added that there are several forms of cataract depending on the part of the lens 
affected (nuclear, cortical, posterior subcapsular) or etiology (congenital, age-related, chemically 
induced, trauma induced, disease induced). Losses of lenticular transparency can sometimes occur 
through occupational hazards associated with infrared light exposure such as in “glassblowers cataract” 
due to the conduction of radiant heat that is absorbed by the cornea and, to a lesser extent, the iris.54

Most often, changes in the transparency of the lens are associated with cumulative exposure to ultravio-
let radiation. Weale55 has proposed that the specific form of cataract depends on genetic factors while 
the common etiology is most often cumulative exposure to solar radiation (see section “Life-Span 
Environmental Radiation Damage”).

Currently, the only effective treatment for cataract requires surgical removal of the lens and in 
more than 90 percent of such surgeries performed in the United States an intraocular lens (IOL) is 
implanted in its place. A properly selected IOL obviates the need to wear thick spectacle corrections 
or contact lenses for the hyperopia that would otherwise ensue. Most of these lenses now contain 
UV-absorbing chromophores, but this is a relatively recent design improvement.

Accommodation and presbyopia Accommodation refers to the ability of the eye to adjust its power 
to focus the images of objects located at varying distances in the environment. Contraction of the 
ciliary muscle located within the ciliary body of the eye allows the anterior, and to a lesser degree the 
posterior, surface of the lens to change shape thereby altering the dioptric power of the lens (see recent 
review by Charman56). The amplitude of accommodation refers to the dioptric difference between 
the farthest and nearest distances in which an object remains in focus. Age-related loss in accom-
modative amplitude (Fig. 4) has been attributed to various causes including reduced ciliary body 
function, changes in the geometric relationships of the lens and the surrounding zonules and ciliary 
body based on progressive circumferential enlargement of the crystalline lens, but primarily it is due 
to changes in the elastic properties of the lens and to a lesser extent the capsule.56,57 The red symbols 
in Fig. 4 are from the Basel longitudinal study of individuals followed for 20 years, with different 
subjects starting the study at different ages.58 These data agree well with the classic data of Donders59

shown by blue symbols.
As the amplitude of accommodation decreases, a near correction for tasks such as reading may be 

required. This typically occurs within the fifth decade of life and is known as presbyopia (meaning 
“old sight”). Because the accommodative amplitude changes continuously, the definition of presby-
opia and its onset are somewhat arbitrary. The two sets of data in Fig. 4, although separated in time by 
about a century, are from similar geographic locations. Age of onset of presbyopia depends on many 
factors including geographical latitude and average ambient temperature.3
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OPTICS AND VISION OF THE AGING EYE  14.9

Vitreous Separating the lens from the retina is the vitreous chamber. This space, which occupies 
about 80 percent of the eye’s volume, is filled with a colorless gelatinous substance called the vitre-
ous humor. It is made up of about 99-percent water mixed into a gel-like mesh of collagen fibers and 
hyaluronic acid. Its role is primarily structural and not metabolic. In order to function it must retain 
its volume and remain transparent. As the vitreous ages, the gel is gradually replaced by unbound 
water. This liquefaction of the vitreous is responsible for the increased movement of the vitreous during 
and following eye movements in the aging eye.61 Local shrinkage of the vitreous gel is responsible for 
the increased prevalence of posterior vitreous detachment which can be present in up to 65 percent of 
eyes older than 65 years.60 The liquefaction and shrinkage can lead to increased numbers and move-
ment of floaters (visible shadows and diffraction phenomena associated with clusters of fibers and 
other optical inhomogeneities in the vitreous) consistent with increased movement of the vitreous 
in old eyes.61

Retina The optical role of the retina is complex. Its primary optical role is to absorb photons in 
the photopigment. However, the secondary optical role reflects needs for transparency, opacity, and 
waveguiding. Because the retina is “inverted,” light must pass through the neural retina prior to 
reaching the photopigment. Thus, the neural retina must remain highly transparent. For example, 
it is for this reason that retinal ganglion cell axons are generally unmyelinated until they have exited 
the eye. Even though most of the retinal tissue is transparent, the blood supply to the postreceptoral 
neurons remains opaque. The lateral displacement of the foveal postreceptoral neurons removes the 
need for any retinal blood supply in the central fovea. Thus, most eyes have a foveal avascular zone 
with an accompanying increase in transparency and presumably image quality in the central fovea.

External to the layer of photopigment (which resides in the outer segments of the photoreceptors) 
lies a second layer of pigment, melanin, in the pigmented epithelium cells (melanin and hemoglo-
bin in the choroid are also effective pigments). It has been suggested that melanin in the RPE has a 
primary antioxidant role protecting the retina from age-related oxidative damage.62 Optically, this 
pigment plays the same role as the black paint used to coat the inside of a camera; it reduces the 

FIGURE 4 Amplitude of accommodation (diopters) is plotted as 
a function of age. Note that the tasks used for measurement involved 
both accommodation and depth of focus (which the clinical literature 
often calls pseudoaccommodation). This depends on both optical and 
neural factors. Red symbols (curve) from Brückner et al.58 and blue 
symbols (curve) from Donders.59 Curves are based on best-fitting 
exponential functions.
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14.10  VISION AND VISION OPTICS

reflection of photons that are not absorbed by the photopigment. For example, at the peak sensitivity 
of the photopigment, about 2/3 of the photons entering the outer segment are absorbed by the phot-
opigment (0.5 optical density), and the outer segments cover about 70 percent of the retinal area, and 
thus, slightly less than 50 percent of photons arriving at the retina will be absorbed. This percentage 
is lower in the peripheral retina where the outer segments are shorter, and will generally be lower due 
to photopigment bleaching (which never exceeds 50% under natural conditions), and of course will 
be lower at wavelengths other than the peak. The effectiveness of the photopigment and the pigment 
epithelium combine to improve image quality of the eye but make it difficult for clinicians to obtain 
high intensity images of the fundus as little light is reflected back out of the eye.

A third major pigment in the retina, most dense around the fovea, is a yellow pigment called 
the macular pigment (MP). It is located in the receptor fiber and inner plexiform layers63 where it 
selectively absorbs short-wavelength light en route to the photoreceptors. Figure 5 shows the spectral 
absorbance of the foveal macular pigment for an average observer. The peak density is at 460 nm, near 
the peak sensitivity of the short-wave-sensitive cones (440 nm).

Several different methods (fundus photography, entoptic visualization, and psychophysics) indi-
cate that the peak density of the MP is at the fovea and follows an exponential decay to negligible 
levels at approximately 5 to 10° retinal eccentricity.65 There are large individual differences in the 
absorption of the macular pigment (from about 0 to 1.0 log unit at 460 nm), but there is little age 
dependency after early childhood.66,67

While the function of the MP is still uncertain, it has been suggested that the presence of this pig-
ment improves the optical image quality at the retina and may aid in maintaining the health of the 
macula. Because MP selectively absorbs short-wave light, it has been proposed that it helps to mini-
mize the effects of chromatic aberration68 thereby improving polychromatic image quality in the cen-
tral retina. With regard to the health of the eye, MP is made up of carotenoids that tend to neutralize 
photosensitized molecules69 and inhibit free radical reactions that are toxic to retinal cells. Thus, it has 
been suggested that the MP may protect the retina from actinic damage that may lead to age-related 
changes in visual sensitivity and to the development of age-related macular degeneration.8

A fourth, rhodopsin-based, visual pigment has recently been observed in some retinal ganglion 
cells. It has peak sensitivity around 460 nm, and it has been suggested that it may be responsible 
for light-induced melatonin suppression and thus maintenance of the circadian rhythm. In a recent 

FIGURE 5 Optical density of the human macular 
pigment is plotted as a function of wavelength. (Data 
from Vos.64)
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OPTICS AND VISION OF THE AGING EYE  14.11

analysis, Charman56 showed that the combined effects of senescent miosis and lens yellowing would 
reduce the photon catch of this pigment in old eyes to only 10 percent of that of younger eyes and thus 
may contribute to age-related changes in circadian rhythms.

In addition to the transparency and pigmentation properties described above, the retinal photo-
receptors have important optical waveguide properties. Photoreceptors must contain large numbers 
of photopigment molecules because large numbers of photons need to be captured, and photopig-
ment regeneration is slow (half-life of 2 and 7 min for cones and rods, respectively). Also, in order to 
adequately sample the retinal image spatially, photoreceptors must be small. Typical photoreceptors 
contain long tubes filled with pigment with their axis aligned approximately perpendicular to the 
image plane (e.g., outer segments of foveal cones can be 60 μm long and only 2 μm in diameter). 
Such geometry creates fiber-optic or waveguide properties in these cells. These waveguide properties 
play an important role in reducing the impact of highly aberrated and scattered light so that they 
maximize the probability of photon catch for light entering in and around the pupil center [the Stiles-
Crawford effect (SCE) see Chap. 8], and in so doing, enhance the optical quality of the retinal image.70

A recent report71 has demonstrated that retinal Müller cells may also act as optical fibers funneling 
light through the retina to the photoreceptors to avoid scattering by the neural and vascular cells of 
the retina. No significant senescent changes occur in the SCE implying stability in photoreceptor 
orientation.72,73

There are several senescent changes in the optics of the retina. The depth of the foveal pit decreases 
with increasing age,74 while the pigmented epithelial cells accumulate lipofuscin throughout life as a 
by-product of phagocytosis of photoreceptor outer segments. Over age 70, lipofuscin and melano-
lipofuscin granules may occupy up to 20 percent to 33 percent of the free cytoplasmic space of the 
cell.75 Also, between the ages of 10 and 90 years, there is a 2.5-fold decrease in melanin concentration 
within the retinal pigmented epithelial cells.76 All of these changes can alter the final destination and 
distribution of photons within the retina. In addition, these cellular alterations are manifest in an 
age-related increase in lipofuscin autofluorescence,77 which may serve as a possible marker for cellular 
aging, oxidative damage, and dysfunction associated with retinal disease.78 The combined impact of 
cellular senescence on the retinal optics is unknown, but it likely contributes to the increased scatter 
observed in older eyes.79

Eye Size The globe of the eye grows rapidly in the first year of life and then more slowly until 
about 5 years of age when it reaches an asymptotic sagittal length of about 23.5 mm. While the globe 
of the eye changes relatively little over the adult years, the lens continues to grow. These and other 
structural changes alter the refractive state of the eye throughout the life span. The coordinated 
growth of eye size and optical power in many eyes enables a focused retinal image without need for 
accommodation or refractive treatments. Such eyes are said to be emmetropic, but emmetropia is 
not the norm during all stages of development and senescence. Infant eyes are almost always hyper-
opic but during the first 2 years of life they shift toward emmetropia. For many older children and 
adults, a further slow shift toward myopia relegates many to an adult life of near sightedness (e.g., 
recent estimates indicate that myopia rates can be has high as 71 and 84 percent in Hong Kong80 and 
Taiwan,81 respectively), whereas in later life there is an overall tendency for the refractive error of the 
eye to shift in a hyperopic direction. Although the prevalence of emmetropia can be high in modern 
populations, both eyes tend to maintain highly correlated growth resulting in similar refractive states 
in the two eyes. Recent reports, however, indicate that this correlated growth pattern begins to fail as 
the eyes age,82 and can result in significant interocular differences in refractive error (anisometropia) 
among the population older than 70 years,83 compared to children and younger adults.

Senescent Changes in Retinal Image Quality

Many factors act to alter the retinal image throughout the life span. In this section, their combined 
effects are described along with one aspect of the retinal image (chromatic aberration) that does not 
seem to be age dependent.
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14.12  VISION AND VISION OPTICS

Intraocular Scatter The spatial distribution of light on the retina from a point source is described 
by the point spread function (PSF). The fraction of light transmitted from a point source in the 
forward direction is the total transmittance, while the fraction transmitted within a cone of a par-
ticular angle a, is the direct transmittance. The value of a is arbitrary, but typically is about 1°. The 
difference between the total and direct transmittances produces a “tail” in the PSF and is called stray 
light. However, because the photoreceptors are directionally selective (see Chap. 9), the optical PSF 
is not necessarily equivalent to the functional PSF. Westheimer and Liang84 have used psychophysi-
cal methods to measure the PSF of younger and older observers for a broadband source. The total 
scattered light from 7′ to 90° is about 5 times larger in a 69-year-old observer compared to a young 
adult. Put another way, 90 percent of the light from a point source falls within a region of 7′ for a 
young subject, but only 50 percent of the light falls within 7′ for the older subject. (This analysis of 
the PSF does not take into account differences in the density of the ocular media which would further 
increase the difference between young and old.)

A number of studies have shown that large particle scatter by the human ocular media increases 
across the life span (e.g., Wolf85). The relation between light scatter and age has been described as 
nonlinear due to an acceleration in the function in middle age.86 A more recent study87 measured 
the integral of the scatter function of the eye from 2.2 to 90°. The results show little or no increase in 
scatter from 16 to 40 years of age but a rapid increase afterward (i.e., a factor of 5 increase at 65 years 
compared to young adults).

Stray light in the human eye is not strongly related to wavelength,88,89 implying that it is not due 
to scatter by small particles (smaller than the wavelength of light). A small wavelength dependence, 
greater at long than middle wavelengths (opposite to Rayleigh scatter, where scatter = kl−4), has been 
attributed to fundal reflections, especially in lightly pigmented eyes.90 A recent study91 has proposed 
that intraocular scatter is a combination of small particle Rayleigh scatter and a red dominated scat-
ter produced by light entering through the sclera. This latter source must pass through the choroidal 
blood and thus is red biased. The combination of these effects in lightly pigmented eyes produces 
scatter levels that vary little with wavelength. This can be important in evaluating stray light in the 
elderly because pigmentation levels in the RPE decrease with age. The lens seems to be the main 
source of age-related change in intraocular stray light.85 The cornea produces light scatter as well, but 
the amount does not change significantly with age.30

Scattered light in the elderly may also be due to the age-related accumulation of two fluorophores 
in the lens.92 These are molecules that emit light at one wavelength (e.g., 520 nm) when irradiated 
by another (e.g., 410 nm). As these emissions are scattered randomly, they would be expected to 
degrade visual resolution. Elliott et al.93 demonstrated a small effect of fluorescence on resolution of 
low contrast targets.

Intraocular stray light reduces the contrast of the retinal image. Normal levels of scattered light do 
not affect color detection thresholds significantly, but high levels can affect chromatic saturation and 
estimates of color constancy.94 The primary effect of intraocular stray light is to impair visual perfor-
mance when lighting varies dramatically within a visual scene, such as when driving at night, because 
even small amounts of scatter from a high intensity source can dramatically reduce contrast of the 
retinal images of nearby low intensity targets. The effects of light scatter are sometimes referred to as 
disability glare. Discomfort glare, on the other hand, describes a subject’s visual discomfort when high 
intensity glare sources are present. The level of discomfort glare shows large intersubject variability, 
but it is generally correlated with the amount of disability glare. The older eye is not necessarily more 
sensitive to glare, but it experiences more of it due to greater scatter.79,95 Low luminance and low con-
trast visual acuity exhibit marked deficits with aging, which is further exacerbated by glare (veiling auto 
headlights, and so on). With the exception of cataract surgery, there are no treatments for increased 
ocular scatter, and therefore older people suffer the visual consequences of scatter or modify their 
behavior to avoid its most serious consequences, for example, changing night driving behavior.

Monochromatic Aberrations Almost 95 percent of the wavefront error measured monochromati-
cally is caused by the lower-order aberrations of defocus and astigmatism,96 and even in well-refracted 
eyes these lower-order aberrations continue to dominate.97 However, there has been considerable 
interest generated recently in the higher-order aberrations of the eye.
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OPTICS AND VISION OF THE AGING EYE  14.13

Although the typical older eye exhibits appreciable levels of higher-order aberration, this results 
less from a specific ocular surface than from a decreased ability of lenticular aberrations to compensate 
for corneal aberrations—in contrast to younger eyes. With aging there is a change in meridian of the 
corneal astigmatism, the cornea develops negative spherical aberration, and the corneal coefficients 
for coma change as well. The changes are not accompanied by compensatory lenticular changes, 
resulting in greater whole-eye aberrations.27,98 Thus, senescent changes in sign and not the magnitude 
of both the cornea and lens aberrations are the primary contributor to increased ocular aberrations 
seen in older eyes. The age dependence of this trend, however, is not completely clear for two reasons. 
First, population data show large variability between eyes, and most studies clearly show that the dis-
tribution of aberrations in older eyes is mostly overlapping with the distribution of younger eyes.26,99

Thus, many older eyes have young eye levels of higher-order aberrations. Second, although most 
studies generally indicate best optical quality in young adult eyes (20 to 30 age group), one shows that 
optical quality is maximum at around age 40.99 Finally, there is a shortage of data from eyes above 
65 years.

A quantitative description of the quality of an optical system is provided by its modulation 
transfer function (MTF), the relation between contrast attenuation and spatial frequency. The eye’s 
MTF can be derived from in vivo measurements of the optical point spread function on the retina. 
Guirao et al.43 derived the MTFs from carefully collected point spread functions of 60 observers 
ranging in age from 20 to 70 years while controlling for such important factors as pupil size and 
the refractive state of the eye. In Fig. 6, the blue and red curves represent MTFs for observers with 
mean ages of 24 and 63 years, respectively. Modulation is scaled logarithmically to highlight differ-
ences at middle and high spatial frequencies that are obscured on a linear plot. Optical performance 
decreases with increasing spatial frequency for both age groups, and there is an age-related loss in 
performance at all spatial frequencies. Results similar to these have also been reported by Artal 
et al.100 The results in Fig. 6 may be attributed to optical aberrations but not ocular scatter because 
it is factored out in the measurement procedure. Inclusion of intraocular scatter would tend to pro-
duce a more or less uniform “halo” in the retinal image that further reduces the contrast of stimuli 
in the elderly eye.

FIGURE 6 Modulation transfer functions for 
average individuals at 23 (blue curve) and 63 (red 
curve) years of age for a 3-mm pupil, 543-nm stimu-
lus, calculated from equation and parameters from 
Guirao et al.43
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14.14  VISION AND VISION OPTICS

Perhaps the most important finding is that a smaller pupil can compensate for the age-related 
increase in monochromatic aberrations. Indeed senescent miosis may provide a complete compensa-
tion for the failed correction of corneal aberrations by lenticular aberrations. That is, one compensa-
tion mechanism evolves as the other disappears, and this does not include additional compensation 
mechanisms at a neural level.101 The bottom line is that the major loss in optimal retinal image quality 
with age will not be due to increased monochromatic or chromatic aberrations.

Chromatic Aberration The refractive index of the ocular media is wavelength dependent so that 
the spectral components of a broadband stimulus will not be imaged in the same plane within the 
eye. This is an example of chromatic aberration. Chromatic aberration can be appreciated from 
the colored fringes that can be observed in many telescopes and microscopes. Refractive indices of 
the optical elements of the eye decline as wavelength increases moving the long wavelength images 
farther from the cornea. The degree of chromatic aberration can be quantified in terms of the lens 
power required to image a particular wavelength on the retina when the eye is focused for a refer-
ence wavelength (change in refractive error as a function of wavelength). With a 578-nm reference, 
the aberration varies from − 1.70 D at 405 nm to 0.40 D at 691 nm.102 Howarth et al.103 (1988) 
measured the longitudinal chromatic aberration for four younger (27 to 33 years) and six older (48 
to 72 years) participants using three different methods. All methods failed to show a change in axial 
chromatic aberration with age.

Interestingly, one suggestion for treating presbyopia employs a hyperchromatic lens design which 
can double the effective chromatic aberration of the eye. Experimental studies have shown that such a 
lens can increase the depth of field of the presbyopic eye.104 Conversely, diffractive IOL designs have been 
proposed that can cancel the refractive chromatic aberration of the human pseudophakic eye.105,106

Summary of Optical Senescence

Senescent changes in the eye’s optics are widespread and varied, but the overall effects are domi-
nated by three important changes. First, the reflexive autofocus feature of the eye (accommoda-
tion), which allows objects at any distance to be well focused on the retina, slowly declines with 
age and disappears altogether during the sixth decade of life. From the fifth decade onward, the 
inability to focus objects in our three-dimensional world is a major source of retinal image degra-
dation (due to spherical defocus). Second, due to senescent changes in lens and other ocular media 
transparency,107 and pupil miosis, retinal image illuminance is chronically lower in older eyes, and 
this is particularly true for short wavelength light sources. Interestingly, the widely available low 
transparency yellow filters used in many sunglass prescriptions that mimic the older eye transmis-
sion characteristics indicate that this aging effect will have little impact in high light environments. 
The third significant and widespread optical change with age is the increased optical scatter (for-
ward scatter by the eye’s optics, and increased scatter by the retina and through the sclera due to 
reduced pigmentation). Scatter will always have the greatest impact at night when environmental 
light levels can vary by huge amounts from one location to another. In combination, the reduced 
transparency and the increased scatter will compromise vision at night. Also, the loss of accommo-
dation and increased scatter will compromise retinal image quality when reading at near, particu-
larly with high gloss materials that reflect light specularly, and thus can create local high intensity 
regions on the page.

14.5 SENESCENT CHANGES IN VISION

Age-related changes in visual performance are due to both optical and neural factors. Changes in 
performance that cannot be explained solely by optical factors are assumed to be due to senescent 
changes in neural pathways. An understanding of neuro-visual senescence thus depends on an 
understanding of the optics of the aging eye.
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OPTICS AND VISION OF THE AGING EYE  14.15

Senescent Changes in Sensitivity under Scotopic and 
Photopic Conditions

Visible radiation in natural viewing conditions is normally limited to the band between 400 and 
700 nm. As can be inferred from Fig. 2, the limit at short wavelengths is due to the absorption char-
acteristics of the ocular media; the limit at long wavelengths is due to the absorption spectrum of 
the photopigments contained in the rod and cone receptors.

Various studies using psychophysical procedures have demonstrated age-related losses in the sen-
sitivity of scotopic and photopic mechanisms. Dark adaptation functions (absolute threshold ver-
sus time in the dark) have two scalloped-shaped branches, the first branch being mediated by cone 
photoreceptors and the second mediated by rods. A number of early studies have shown that the 
asymptotes of each of these branches become elevated as a function of age. In addition, it has been 
noted that the rate of photopic and scotopic dark adaptation decreases with increasing age.108 This 
latter result has been confirmed by more recent studies.109,110 It was not clear from some of the early 
studies whether these effects were entirely due to age-related changes in retinal illuminance caused by, 
among other factors, smaller pupils (see subsection “Pupils” in Sec. 14.4). Most, but not all,111 of the 
studies that have taken age-related changes in pupil size and ocular media density into account have 
demonstrated age-related losses in scotopic sensitivity.112,113 Based on those studies that have shown 
losses in sensitivity that cannot be explained solely by preretinal changes, it can be inferred that losses 
in sensitivity reflect neural changes that take place at or beyond the level of the photoreceptors.

Several studies indicate that changes at the receptor level may partially account for age-related 
changes in light and dark adaptation and for overall sensitivity under scotopic and photopic con-
ditions. In vivo measurements of the photopigment kinetics indicate that a change in the rate of 
dark adaptation is due, at least in part, to a decrease in the rate of photopigment regeneration.109,114

Other changes at the receptoral level involve the relative ability of “aging” rods to efficiently capture 
light quanta. Although there are substantial losses in numbers of rod photoreceptors with age,115 the 
amount of rhodopsin photopigment in the retina decreases only slightly, if at all, with increasing 
age.116 This implies that individual surviving rods must contain more photopigment in the older 
retina. However, some outer segments of these aged photoreceptors undergo morphological changes 
such that they appear to be more convoluted in shape.117 These relatively deformed outer segments 
may contribute to reductions in scotopic sensitivity because rhodopsin molecules now possess less 
than optimal orientations for absorbing light.

Photopic vision is mediated by three different classes of cone photoreceptor, with each class of 
receptor having peak sensitivity at either short- (S), middle- (M), or long-(L) wavelengths. Several 
studies have shown that the sensitivity of the S cones decreases with age.118–120 In addition, the results 
of Werner and Steele (Fig. 7) indicate that M and L cones also sustain significant sensitivity losses with 
age, and that the rate of loss is similar for all three cone types.

One complication in specifying the rates of age-related sensitivity loss for individual cone types is 
that the magnitudes of these losses depend on the level of light adaptation. For example, it has been 
shown for an S-cone mechanism that age-related differences are greatest near the absolute threshold 
and gradually diminish at higher light levels.121 For this reason, Werner et al.122 have measured the 
absolute threshold of cone mechanisms at the fovea, and at locations 4 and 8° eccentric to the fovea, 
along the horizontal meridian in the temporal retina. Their study revealed linear declines in sensitiv-
ity with age for all three cone mechanisms that could not be accounted for by age-related changes in 
preretinal structures of the eye. Thus, losses in sensitivity that occur during our life span reflect, in 
part, neural changes taking place in both scotopic and photopic mechanisms.

Color Vision

The ability to discriminate hue declines with age beginning in early adulthood, as assessed by color 
matching123,124 and arrangement tasks.125–127 These losses in discrimination may be due to age-related 
changes in retinal illuminance caused by smaller pupil size and increased short-wave absorption by 
the lens. Results from the Farnsworth-Munsell 100-hue test indicate that losses in discrimination 
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14.16  VISION AND VISION OPTICS

FIGURE 7 Log relative sensitivity (on a quantal basis) of S-, 
M-, and L-cone mechanisms is plotted as a function of age. (Data 
from Werner and Steele.120)
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mediated by S cones occur earlier in life than do discriminations mediated by M and L cones. 
However, this effect is due, at least in part, to the construction of the FM-100 test.128 When chro-
matic discriminations are measured under conditions that equate the stimuli individually for reti-
nal illuminance, losses occur not only for S-cone mediated discriminations,129 but throughout color 
space for both spectral130 and nonspectral stimuli.131 These latter results indicate that age-related 
losses in chromatic discrimination are due, in part, to neural processes.

Senescence of the lens results in a reduction in retinal illuminance and a change in the spectral 
distribution of stimuli arriving at the retina. Concurrently, there is a reduction in sensitivity of the 
photoreceptors and numerous morphological changes in the visual pathways. Nevertheless, there is 
a remarkable degree of stability in color perception across the life span. Color naming of broadband 
reflective samples, the wavelengths of unique blue and yellow, saturation, and the achromatic locus 
are all relatively invariant with normal aging.132 The proportion of different hue responses (e.g., blue 
or green) to a large set of simulated Munsell samples is independent of individual ocular media 
density.133 Stability of color perception despite many changes in the retinal stimulus implies that the 
visual system continuously renormalizes itself to maintain constancy of perception. Thus, an elderly 
person may call the same stimulus “white” as he or she did 70 years ago, even though it must be 
based upon a markedly different retinal stimulus and strength of retinal signals.134 To characterize the 
renormalization implicit in these findings, the chromaticity of the achromatic point was measured 
before and after cataract surgery.135 There was a shift following cataract surgery (removal of a brunes-
cent lens) that was initially toward yellow in color space, but over the course of months, it drifted back 
in the direction of the achromatic point before surgery. This long-term renormalization is as it should 
be; otherwise, the white of the young would be the yellow of the old. Such adjustments may occur by 
calibrating the average responses in color mechanisms according to the average color in scenes.

Spatial Vision

Visual acuity, the minimum angle of resolution, is the most time-honored measure of human visual 
performance, and in many clinical settings it is the only measured visual ability. It can be measured 
quickly and reliably with a variety of test patterns such as Snellen letters or Landolt C’s. Traditionally, 
visual acuity is measured with letters having high contrast and moderate luminances. On average, 
such data suggest some stability in acuity until about age 50 and then a linear decrease with increas-
ing age.136 The results have been quite variable between studies, and the failures to screen subjects 
for disease and to optimize their refractions for the test distance make it difficult to know the true 
course of age-related change in visual acuity. Figure 8 shows results from several recent studies plot-
ted in terms of log minimum angle of resolution (left axis) or equivalent Snellen and metric acuities 
(right axis). Data from Owsley et al.137 resemble earlier studies, although participants were screened 
for visual disease and refracted for the test distance. However, with more stringent screening and 
optimized refraction, the change in visual acuity follows a somewhat different course according to 
more recent studies.138,139 As shown in Fig. 8, these latter studies show better overall visual acuity 
with a progressive decline after about age 25 years. Conversely, when subjects are not screened for 
visual disease and are tested with their habitual refractive correction, their acuity is considerably 
worse than shown in Fig. 8.5 Which data sets represent “normal” aging is unclear, but the better acu-
ity values indicate that individuals can often reliably resolve finer details, or higher spatial frequen-
cies, than suggested by earlier research, for example, 80 year olds can have 20/20 acuity.

A more general characterization of spatial vision is provided by the contrast sensitivity function 
(CSF), defined by the reciprocal of the minimum contrast required to detect sinusoidal gratings that 
vary in spatial frequency (the number of cycles per degree of visual angle, cpd). Figure 9 shows CSFs 
for nonflickering stimuli interpolated from a large data set by linear regression for hypothetical 20  
(blue symbols) and 75-year-old (red symbols) observers. These functions could be computed in this 
way because the age-related changes in contrast sensitivity appear to be linear with age. A comparison 
of the photopic CSFs (circles) show little change in sensitivity with age at low spatial frequencies, 
but notable declines in sensitivity are found at middle and high spatial frequencies. These results 
are consistent with other studies that measured contrast sensitivity in subjects refracted for the test 
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14.18  VISION AND VISION OPTICS

FIGURE 8 Log minimum angle of resolution (left) and Snellen 
equivalent acuity (right) plotted as a function of age. Blue circles are 
from Owsley et al.;137 red squares and green circles are from Frisén & 
Frisén138 and Elliott et al.,139 respectively.
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FIGURE 9 Log contrast sensitivity is plotted as a function of 
spatial frequency for static sinusoidal gratings. Blue and red circles rep-
resent average observers age 20 and 75 years, respectively, determined 
from regression equations for stimuli centered on the fovea. (From 
Owsley et al.137) Blue and red squares represent average observers 
age 20 and 75 years, respectively, determined from regression equations 
for stimuli centered at 8° nasal. (From Schefrin et al.144)
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distance and free from ocular disease.140–143 Currently it is unclear whether age-related differences in 
contrast sensitivity, especially at high spatial frequencies, become greater if the temporal modulation 
of luminance varying sinusoidal gratings is increased.137,142,143

Evidence from a number of studies suggests that preneural and neural factors are required to 
explain the decline in contrast sensitivity with age. Preretinal factors such as smaller pupils, increases 
in ocular media density and intraocular scatter can partially account for these results. However, losses 
in contrast sensitivity are still demonstrated by studies that have controlled for pupil size141 and have 
attempted to mimic age-related reductions in retinal illuminance due to smaller pupils and increases 
in lens density.143 In addition, age-related losses of contrast sensitivity at high spatial frequencies are 
found when measured with laser interferometry,145 or when ocular aberrations, including dynamic 
higher-order aberrations, are corrected with adaptive optics.146 It has been suggested that age-related 
changes in visual pathways account for less than half of the total decline in photopic contrast sen-
sitivity at medium and high spatial frequencies with the remainder of the loss in sensitivity due to 
preretinal factors.147 This point needs to be more thoroughly investigated.

Measurement of the CSF under scotopic conditions shows a pattern of loss quite different from 
photopic conditions, as illustrated by the squares in Fig. 9. These data were obtained following 30 min 
dark adaptation, using an artificial pupil and stimulus wavelength to minimize age-related variation 
in retinal illuminance.144 The largest sensitivity loss to horizontally oriented sinusoidal gratings is at 
low spatial frequencies, a result that implies age-related change in neural mechanisms.

In Fig. 9, extrapolation of the CSFs to zero at high spatial frequencies provides a measure of visual 
resolution. At both photopic and scotopic light levels, age-related changes in the high frequency cutoff 
are noted even though participants were included only if they had retinae without pathology when 
examined by ophthalmoscopy.

Finally, spatial visual mechanisms have been characterized in terms of their chromatic sensitivity.148

To be certain that the spatial variations are strictly chromatic, it is necessary to control for chromatic 
aberration and individual differences in luminosity functions. With these controls in place, Hardy 
et al.149 used stimuli modulated along separate S-cone and L-M-cone axes. They found a significant 
difference in chromatic contrast sensitivity between younger and older observers at all spatial frequen-
cies and for both chromatic axes. The difference in sensitivity is greater for S-axis stimuli than for L 
and M varying stimuli, prior to adjustments based upon ocular media density. Contrast sensitivities 
measured with controls for variation in ocular media density show that differences between young and 
old are reduced, at least for S-cone modulation. Nevertheless, when stimuli are equated at the retina, 
significant differences between younger and older observers remain. The difference is similar across 
spatial frequency and for the two chromatic axes. From these results, it may be concluded that both 
optical and neural factors contribute to age-related losses in chromatic contrast sensitivity.

Temporal Vision

The critical fusion frequency (CFF), the lowest frequency of flicker that is indiscriminable from 
a steady light, decreases with age.150 Part of this loss in temporal resolution is due to retinal illu-
minance differences between young and old. Lower luminance levels are associated with a loss in 
temporal resolution. While the CFF measures the high temporal resolution limit, a more complete 
description of temporal processing is provided by the temporal contrast sensitivity function (tCSF), 
the amount of contrast needed for detection as a function of temporal frequency. Tyler151 reported 
small age-related declines in temporal sensitivity for long-wavelength sinusoidal modulation, with 
the magnitude of the loss increasing with temporal frequency. The decrease in sensitivity began 
around age 20 years. Similar results were reported by Kim and Mayer,152 but sensitivity losses were 
not observed until about the midforties, after which there was a loss in temporal sensitivity of about 
0.78 decilog per decade. It was argued in both studies that these losses in sensitivity are greater than 
those expected from age-related changes in optical factors alone. Based on simultaneous recordings 
of pattern electroretinograms (PERG) and visually evoked potentials (VEPs) in young and elderly 
observers, Porciatti et al.153 have suggested that at least some of the loss in temporal sensitivity with 
age is due to changes at postretinal sites.

Another approach to understanding age-related changes in temporal sensitivity is to measure the 
impulse response function (IRF), the theoretical response to a pulse of short duration.154 This approach 
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14.20  VISION AND VISION OPTICS

is important theoretically because the IRF allows predictions of how the visual system should respond 
to any time-varying stimulus; it is related to the tCSF by its Fourier transform. The IRF was measured 
for 62 observers ranging in age from 16 to 85 years using a double-pulse method.155 The IRFs with 
luminance modulation follow an exponentially damped sine function, with a fast excitatory response 
followed by an inhibitory phase.156 Average IRFs and tCSFs are presented in Fig. 10 by red and blue 
curves. Note that while the amplitude of the IRF is reduced for older subjects, the timing is similar to 
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FIGURE 10 (a) Calculated impulse response functions for theo-
retical 20-year-old (blue curve) and 80-year-old observer with normal 
(red curve) or reduced second-phase (inhibitory) amplitude (green 
curve). (b) Corresponding temporal contrast sensitivity functions 
calculated from the impulse response functions. (After Shinomori and 
Werner.155)
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that for younger subjects. For 9 of 25 observers over 55 years of age, however, IRFs are relatively weak 
and show that the second (inhibitory) phase is reduced. Consequently, the IRF for these observers is 
quite slow and long, as shown by the IRF plotted as a green curve. The loss of inhibitory phase changes 
the tCSF from band-pass to low-pass as shown by the green tCSF in Fig. 10. It is not clear why older 
observers fall into two groups, as all observers met stringent inclusion criteria. Control conditions 
demonstrated that age-related changes in the IRF under these conditions cannot be ascribed to optical 
factors. Thus, in most cases, the human visual system maintains a stable speed of response to a flash 
until at least about 80 years of age, even while the response amplitude decreases with age.

The Visual Field

The extent of the visual field narrows over adulthood, by several degrees each decade until about age 
50 to 60 years and then somewhat more rapidly with increasing age.157 Iwase et al.158 suggested that 
the “volume” of the visual field decreases starting at about 30 to 40 years of age and continues for 
the remainder of the life span.

Senescent constriction of and reduced light sensitivity within the visual field are due in part to age-
related reductions in pupil diameter and increases in light absorbance by the ocular media. Johnson 
et al.159 performed static perimetry using experimental conditions that notably lessen the effects of 
lenticular senescence and reduced pupil size. They demonstrated age-related losses in sensitivity that 
varied from approximately 0.5 to 1 dB per decade within the central 30° visual field. Their results sug-
gest that at least part of the visual field loss must be ascribed to neural factors.

Another approach to perimetry is to define the functional or “useful field of view,” or the area of the 
visual field over which information can be processed within a single fixation. The size of the useful field 
of view decreases when observers are engaged in additional tasks.160 Ball et al.161 compared sensitivity of 
groups of younger and older observers within the central 30°. Stimuli were presented in the presence and 
absence of distracting stimuli to measure the useful field of view. The older group was more impaired 
by the distracting stimuli, particularly at greater retinal eccentricities. This restriction of the functional 
visual field is apparently not due to optical or retinal factors. A more recent study of individuals ages 58 
to 102 years5 shows a dramatic impact of focal attention tasks on visual field changes with age, as shown 
in Fig. 11. For a typical light detection task, there is only a modest change even up to 90 years, but for a 
detection task with fixation attention demand, the visual field drops dramatically with age.
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FIGURE 11 The median average radius of the visual field is plotted 
as a function of age for a standard light detection task (blue symbols) 
and with concurrent foveal attentional demand (red symbols). (After 
Haegerstrom-Portnoy et al.5)
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Depth and Stereovision

Our ability to perceive the distances of objects depends upon several different kinds of information. 
One of the most important depth cues is stereopsis. Stereopscopic depth information is provided by 
retinal disparity that occurs when a single object is imaged at different retinal locations between the 
two eyes. There is a paucity of investigations that have examined age-related changes in stereovision. 
This is unfortunate because the use of retinal disparity to extract three-dimensional depth could be 
used to probe cortical changes that may occur with aging.162,163 In addition, based on the increased 
number of falls and other accidents that occur among the elderly, measures of stereoscopic depth 
perception across adulthood might be valuable.

Jani164 used a standardized test of stereovision (flashlight diastereo test) to determine the percentage of 
1207 individuals who failed the test at various ages. This percentage decreased from his 0 to 9 year group
and remained stable from 10 to 19 through about 40 to 49 years. With further increases in age, there 
was a monotonic increase in the percentage of individuals failing the test. A more sensitive indicator 
of stereovision requires measurement of thresholds. Bell et al.165 using a Verhoeff stereopter (based 
on the furthest distance at which the relative distance between three rods can be detected), showed that 
stereo resolution decreases slowly from 30 to 40 years of age and then more rapidly after about age 40. It 
is not clear whether these changes in stereovision are secondary to changes in the spatial CSF. This was 
controlled by using random-dot stereograms which varied in their binocular correlation.166 Older 
observers required significantly higher binocular correlation than younger observers to perceive 
stereodepth.

Some Visual Functions That Change Minimally with Age

Senescent changes in visual function are widespread as might be expected given the optical and early 
neural changes that take place. It is perhaps surprising, therefore, that a number of visual functions 
change relatively little with age. The stability of color perception across the life span has already been 
described, but a number of other visual functions also appear resistant to aging.167 For example, 
vernier acuity tasks have been used with subjects between 10 and 94 years of age. They were asked 
to align two or three lines or several points. This can be done with great precision (hence the name 
hyperacuity), and it does not change with age. The directional sensitivity of the retina (measured by 
the Stiles-Crawford effect of the first kind) also does not appear much affected by senescence. This 
task depends on the integrity of both physical and physiological mechanisms.

These and perhaps other (undiscovered) constancies in visual function across adulthood may 
provide insights into the types of neural changes that accompany age. In addition, such results might 
also serve as useful indices to distinguish between normal aging and changes in the same functions 
due to disease.

14.6 AGE-RELATED OCULAR DISEASES AFFECTING 
VISUAL FUNCTION

There are several ocular and retinal disorders that are so strongly correlated with increasing age that 
“age” has become a part of their name, for example, “age-related cataracts,” “age-related macular 
degeneration,” etc. Age, of course, represents only the passage of time, not a process, but the name 
does accurately imply that these problems are more likely to occur in the elderly.

Life-Span Environmental Radiation Damage

Unlike most of the human body, the eye is unique in that it contains highly transparent tissue that 
allows a large proportion of incident radiation to penetrate about 2.5 cm into the body. When consid-
ering radiation damage, transparency has the advantage that the energy passing through transparent 
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material is not absorbed and thus can do no damage. However, all of the quanta passing through 
the transparent portions of the eye will ultimately be absorbed deep within the eye, and thus, unlike 
the rest of the body in which only the surface is vulnerable to environmental radiation hazards, tis-
sue deep within the eye can be damaged by radiation. Therefore, environmental radiation has the 
potential to contribute to the aging process of ocular tissue deep within the eye. The retina is addi-
tionally vulnerable to radiation hazards because flux densities at the retina can exceed those at the 
cornea due to the focusing characteristics of the eye’s optics. The eye’s susceptibility to the accumu-
lated effect of chronic radiation damage is further exacerbated by the need for transparency across 
the visible spectrum and the fact that critical cells within the eye (e.g., lens fiber cells and photore-
ceptors) cannot regenerate. Not surprisingly, the primary ocular targets of life-span environmental 
radiation damage are the lens and the retina.

With the exception of those employed in professions with high levels of UV radiation (created by 
some welding techniques, polymer curing, electronic circuitry imaging, fluorescent testing, etc.), the 
primary source of environmental UV radiation is the sun. The spectral distribution of sunlight reach-
ing different parts of the earth’s surface will differ somewhat from that shown in Fig. 2 due to such 
factors as latitude, altitude, cloud cover, and aerosol content as well as time of day. It is important to 
note that just as Rayleigh scatter makes the sky blue, the atmosphere scatters an even larger propor-
tion of UV light, and thus the sky itself is a significant source of UV radiation.

While it is straightforward to document surface UV light, it is very difficult to calculate ocular 
exposure because the eye is typically shaded by the brow and upper lid and thus is rarely directly irra-
diated by sunlight. Instead, environmental exposure to solar radiation will come primarily from reflec-
tions off surfaces or from scatter by the atmosphere. For example, while the sunlight stays constant 
when moving from a snowless to a snow-covered field, ocular UV irradiance increases substantially 
because of the high reflectivity of the snow in the UV range.168 The combined effects of high altitude 
(little atmosphere to absorb UV) and snow (fresh snow reflects more than 90 percent of the incident 
UV) can rapidly create solar keratitis in any skier who fails to wear UV-filtering eye protection.

The impact of solar radiation on the eye depends on the proportion of this radiation that is 
absorbed. At very short wavelengths (UVB), it is the cornea (and primarily the surface epithelium) 
that absorbs most of the UV, and thus is at risk for UV light damage. However, due to the rapid regen-
eration of corneal epithelial cells (the entire corneal epithelium is regrown every 5 to 7 days), chronic 
UV damage is not easily accumulated. At longer UV wavelengths, corneal transparency increases to 
about 50 percent, and almost all of the remaining 50 percent that passes through the cornea is then 
absorbed by the lens. Thus, the lens is also vulnerable to UV-damage, and particularly to chronic UV 
damage because cells in the lens are not replaced or recycled.

Epidemiological evidence provides support for the view that UV radiation is associated with cat-
aract formation. For example, there is a clear correlation between incidence of cataract and other 
diseases (e.g., pterygium and skin cancer) and exposure to sunlight. In addition, the age of cataract 
decreases and its incidence increases from the poles to the equator. Young’s53 summary of this litera-
ture indicates prevalence rates of about 14 percent for countries above 36°, 22 percent for mid-latitude 
(28 to 36°) countries and 28 percent for low-latitude (10 to 26°) countries. While epidemiological 
studies are complex due to the many factors that vary among groups, UV radiation appears to be the 
only factor that changes with latitude and has been shown to play a significant role in aging of the lens. 
A similar latitude dependency appears in the age of onset of presbyopia3 indicating that both of the 
primary age-dependent changes in lens function (presbyopia and cataract) may be regulated by levels 
of UV exposure.

Because of the opacity of the cornea and lens to UV radiation, relatively little UV reaches the 
adult retina, however, the retina is vulnerable to photochemical damage caused by UV light as well as 
short-wave-visible light (the “blue light hazard”). A study comprised of pseudophakic patients who 
had undergone bilateral cataract extraction and implantation of two IOLs differing in the amount of 
UV absorption suggested that increased UV exposure in the eye with the UV transparent IOL reduced 
visual sensitivity of short-wave-sensitive cones. It was estimated that 5 years of exposure to light 
through an IOL without UV absorbing chromophores produced the equivalent of more than 30 years 
of normal aging.7 Thus, the lens pigmentation responsible for UV absorption may be an adaptation 
to protect the retina from photochemical effects that are damaging.
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Cataract

Cataracts are opacities of the lens that interfere with vision by reducing the amount of light trans-
mitted while at the same time increasing its scatter within the eye. There are a number of different 
forms of cataract, and each form exhibits its own characteristic effects on vision and has different 
stages of development. For example, cataracts can form within the lens nucleus and cortex, and they 
may originate in either the axial or equatorial regions of the lens. Cataracts, depending on their type, 
can cause a host of visual problems including loss of visual acuity, changes in refractive error, anis-
eikonia, perceived spatial distortions, disability glare, and the formation of multiple images. Often 
times more than one form is present in a given eye, and the lens of each eye may develop cataract at 
different rates.

In the United States, cataract is found in about one in seven individuals above the age of 40, and the 
proportion increases with age. The rate is much higher and typically occurs at an earlier age in individ-
uals with diabetes. It is known that UV and infrared light can cause cataracts. Most individuals exhibit 
changes in their crystalline lenses with advancing age and senescent cataract may be an extension of 
this process.53 In developing countries, cataracts occur much earlier in life (e.g., 14 to 18 years earlier 
in India than the United States), perhaps due to nutritional factors or greater ultraviolet exposure (as 
many developing countries have lower latitudes).

Cataract is the leading worldwide cause of blindness. Fortunately, it is treated with a high success 
rate by surgically removing the cataractous lens. In most cases in developed countries, an intraocular 
lens (IOL) is implanted. Cataract surgery in the west is one of the most successful therapies known, 
with visual improvement in nearly all cases. Nearly three million cataract surgeries were performed in 
the United States in 2007 and over 14 million worldwide.

Cataracts generate both forward and backward scatter of light, and quantification of both can 
explain about 50 percent of the variability in the visual acuity of older Americans.169 It is the forward 
scatter, and not the backscatter seen by the clinician, that interferes with vision. Wide angle forward 
scatter would be expected to generate a uniform drop in contrast sensitivity, but in patients with cata-
ract Hess and Woo170 observed reductions in contrast sensitivity that were larger at high and middle 
spatial frequencies (not unlike those seen with retinal image defocus). Their results indicate that for-
ward scatter produced by cataracts is not wide angle, but, as predicted by the larger than wavelength 
size of the particles formed in a cataract,171 much of the forward scattered light is distributed over a 
small angle (Mie as opposed to Rayleigh scattering).

Age-Related Macular Degeneration

Age-related macular degeneration (AMD) is generally a progressive, bilateral disease that compro-
mises the integrity and functioning of the central retina. More than 13 million persons over the age 
of 50 in the United States have signs of macular degeneration. An individual in the early stages of 
AMD may experience declines in visual acuity, losses in sensitivity for central photopic172 and scoto-
pic mechanisms,173,174 an inability to make fine distinctions between colors,175 and metamorphopsia, 
a distortion in the appearance of objects in the visual scene. As the disease progresses, individuals 
afflicted with this condition undergo further declines in visual performance including the onset of 
central scotomas, defined areas of absolute or relative vision loss within the visual field, making it 
difficult to recognize readily faces of individuals encountered. However, because the disease does not 
spread past the macula or central retina, individuals can still navigate about in the environment and 
even “regain” some function through training to use unaffected adjacent portions of the macular 
region. About 1.2 million persons in the United States have reached sight-threatening late stages of 
AMD. This latter group is composed primarily of Caucasians aged 60 years and above, as the disease 
affects other ethnic groups with lower frequency. The numbers of affected individuals are increasing 
rapidly with the aging of the population, affecting more than 30 percent of individuals over the age 
of 75.

AMD is divided clinically into the exudative (wet) and nonexudative (dry) forms of the disease. 
In the more devastating wet form of this disease, choroidal neovascular membranes grow through 
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cracks in Bruch’s membrane, the layer separating the choroid from the retinal pigment epithelium 
(RPE). Amongst other things, the RPE is responsible for regulating and providing nourishment to 
and removing waste products from the retina. Death of retinal cells occurs when the retina is sepa-
rated for lengthy time periods from the underlying RPE as can happen when the leaky blood ves-
sels comprising the neovascular membranes begin to exude their contents into the potential space 
between the RPE and photoreceptor layer of the retina. In addition, the presence of these subretinal 
neovascular membranes lead to scar formation beneath the macula, and this process of scarring is the 
primary cause of vision loss in the wet form of AMD. The wet form only comprises 10 to 15% of all 
cases of AMD but accounts for 90 percent of legal blindness from AMD.

In contrast to the wet form of AMD that may produce a sudden loss in vision, dry, or atrophic, 
AMD results in a slow progressive vision loss that usually takes place over many years. The dry form of 
AMD is characterized by the formation of drusen, deposits of accumulated waste products from the 
retina and atrophy of the RPE cells. Presently, it is unclear what causes retinal atrophy in the dry form 
of AMD, but it is thought to reflect ischemia from the choriocapillaris and/or a metabolic disturbance 
of the receptor/RPE complex leading to apoptosis.

Currently, clinical advances have been made to retard the progress of the wet form of AMD 
through medications and laser therapy. Fluorescein and indocyanine green angiography have been 
effective tools for both diagnosing wet AMD in its early stages of the disease process and defining the 
subretinal sites of neovascular membranes and exudative leakage from these blood vessels. By taking 
advantage of this valuable knowledge, laser photocoagulation is now used to destroy these vascular 
membranes thereby retarding the progress of the disease. For subfoveal lesions, intravitreal injection 
of anti-VEGF drugs can stabilize or improve vision in 95 percent of cases. Beyond these forms of 
treatment, visual rehabilitation has concentrated on the use of low vision aides and training AMD 
patients to use parafoveal and peripheral portions of their retina that are less affected by the disease.

Diabetic Retinopathy

Diabetic retinopathy is also a common disorder associated with aging. Juvenile-onset (Type I) 
diabetes is generally diagnosed during the first two decades of life, whereas adult-onset (Type II) 
diabetes is diagnosed later in life. Type II diabetes is associated with increasing age, obesity, and a 
family history of the disease; Mexican Americans and African Americans are affected relatively more 
often than Caucasian Americans. A patient with diabetes (either Type I or Type II) develops diabetic 
retinal changes over time; at least 40 percent of diabetic patients will eventually develop detectable 
retinopathy. The incidence of diabetic retinopathy is related to both blood sugar control and the 
duration of the disease, with most estimates suggesting clinical evidence of retinopathy occurs about 
10 years after the onset of hyperglycemia. Approximately 8000 people are blinded each year by this 
disease.176

There are several stages to diabetic retinopathy. Early in the disease there is patchy loss of the 
endothelial cells lining the retinal capillaries which leads to increased permeability of these blood ves-
sels and the formation of microaneurysms. The appearances of small punctate hemorrhages, micro-
aneurysms, and proteinaceous deposits within the retina are hallmarks of the early or “background” 
stage of diabetic retinopathy. As the disease progresses, blood vessels may become occluded resulting 
in retinal ischemia. In response to disrupted blood flow, the ischemic retina releases growth factors 
which induce the proliferation of new blood vessels or increased permeability of the damaged retinal 
vessels. These new blood vessels formed in the “proliferative” stage of diabetic retinopathy are fragile 
and can spontaneously bleed, leading to loss of vision from vitreous hemorrhage. The permeable 
damaged vessels can cause exudation and swelling of the macula leading to vision loss. In the latter 
stages of the disease there is death of ganglion cells from intraretinal hypoxia and contraction of scar 
tissue leading to retinal traction and subsequent retinal detachment in areas adjacent to relatively 
high concentrations of neovascularization. Tractional retinal detachment may cause visual distortion 
and blindness, and requires retinal surgery to minimize vision loss.

Initial treatment of diabetic retinopathy involves controlling blood sugar levels via dietary changes, 
oral agents, and/or insulin to facilitate the uptake of glucose into body tissue. Poorly controlled blood 
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sugar levels can lead to fluctuations in vision due to changes in the refractive power of the crystalline 
lens and the early formation of cataracts. The Diabetes Control and Complications Trial177 demon-
strated that tight control of blood glucose reduced the incidence of diabetic retinopathy. Additionally, 
fluctuations in blood glucose levels have been shown to influence normal functioning of S-cone path-
ways178 perhaps accounting for decreased chromatic discrimination along a tritan axis demonstrated 
by diabetic individuals.179

In the latter stages of diabetic retinopathy, laser photocoagulation is used in an attempt to main-
tain the integrity of the central retina. Laser photocoagulation is utilized to control retinal neovascu-
larization associated with proliferative disease and reduced vision secondary to macular edema. These 
treatments have been shown to decrease severe vision loss by approximately 50 percent. Because laser 
photocoagulation to control neovascularization is a destructive form of treatment, newer strategies 
are being investigated that target specific growth factors causing neovascularization.

Glaucomas

The glaucomas are a group of chronic diseases that result in the progressive degeneration of retinal 
ganglion cells whose axons comprise the optic nerve. In most but not all cases of glaucoma, elevated 
intraocular pressure (IOP) is believed to be one of the primary risk factors for ganglion cell death. 
Ganglion cell death occurs through the process of apoptosis, brought on, it is believed, by the loss 
of trophic factors normally transported to the ganglion cell body by retrograde axoplasmic flow. In 
glaucoma, cell death is thought to occur following a disruption in axoplasmic flow of the retinal 
ganglion cell axons comprising the optic nerve; the site of this disruption is believed to be at the 
optic nerve head, where the insult may be mechanical180 due to elevated IOP and/or a disruption in 
the vascular supply to the nerve head.181

Aqueous humor serves as the optically clear “nutritional supply” to the metabolically active but 
avascular structures of the lens and cornea. IOP is determined by a balance between production of 
aqueous humor (by the ciliary body, a secretory tissue that lies directly behind the iris) and drainage 
through the trabecular meshwork, a circumferential drainage system located just anterior to the iris 
at an angle formed by the cornea and iris root. Abnormalities in the trabecular meshwork are thought 
to underlie the elevated IOP in many forms of “open-angle” glaucoma.

Of the approximately 67 million persons affected by glaucoma worldwide, about equal numbers 
suffer from open-angle and angle-closure types, with the former being more prevalent in the United 
States and Europe and the latter being more prevalent in Asia and the Pacific Rim. Glaucoma accounts 
for about 10 percent of blindness in the United States. The frequencies of glaucomatous disorders 
increase with increasing age, particularly after the age of 40. By age 65 it affects about 10 percent of 
African Americans and about 3 percent of Caucasian Americans.

Angle-closure glaucoma typically occurs when a forward protruding iris covers the trabecular 
meshwork thus impeding the flow of aqueous humor from the eye. In this form of glaucoma, there 
can be sudden dramatic increases in IOP resulting in an abnormally hydrated cornea that leads to 
diminished visual acuity and accompanying ocular pain. In contrast, open-angle glaucoma is a slow 
progressive condition in which the IOP is too high for a particular eye resulting in ganglion cell death. 
Visual loss due to glaucoma occurs generally in the peripheral visual field and affects central vision 
only late in the disease process. Because the loss is gradual and usually occurs in areas overlapping 
“normal” vision in the fellow eye, patients are generally unaware of their visual loss until a great deal 
of damage has occurred. In addition to IOP, other risk factors associated with glaucoma include age, 
ethnicity, family history, corneal thickness, and myopia. Because increased IOP is not invariably asso-
ciated with glaucoma, a complete eye examination is needed to make an accurate diagnosis. Often 
times these examinations will reveal pathognomonic changes such as an abnormal appearance of the 
optic nerve head, and on visual field testing, specific patterns of visual loss.

Because damage to optic nerve fibers is irreversible and the progress of glaucoma can, in most 
instances, be successfully controlled, early detection is of great importance. Decline in visual perfor-
mance at earlier stages in the disease process can be detected through several forms of visual field 
testing targeting vulnerable ganglion cells.182,183
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Current treatment regimens for glaucoma involve the use of pharmacological agents and surgical 
procedures aimed at controlling IOP. Drug therapy includes the use of topical and systemic agents 
used singly or in combination to inhibit the formation of aqueous or promote increased drainage of 
aqueous from the eye. Procedures involving lasers or incisional surgery typically aid in aqueous out-
flow and are used when drug therapy, by itself, fails to adequately retard the progress of the disease. 
In addition, ongoing research is currently investigating possible therapies involving neuroprotective 
agents designed to reduce ganglion cell death after mechanical or chemical damage and to promote 
new growth.184

14.7 THE AGING WORLD FROM THE OPTICAL POINT 
OF VIEW: PRESBYOPIC CORRECTIONS

Presbyopia refers to a loss of accommodation resulting in the near point, the closest distance on 
which the eye can focus, receding from the eye. This is a continuous process (see Fig. 4) and gener-
ally requires some optical aid once accommodative amplitude declines to less than 3 D. Every human 
suffers from this senescent loss of accommodation, and thus, optical substitutes for accommodation 
are widely available. Because there is no cure for this condition, and no treatment is perfect, many 
different treatment options have been developed. Historically, spectacle lenses have been the only 
option for treatment of presbyopia, but recent attempts have been made to provide presbyopes with 
contact lenses, IOLs, and other refractive surgery corrections to expand the depth of field of the 
aging eye. Most of these strategies make no claim to reinstate true accommodation, and thus, can be 
considered examples of “pseudoaccommodation,” in that the eye’s depth of field increases without 
any dynamic change in optical power. Reduced pupil size, increased aberrations, bifocal optics, and 
residual myopia can all lead to improved near vision without any accommodation.

During the last couple of years, several IOLs and a unique surgical procedure have all made claims 
that they actually restore accommodation; however, almost all of the evidence reported in support 
of these claims (e.g., improved near vision) could be generated by pseudoaccommodation. Thus, at 
this time, there is no effective treatment that can restore accommodation in presbyopic humans, but 
considerable research effort continues with this goal in mind.

Spectacles

To obtain a well-focused retinal image when viewing a near object, presbyopes that are emmetropic 
or corrected ametropes require a “near” optical correction. Since the invention of the bifocal lens 
by Benjamin Franklin, several ingenious approaches to this problem have been developed. With 
traditional bifocal lenses, the individual looks through different regions of a lens, each region hav-
ing a different optical power, in order to see clearly objects at near or far. Extensions of this con-
cept include trifocal lenses having three powers confined to three distinct zones, and aspheric lens 
designs in which the optical power continually changes in a prescribed manner from the top to the 
inferior portion of the lens. Peripheral zones of the latter designs often exhibit large amounts of 
astigmatism but are considered cosmetically superior. In each of these designs, the patient is able to 
select the preferred optical power by adjusting head and eye movements such that different regions 
of the lens are used to create the retinal image.

Contact Lenses

The principles of bifocal and multifocal corrections have been incorporated into contact lenses and 
intraocular lenses (see next section). Like their spectacle counterparts, bifocal and aspheric con-
tact lenses have been designed to provide the presbyope with an increased depth of field. However, 
unlike the case of spectacle lenses, the patient cannot select a different region of the lens with which 
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to view different target distances. As the eye and head move, so does the contact lens. Thus, multifo-
cal contact and intraocular lenses include two or more optical powers within the same region of the 
lens, and the retinal image is generated by two or more powers simultaneously. The obvious conse-
quence is that, in a simple bifocal lens, if 50 percent of the light is well focused on the retina, then 
50 percent will be defocused. The challenge for the patient is one of seeing the focused portion of 
the image with the simultaneously present defocused image. Such lenses are often called “simultane-
ous vision” lenses.

Some designs of bifocal contact lenses consist of concentric annuli that alternate in power between 
near and far optical corrections while other bifocal designs include only two regions, one with a dis-
tance correction and one with a near correction. A third type of simultaneous vision lens attempts to 
provide increased depth of field by employing a highly aberrated “multifocal” design. A fourth type 
of bifocal lens employs a diffractive optical element (DOE) and is often referred to as a “diffractive”
lens.185 Although most designs provide improved near vision compared to a standard monofocal 
lens,186,187 this improvement is generally accompanied by a reduction in best-corrected distance 
vision.

Instead of including two different corrections in the same eye, an alternate approach called “mono-
vision” consists of different monofocal optical corrections in each eye, one for near and the other for 
far. Thus, unlike simultaneous bifocal vision which adds the focused and defocused images linearly 
(light adds) at the retina, monovision patients employ nonlinear binocular neural summation189 in 
the cortex which biases vision to the higher contrast and better focused image. Thus, the defocused 
image present in one eye when viewing a distant or near target generally goes unnoticed. This failure 
to observe the defocused image has led to the notion that the blurred image is somehow suppressed, 
by a process called “blur suppression.”190

It should be noted that the retinal blur produced by monovision and simultaneous bifocal contact 
lens corrections leads to losses in contrast sensitivity, especially at high spatial frequencies. The mag-
nitude of vision loss can be quite small at distance and near but large at intermediate distances where 
neither image is well focused.187,191 Stereopsis can also be affected adversely by the unilateral blur and 
aniseikonia that accompany monovision corrections. In addition, patients with simultaneous vision 
corrections that may provide reasonable distance and near vision may experience “ghosting” caused 
by the defocused portion of the light.192

Intraocular Lenses

Following extraction of a cataractous lens, a refractive error of about 17 D remains to be corrected. 
A person without their natural lens is called an aphake. In most cases, an intraocular lens (IOL) is 
inserted, and the wearer is said to be pseudophakic. IOLs have traditionally been constructed from 
polymethylmethacrylate, but a variety of other materials have been developed (e.g., silicone, hydro-
gels) so that the lens can be folded and inserted through smaller incisions than are required to insert 
a hard plastic lens. Many IOLs in the past 15 years have incorporated UV-absorbing chromophores, 
but older IOLs were virtually transparent to UV radiation from 320 to 400 nm.

Bifocal and multifocal corrections have been incorporated into IOLs. While the optical principles 
are mostly the same as presbyopic contact lens corrections, some different problems may emerge 
because of the placement of the optic and maintenance of its position. For example, IOL tilt is associ-
ated with astigmatism. However, decentering a bifocal IOL will generate a lateral shift of the defo-
cused images. These off-set defocused images are described as ghosts which are also observed by 
presbyopes with bifocal contact lens corrections.

A simple segmented bifocal design might have a distance correction in the center and a near cor-
rection in the lens surround. With the correct pupil size, light might be equally distributed between 
the distance and near optics, but as pupil size changes, this balance will be lost. For example, if the 
pupil is reduced in size such that it matched the size of the central distance portion, the bifocal lens 
becomes a monofocal correction. To avoid this pupil size dependence, both contact lenses and IOLs 
have been designed with multiple zones. One type of multizone lens employs standard refractive 
optics but has alternating near and distance rings across the lens ensuring that both near and distant 

Bass_v3ch14_p001-038.indd 14.28 8/21/09 11:48:43 AM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICS AND VISION OF THE AGING EYE  14.29

optics will contribute to the retinal image irrespective of the pupil size, and thus, the increased depth 
of field will be present at all times. A second type of multizone bifocal lens, a diffractive optical ele-
ment, necessarily has multiple rings as part of its design,193,194 and thus is inherently resistant to pupil 
size changes. These diffractive lenses control their refractive power by the size of the rings and control 
the balance between near and distance by the size of the step between successive zones. In addition to 
enabling bifocal optics, these diffractive lenses have the added potential advantage of correcting some 
of the eye’s chromatic aberration because, unlike refractive lenses (and human eyes) which will always 
have more power at short wavelengths, diffractive lenses have more power at longer wavelengths.

As with bifocal contact lenses, reduced image contrast in any eye using a bifocal or multifocal IOL 
can be expected due to the superposition of this second out-of-focus image.195 The consequence of 
these problems may be exacerbated in older patients due to their lower contrast sensitivity. Problems 
with glare and halos around light sources are greater in patients with bilateral multifocal compared to 
bilateral monofocal IOLs, but the former patients sometimes achieve less dependence on additional 
spectacle corrections.196

Noncataract Related Refractive Surgeries

There are three issues of ocular senescence related to refractive surgeries (see Chap. 16). First, as 
postrefractive emmetropes, many young ex-myopes will enjoy a spectacle or contact lens free life. 
However, as presbyopia progresses, these corrected myopes will now need reading aids for near 
work. Of course, if left uncorrected, many of these myopes would avoid the need for reading glasses 
or bifocals by simply removing their distance corrections. Second, some presbyopic patients opt for 
monovision refractive surgeries, essentially exchanging bilateral myopia for anisometropia. Third, 
some young adults opting for clear lens extraction or phakic IOLs to treat their high myopia will all 
experience a form of early and total presbyopia, and thus they will need a near reading aid. There is 
some concern that these early IOL surgeries will generate accelerated loss of endothelial cells which 
may lead to corneal failure in the distant future.

Accommodation Restoration

All of the standard treatments for presbyopia attempt to increase the depth of field without any 
attempt to restore the lens’ ability to adjust its power. That is, pseudoaccommodation is used to 
replace true accommodation. In the last few years, however, attempts have been made to restore 
accommodation in presbyopic eyes and to enable true accommodation in pseudophakic eyes (see 
Ref. 197 for recent comprehensive review). These approaches are based upon the assumption that 
some useful ciliary muscle strength persists into senescence. There have been two general approaches 
tried so far. In one, the sclerotic senescent lens is replaced with a lens made from a pliable elastic 
material (e.g., silicone) that will change shape to achieve a change in power. However, physiologi-
cal incompatibilities leading to capsule opacification, and problems in the balance between power 
and change in power, remain.198 The second approach employs fixed power optical elements that 
generate a change in whole eye power by movement. Interestingly, although natural accommoda-
tion generates increased positive power by a combination of changing lens shape and position, the 
position changes required by this type of accommodating IOL are much larger than those exhibited 
by the natural lens. One other technique involves surgical implantation of scleral “expansion rings” 
to expand the equatorial diameter of the presbyopic eye with the goal of regaining accommodation. 
The theory of accommodation and loss of accommodation with age behind this surgical procedure 
is not generally accepted to be correct,197,199 and careful study of one satisfied patient found no evi-
dence of accommodative amplitude higher than those of untreated age-matched controls.200

IOL designs that employ structural changes in the eye created by contraction of the ciliary muscle 
to change the position or shape of the lens are called “accommodating” IOLs. Designs that employ lens 
movement to change power have already made it to the market place, whereas designs that employ 
pliable polymers continue to be tested in the lab.
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Two general strategies have been employed to generate accommodating IOLs that work via lens 
movements. One type uses a single plus lens supported by a hinged haptic, and when the equatorial 
diameter of the eye decreases as the ciliary muscle contracts, lateral forces on the outer edge of the 
haptic, combined with potential forward movement of the vitreous, will push the lens forward. When 
the positive powered IOL and positive powered cornea are closer together, the net result is more plus 
power. A second design strategy employs a dual optic lens containing a high powered plus lens and a 
compensatory negative lens. Again, as the ciliary muscle contracts, the forces produced are intended to 
increase the separation of the two optical components of the dual optic lens, and in so doing, increase 
its power.197,201 Optical theory predicts that the latter design has more potential for changing power 
than that produced by movement of the simple lens.202 Experimental and clinical studies struggle to 
show evidence of accommodation.197,203 Some evidence for lens movement has been demonstrated 
in response to “pharmacologically induced accommodation” in which lens position or eye refraction
is compared in eyes in which ciliary muscle contraction is either blocked (e.g., with Cyclopentolate) 
or activated (e.g., with pilocarpine).197,204 Disappointingly, stimulus driven accommodation restoration 
has yet to be demonstrated,202,205 and future studies need to ensure that they carefully discriminate 
between genuine accommodation and pseudoaccommodation.

This is a rapidly evolving field in which new designs are expected to emerge in the next few years. 
Lens designs that employ elastic IOLs that can change shape in response to ciliary muscle contraction 
offer the greatest potential,206 but these face very significant challenges. The translating designs that 
have made it to market seem to generate little if any true accommodation.203 It is important to note 
that most people in their 40s with perhaps only 2 or 2.5 D of accommodation can function without a 
reading add, therefore accommodating IOLs only need to generate about this level of accommodation 
for most people to function.

14.8 CONCLUSIONS

The proportion of the population above age 65 years is increasing, and there is a parallel rise in the 
proportion of the population that is blind or in need of refractive corrections. Senescent deteriora-
tion in the eye’s optics can lead to a wide range of changes in visual function due to reductions in 
retinal illuminance and degradations in image quality. Age-related changes in vision also result from 
neural losses. A few visual functions are spared, but substantial changes in the spatial, spectral, and 
temporal analysis of the retinal image have been well documented. The demographic shift in the 
proportion of the population that is elderly has not yet reached an equilibrium, so the social and 
economic consequences can be expected to be even more profound in the future. At this point in 
history, in spite of technical, optical, and surgical advances, the optical and visual quality of all eyes 
will deteriorate with advancing age, and for some, age-related pathology will precipitate serious dis-
ability due to dramatic loss of visual capability.
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15.1 GLOSSARY

Adaptive optics. Opto-electro-mechanical method for dynamic closed-loop compensation of 
wavefront aberrations that reside between the object and image.

Bimorph mirror. Class of wavefront corrector distinguished by its piezoelectric material that is 
sandwiched between a continuous top electrode (refl ective) and a bottom, patterned electrode array. 

Contrast sensitivity. Reciprocal of the minimum perceptible contrast.

Deformable mirror. Mirror whose surface profi le is controlled by applying voltages to a set of ad-
jacent electrodes or actuators.

Discrete-actuator deformable mirror. Class of wavefront corrector distinguished by its continuous 
refl ective surface and array of underlying actuators that alter the surface shape. 

Higher-order aberrations. Aberrations higher than second order.

Infl uence function. Defl ection of the corrector surface when a unit voltage is applied to a single 
actuator.

Low-order aberrations. Aberrations of fi rst and second order.

Membrane mirror. Class of wavefront corrector distinguished by its edge-clamped, fl exible, refl ec-
tive membrane that is sandwiched between a transparent top electrode and an underlying array of 
electrodes. 

Ophthalmoscope. Instrument for viewing and recording images of the back of the eye.

Optical coherence tomography. Interferometric-based imaging modality that optically sections tis-
sue with micron-scale axial resolution. Axial resolution is inversely related to the spectrum of the 
imaging light source.

Photoreceptor. Cell that initiates the visual process in the retina by transducing the captured pho-
tons into an encoded neural signal.

15.1

15
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Point spread function. Response (image) of an optical system to a point source of light (object).

Psychophysics. A branch of science that deals with the relationship between physical stimuli and 
sensory response.

Retinal microscopy. Observation of retinal features at the cellular level in the living eye.

Scanning laser ophthalmoscope. Imaging modality that raster scans a point source across the object 
and fi lters the refl ected light with a confocal pinhole for enhanced contrast and axial sectioning.

Segmented corrector. Class of wavefront corrector distinguished by its array of small closely spaced 
refl ective or transmissive elements that induce local piston and tilt on the incident wavefront.

Shack-Hartmann wavefront sensor. An objective wavefront sensor that measures the wave aberra-
tions of the eye with principle components being a light source beacon, lenslet array, and areal CCD.

Spectacles. Ophthalmic appliance that corrects prism, defocus (sphere), and astigmatism (cylinder).

Strehl ratio. Ratio of the maximum light intensity in the aberrated point spread function to that in 
the aberration-free point spread function with the same pupil diameter. Values range from 0 to 1.

Visual acuity. Capacity for seeing distinctly the details of an object. In units of the Snellen fraction, 
average clinical visual acuity varies between 20/15 and 20/20.

Wave aberration. Optical deviations of a wavefront that degrade image quality and that can vary 
temporally and spatially across the pupil of the optical system.

Zernike polynomials. Specifi c set of polynomials frequently used to mathematically represent the 
wave aberration of the eye.

15.2 INTRODUCTION

Vision is a most acute human sense. Yet one need only to examine the first step in the visual process— 
the formation of an image on the retina—to realize that it is often far from perfect. Image quality 
at the retina is limited fundamentally by the wave aberrations intrinsic to the cornea and crystalline 
lens and diffraction due to the finite size of the eye’s pupil. Together, aberrations and diffraction limit 
not only what the eye sees looking out, but also determine the smallest internal structures that can 
be observed when looking into the eye with a microscope. Conventional corrective methods such as 
spectacles, contact lenses, and refractive surgery provide a static amelioration of low-order sphere 
(defocus) and cylinder (astigmatism). However, ocular image quality can be significantly improved by 
dilating the pupil to minimize diffraction and correcting the aberrations across the larger pupil. The 
presence of aberrations in the human eye1 has been recognized for some time. Indeed, Hermann von 
Helmholtz, commenting on the eye 150 years ago, put it as follows: “Now, it is not too much to say that 
if an optician wanted to sell me an instrument which had all these defects, I should think myself quite 
justified in blaming his carelessness in the strongest terms, and giving him back his instrument.”2

Spectacles have been used to correct defocus since at least as early as the thirteenth century. They 
began to be used to correct astigmatism shortly after 1801, when Thomas Young discovered that 
condition in the human eye. However, it has only been in the last decade and a half—two centuries 
later—that additional, higher-order aberrations have been corrected. There are three reasons for this 
long period of seemingly little progress.

First, the most significant and troublesome aberrations in the eye are defocus and astigmatism. 
Correcting these two usually improves vision to an acceptable level. Second, for most of this period 
defocus and astigmatism were the only aberrations of the eye that could be easily measured. Third, 
even when higher-order aberrations could be measured by the cumbersome techniques available 
at that time, there was no simple or economical way to correct them. In 1961, for instance, M. S. 
Smirnov3 measured many of the higher-order aberrations in the human eye for the first time. But 
his psychophysical method required 1 to 2 h of measurements per eye, followed by an additional 10 
to 12 h of calculations. On the strength of his results, Smirnov surmised that it would be possible to 
manufacture custom lenses to compensate for the higher-order aberrations of individual eyes. 
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Recent technological advances, notably in adaptive optics (AO),4 have provided solutions to the 
problems Smirnov encountered. The concept of AO was proposed in 1953 by astronomer Horace 
Babcock5 as a means of compensating for the wavefront distortion induced by atmospheric turbu-
lence.6 Transforming AO into a noninvasive vision tool fundamentally consists of measuring the 
aberrations of the eye and then compensating for them. But the technique must be able to deal with 
the problem of variation of ocular and retinal tissue for a given person, as well as from person to 
person, and it must also take into account human safety. 

Prior to the development of AO for the eye, several techniques showed promise for enhancing 
vision and improving the resolution of retinal imaging. These included use of interference fringes to 
probe the visual system without optical blurring;7 a postdetection imaging technique coined speckle 
interferometry to recover high spatial frequencies of the cone mosaic;8 and precise correction of 
defocus and astigmatism in conjunction with quick flashes of quasi-monochromatic light to image 
individual cone photoreceptors.9 Success with the latter was confined to eyes of relatively low higher-
order aberrations. In 1989, the first wavefront corrector was applied to the eye, a 13-actuator mem-
brane mirror that corrected the astigmatism in one subject’s eye using his conventional prescription 
for spectacles.10 Correction of additional aberrations was not possible as there was no effective means 
at that time for measuring the aberrations. 

These early techniques shared the common problem that the aberrations beyond defocus and 
astigmatism were largely unknown. To address this limitation, Liang et al.11 developed a wavefront 
sensor based on the principles of Shack-Hartmann wavefront sensing (SHWS) and further refined it 
for measuring aberrations up through the first 10 radial orders (corresponding to the first 65 Zernike 
modes).12 The SHWS was a watershed. It provided—for the first time—a rapid, automated, nonin-
vasive, and objective measure of the wave aberrations of the eye. The method required no feedback 
from the patient; its measurements could be collected in a fraction of a second; and its near-infrared 
illumination was less intrusive to the subject than earlier techniques had been. That same year, the first 
AO retina camera was developed based on a SHWS and a 37-actuator deformable mirror.13 The sys-
tem included an additional channel for collecting images of the living retina and measuring the visual 
performance of subjects. With a pupil 6 mm in diameter, the system substantially corrected aberra-
tions up through the fourth-Zernike order, where most of the significant aberrations in the eye reside. 
Thus, Liang et al. demonstrated for the first time that AO allows coma, spherical aberration, and other 
irregular aberrations to be corrected in the eye. The closed-loop speed of their system was on the order 
of tens of seconds and was incapable of tracking temporal fluctuations in the eye’s aberrations. Their 
system may be more accurately characterized as an active rather than adaptive optics system.

In little more than a decade since AO for the eye has experienced exponential growth.14 Essentially all 
facets of AO have undergone substantive development for use with the eye, including its wavefront sensor, 
wavefront corrector, and control algorithm. In addition, AO has been integrated into a variety of retina 
camera architectures to increase their resolution and sensitivity including the three principle types: flood-
illuminated ophthalmoscope,13,15–18 scanning laser ophthalmoscope (SLO),19–24 and optical coherence 
tomography (OCT).25–35 AO for the eye has also entered the commercial arena. The SHWS for measuring 
ocular aberrations has been commercially available for several years; commercial AO systems for vision 
testing for the last couple of years; and commercial AO retina cameras now entering the market. 

While early AO retina cameras focused on imaging cone photoreceptors owing to their high reflec-
tance and contrast, many other cellular structures have since been imaged in the living human retina 
including nerve fiber bundles, individual blood cells flowing through the smallest retinal capillaries, 
fibers of Henle, retinal pigment epithelium cells, and astrocytes. Ganglion cells and their axons have also 
been visualized with AO in primates when used in conjunction with a contrast-enhancing fluorescent 
dye. There is also an ever expanding list of fundamental and clinical research applications that are under-
way and which have been made possible by the increased resolution and sensitivity afforded by AO.

Several reviews of AO for vision science already exist,36–40 including a textbook devoted to the 
topic.41 Nevertheless, the field continues to grow rapidly and much has changed since the first OSA
Handbook chapter on this topic was written in 2000.42 Our aim here is to summarize the current 
understanding of the ocular aberration properties (pertinent for designing AO systems for the eye), 
detail the status of AO technologies for the eye, and review some of the latest scientific and clinical 
uses of this powerful technology. 
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15.4  VISION AND VISION OPTICS

15.3 PROPERTIES OF OCULAR ABERRATIONS

Aberrations of the eye vary spatially across the eye’s pupil, vary over time, and vary with field 
location at the retina (isoplanatism). These fundamental properties (spatial distribution, temporal 
distribution, and field dependence) dictate the performance requirements of AO for effective cor-
rection of ocular aberrations. Here we summarize the most pertinent aspects of each for AO. 

The spatial distribution of ocular aberrations varies considerably among subjects, and often does 
not correspond to the classical aberrations of manufactured optical systems (e.g., Seidel aberrations). 
Instead, Zernike polynomials are routinely used for representing ocular aberrations. The first-order 
Zernike polynomials represent tilt, the second order correspond to defocus and astigmatism, the 
third order are coma and trefoil, the fourth order are spherical aberration, secondary astigmatism, 
and quadrafoil, and so on. Third order and higher are collectively termed higher-order aberrations 
or irregular aberrations. Zernikes are not the most efficient polynomial representation of the eye’s 
aberrations, but are only slightly less compact than the principal modes that derive from a principal 
components analysis.43,44 Zernikes are also mathematically simpler and have well-established proper-
ties. Certainly the long history of Zernike polynomials in astronomy for representing atmospheric 
turbulence45 influenced their early use by the vision community. The now ubiquitous use of Zernike 
polynomials is perhaps best reflected by the community’s establishment and universal acceptance of a 
single naming convention for the Zernike coefficients and polynomials as described by the OSA/VSIA 
Standards Taskforce.46

Today detailed measurements of the spatial distribution of wave aberrations have been made in 
large populations of normal, healthy adult eyes with large pupils,43,44,47 including the pooling of data 
collected at 10 laboratories (2560 eyes).48 More recent studies have expanded this to include the effect 
of age, accommodation, refractive state, refractive surgery, and disease.49–57

The spatial characteristics of the ocular aberrations most important for AO are spatial fidelity 
(frequency composition of the aberrations) and magnitude [peak-to-valley (PV) wavefront error]. 
Both are captured by the Zernike representation—spatial fidelity by the Zernike order and magnitude 
by the Zernike coefficient, and both are strongly influenced by pupil size. As an example, Fig. 1a shows 
the wavefront variance decomposed by Zernike order for a population of about 100 normal subjects, 
most in their early twenties.44 Data points are shown for three pupil sizes: 4.5, 6.0, and 7.5 mm, which 
span the range over which AO is typically applied to the human eye. For comparison, the maximum 
physiological pupil size for young subjects is nominally 8 mm. In Fig. 1a, the power decreases mono-
tonically (approximately linear on a logarithmic scale) with second-order aberrations dominating 
the total wavefront error. Power also decreases monotonically with decreasing pupil size. The 7.5-mm 
pupil represents the most demanding condition for AO. For this pupil size, correction of Zernike 
polynomials up through at least 10th order is necessary to reach diffraction-limited imaging  [l/14
root-mean-square (RMS) error] in approximately 95 percent of the population, that is, two times the 
standard deviation of the log10 (wavefront variance).

 Figure 1b shows the corresponding PV wavefront error that encompasses 95 percent of the 
population as a function of pupil size (4.5 to 7.5 mm). Three curves are shown that correspond 
to three different second-order states. As expected, the PV error increases monotonically with 
pupil size and depends strongly on the second-order state. The PV error for the 7.5-mm pupil 
ranges from 7 to 11 μm depending on the second-order state. The largest error of 11 μm repre-
sents the most demanding condition for AO correction. Note that for this study, each subject was 
meticulously refracted with trial lenses. Typically, AO systems operate under less ideal conditions 
in which the second-order aberrations are only coarsely corrected or not at all. Under these more 
realistic conditions, second-order aberrations can readily surpass the PV error shown in the figure 
by several times. As such, careful design of an AO system must take into account the anticipated 
refractive state of the population and the expected manner in which trial lenses or translating 
lenses will be applied.

The population measurements in Fig. 1 represent essentially static wave aberrations and therefore 
do not capture the temporal behavior of the ocular media. Two early studies investigated the tempo-
ral dynamics with attention to their impact on AO performance.58,59 Both studies employed a SHWS 
to track the dynamics. Hofer et al. measured aberration changes up to approximately 5 to 6 Hz, and 
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ADAPTIVE OPTICS IN RETINAL MICROSCOPY AND VISION  15.5

Lois-Diaz et al. up to approximately 30 Hz. Figure 2a shows representative temporal traces of the total 
RMS wavefront error and several Zernike terms for one subject and a model eye over a 5 s interval. 
Figure 2b shows corresponding average temporal power spectra which reveal the frequency content of 
the traces. As depicted in the figure, temporal fluctuations are found in all of the eye’s aberrations, not 
just defocus, even when the eye’s accommodation is paralyzed. In both studies, the reported temporal 
fluctuations decreased at f –4/3 or equivalently four dB/octave, where f is the temporal frequency. This 
decrease is evident in the temporal power spectrum shown in Fig. 2b. The vast majority of the aberra-
tion power lies below 1 to 2 Hz, suggesting effective AO correction needs only a temporal bandwidth 
of a couple of hertz. For comparison, the 1 to 2 Hz is approximately two orders smaller than that of 
atmospheric turbulence for ground-based telescopes. 

Finally, aberrations of the eye also vary with field location at the retina. That is, image quality (or 
more precisely the point spread function or optical transfer function) at one point on the retina is not 
the same as at another point when the two points are separated sufficiently. This difference in image 
quality stems from the fact that the ocular aberrations originate at the cornea and crystalline lens 
rather than at the pupil of the eye. Rays originating from different field locations on the retina will 
therefore take slightly different paths through the ocular media, accumulating different phase delays 
or equivalently different aberrations. In general there is a local region about any point on the retina 
in which the path differences are sufficiently small that the ocular aberrations are effectively constant. 
This region is termed the isoplanatic patch.60 The diameter of the patch depends on the properties 
of the eye, but also on the definition of image quality, as for example, use of the stringent Maréchal 
criterion, l/14-μm RMS (Strehl ratio = 0.8) yields a narrower isoplanatic diameter than the more 
relaxed criterion of 1 rad2 (Strehl ratio = 0.37). Which criterion to choose depends on the application, 
though it remains to be seen what criterion is optimal for common AO retinal imaging uses as well 
as AO psychophysical uses.
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FIGURE 1 Spatial properties of ocular aberrations in a large population of 100 normal eyes.44 (a) Log10 of the wavefront 
variance after a conventional refraction using trial lenses is plotted as a function of Zernike order and pupil size (4.5, 6.0, and 
7.5 mm). Diamond and corresponding dashed curves represent the mean and mean ± two times the standard deviation of the 
log10 (wavefront variance), respectively, for a 7.5-mm pupil. Star and open circle correspond to 4.5- and 6.0-mm pupils. Thin, 
horizontal dashed line corresponds to l/14 RMS for l = 0.6 μm. (b) PV wavefront error that encompasses 95 percent of the
population is plotted as a function of pupil diameter. Three second-order states are shown: (i) residual aberrations after a con-
ventional refraction using trial lenses (short blue dashed line) (ii) all aberrations present with zeroed Zernike defocus (long red 
dashed line), and (iii) all aberrations present with zeroed defocus and astigmatism (solid green line).
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15.6  VISION AND VISION OPTICS

Anecdotal evidence in the AO literature indicates the isoplanatic patch diameter for the human 
eye is a couple of degrees. Experiments to directly measure the patch size have only recently been 
conducted. A detailed survey of efforts in this area coupled with a more thorough analysis were 
recently published by Bedggood et al.61 Figure 3 shows a representative result from this study, plotting
isoplanatic patch diameter as a function of the residual wavefront RMS at the patch edge. As expected, 
the patch size increases as the criterion relaxes, that is, larger residual RMS. As an example, AO systems 
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FIGURE 2 Temporal properties of ocular aberrations.58 (a) Temporal traces of the total RMS wavefront error and 
Zernike terms: defocus, astigmatism, coma, and spherical aberration for one subject. A trace of the total RMS wavefront error 
for an artificial eye is also shown and reflects the sensitivity of the instrument. (b) Average temporal power spectra are shown 
for the fluctuations in the total RMS wavefront error for a model eye and one subject whose accommodation was paralyzed. 
Aberrations were computed for a 4.7-mm pupil size. (Reproduced with permission from Ref. 58.)
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FIGURE 3 Isoplanatic properties of ocular aberrations. Isoplanatic patch diameter is 
plotted versus residual wavefront RMS at the patch edge after perfect correction of ocular 
aberrations at the patch center. Data points are average measurements across seven healthy 
subjects, aged 22 to 39, with error bars at ±1 standard deviation. Predicted patch diameter is 
also shown using the Liou Brennan schematic eye.62 Pupil size for both is 6 mm. (Reproduced 
with permission from Ref. 61.)
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ADAPTIVE OPTICS IN RETINAL MICROSCOPY AND VISION  15.7

typically correct the eye (with a large pupil) to within a wavefront RMS error of approximately 
0.1 μm. Using this value as a realistic criterion for the residual RMS at the patch edge in Fig. 3, the 
corresponding isoplanatic diameter is approximately 1.1°, consistent with anecdotal evidence and 
other measurements reported in the literature. For comparison, this patch diameter is three orders of 
magnitude larger than that encountered with ground-based telescopes. Interestingly, optical models 
of the eye (e.g., the Liou Brennan schematic eye in Fig. 3) are not sufficiently developed yet to predict 
experimental findings, both in terms of the patch size and criterion dependence. As evident in Fig. 3, 
the Liou Brennan model overestimates the patch diameter by several times.

15.4 IMPLEMENTATION OF AO

The principle components of an AO system are the wavefront sensor, wavefront corrector, and con-
trol system. Figure 4 shows a simplified schematic of AO applied to the eye and highlights the prin-
ciple components. The effectiveness of AO depends fundamentally on its ability to measure, correct, 
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   corrector

1. Wavefront
     sensor

Aberrated
wavefront

Laser
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Retinal imaging
detector or

stimulus

Lenslet
array

CCD

3. Control
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FIGURE 4 Concept schematic of AO applied to the eye. The three principle components 
of AO are (1) the wavefront sensor, (2) the wavefront corrector, and (3) the control system. 
The wavefront sensor (shown here as a Shack-Hartmann implementation) works by focusing 
a laser beam onto the subject’s retina. This is analogous to the artificial-guide-star approach 
now being used to measure the wave aberrations of atmospheric turbulence.63 The reflection 
from the retinal spot is distorted as it passes back through the refracting media of the eye. 
A two-dimensional lenslet array, placed conjugate with the eye’s pupil, samples the exiting 
wavefront forming an array of images of the retinal spot. A CCD sensor records the displace-
ment of the spots, from which first local wavefront slopes and then global wavefront shape 
are determined. Wavefront compensation is realized with a deformable mirror. The mirror 
lies in a plane conjugate with the subject’s pupil and the lenslet array of the SHWS. For retinal 
imaging, a light source (not shown) illuminates the retina, some of which is reflected out of 
the eye, reflects from the wavefront corrector, and forms an aerial image at the retinal imaging 
detector. For visual testing, the retinal imaging detector is replaced with a visual stimulus that 
is viewed by the subject through the AO system.  
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15.8  VISION AND VISION OPTICS

and track the ocular aberrations, the extent to which depends heavily on the spatial and temporal 
properties of the aberrations as described in the previous section. Measurement is accomplished 
by the wavefront sensor, correction by the wavefront corrector, and tracking by the control system 
in conjunction with the sensor and corrector. The status of each of these components and their 
requirements for effective use with the eye are described in order below.

Wavefront sensor

There is an abundance of optical sensors for wavefront measuring with many representing highly 
mature devices. These include the Shack-Hartman sensor, shearing interferometer, pyramid sensor, 
curvature sensor, phase diversity, laser ray tracing, phase-shifting interferometer, and common path 
interferometer. While several of these have been applied to the eye and others continue to attract 
interest, to date all operational AO systems for the eye have been constructed around the SHWS. As 
such, we confine our attention to this sensor type, though much of which will be applicable to the 
other sensors. The discussion that follows will reference Fig. 5, which shows an enlarged schematic 
of the SHWS (lenslet and CCD array) along with typical values of several key parameters.

A first-order design of the SHWS entails evaluation of several key properties: (1) spatial sampling, 
(2) dynamic range, (3) accuracy, and (4) signal-to-noise. These are primarily set by the characteristics 
of the lenslet and CCD arrays of the sensor, and therefore selection of these two components is criti-
cal. Figure 5b shows typical values in use. Spatial sampling of the sensor is specified by the number 
of lenslets that fills the pupil of the eye. The necessary number of lenslets for reliable representation 
of the ocular aberrations depends on the composition of the ocular aberrations, pupil size of the eye, 
and to a lesser extent the SH wavelength. It should be noted that while we assume here the lenslets 
to be uniformly distributed (as is the case of SH sensors in current AO systems), several nonuniform 
distributions have also been evaluated.64

Theoretical modeling in conjunction with measured aberrations of the eye indicates a one-to-
one relationship between the number of Zernike modes and number of lenslets necessary to reliably 
reconstruct these modes.65 Therefore, the number of required lenslets that fill the pupil must be at 
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Typical SHWS parameters

Lenslet number:   200–350

Lenslet dia, d:       0.3–0.4 mm

Lenslet local 
length, f :                7–30 mm

# pixels across
focal spot dia:       3–6 pixels

Wavelength, l:       0.63–0.85 μm

FIGURE 5 (a) A two-dimensional lenslet array, placed conjugate with the eye’s pupil, samples 
the exiting wavefront forming an array of images of the retinal spot. A CCD sensor records the dis-
placement of the spots. Maximum and minimum detectable displacements of the spots are indicated 
by ΔSmax and ΔSmin. (b) Key SHWS parameters and typical values for use with the eye. Lenslet num-
ber refers to the number that fills the pupil of the eye. Lenslet diameter is referenced to the eye pupil. 
Pixels refer to the detector unit of the CCD array. l is the wavelength of the SHWS laser beacon.
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ADAPTIVE OPTICS IN RETINAL MICROSCOPY AND VISION  15.9

least equal to the number of Zernike modes, which is related to the maximum Zernike order by 
(N+1)(N+2)/2 – 3. N is the maximum Zernike order and piston, tip, and tilt are not included. Based 
on this, reliable representation up through 10th Zernike order requires at least 63 lenslets, that is, 
equals (10+1)(10+2)/2 – 3, that uniformly cover the pupil. 

Figure 1a provides additional information—at least for normal healthy eyes—as to the number of 
Zernike orders necessary for reliably representing ocular aberrations. As an example, for the stringent 
condition of diffraction-limited imaging through a large 7.5-mm pupil in 95 percent of the popula-
tion, Fig. 1a indicates Zernike representation up through at least 10th order is necessary. For this 
scenario, at least 63 lenslets are therefore required to reliably sample the aberrations. Fewer lenslets 
are necessary for a smaller pupil or a less stringent image quality metric. In practice, SHWSs routinely 
sample the pupil much higher. There is little cost to do so, since there is an over abundance of light 
for the sensor. Oversampling makes the measurements more robust (to pupil edge effects, eye motion, 
drying of the precorneal tear film, and system noise) and applicable to eyes with a wider range of 
aberrations. 

Dynamic range refers to the maximum wavefront slope Δqmax that can be measured by the SHWS 
(depicted in Fig. 5a). Δqmax is typically expressed as ΔSmax/f, where ΔSmax is the maximum displace-
ment of the lenslet spot (= lenslet radius) and f the lenslet focal length. Since spherical and cylindrical 
refractive errors typically consume much of the dynamic range of the sensor, it is often more useful to 
convert ΔSmax to a maximum measurable defocus (diopters), expressed by D = Δqmax / (pupil radius). 
For example, a lenslet diameter of 0.4 mm and a lenslet focal length of 24 mm, gives a Δqmax and D of 
8.3 mrad and 2.45 diopters, respectively, for a 6.8-mm eye pupil. Note that D represents the dioptric 
range at the wavefront sensor. The corresponding range at the eye is often different depending on the 
eye-to-sensor magnification. In general, the dynamic range can be increased by increasing the lenslet 
diameter, decreasing the lenslet focal length, or decreasing the pupil diameter. The pupil diameter, 
however, is usually not adjustable, being defined early in the design process of the retina camera.

Accuracy refers to the minimum wavefront slope, Δqmin, that can be measured by the SHWS. Δqmin
can be expressed as ΔSmin/f, where ΔSmin is the minimum detectable displacement of the lenslet spot 
(see Fig. 5a). ΔSmin depends on the pixel size of the SHWS detector (typically a CCD array), diameter 
of lenslet spot at the detector (which is a function of the lenslet diameter and focal length), accu-
racy of the centroiding and thresholding algorithms, and signal-to-noise of the captured SHWS spot 
image. In general, subpixel accuracy is routinely achieved.66 The above example (lenslet diameter = 
0.4 mm and focal length = 24 mm) with a CCD pixel size of 26 μm yields approximately 4.4 pixels 
across the focal spot and Δqmin << 1.1 mrad. While the SHWS parameters can be manipulated to 
increase accuracy, dynamic range of the sensor depends inversely on the lenslet diameter and focal 
length, thereby creating a clear trade-off between dynamic range and accuracy. Additional discussion 
on this topic can be found in Ref. 66. 

Signal-to-noise of the captured SHWS spot images is limited by the amount of light that can be 
safely directed into the eye, number of pixels per lenslet focal spot, quantum efficiency of the SHWS 
CCD, and throughput efficiency the SHWS. Unlike astronomical AO systems, however, that operate 
under light-starved conditions and covet each photon to achieve the approximately 100 photons/ 
lenslet required to close the AO loop, vision AO systems operate under comparatively relaxed light 
requirements. A typical vision AO system has a minimum of approximately 500,000 detected photons/ 
lenslet, this with hundreds of lenslets that sample the pupil. Such high light levels permit use 
of relatively low quantum efficient CCDs and tens of pixels that sample the core of the lenslet 
focal spot.

Wavefront Corrector

The effectiveness of AO to correct ocular aberrations is typically limited by the performance of the 
wavefront corrector, which is also by far the most expensive component. This device dynamically 
imparts an ideally conjugate aberration profile onto the passing wavefront, thus canceling the origi-
nal aberrations. Numerous types of wavefront correctors have been employed in AO systems for 
the eye. Historically, correctors have been selected somewhat arbitrarily for the eye, that is, driven 
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15.10  VISION AND VISION OPTICS

primarily by availability and cost rather than performance, with the expectation that image qual-
ity will improve, the extent of which was empirically determined. More recently, several extensive 
theoretical studies have evaluated the performance of general wavefront corrector classes67,68 as well 
as specific commercial devices.69,70 The four main classes of wavefront correctors are depicted in 
Fig. 6. These include discrete actuator, membrane, bimorph, and segmented piston and piston/tip/
tilt wavefront correctors. Regardless of class, performance is governed primarily by the corrector’s 
actuator number, stroke, and influence function. Stroke refers to the dynamic range of the corrector 
and limits the largest wavefront error that can be corrected. Larger stroke provides better correc-
tion of large-magnitude aberrations. Actuator number across the eye’s pupil and actuator influence 
function (localized deflection of the mirror surface that results when a single actuator is pushed 
or pulled) determine the fidelity of the correction. More actuators and a more localized influence 
provide better correction of high-spatial-frequency aberrations (i.e., aberration, that are of higher 
order). Other important corrector parameters include temporal response, surface reflectivity, diam-
eter of mirror surface, and cost.

Wavefront correctors first applied to the eye were developed primarily for compensation of atmo-
spheric turbulence. A common example being macroscopic discrete actuator deformable mirrors 
(DMs), such as those manufactured by Xinetics, Inc.71 Specifically, their actuator number, stroke, 
influence function, and speed were tailored to the spatial and temporal properties of the atmosphere4

rather than that of the eye.43,44,58,59 The dynamic range of such devices often limited the compensation 
of ocular aberrations, especially second-order contributions, and their kilohertz response was overkill 
for the 1 to 2 Hz fluctuations of the ocular aberrations. While wavefront correctors represent a small 
fraction of the total cost of ground-based telescopes in which they are employed, they represent a 
significant fraction of the total cost of most retina cameras. Atmospheric wavefront correctors are 
also generally bulky, with large mirror surfaces (~several centimeters or more) that require long focal 
length relay optics to magnify the pupil of the eye. A smaller corrector comparable to the dilated pupil 
of the eye (4 to 8 mm) can substantially reduce the instrument size, which is attractive for research 
retina cameras and mandatory for commercial ones.

(b) Segmented: piston only
and piston/tip/tilt

(a) Discrete actuator

(d) Bimorph(c) Membrane

V1 V2 V3 V4 V5 V6 V1 V2 V3 V4 V5 V6

FIGURE 6 Four main classes of wavefront correctors. (a) Discrete actuator deformable mirrors consist of 
a continuous, reflective surface, and an array of actuators, each capable of producing a local deformation in the 
surface. (b) Piston-only segmented correctors consist of an array of small planar mirrors whose axial motion 
(piston) is independently controlled. LC-SLMs modulate the wavefront in a similar fashion, but rely on changes 
in refractive index rather than the physical displacement of a mirror surface. Piston/tip/tilt segmented correctors 
add independent tip and tilt motion to the piston-only correctors. (c) Membrane mirrors consist of a grounded, 
flexible, reflective membrane sandwiched between a transparent top electrode, and an underlying array of pat-
terned electrodes, each of which is capable of producing a global deformation in the surface. (d) Bimorph mir-
rors consist of a layer of piezoelectric material sandwiched between a continuous top electrode and a bottom, 
patterned electrode array. A top mirrored layer is added to the top continuous electrode. An applied voltage 
causes a deformation of the top mirrored surface. (Reproduced with permission from Ref. 41, chap. 4, Fig. 4.2.)
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ADAPTIVE OPTICS IN RETINAL MICROSCOPY AND VISION  15.11

Alternative wavefront corrector technologies, which are more cost effective and smaller, have 
become commercially available and span the four corrector classes depicted in Fig. 6. Large stroke (up to 
16 μm) bimorph mirrors having 13 to 35 actuators have been investigated by several groups.15–17,28,30,72

An even larger stroke (50 μm) corrector, a magnetic membrane mirror with 52 actuators was recently 
evaluated by Fernandez et al.73 Microelectromechanical systems (MEMS) promises batch fabrication of 
low cost, compact wavefront correctors. Bulk micromachined membrane MEMS mirrors, employing 
37 electrodes and 3.5-μm stroke have been successfully applied to the eye.74,75 Although bimorph and 
membrane mirrors have a large dynamic range for correction of low-order aberrations, the effective 
range drops rapidly with increasing order of the aberration mode. 

Surface micromachined devices are another class of MEMS mirror whose mode of operation is 
comparable to discrete actuator DMs. Early performance results with a surface micromachined MEMS 
DM was reported by Doble et al.76 Today, this mirror type is employed in numerous AO systems for 
the eye.20,21,24,28,30,32 Liquid spatial light modulators (LC-SLMs) are an alternative wavefront corrector 
technology. Transmissive, pixelated designs with 69 and 127 pixels were examined by Thibos et al.77

and Vargas et al.,78 respectively. Prieto et al.79 and Fernandez et al.29 investigated an optically addressed 
LC-SLM. This reflective device has high spatial resolution (480 × 480 piston-only pixels) and operates 
with low control voltages (~5 V). LC-SLMS in general, however, are limited to 2p phase modulation 
of polarized light. Extended ranges can be achieved with phase wrapping.

Theoretical studies to predict the performance of wavefront correctors and guide their use with the 
eye have been undertaken with representative results from two such studies given in Fig. 7. Figure 7a
shows the predicted corrected Strehl for three general types of wavefront correctors (discrete actuator, 
piston/tip/tilt, and piston) in conjunction with the measured ocular aberrations of Fig. 1. In this study, 
the effect of actuator stroke was separated from that of the actuator number and influence function 
by assuming sufficient stroke in the Fig. 7a plot.  For the discrete actuator corrector in the figure, at 
least a 13 × 13 array of actuators is required to achieve diffraction-limited imaging (Strehl = 0.8)
in 95 percent of the population, that is, ±2 standard deviations. Piston/tip/tilt correctors require some-
what less and piston correctors require substantively more. As shown in Fig. 7a, 100 to 150 piston 
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15.12  VISION AND VISION OPTICS

segments (maximum sampling density of the study) across the pupil diameter are required to reach 
a corrected Strehl of only 0.4. As for the required stroke of the corrector, it should be at least one-half 
the PV error of the aberrations to be corrected, for example, the PV error in Fig. 1b. For example, in 
Fig. 1, the PV error for the 7.5 mm pupil ranges from 7 to 11 μm depending on the second-order 
state. Thus the required stroke must be at least one half of this (3.5 to 5.5 μm). Note that the required 
stroke can increase significantly if a larger portion of the second-order aberrations is corrected with 
AO rather than for example trial lenses. As an example, a 1-D spherical error across a 7.5-mm pupil 
increases the required stroke by an additional 3.5 μm based on the equation: stroke = 1/4 (refractive 
error in diopters) (pupil radius in millimeters)2.

Figure 7b shows results from another study in which performance was predicted for several 
commercially available correctors. The modeling took into account the actual influence functions, 
finite stroke of each corrector (thresholding), and number of corrector modes included in the cor-
rection. The commercial devices evaluated included three membrane mirrors (OKO19, OKO37, 
and MIRAO52), one bimorph mirror (AOptix35), and a surface micromachined MEMS deform-
able mirror (BMC140). Of these only two (AOptix35 and MIRAO52) approach diffract limited 
performance.

In practice, AO retina cameras with a single wavefront corrector have not achieved sufficient cor-
rection to yield diffraction-limited imaging across large pupils (≥ 6 mm), more so in the presence of 
typical levels of second-order aberrations. Current correctors—while having improved noticeably 
in recent years—struggle to provide the necessary high spatial fidelity and high dynamic range to 
fully compensate both low- and higher-order aberrations of the eye. To overcome this barrier, other 
approaches have been explored, including a multipass configuration that traverses the same corrector 
more than once80 and a cascade of two wavefront correctors, one of high spatial fidelity and the other 
of large stroke.34,81,82

Control System

The control system performs the critical step of rapidly and repeatedly converting the raw output of 
the wavefront sensor into voltage commands that shape the corrector surface, that is, the deforma-
tion created by the sum response of the corrector actuators. The control loop takes into account the 
number, arrangement, and interaction of lenslets and actuators; the influence function and stroke of 
actuators; temporal response of the AO components; and a desired performance criteria, for exam-
ple, minimize the RMS wavefront error. The control loop can be characterized by distinct spatial 
and temporal properties, which are each discussed in order further.

Spatial control starts with the layout of lenslets and actuators. For AO astronomical telescopes, 
the lenslet-actuator arrangement typically follows a Southwell or Fried configuration in which each 
lenslet is centered on one actuator or centered between four adjacent actuators. Both geometries 
yield one lenslet per actuator. This ratio maximizes the number of photons per lenslet, critical for the 
photon starved conditions under which astronomical AO systems operate, while preserving sensitiv-
ity to actuator motion. The relative coarse sampling of the lenslets, however, makes the AO sensitive 
to misalignment of the lenslet and actuator arrays, and the wavefront sensor cannot detect certain 
corrector modes, as for example waffle mode. As discussed in section “Wavefront Sensor,” the eye 
provides substantially more light than astronomical applications, allowing many more lenslets per 
actuator. Typical AO systems for the eye sample each actuator with two to ten lenslets. This overs-
ampling greatly increases the tolerance to alignment errors and permits detection of all corrector 
modes.   

Spatial (static) control of the wavefront corrector is normally realized through a multiplication 
of two matrices, one representing the wavefront sensor output (slope measurements) and the other 
a reconstructor matrix representing the interaction of each actuator with each lenslet. At its most 
basic level, the wavefront sensor output is an areal image of focus spots arranged in a quasi-regular 
pattern and resting on a noise floor, one spot formed behind each lenslet. The critical information 
in the image is the displacement of the focus spots relative to predetermined reference positions. 
Determining these displacements is nontrivial owing to noise in the image, and the finite width 

Bass_v3ch15_p001-030.indd 15.12 8/21/09 11:49:02 AM

DO
 N

OT
 D

UP
LI

CA
TE



ADAPTIVE OPTICS IN RETINAL MICROSCOPY AND VISION  15.13

and often irregular shape of the focus spots. Collectively, these reduce the accuracy to locate the spot 
centers. Centroiding based on center of mass is a common solution to this problem and is effective 
as it takes into account the full energy distribution of the spot. Following the mathematical notation 
by L. Chen,83 the horizontal and vertical centroid positions for the kth lenslet in the array and a unit 
voltage applied to the mth actuator in the corrector can be expressed as
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i and j represent coordinates for a pixelated detector, such as a CCD array. Ii,j,m is the intensity distri-
bution of the focus spots; xk,ref and yk,ref are reference coordinates, for example, those that minimize 
the wavefront error. The corresponding horizontal and vertical wavefront slopes are determined 
from the centroids by

s
x
fkm
k m

x
=

Δ ,   and  s
y
fkm
k m

y
=

Δ ,  (2)

where f is the focal length of the lenslets (see Fig. 5). In matrix notation, the wavefront slope output 
of the sensor can be expressed as

S s s s s s s s sm mx m y mx m y kmx km y Kmx Km y=( , , , , , , , , ,1 1 2 2 … … ))T  (3)

where K is the total number of lenslets. Systematically applying a unit voltage to each of the M
actuators in the corrector and recording the resulting displacement of the focus spots Sm, a 2K × M
matrix is constructed called the influence function matrix:

A S S Sm M=( , , , , )1 … …  (4)

Because A is generated by systemically applying unit voltages to the actuators, A is mathematically 
related to the applied voltages, V = (v1, v2, . . . , vM)T, and the resulting wavefront slopes, S = (s1x

, s1y
, . . ., 

sk x
, sk y

, . . . , sK x
, sK y

)T, by

S A V=  (5)

Equation (5) can be solved for V by first finding an inverse for A. Since A is typically singular (e.g., 
a nonsquare matrix), no inverse exists and mathematical techniques such as singular value decompo-
sition (SVD) are commonly used to find an appropriate pseudoinverse, denoted A+:

V A S= +  (6)

A+ is often referred to as a reconstructor matrix as a single matrix multiplication with S reconstructs 
the actuator voltages necessary to correct the measured aberrations. The single matrix multiplication is 
fast and efficient, and for SVD represents a least squares solution. 

The control model described above assumes the AO operates in a linear fashion. While this is overly 
simplistic for actual AO systems, the AO control loop is much more robust than suggested, converging 
even when nonlinearities are present owing to its closed-loop operation. Equation (6) refers to what 
is called the direct slope reconstruction method. Another approach that is sometimes employed is the 
modal reconstruction method in which wavefront slope measurements are first converted to Zernike 
aberration modes that in turn are converted to applied voltages. While this approach is slower and 
less efficient, it has the advantage of allowing explicit control of individual modes, including which 
ones are sent to the corrector.  

Equation (6) does not capture the closed-loop performance of AO as it neglects the temporal 
dynamics of the ocular aberrations and the time delays associated with measuring the wavefront 
slopes, and computing and applying the control voltages. The resulting error can be mathematically 
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15.14  VISION AND VISION OPTICS

expressed as fresid (x, t) = faberr (x, t) – fcorrect (x, t), where faberr (x, t) is the ocular aberrations at time t,
fcorrect (x, t) the applied correction based on slope measurements acquired at an earlier time t – t, and 
fresid (x, t) the uncorrected portion at time t. t is the closed-loop period of the AO. Note that fcorrect 
(x, t) is directly related to the voltages, V, that are applied iteratively to the corrector and expressed 
as V(t) = V(t – t) – G Vestimate (t). V(t – t) are voltages already on the corrector as determined from the 
previous loop iteration, Vestimate(t) are adjustments to the voltages based on Eq. (6), and V(t) represent 
the updated voltages. G is the variable loop gain (adjusted between 0 and 1) that controls the extent 
to which Vestimate(t – t) is applied and represents the trade-off between stability and sensitivity of the 
AO system, for example, higher gain increases sensitivity to temporal fluctuations in the aberrations, 
but at the expense of decreased system stability. Typical values of G for AO vision science instruments 
are between 0.1 to 0.4. 

Predicting the temporal performance of an AO system is critical for optimizing system design for 
the eye and is accomplished by modeling the system as a cascade of transfer functions, each repre-
senting an independent component of the system. Figure 8 shows a block diagram representation of 
an AO control loop with input/output parameters M(s), X(s), and R(s) that depict the time-varying 
aberrations of the eye, residual aberrations after correction, and wavefront corrector voltages. s is a 
complex frequency and defined as i2pf, where f is the temporal frequency and i2 = –1. Noise in the 
system is assumed negligible. For analysis, the AO system can be decomposed as a linear cascade of 
independent transfer functions, in this case the four AO stages that most often limit temporal perfor-
mance in AO vision science systems: SHWS exposure, sensor readout and computation of V, integral 
compensator, and finally holding mirror position for one AO loop period. Common expressions for 
the four transfer functions are given by

    H s
e

sT

sT

exp( )= − −1 1

1

 (7)

H s e st
delay( )= − 1  (8)

H s
G

e sTcomp( )=
− −1 2

 (9)

   H s
e

sT

sT

zoh( )= − −1 2

2
 (10)

where T1 is the exposure duration of the SHWS detector, T2 is the sampling period of the AO loop, 
and t1 is the total delay to readout the sensor and compute V.

Using the notation in Fig. 8, the open-loop transfer function (single iteration), HOL(s), is equal 
to M(s)/R(s) and corresponds to the multiplication of the four transfer functions, that is, Hexp(s)
Hdelay(s) Hcomp(s) Hzoh(s). While this quantifies the extent to which fluctuations in the aberrations are 
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FIGURE 8 Block diagram of the AO system for modeling temporal performance. 
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ADAPTIVE OPTICS IN RETINAL MICROSCOPY AND VISION  15.15

reliably transferred to the corrector, a more useful transfer function is the error transfer function, 
Herror(s), defined as R(s)/X(s). Herror(s) quantifies the extent to which fluctuations in the aberrations 
are reduced by the AO. Herror(s) is related to HOL(s) by the expression 1/[1 + HOL(s)]. As an example, 
Fig. 9 shows the power rejection magnitude (defined as |Herror(s)|2) for two representative AO con-
figurations, one being 5 times faster than the other. Both configurations employ double buffering, a 
common technique realized with a frame-transfer CCD camera, in which one SHWS frame is pro-
cessed while the next frame is being acquired. The power rejection magnitude permits determining 
the cutoff frequency of the AO system, being defined as the frequency at which the power rejection 
magnitude first reaches 1. For the two configurations in Fig. 9, cutoff frequencies occur at 0.5 and 
2.0 Hz, with the former consistent with the experimental measurements shown. Note that a cutoff of 
0.5 Hz indicates that temporal frequencies below 0.5 Hz are (at least partially) corrected by the system, 
while those above 0.5 Hz are (at least partially) amplified. Because the vast majority of the aberration 
power in the eye lies below 1 to 2 Hz (see Fig. 2 and related discussion), the 2.0-Hz bandwidth AO 
configuration should be adequately fast and should provide somewhat improved performance over 
that of the 0.5-Hz system.

15.5 APPLICATION OF AO TO THE EYE

The sole function of AO in ophthalmic applications is to compensate or control the aberrations in 
the optics that lie between the eye’s fundus and the rest of the world. As such, AO can be imple-
mented into any vision or imaging application that employs these optics. This section will be split 
into applications where the goal is to get a better view of the retina and applications where the goal 
is to reduce or manipulate the blur of light delivered to the retina.
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FIGURE 9 Experimental and theoretical curves for the power 
rejection magnitude of a representative AO system for vision science. 
Experimental curve (jagged blue line) was obtained on one eye using 
a gain of 0.3 for a 6.8-mm pupil. The corresponding theoretical curve 
(solid, red) was based on the actual system parameters as highlighted in 
the leftmost box. The second theoretical curve (dashed, green) predicts 
the performance of an AO system that is 5 times faster. System parameters 
are highlighted in the rightmost box. Cutoff frequencies for the two 
configurations are 0.5 and 2.0 Hz. 
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15.16  VISION AND VISION OPTICS

Applications Involving Imaging of the Retina

AO’s role in a retina camera is to achieve diffraction-limited imaging through the highest possible 
numerical aperture in the eye. Most imaging applications that use AO correct over pupil sizes of 
5 mm or greater, thereby taking advantage of the reduced diffraction. For example, a corrected pupil 
of 6 mm has a Rayleigh resolution limit about 2 μm, which is on the scale of the smallest cells in the 
retina (rods and foveal cones, for example). 

Flood-Illuminated AO Ophthalmoscope The first ophthalmic imaging modality that demon-
strated a high-order aberration correction with AO was a flood-illuminated ophthalmoscope.13 In 
this system (Fig. 10), the camera looks at the retina through an optical system where the deformable 
mirror is placed in the path in a plane that is conjugate to the pupil of the eye. A low coherent col-
limated light source (SLD, superluminescent diode) is generally used to project a beacon onto the 
retina. The scattered light passes through the system, off the DM and to the wavefront sensor (LA & 
CCD). The AO system operates in a closed loop to correct the eye’s aberration. At the same time, a 
separate light source is used to illuminate a patch of retina limited by the field stop (FS) at the loca-
tion of the beacon. The scattered light emerges, its wavefront is compensated by the DM, and the 
light is directed to the science camera after reflection from a dichroic beamsplitter (DBS2) to form 
a sharp retinal image. The camera can be moved to focus on different layers of the retina. Keeping 
track of the retinal and pupil conjugate positions is critical and they are labeled throughout the 
schematic. 

The flood-illuminated AO ophthalmoscope has been used effectively to measure basic optical prop-
erties of photoreceptors. A combination of AO imaging with retinal densitometry was used to provide 
the first maps of the arrangement of the three cone classes in the human retina (see Fig. 11).84,85 It was 
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FIGURE 10 Schematic of a flood-illuminated AO retina camera. 
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ADAPTIVE OPTICS IN RETINAL MICROSCOPY AND VISION  15.17

also used to measure the directional properties of individual cones,86 measure the locus of fixation 
relative to the maximum density of foveal cones,87 measure changes in reflectance of cones over a diur-
nal period,88 reveal new information about photoreceptor packing and structure in eyes with retinal 
degenerations,89–91 and detect fast scattering changes of cones in response to visual stimulation.92,93

Adaptive Optics Scanning Laser Ophthalmoscope The scanning laser ophthalmoscope (SLO)94 is a 
special application of the scanning laser microscope, invented in 1955 by Marvin Minsky.95 The main 
difference with an SLO is that the eye is used as the objective lens and the retina is always the sample 
being imaged. As such, the lateral and axial resolution of the SLO imaging is limited by the quality of 
the objective lens (cornea and lens), which is why AO can provide a significant benefit. 

The main motivation to employ AO in an SLO is because of its confocal property. Unlike flood-
illuminated cameras, confocal systems block scattered light from features that are outside the focal 
plane, thereby improving the contrast of features in the focal plane of interest. Moreover, by moving 
the focal plane, one can optically “section” the retinal tissue (see Fig. 12 for example). These features 
offer significant benefits for ophthalmoscopy because the retina is a thick, multilayered structure, 
which scatters throughout its depth.

FIGURE 11 The three images are of the same location in a human retina about 1° (300 μm) from the 
foveal center. The left image is taken after careful correction of defocus and astigmatism. The center image is 
a single frame taken with higher-order aberrations correction. The right image is a registered sum of about 
20 frames. The small spots are single cone photoreceptors and in the registered frame virtually all cone photore-
ceptors are resolved.

(a) (b) (c)

FIGURE 12 Confocal optical sectioning with an AO SLO. The sequence of AO-SLO images shows a varia-
tion in retinal structure as the focal plane of the instrument is systematically shifted from the (a) photoreceptor 
layer, (b) the blood vesels, and (c) the nerve fiber layer. 

Bass_v3ch15_p001-030.indd 15.17 8/21/09 11:49:03 AM

DO
 N

OT
 D

UP
LI

CA
TE



15.18  VISION AND VISION OPTICS

An SLO image is acquired over time as the scattered light is recorded from a focused spot on the 
retina as it scans in a raster pattern across the retina. The image is formed digitally in a frame grabber, 
which combines horizontal and vertical position information from the scanning mirrors with the 
digitized values of the analog intensity stream from the detector, to form an extended field image. 

The concept of applying AO to an SLO was first proposed by Dreher et al.10 but was not fully 
implemented with a wavefront sensor and a mirror capable of correcting high-order aberrations until 
Roorda et al.19 The layout of a representative AO-SLO instrument is shown in Fig. 13.

In a confocal scanning laser imaging system, the effective PSF is computed as

PSF PSF PSFSLO in out= × ⊗( )D   (11)

where D represents the confocal aperture. When the confocal aperture approaches a size equal to the 
radius of the airy disk of the collection path of the system, the effective PSF is simply the product 
of the ingoing and outgoing PSFs. Under these optimal conditions, the lateral resolution exceeds 
conventional imaging by about 40 percent, as assessed by the full width at half maximum (FWHM) 
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FIGURE 13 Schematic of an adaptive optics scanning laser ophthalmoscope. 
Key: CL—collimating lens; AOM—acousto-optic modulator; EP—entrance pupil; 
BS1—beamsplitter 1; DM—deformable mirror; HS—horizontal scanning mir-
ror; VS—vertical scanning mirror; PT—pupil tracking mirror; LA—lenslet array; 
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ADAPTIVE OPTICS IN RETINAL MICROSCOPY AND VISION  15.19

of the PSF. If the confocal aperture is large, then image quality is governed only by PSFin, effective 
optical sectioning disappears, and lateral resolution is the same as a flood-illuminated imaging sys-
tem. Axial resolution in confocal SLOs can be defined and computed in several ways. The standard 
way to determine axial resolution is to measure the detected intensity from a flat, diffusely scattering 
surface as it moves relative to the focal plane of the SLO.10 The FWHM of the resulting intensity dis-
tribution is a measure of the axial resolution of the SLO.96

The AO SLO employs a series of telescopes to relay the light to the elements that act on the beam. 
For example, wavefront sensing (p6 in Fig. 13), wavefront correcting (p3), and tip and tilt adjustments 
(p1 and p2) for raster scanning the beam all need to be done in pupil-conjugate planes. At present, 
each of these actions is done with a separate component and so a telescope is required to relay con-
jugate images of the pupil to the various components. Maintaining conjugacy of the pupil planes is 
critical in an AO SLO. If, for example, the eye’s pupil was not conjugate to the scanning mirror, the 
beam would scan across the pupil, rather than pivoting about the pupil, and neither the wavefront 
sensor nor deformable mirror would see a stable aberration pattern. To avoid back reflections, the 
telescopes employ focusing mirrors rather than lenses. A consequence of using mirrors in the opti-
cal path is that they have to be used off-axis, which generates unwanted aberrations in the optical 
path. However, with the help of optical design software, each mirror in the system can be adjusted to 
compensate for the coma generated by the previous reflection, and the remaining astigmatism can be 
corrected by a cylindrical lens placed somewhere in the path.97

Wavefront sensing and compensation is done in a unique way in an AO SLO. First, AO is effective 
in both directions; to focus the light to a sharp point on the retina and to take the scattered light from 
the eye and focus it to a sharp point at the confocal pinhole. In the AO SLO, the wave aberration is 
measured with the same light that is used to form the image. This is possible because, although the 
light is being scanned in a raster pattern on the retina, the light is descanned on the return path, 
rendering it stationary again. Thus, the wavefront sensor sees the light from the retina as though it 
were coming from a single spot, which makes an aberration measurement possible. This method has 
several advantages. First, it automatically implements the method of Hofer et al. in which scanning on 
the retina is employed to remove speckle from the short-exposure retinal images.58 A second advan-
tage is that the average aberration is measured over the entire field of view of the system, thereby 
ensuring more uniformity in the correction over the field that is being imaged. The final advantage is 
that the wavefront sensing and the imaging portions of the system use the same light path and light 
source, which reduces noncommon path errors and eliminates noncommon aberrations between the 
wavefront sensor and imaging camera due to chromatic effects.  

Adaptive Optics Optical Coherence Tomography OCT is a noninvasive, interferometric imaging 
modality that provides significantly higher-axial resolution and sensitivity than the flood-illuminated 
ophthalmoscope and SLO modalities discussed previously. The term OCT was coined in 1991 in ref-
erence to the first optical B-scan (xz plane) images collected of the in vitro human retina using 
inter ferometry.98 Note that this was preceded by substantial work in the 1980s on a technique called 
low-coherence interferometry that provided depth-resolved A-scan (z) images of the retina using essen-
tially the same interferometric principles.99,100 Since the early 1990s, OCT technology and knowledge have 
grown rapidly. This has led to an increasingly large and diverse array of OCT designs that fall into two 
broad categories: time domain and spectral (or Fourier) domain. These domains refer to the temporal 
and spectral detection of the OCT signal, respectively. Details of time domain and spectral domain 
OCT, associated underlying theory, and other applications can be found in Chap. 18.

In an AO-OCT combination, OCT provides the high-axial resolution, and AO the comple mentary 
high-transverse resolution. Together, the AO-OCT combination provides a powerful imaging tool whose 
3D resolution and sensitiv ity in the eye substantially surpass that of any current retinal imaging modality. 
Current state-of-the-art AO-OCT instruments have an isotropic 3D resolution approaching 3 × 3 × 3 μm3

in retinal tissue.  Most OCT designs have already been combined with AO and have demonstrated both 
an increase in transverse resolution and sensitivity beyond that realized with OCT alone. AO-OCT com-
binations include time-domain en face (xy) flood-illumination OCT using an areal CCD,25 time-domain 
tomographic scan ning (xz) ultrahigh-resolution OCT,26 time-domain en face scanning OCT,31,33 high-
resolution spectral-domain OCT,27,28,30–32 ultrahigh-resolution spectral-domain OCT,29,34,35,82 and swept 
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15.20  VISION AND VISION OPTICS

source OCT.101 AO-OCT instruments have been evaluated with a variety of wavefront correctors that cover 
the four types depicted in Fig. 6: discrete actuator, membrane, bimorph, and LC-SLM wavefront correctors, 
all in combination with a SHWS.

As a representative example, Fig. 14 shows a schematic of the Indiana AO-OCT instrument based on 
ultrahigh-resolution spectral-domain OCT. Use of a single mode fiber beam splitter provides true con-
focality [see Eq. (11)]. The sample arm is characteristic of an AO-SLO (see Fig. 13 and corresponding 
text), raster scanning a focused spot across the retina. The slower acquisition of OCT, however, precludes 
use of a resonant scanner, which is used with the SLO. For the AO OCT shown in the figure, improved 
aberration correction is realized by cascading two wavefront correctors, a bimorph that corrects low-
order, large-magnitude ocular aberrations and a discrete actuator deformable mirror for higher-order, 
small-magnitude aberrations. As an added benefit, the large stroke of the bimorph reduces the need 
for trial lens correction of individual refractive error, which is important for OCT because trial lenses 
produce unequal dispersion in the sample and reference channels.  A third advantage of two wavefront 
correctors is that the focus of the AO correction can be varied within the retina for optimal lateral reso-
lution at a particular retinal layer of interest.  

Figure 15 illustrates the optical benefit of AO OCT compared to the widely used OCT clinical 
instrument, the Stratus OCT3. The inset shows essentially the same cross-sectional patch of retina 
imaged with both instruments. While the cellular structures are clearly too small for the clinical 
instrument to resolve, the same structures (in particular the  lateral and axial extent of individual 
cone photoreceptor outer segments) are observed with AO OCT with focus at the photoreceptor layer. 
An additional benefit of AO—readily apparent in the inset—is the much smaller speckle size due 
to the larger pupil through which the image is captured, in this case more than four times larger in 
diameter. The larger pupil also increases substantially the light collection capacity of the instrument. 
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FIGURE 14 Schematic of an AO-OCT instrument based on ultrahigh-resolution spectral-domain 
OCT.82 The AO system is located in the sample arm and consists of a Shack-Hartmann wavefront sensor, a 
140-element Boston Micromachines MEMS deformable mirror, and a 37-element AOptix bimorph mirror. 
The MEMS corrects high-order, small-magnitude ocular aberrations and complements the low-order, large-
magnitude correction of the AOptix DM. The AOptix DM is positioned close to the eye to prevent refractive 
errors of the eye from distorting the circular beam at the SHWS.30 Key: al—customized achromatizing lens; 
B/S—beamsplitter; p1–3—pellicles; pc—polarization controller; ph—pinhole; P/R—pupil and retina conju-
gate planes. Footprint of the instrument is approximately 2.5 ft × 4 ft.
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For example, a 4 times increase in pupil diameter (e.g., 6 mm compared to 1.5 mm) leads to a nomi-
nal 12-dB upper limit increase in sensitivity. The actual increase is lower depending on the scattering 
properties of the retina and the throughput efficiency of the sample channel, which contains many 
more elements than conventional OCT.

Current AO-OCT systems have been used successfully to create 3D retinal images of structures 
previously only visible with histology, including the foveal microvasculature, bundles within the reti-
nal nerve fiber layer, the fibers of Henle, the 3D photoreceptor mosaic, drusen in age-related macular 
degeneration, and the tiny pores of the lamina cribrosa of the optical nerve in normal and glaucoma 
patients. AO OCT is beginning to be employed for studying a number of other clinical conditions, 
including age-related macular degeneration, hereditary retinal dystrophies, and optic neuropathies. 

Contrast and Resolution Image contrast is a key requirement for visualizing features in retinal 
images. There are three elements to achieving an image with sufficient contrast. The first is to 
transfer as much of the available contrast from the object to the image. This is achieved by making 
the modulation transfer function (MTF) as high as possible and where the role of AO is crucial. 
Additional increases in the MTF are obtained by judicious selection of the imaging modality. AO 
SLO, for example, uses confocal imaging to increase the lateral and axial MTF.96,102 OCT uses coherence- 
gated detection to increase the MTF in the axial direction. The second key is to make the most of the 
signal that reaches the image plane. Proper selection of detectors and detection modalities can be 
used to achieve high signal-to-noise ratios with low levels of light. Flood-illuminated cameras use 
cooled scientific grade CCD cameras with low readout noise, AO SLOs use sensitive photomultiplier 
tubes and avalanche photodiodes with carefully designed amplification electronics,103 and OCT 
uses heterodyning techniques to amplify weak signals. The third element is to have contrast in the 
object itself. Not only do retinal features need to scatter light, but they need to scatter light in such a 
way as to reveal their intrinsic structure. Cone photoreceptors, for example, have very high intrinsic 
contrast and lend themselves very well to imaging. The fiber optic property of cones86 makes them 
appear as an array of regularly spaced point sources of nearly 100 percent contrast. But most other 
features in the retina scatter very little light and have less intrinsic contrast. The index of refraction of 
a ganglion cell body, for example, is well matched to its surrounding media and therefore scatters very 
little light. Under these situations, manipulation of the imaging wavelength and/or polarization might 
be used to improve contrast. Blood vessels, for example, are best viewed with shorter wavelengths104

and the contrast of the photoreceptors and other retinal features can be enhanced by careful control 
of the incident and detected polarization.105
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FIGURE 15 Cross-sectional images of the retina in the same subject obtained with (a) AO high-resolution 
spectral-domain OCT and (b) clinical OCT. Images were acquired at 1° retinal eccentricity. Key: NFL—nerve 
fiber layer; GCL—ganglion cell layer; IPL and OPL—inner and outer plexiform layers; INL and ONL—inner 
and outer nuclear layers; IS/OS—inner segment/out segment junction; RPE—retinal pigment epithelium.
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A common method to achieve contrast in many imaging systems is to use fluorescence, both 
intrinsic and extrinsic. Recently, an AO SLO at the University of Rochester has been equipped with 
a fluorescence channel where they imaged the autofluorescent lipofuscin to reveal the complete and 
contiguous array of retinal pigment epithelium cells in human and monkeys. By using extrinsic con-
trast agents in a monkey, they could image retinal capillaries (fluorescein angiography), and ganglion 
cell bodies and their dendrites.21

Applications Involving AO-controlled Light Delivery 
to the Retina

The pioneers of AO for the human eye appreciated that the benefits of AO work in both directions.13

Human vision has always been limited by diffraction for small pupils and aberrations for large 
pupils. Consequently, the optimal pupil size for sharpest vision in a typical human eye often lies 
somewhere between 2 and 4 mm,12,106–110 depending on image quality criteria and the specific indi-
vidual. Even for the optimal pupil size, the image quality remains very poor by comparison with its 
diffraction limited condition and is far from what could be achieved if the aberrations of the largest 
anatomical pupil size were corrected.

Before AO, the only method to generate high frequency, high-contrast images on the retina was 
using interferometry. Two mutually coherent point sources, laterally displaced in the pupil would 
produce sinusoidal interference fringes of 100 percent contrast at spatial frequencies governed by the 
separation of the two points.111–113 These techniques have been used effectively to understand some 
aspects of the limits of human vision and can produce higher-contrast images than any AO system. 
But, aside from a few modifications,114 the stimuli were limited largely to sinusoidal gratings. The 
contrast of images projected through the AO system is still limited by the MTF of large pupils, but 
can generate complex images with more contrast and resolution than ever before. Moreover, an AO 
system need not be used only to correct the aberration, but can be used to manipulate them as well. 

Challenges for AO Systems That Project Light into the Eye All AO systems face the challenge of 
how to ensure that the AO is working properly. In astronomy, the performance of the AO system is 
gauged by the quality of the images of distant stars, which are effective point sources. In the retinal 
image, where no point sources exist, two metrics are typically used to gauge how well an AO system 
is working, the residual wavefront error, and the relative improvements of the retinal image. Neither 
metric provides absolute, objective measures of system performance. In postprocessing, multiframe 
blind deconvolution can produce reasonable estimates of the residual point spread function,115 but 
these cannot be used as feedback in closed-loop operation. When projecting light into the eye, it is 
even more difficult because feedback on image quality is not available in most cases, and we can 
only rely on residual wavefront error and the subject’s perception or visual performance. 

The challenge is made worse because the stimulus is viewed along a different optical path, it 
extends over a finite field angle, and often employs wavelengths or a span of wavelength that are dif-
ferent than the wavefront sensing beacon. The main challenges that one faces in developing an AO 
system for vision science are: 

Longitudinal chromatic aberration (LCA) The eye has a lot of chromatic aberration. Refractive 
power from 400 to 900 nm will change by about 2.6 D116–118 and the foci span an axial focus range 
in the eye approaching 1 mm. By comparison, the thickness of the neural retina is about 250 μm. 
This means that if one measures and corrects aberrations with IR light and tests vision with visible 
light, then they must adjust for the focus of the visual target. Fortunately, the LCA of the eye is fairly 
consistent between individuals so one can estimate where the correct focus must be.116,119 But there 
is no element of the AO closed loop that will be able to provide feedback on the fine tuning of the 
visible wavelength. This forces the experimenter to use the subject’s perceptual responses as feedback 
for alignment of the system. 

Transverse chromatic aberration (TCA) Images of different wavelengths projected onto the 
retina will be displaced laterally because of TCA. Consider, for example, a collimated white light 
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beam entering the eye. Relative image shifts between both ends of the white light spectrum can be 
significant, depending on where the beam enters the eye. TCA arises because the chief ray of the 
beam does not correspond with the achromatic axis of the eye. Image displacements of ±3 arcmin 
can occur with pupil shifts of ±1 mm.120–121  So, whenever a broadband visual stimulus is used off 
the achromatic axis of the eye, the spread can significantly degrade image quality and defeat the 
benefits of AO. 

Alignment A final challenge in achieving the best AO performance for stimuli delivered to the 
retina is the alignment of the stimulus itself. The stimulus channel may be subject to noncommon 
path errors (discussed earlier) and therefore will present new aberrations that the AO system cannot 
detect or correct. Since there is no feedback from this optical path, the experimenter must be obses-
sive about its optical design and alignment. Perceived sharpness of the image is not sufficient to judge 
image quality as the human visual system is limited by its retina to detection of spatial frequencies 
at 60 cycles/degree at best, whereas the optics can transmit frequencies over 200 cycles/degree.113

Moreover, perceived sharpness depends on context and on whether you are preadapted to a blurred 
or sharp stimulus.122

Conventional AO Vision Systems The most basic implementation of an AO system for vision test-
ing is one in which a subject is given a view of a target through a deformable mirror that is conju-
gate to the optics of the eye. The optics are no different than for a AO flood-illuminated ophthalmo-
scope (Fig. 10), except that there is no illumination source and the retina camera is replaced by the 
stimulus. The first experiments were designed simply to test the extent to which the correction of 
aberration improved vision.13,123 After correction of aberration and removal of chromatic aberration 
(by using monochromatic light), improvements of 20 times were reported for contrast sensitivity of 
a 32 cycles/degree gratings through a 6-mm pupil.123 Of course, the largest improvements were real-
ized for the largest pupils, for which diffraction is low and aberrations are high. As for visual acuity, 
improvements were significant, but absolute performance was limited because of the low lumi-
nances available in the display. The latter result begs the question about the practical visual benefit 
of correcting all aberrations. Large pupils, for which the visual benefits are greatest, are only reached 
under dim light conditions—the same conditions for which the retina starts to limit vision.124–126 In 
a practical task (detection of the contrast threshold for a 20/60 letter) the visual benefit for all lumi-
nances after taking typical pupil sizes into account was improved with AO, but the improvements 
were relatively modest.127

AO-Controlled Stimulus Delivery in an AO SLO An alternate way to test vision with AO-corrected 
stimuli is to project the image directly onto the retina. By modulating the laser power during the 
raster scan, complex AO-controlled stimuli can be projected directly on the retina and be seen by the 
subject. Moreover, the same modulation patterns will appear in the retinal image.128 This method for 
delivering stimuli to the retina offers some important advantages. First, the scanning beam and the 
stimulus can employ the same light source and are therefore not affected by TCA or LCA. Second, 
the recorded image can be used as a metric to determine the quality of the projected image as well as 
where the stimulus was presented, both axially and laterally. In some cases, two lasers might be used, 
one primarily for imaging (e.g., an infrared channel which is used to guide the location of the stim-
ulus) and a second for delivery of the stimulus (e.g., small spot stimulus of a visible wavelength). In 
this situation, LCA and TCA do need to be taken into account so the operator knows exactly where 
the visible stimulus is landing.23 Applications that employ stimulus delivery in an SLO have been 
used on numerous occasions,94,129,130 but the application of the technique with AO SLO is relatively 
new and has been implemented on only a few systems. 

What Will Vision AO Systems Be Used for? 

The role of aberrations and visual performance How much can vision improve? Experiments with 
AO SLO have reported visual acuities better than 20/8 (letter size for 80% correct judgments of the 
orientation of a tumbling E).128,131 Ultimately, acuity is limited by other factors in the visual system, 
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such as cone photoreceptor spacing, eye movements, and cortical processing limits. By bypassing the 
optics and simultaneously providing unprecedented views of retina structure as well as eye move-
ments, AO SLO and other modalities provide the best tools to help us understand these limits. AO 
SLO studies of the role of eye movements on visual acuity are currently underway. 

Measuring activity of individual cones The eye was never designed to allow stimulation of single 
cones. Nevertheless, recording sensations from single cones can help reveal how cones are con-
nected to neurons further downstream in the human visual system. There are several applications 
where stimulation on the scale of single cones is useful. Hofer et al, for example, used an AO system 
to deliver brief flashes of light to individual cones, and recorded subject’s perceived color sensation 
on each trial.132 A simple hypothesis, termed the “elemental sensation hypothesis” was that color 
percepts would fall into three categories, red, green, and blue, corresponding to the three cone types 
in the eye. Instead, viewers required up to eight different color names, requiring a rethinking of how 
color sensations are developed.133 From a clinical perspective, recording the sensitivity of individual 
cones can provide important relationships between retinal structure and function. In an elegant set 
of experiments, Makous et al. recorded light sensations in brief flashes to confirm that individuals 
with a rare genetic mutation leading to apparent loss in a subset of photoreceptors had small, cone-
sized gaps across their visual field.134 The most recent application involves the direct and targeting 
stimulation of individual cones in a monkey while simultaneously recording electrical activity in 
downstream neurons.135 Although neuroscientists have been recording activity of single cells in the 
visual system for decades, AO allows, for the first time, stimulation of single cones as the input and 
promises to be a useful tool for mapping connections between the retina and brain. 

Using AO to generate aberrations There are many cases where the presence of aberrations may 
be beneficial to human vision. Considering that most people are not really handicapped by their 
ocular aberrations, it is sensible to consider how one could work with tolerable levels of aberration 
to increase visual performance in some other way. The most promising application for controlling 
aberrations is for the relief of presbyopia, which refers to the age-related loss in ability to deform 
ones natural lens to focus on near objects. Although aberrations cannot restore accommodation, 
they can increase the eyes depth of focus and relieve these effects. AO vision systems are currently 
being used to test the benefits of specific aberration profiles, which can later be implemented into 
contact lenses or intraocular lenses.136–138
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16.1 GLOSSARY

Definitions

Acellular. Containing no cells. 

Accommodation. The ability of the crystalline lens to change its optical power allowing the eye to 
bring into focus the images of objects at different distances.

Collagen. The main structural protein found in animal connective tissues, yielding gelatin when 
boiled.

Endothelium. The tissue that forms a single layer of cells lining various organs and cavities of the 
body, especially the blood vessels, heart, and lymphatic vessels. It is formed from the embryonic 
mesoderm.

Epithelium. The thin tissue forming the outer layer of a body’s surface.

Fibroblast. Type of cell that synthesizes and maintains the extracellular matrix of many animal 
tissues. Fibroblasts provide a structural framework (stroma) for many tissues, and play a critical role 
in wound healing. They are the most common cells of connective tissue in animals.

Hydrophilic. Having a tendency to mix with, dissolve in, or be wetted by water.

Keratocyte. A fl attened connective tissue cell lying between the fi brous tissue lamellae which con-
stitute the cornea. The keratocyte has branching processes that communicate with those of other 
keratocytes.

Lamella. A thin layer, membrane, scale, or platelike tissue.

Nomogram. A graphical calculating device, a two-dimensional diagram, designed to allow the 
approximate graphical computation of a function.

Refraction. Measurement of the focusing characteristics of an eye or eyes.

16.1

16
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Equations

Equation (1). This is the fi eld of a monochromatic scalar propagating wave as 

 U(r) modulus of the wave

 r position

 f (r) wavefront

 k wave number

 p 3.14159

 n optical frequency

 t time

Equation (2). This is the defi nition of the wave number. 

 p 3.14159

n optical frequency 

c speed of light

l optical wavelength

Equation (3). This is the wavefront aberration as a polynomial expansion. 

 w wavefront aberration 

x horizontal coordinate

y vertical coordinate

an nth weighting value or coeffi cient

Pn nth polynomial from an orthogonal set

Equation (4). This relates the back focal length of a correcting lens with the vertex distance and the 
eye’s far point. 

k distance from the eye to its far point

f ć back focal length of the correcting lens 

d correcting lens’ vertex distance

Equation (5). This is the power of a correcting lens placed at a fi nite distance from the eye. 

F ć optical power of the correcting lens 

K 1/k

k distance from the eye to its far point

d correcting lens’ vertex distance

Equation (6). This is an empirical equation to describe the dependence of the ablation rate on the fl uence. 

A ablation rate

F fl uence

Fthr ablation threshold

m 0.3 μm/pulse 

16.2 INTRODUCTION

Optics of the Human Eye

The human eye can be thought of as a photographic camera; an optical element(s) forms a real 
image of an object onto a photosensitive surface, the retina. The eye, like any other optical system, 
is formed from several different materials (tissues), each with a different refractive index and trans-
mittance. The total optical power of the eye is about +60 diopters (D) of which +48 D are provided 
by its frontal part, the cornea. This tissue has refractive index of n = 1.376. The cornea is in contact 
with the air, giving it strong optical power. 1–3
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The eye is self-contained in an almost spherical “bag” of opaque white tissue, except on the cornea, 
called the sclera. The cornea is approximately oval in shape with average dimensions of 12.6-mm 
horizontal diameter and 11.7-mm vertical diameter. It absorbs most of the UV radiation with a peak 
at 270 nm, but transmits radiation with wavelengths from 310 to 2500 nm approximately. 1–3

Immediately behind the cornea is a chamber known as the anterior chamber filled with a watery 
fluid: the aqueous humour. This fluid replenishes nutrients and takes away metabolic wastes from 
the posterior cornea, crystalline lens, and anterior vitreous. It also helps to keep intraocular pressure 
stable. Its refractive index is n = 1.336. 

The iris marks the end of the anterior chamber. The volume behind it is known as the posterior 
chamber. The iris is the aperture stop of the eye. In a normal young eye the iris can expand or contract 
the pupil diameter from 2 or 3 mm to 7 or 8 mm. This reduces or increases the amount of light pass-
ing through the system and increases or decreases the depth of focus of the eye. The iris can be easily 
identified as it gives the eye its characteristic colour: blue, green, brown, and so on. In later life the 
ability of the iris to expand is severely reduced.2–3

Next to the iris is the crystalline lens of the eye. It has a complex layered structure and is remark-
ably transparent. It completely lacks a blood supply and innervations. It continues to grow in size and 
mass throughout life. It has a gradient refractive index which varies from about 1.406 in the inner 
core to approximately 1.386 at the outer core. It is a flexible structure and can change shape in order 
to provide a fine focusing mechanism.2 By combining the cornea and the lens into a single optical 
system it is possible to treat the system as a thin lens in a medium. The nodal point of such a system 
lies at 17 mm from the retina and its posterior principal point lies on the cornea, 5.6 mm from the 
nodal point. A schematic eye representing this system is shown in Fig. 1. 

The posterior chamber is filled with the vitreous. With a volume of almost 4 mL, it represents 
about the 80 percent of the total volume of the eye. It is a transparent collagen-based substance with a 
refractive index of 1.336. The vitreous plays an important role in several metabolic eye processes like 
oxygenation, depository for metabolic wastes, such as lactic acid, and as a medium for active transport 
of different substances throughout the eye. Immediately behind the vitreous lies the retina, the surface 
where the image is formed. The retina is a very complex multilayered structure, that not only captures 
the light, but some of the initial visual processes occur there. The central part of the retina, the fovea, 
contains the highest density of photoreceptors and is the region where the image formed by the optics 
of the eye must be of highest quality.2,3

The optics of the eye are covered in greater detail in Chap. 1.

The Cornea

The first optical surface of the eye is the cornea, and hence the interface between air and tissue produces 
the highest refractive power, and makes the cornea the most important optical surface in the eye. The 
most common refractive surgery procedures achieve a change in the overall optical power of the eye by 
changing the shape of the cornea. For this reason we will give more attention to its cellular structure.

FIGURE 1 Schematic eye treating the whole optical 
system as a single thin lens. (Adapted from Ref. 1.)
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16.4  VISION AND VISION OPTICS

The cornea is a remarkably transparent and mechanically stable tissue. The cornea features five 
layers with distinct roles as seen in Fig. 2. The anterior surface of the cornea is covered by the corneal 
epithelium (a in Fig. 2). The corneal epithelium is the outermost surface of the cornea and it is the 
surface that is wetted by the tear film. 

The corneal epithelium (stratified squamous epithelium), has a thickness of approximately 
50 μm. It is a multicellular layer, comprising fast regenerating cells that provide a barrier to water, 
ions, and bacteria. The epithelium consists of progressively flatter cells, so that its outer surface is 
capable of smoothing (to some extent) minor underlying irregularities or roughness. The epithelium 
is not a permanent tissue, in the sense that it is continuously regenerated. Consequently, in order 
to produce permanent changes to the corneal geometry, any modifications must be applied to the 
underlying layers. 

Underneath the epithelium there is a layer of dense collagen (b in Fig. 2) having a thickness 
of about 12 μm, called Bowman’s layer. This layer has no cells and it has been hypothesized that 
this structure provides mechanical strength to the cornea. The main part of the cornea representing 
approximately 90 percent of its thickness is the corneal stroma. The corneal stroma consists mainly 
of elongated bands of Type I and V collagen arranged in a lamellar configuration. Consecutive lamel-
las are organized in random orientations perpendicular to the optical axis to avoid anisotropy in 
the transverse orientations. The space around the collagen fibers is filled with a hydrophilic gly-
cosaminoglycan and water. In the corneal stroma there are relatively sparse keratocytes (c in Fig. 2) 
that are the fibroblastic cells of the cornea. Keratocyte activity sustains proper collagen spacing and 
collagen fibril diameter in the cornea. In the case of injury, keratocytes produce collagen at accelerated 
rates in an attempt to restore stromal integrity. Often this new collagen is substantially less organized 
than normal collagen and is characterized by decreased transparency. 

Descemet’s membrane (also known as the posterior limiting lamina) (d in Fig. 2) of the cornea is 
an acellular membrane made mostly of collagen. The corneal endothelium is a monolayer of special-
ized cells that lines the posterior surface of the cornea. The corneal endothelium acts like a fluid pump 
across the posterior surface of the cornea that actively maintains the cornea in the relatively dehy-
drated state that maintains dense collagen organization and therefore transparency of the cornea. 

Refractive Errors

The function of the optics of the eye is to form an image of the outside world onto the retina. In an 
emmetropic eye and in the absence of accommodation, the image of an object at infinity is sharply 
focused onto the retina. When the unaccommodated eye fails to produce a well-focused image of a 
distant object on the retina, it is said to be ametropic or to have a refractive error. The degradation in 

FIGURE 2 Schematic representation of the corneal 
layers.
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REFRACTIVE SURGERY, CORRECTION OF VISION, PRK AND LASIK  16.5

the image seen by an ametropic eye is produced purely by the optics of the eye, and hence, in prin-
ciple, it is possible to correct it by optical means alone.

The definition of refractive errors or ametropias characterize the excess or lack of optical power 
in the eye. In these definitions it is understood that the crystalline lens is meant to be relaxed, or 
unaccommodated. The case of an eye free of refractive errors or emmetropic is shown in Fig. 3a;
the image of an object at infinity is formed on the retina. In ametropia this is no longer the case, an 
object at infinity appears blurred on the retina. Ametropias are divided in two main types: spherical 
ametropia and astigmatism. 

The reader should be aware that presbyopia is not considered to be an ametropia. Presbyopia is the 
decrease in our ability to accommodate as we grow old. This process starts from youth and continues till 
the age of about 60 when our ability to accommodate disappeares completely. In presbyopia, the crystalline 
lens does not change shape any longer and we are left with a single focal plane. In addition to presbyopia, 
an eye can have any of the refractive errors or ametropias that will be defined in the following sections.

Spherical Ametropias In spherical ametropia, the optical power of the eye is symmetric around its 
optical axis, but there is a mismatch between the optical power of the eye and its axial length. It is 
divided in two cases: myopia and hypermetropia. Myopia occurs when the optical power of the eye is too 
large for its length and the image of an object at infinity is formed in front of the retina. This is shown in 
Fig. 3b. Hypermetropia, sometimes referred to as hyperopia, occurs when the optical power of the eye is 
too small for its length so that the image plane lies behind the retina. This situation is shown in Fig. 3c.

 The point conjugated with the retina in the absence of accommodation is called the far point.
In an unaccommodated emmetropic eye the far point lies at infinity. Hence, accommodation is only 
required when seeing objects closer than infinity. In myopia, the far point is placed at a finite distance 
from the eye. The larger the myopia the closer the far point will be. Accommodation can only bring 
into focus objects closer to the eye than the far point, as accommodation can only increase the optical 
power of the eye. In a myopic eye any object beyond the far point will always be out of focus. 

In contrast, the hypermetropic eye must always accommodate. The far point lies behind the 
retina, and hence power must always be added in order to bring an image into focus. The young 
hypermetrope can accommodate, and this is usually done unconsciously. Hence hypermetropia can 
pass unnoticed for many years.

Astigmatism Myopia and hyperopia affect the optical power of the eye equally in all merid-
ians. In astigmatism this is not the case. An astigmatic optical surface has two perpendicular principal 
meridians; the curvature varying from a maximum in one meridian to a minimum in the other. The 
astigmatism of such a surface is defined as the difference between the optical powers at each one of 
these meridians. Hence astigmatism as a refractive error has the same meaning as that of on-axis 
astigmatism normally found in geometrical optics. Oblique astigmatism, arises when the angle of 
incidence of a pencil of rays is not parallel to its optical axis. This can also arise in the eye, but it is 
not a refractive error and hence it will not be dealt in this chapter.

The simplest possible case of an astigmatic system is that of a cylindrical lens in which one 
meridian has zero curvature. A lens with a toroidal surface is another example, and is commonly used 
to make spectacle lenses. It is generated by the revolution of an arch AB around an axis CD not passing 
through the arch’s center of curvature Cc.

In general astigmatism can be regarded as a combination of spherical and cylindrical elements. 
Optically this is equivalent to an sphero-cylindrical lens with cylindrical power equal to the difference 

FIGURE 3 Schematic representation of refractive errors. (a) Normal 
emmetropic eye, (b) myopic eye, and (c) hyperopic eye.

(a) (b) (c)
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16.6  VISION AND VISION OPTICS

between the two principal powers. Additionally, in the case of toroidal surfaces the spherical power is 
that of the weakest principal meridian.

The angle of astigmatism is measured on a plane perpendicular to the eye’s optical axis. It is defined 
as the angle at which the meridian with the maximum curvature lies. In optometric practice this angle 
is measured counterclockwise starting from the horizontal, when looking into the eye. The same system 
is used in both eyes. For horizontal astigmatism the angle used is 180, not 0. The ° symbol is not used to 
avoid confusion with the number zero, so that, for example, 13° is not mistaken with 130. 

Astigmatism is present in practically all human eyes. There are several reasons for this. Firstly, the 
cornea is seldom perfectly spherical. It usually presents certain degree of astigmatism. Likewise, the crys-
talline lens may present astigmatic surfaces. Moreover, the mutual alignment between crystalline lens and 
cornea is not perfect. There is always certain amount of tilt or decentration between these elements.

Ocular Wavefronts The eye is a biological system, and as such it is not perfectly symmetric. The 
refractive errors discussed so far are only a first approximation. The eye presents other more irregu-
lar errors in its refractive power. Older texts refer to these errors as irregular astigmatism. The more 
modern literature and current research papers refer to these errors as higher-order aberrations. Strictly 
speaking refractive error is a measure of the error in optical power in the eye and has units of diopters. 
Instead, higher-order aberrations are a measure of phase error and can have units of microns or radians. 
The term higher-order aberrations originates from the description of an optical wavefront.

The field of a monochromatic scalar propagating wave may be written explicitly as 

u(r, t) = Re[U(r)exp(–ikf (r))exp(–i2pn t)] (1)

where U(r) and kf(r) are, respectively, the modulus and phase of the wave at position r, k is the wave 
number 

k
c

= =2
2π π
λ

ν
 (2)

and Re[⋅] is short notation meaning the “real part of.” In the definition of the wave number n  is the 
optical frequency, l is the optical wavelength, and c is the speed of light in free space.

The time dependence of the optical wave of fixed wave number in Eq. (1) is known a priori. 
Consequently the complex function U(r) = U(r)exp[–ikf (r)] is enough to describe the optical distur-
bance. The function f (r) is typically referred to as the wavefront of the optical perturbation and the 
optical perturbation U(r) is referred to as the optical field, the field, or the propagating wave. 

A perfect optical system, in the presence of a point source produces at the exit pupil plane a perfectly 
spherical wavefront converging to an ideal focusing point. Any departures from this perfectly spherical 
shape are known as aberrations and the function describing them is usually represented by w(x, y). If the 
reference spherical wavefront is known, then the wavefront aberration w(x, y) not only contains all the 
information about the aberrations in the system, but it can be used to describe the phase of the propagat-
ing optical wave, keeping in mind that the reference sphere has been subtracted from this function.

The quantity w (x, y) is a real function. In Cartesian coordinates, it can be expressed as a polyno-
mial expansion of the form 

ω( , ) ( , )x y a P x yn n
n

=
=

∞

∑
0

 (3)

where Pn are the expansion polynomials and an are the weighting values for each polynomial. In 
principle {Pn} can be any polynomial base, however, in vision sciences the Zernike polynomials have 
gained popularity and are widely used. The American National Standards Institute (ANSI) has pro-
duced a standard for reporting optical aberrations of eyes which uses Zernike polynomials.4

When using Zernike polynomials, aberrations are split into higher- and lower-order aberrations. 
Table 1 shows the first 14 Zernike polynomials according to the ANSI standard (having ignoring the pis-
ton or constant term, as it is not possible to measure it in the eye). The first five terms are the lower-order 

Bass_v3ch16_p001-022.indd 16.6 8/21/09 11:49:58 AM

DO
 N

OT
 D

UP
LI

CA
TE



REFRACTIVE SURGERY, CORRECTION OF VISION, PRK AND LASIK  16.7

aberrations and correspond to prism, sphere or defocus, and astigmatism. Aberrations described by any 
polynomials of order higher than two are referred to as higher-order aberrations.

Study of the wavefront error and higher-order aberrations on the eye has been possible thanks 
to the development of objective techniques to measure the ocular wavefront aberrations. The most 
popular of these techniques is the use of a Shack-Hartmann sensor, based the work by Liang et al.5

Another popular technique is laser ray tracing which was developed simultaneously by Moreno-
Barriuso et al.6 and by Molebny.7 Several other techniques exist; see for instance Refs. 8 to 10. 

Currently, there is no consensus about how to estimate refractive error from wavefront data. A 
number of different metrics have been proposed.11 Also a methodology to represent wavefront maps 
as refractive power maps has recently been proposed by Iskander et al.12 The details of these works fall 
outside the scope of this chapter and will not be addressed here.

Correcting Refractive Errors

Refractive correction must be done for the unaccommodated eye and turn the compound system 
formed by the eye and its correction into an emmetropic “eye”. That is, a well-corrected eye must be 
able to form a sharp image of an object at infinity on the retina in the absence of accommodation. 
We have already defined the far point of the eye as the optical conjugate of the retina in the absence 
of accommodation. Hence, refractive correction must shift that point to infinity. Alternatively, apply-
ing the reversibility of the optical path, a correcting lens must create an image of an object at infinity 
on the far point of the uncorrected eye. 

Figure 4a shows the optical principle of the correction of a myopic eye. The dashed line shows 
the optical rays converging to the far point (F ′p ) in the absence of correction. The red lines show the 

TABLE 1 The First 14 Zernike Polynomials According to the ANSI 
Standard;4 r and q Are Radial Coordinates on the Pupil Plane

No. Polynomial Description

 1 2 r sinq x tilt or horizontal prism
 2 2 r cosq y tilt or vertical prism

 3 6 22ρ θsin  45° astigmatism

 4 3 2 12( )ρ −  Focus or sphere

 5 6 22ρ θcos  0° astigmatism

 6 8 33ρ θsin  Trefoil

 7 8 3 23( )ρ ρ θ− sin x Coma

 8 8 3 23( )ρ ρ θ− cos y Coma

 9 8 33ρ θcos  Trefoil

10 10 44ρ θsin  -

11 10 4 3 24 2( ) ( )ρ ρ θ− sin  -

12 5 6 6 14 2( )ρ ρ− +  Spherical aberration

13 10 4 3 24 2( ) ( )ρ ρ θ− cos  -

14 10 44ρ θcos  -
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16.8  VISION AND VISION OPTICS

light path after refractive correction. A lens of negative optical power is placed in front of the eye. 
Its back focal length (f ′p ) is equal to the distance between the eye and its far point (k). Under these 
circumstances a pencil of rays coming from an object at infinity will diverge after passing through the 
lens, and a virtual image will form on the eye’s far point F ′p . The optical system of the eye will now be 
able to bring this image into focus on the retina F ′p .

The principle of correction for a hypermetropic eye is exactly the same as above, but in this case a 
correcting lens with positive power is required. This situation is shown Fig. 4b. The correcting positive 
lens creates the image of an object at infinity behind the eye, on its far point. As in the previous case, 
the unaccommodated eye can now form a sharp image of the object on the retina.

The inverse of the distance to the far point 1/k ≡ K is then equal to the optical power F ′p  of the lens 
required to correct the refractive error and we have 

k f K Fc c= ′⇒ = ′

The diagrams in Fig. 4 are both for the case when the correction lens is in contact with the eye, 
like the case of a contact lens. When correction is achieved with spectacle correction one must take 
into account the distance between the lens and the eye. This distance is always measured from the 
back vertex of the lens (the one closest to the eye), and is called the vertex distance and denoted by d.
Diagrams illustrating this situation are shown in Fig. 5. It is clear that in this case 

k f dc= ′−  (4)

and the power of the correcting lens must be adjusted as follows: 

′=
+

F
K
dKc 1  (5)

It should be clear from Fig. 5 that if a refractive correction is measured with a lens at a distance d,
changing this distance to d¢ will have an effect on the power of the correcting lens. The larger the power of 

Fp′
Fp

C

k = fc′

Fp

Fp′

C

k = fc′

(a) (b)

FIGURE 4 Optical principle for the correction of ametropias. (a) Myopia and (b)
hypermetropia. (Adapted from Ref. 13)
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FIGURE 5 Optical principle for the correction of ametropias with a spectacle lens. 
(a) Myopia and (b) hypermetropia. (Adapted from Ref. 13.)
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REFRACTIVE SURGERY, CORRECTION OF VISION, PRK AND LASIK  16.9

the lens the larger this impact. However, since the far point of the eye must coincide with the focal 
point of the correcting lens, it is straightforward to adjust the prescription. If the lens is to be moved 
by d – d¢ mm closer to the eye’s far point, then the focal length f ′p of the correcting lens must be 
reduced by d – d¢ mm.

This is particularly important for refractive surgery, because refractive errors are typically pre-
scribed using trial lenses placed 10 to 14 mm away from the cornea. The most common type of 
refractive surgery is aimed at changing the optical power of the cornea itself, so this distance must be 
taken into consideration.

An astigmatic eye can be treated as if it had two separate far points, each one corresponding to one of 
the principal meridians. The correction of astigmatism is achieved treating each principal meridian inde-
pendently using the same principles described above. Namely, using an astigmatic lens, the focal point of 
each meridian of the lens must coincide with the far point of the corresponding meridian in the eye. 

Correction of higher-order aberrations has been proposed by several authors.14–18 Partial cor-
rection of aberrations has also been proposed as a way to improve visual performance.19 Although 
these studies have shown an improvement in contrast sensitivity after correction of higher-order 
aberrations, this has only been possible in laboratory conditions. Moreover, Dalimier et al. found
that aberration correction is most effective when the target was viewed in bright light. For lower light 
levels, the improvement in optical quality was masked out by a decrease in neural sensitivity. That is, 
for lower light levels, resolution is limited by neural mechanisms and not by optical quality. 

These results mean that correction of higher-order aberrations, as an everyday solution, may 
not be practical for the majority of people. During the day, the pupil constricts reducing the benefit 
that correction could bring. At night the pupil dilates, but neural sensitivity is reduced. higher-order 
aberration correction may only benefit patients with pathologically abnormal corneas where they 
play a dominant role in image degradation. Nevertheless, understanding of important visual mecha-
nisms like the triggering of accommodation may largely benefit from carefully designed studies 
where aberration-free images are projected on the retina. 

Refractive corrections are covered in greater detail in Chap. 12.

16.3 REFRACTIVE SURGERY MODALITIES

As mentioned earlier, refractive surgical procedures are attempting to alter the optical power of the 
eye with permanent means in order to compensate for the eye’s refractive error. There are three major 
categories of refractive procedures: Intraocular lens (IOL) implantation, corneal incisions/implants,
and laser corneal ablation.

Intraocular Lenses, Corneal Incisions, and Implants

Intraocular Lenses Intraocular lenses (IOLs) were first developed for the substitution of the 
crystalline lens after cataract extraction. The first lenses were made of appropriate glass and were 
substantially heavy.20,21 Modern lenses are made of appropriate biocompatible polymers (such as 
silicone or acrylic). Some types are designed to be implanted in the eye while the natural lens is 
present and therefore to compensate for possible refractive errors. These IOLs (phakic IOLs22–24) are 
either implanted in the posterior chamber (between the iris and the crystalline lens) or in the ante-
rior chamber supported by the iris. The latter is the most common type currently used. The main 
advantage of IOL implantation is that the correction is reversible in the sense that the implant can 
be removed. Generally high corrections can be achieved. 

Corneal Incisions/Implants A different approach for correcting ametropias and, historically, one 
of the first to be widely applied corneal incisions procedures. Corneal incisions are performed (typi-
cally using a diamond knife) either in a radial or in a circumferential manner. Depth of the incisions 
is typically adjusted to be 90 percent of the local thickness of the cornea. The rationale of corneal 
incisions is that local relaxation of mechanical stress results to a change in corneal geometry. Radial 
keratotomy is one of the most common incisional techniques (Fig. 6). 
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16.10  VISION AND VISION OPTICS

The main drawbacks of radial keratotomy are the low predictability,25 the large amount of 
induced aberrations,26 and the compromised mechanical strength of the eye globe.27 The low predict-
ability of incisional surgery is associated with the fact that the long-term redistribution of stress in the 
corneal surface is not stable over time but is varying during the healing process. The final outcome 
must be examined several months after the incisions when healing has reached a stable condition. 

The variability of the healing process may be attributed to individual factors such as the par-
ticular anatomy of the given cornea, age, and other biochemical and biological factors. In order to 
reduce this variability the desired refractive change is achieved by using empirical nomograms with 
different number, length, and positioning of the incisions that additionally take into consideration 
the factors mentioned above. Circumferential (arcuate) incisions have been employed for the correc-
tion of astigmatism usually in pairs across the steep meridian of the corneal astigmatism. 

Another modality that has been employed to correct low refractive errors is the implantation of 
intracorneal ring segments.28 These semicircular arcs are implanted in circumferential tunnels (created 
either mechanically or by means of femtosecond laser photodisruption) in the corneal stroma (Fig. 7). 

FIGURE 6 Schematic representation of radial incisions 
for the correction of myopia (radial keratotomy—RK). 

FIGURE 7 Schematic representation of intracorneal 
ring segments (ICRS) implanted around the pupil.
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REFRACTIVE SURGERY, CORRECTION OF VISION, PRK AND LASIK  16.11

These segments are made of stiff material like polymethyl methacrylate (PMMA) and their rigid shape 
provides a new set of boundary conditions for corneal geometry. Their refractive effect is achieved 
by elevating the circumferential portion of the cornea over their implantation tunnel. The fact that 
they are rigid has been utilized in order to provide mechanical support to corneas with compromised 
mechanical stability such as in keratoconus29 or keratectasia.30

Laser Corneal Refractive Procedures

The majority of the refractive procedures performed today are based on controlled ablation of cor-
neal tissue in order to modify its central curvature. Among all the different approaches, the most 
critical differentiation is the depth at which the ablation is performed. In surface ablations (PRK, 
Epi-LASIK, LASEK) tissue removal involves the Bowman’s layer and superficial stroma after appro-
priate removal of the corneal epithelium. In LASIK, tissue is removed from deeper stroma after cre-
ation of a hinged flap. Surface ablations are considered less invasive than LASIK in the sense that for 
any given correction a thinner part of the stroma is affected. 

Photorefractive Keratectomy (PRK) PRK was the first laser procedure to be widely available.31,32

It involves removal of corneal epithelium with a blunt instrument such as a spatula or a brush. 
After the Bowman’s layer is exposed, laser ablation is performed using an appropriate superposition 
of a number of laser pulses. A schematic representation of this procedure is shown in Fig. 8. After 

FIGURE 8 Schematic representation of photorefractive keratectomy.
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16.12  VISION AND VISION OPTICS

ablation, the corneal epithelium regenerates slowly and within 3 to 5 days completely covers the 
reshaped corneal surface. During this period of epithelial healing (that is characterized by pain or 
discomfort to the patient) the cornea is covered by a contact lens to reduce discomfort. Antibiotics 
are also administered as drops during this period of time to prevent infection of the exposed cornea. 
Additionally to antibiotics, anti-inflammatory treatment often in the form of steroids is prescribed. 
Time duration of the steroid treatment is not standard. Several months may be necessary depending 
on the physician’s preferred scheme. 

The technique is surgically simple and straightforward and is considered safe and effective for 
the treatment of low to moderate refractive errors.33 Since treatment of the cornea with the excimer 
laser results to trauma and a transient inflammation, there is a healing response that not only modu-
lates the refractive outcome, but additionally influences the transparency of the cornea due to the low 
organization of newly formed collagen. Figure 9 shows a confocal microscope image of corneal scar. 
This postoperative deterioration of corneal transparency (known as corneal haze) is not expressed 
with significant severity in the majority of the patients.34

In order to avoid scar tissue formation several different approaches have been developed, col-
lectively called advanced surface ablations. These techniques are variants of the PRK where either 
special pharmaceutical treatment is applied in order to control the production of new collagen or the 
epithelial layer is preserved in order to cover the treated area immediately after laser ablation. The 
most common pharmaceutical is mitomycin C.35 Mitomycin C is an anticancer drug known also to 
effectively inhibit keratocyte proliferation and therefore haze formation. However, there is skepticism 
about its use by many practitioners because its long-term effects and safety have not yet been docu-
mented. In order to reduce postoperative exposure to inflammation factors the LASEK procedure 
was developed. 

LASEK/Epi-LASIK In these procedures, the epithelium is preserved as a whole sheet and is 
repositioned in order to cover the treated portion of the cornea. Presumably, this would reduce 

FIGURE 9 Confocal microscope image of the subepithelial scar 
tissue after PRK. Side is 400 μm, depth is at the epithelial—stromal 
interface (50 μm).
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REFRACTIVE SURGERY, CORRECTION OF VISION, PRK AND LASIK  16.13

exposure of keratocytes to biochemical factors in the tears that trigger and enhance the healing 
response. In LASEK (laser subepithelial keratomileusis),36 the epithelium is loosened by the appli-
cation of an alcohol solution for a short-time interval (typically 20% alcohol in water for 30 s). After 
the treatment with alcohol, the epithelium can be delaminated using a blunt spatula in a manner 
that preserves its continuity. After laser ablation, the epithelium is repositioned onto the cornea. 
This epithelium is replaced in 3 to 5 days by new epithelial cell migrating from the periphery. 

Epi-LASIK (epithelial laser in situ keratomileusis), is a similar technique (Fig. 10) where the epi-
thelium is mechanically separated from the underlying Bowman’s layer by means of a special device 
called epikeratome.37,38

Although promising, these techniques have not been proved to be more effective than PRK in 
terms of postoperative risk for haze development. Both LASEK and Epi-LASIK being essentially sur-
face ablations are mostly preferred for low to moderate refractive errors.

Laser In Situ Keratomileusis (LASIK) The most common laser technique for the correction of 
moderate and high refractive errors is laser in situ keratomileusis (LASIK). LASIK was invented in 
the late 1980s by Pallikaris et al.39,40 and has gained popularity due to its faster rehabilitation and less 
postoperative pain. In LASIK (Fig. 11) a thin (typically 120 μm) flap is created exposing deeper stro-
mal layers while preserving epithelium and the Bowman’s layer. 

The flap is created using a special instrument called “microkeratome.” The microkeratomes fea-
ture an oscillating blade and an applanator that flattens a portion of the cornea where the cut is 
performed. By this instrument, a flap of constant thickness can be produced where this thickness is 
controlled by the gap between the applanator and the knife’s edge.

Laser ablation

Cornea

Epithelium

FIGURE 10 Schematic representation of the Epi-LASIK 
technique. 
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16.14  VISION AND VISION OPTICS

After laser ablation, the flap is repositioned on the reshaped corneal stromal bed. This, effec-
tively isolates the treated area from inflammation factors of the environment and therefore corneal 
transparency is less affected by the healing response. The creation of the flap along with the ablation 
may influence the mechanical stability of the cornea. There are different safety criteria related to how 
much ablation can be performed where the most common is that the remaining corneal stromal 
thickness under the ablation should be no thinner than 300 μm.

Ablation Profiles After the corneal stroma is exposed with either of the above-mentioned tech-
niques, a sequence of overlapping laser pulses is delivered in order to excise corneal tissue in a 
controlled manner and modify the curvature of the corneal surface. The desired ablation profile 
is achieved by the appropriate superposition of—typically—a few tens of thousands of pulses, 
depending on the diameter of the treated zone, the desired refractive correction, and the type of 
ametropia. 

Typically, only the portion of the cornea in front of the pupil is treated in order to minimize the 
tissue that needs to be excised. For this purpose, the diameter of the pupil in scotopic conditions is 
measured and the ablation profile is calculated for a zone preferably slightly larger than the scotopic 
pupil diameter. 

For the correction of myopia, the refractive power of the cornea has to be reduced and therefore 
the ablation profile is designed to excise more tissue centrally than peripherally and therefore flatten 
the central cornea. Similarly, the correction of hyperopia requires steepening of the central cornea by 
the removal of peripheral tissue. The removed tissue has the shape of a positive or negative meniscus 

Laser ablation

Epithelium

FIGURE 11 Schematic representation of laser in situ 
keratomileusis (LASIK).
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REFRACTIVE SURGERY, CORRECTION OF VISION, PRK AND LASIK  16.15

lens respectively. In the case of astigmatism, the ablation profile has a toric shape introducing a rela-
tive change in dioptric power across two perpendicular meridians. 

The ablation profiles typically attempt the modification of corneal curvature in a circular zone 
centred on the line-of-sight that has diameter of the order of 6 to 8 mm. This zone is known as the 
optical zone of the profile. The edges of the optical zone are treated with additional pulses in order 
to smooth out the border between corrected and noncorrected portion of the cornea creating a 
transition zone. The width of the transition zone is of the order of 1 mm and depends on the mag-
nitude of the discontinuity that needs to be smoothened. It is clear that the wider the optical zone 
the more the tissue needs to be excised for any given dioptric correction. The exact shape that needs 
to be removed in any case is calculated by geometrical considerations known as the Munnerlyn’s 
equations.41,42

Laser systems usually incorporate further empirical adjustments to compensate for biological 
factors such as the biomechanical response of the cornea and/or the effect of healing (especially at 
the border of the optical zone). Ablation profiles can be either calculated directly from the sphero-
cylindrical refractive error or can be generated based on measurements of corneal topography or 
wavefront aberration of the eye. The advent of topography and wavefront-guided ablation profiles 
generated an interest in creating supernormal (aberration-free) optical systems for the human eye.43

However, it is now understood that the outcome variability that originates from individual factors 
such as the healing response does not allow the precise sculpturing of corneal surface in order to 
eliminate high-order aberrations in a predictable manner.35

In the next section we turn our attention to the characteristics of the lasers used to perform the 
refractive surgery procedures and how they interact with the living tissue. 

16.4 LASER ABLATION

Excimer lasers are pulsed ultraviolet (UV) lasers where the amplification medium is a biatomic sys-
tem existing only at an electronically excited state.44 Excited dimers (e.g., ArF) can be formed during 
electric discharges through gas mixtures of the corresponding elements and they do not exist in their 
ground electronic state (Fig. 12).44,45 Excited dimers have a typical lifetime of a few nanoseconds. 
Their spontaneous dissociation is accompanied by the emission of a UV photon. In excimer lasers, 
typically excitation is provided by a transverse electric discharge (perpendicular to the optical axis) 
through a mixture of gases of pressure similar to that of atmospheric pressure. The dissociation of 

FIGURE 12 Potential energy for ArF in electronically 
excited and ground state. 
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16.16  VISION AND VISION OPTICS

the excited dimers renders the medium transparent to its emission wavelength. Typically, excimer 
lasers are characterized by high gain and low feedback therefore the beam has low coherence and 
generally has considerable inherent divergence. 

The most common excimer lasers and their respective emission wavelengths are XeF (351 nm), 
XeCl (308 nm), KrF (248 nm), and ArF (193 nm). Typically, for surgical systems the pulse duration 
is of the order of 20-ns FWHM and the total energy per pulse is of the order of tens or hundreds 
of millijoule. The electric efficiency for a typical ArF laser system is of the order of 2 percent.45

Applications of excimer lasers include material’s processing, micromachining, and the excision of 
tissue. 

Corneal Photoablation

The first experiments for the evaluation of excimer lasers as means to excise corneal tissue, were per-
formed in the late 1980s.46–48 These studies concluded that the most suitable wavelength was 193 nm 
(ArF excimer laser) due to its relatively limited thermal damage to the underlying tissue, the accu-
racy of the excision, and the smoothness of the resulting surface.48 The interaction of high-power 
pulsed UV radiation with corneal tissue results from the process of ablative photodecomposition (or 
simply photoablation) described just below. 

The UV pulse is absorbed by a thin surface layer. Precise measurement of the absorption coeffi-
cient in real conditions has not been accomplished; however, the penetration depth is estimated to be 
a few microns.49 As energetic photons (6.4 eV) are absorbed, the molecules that form the extracellular 
matrix are decomposed (Fig. 13a). This process is primarily photochemical.48

According to a model proposed by Dougherty et al. to describe the role of corneal hydration in 
the photoablation process,50 radiation with a wavelength of 193 nm is primarily absorbed by collagen, 
while water plays a more passive role absorbing a small fraction of the radiation and—mostly—
affecting the thermal and mechanical properties of the tissue. As radiation is absorbed and molecular 
fragments are formed, more photons are absorbed by the fragments and this results to a portion of 
tissue from the surface to be effectively vaporized. For typical conditions (pulse energy/duration) the 
pressure near the surface may reach levels of the order of 100 bar.51 The ablation products expand 
rapidly and are ejected perpendicularly to the surface with supersonic velocities.52

Based on the description above, it is reasonable to expect that the deeper a collagen fiber the 
larger the fragments and the less the kinetic energy of each fragment. Therefore, there is a criti-
cal depth (depending on the pulse energy density) for which fragments are energetic enough to be 
expelled from the material. Under this depth, the collagen has undergone direct photochemical dam-
age but not to the extent required for ablation. For energy densities below a certain threshold photo-
ablation does not occur. This threshold has been experimentally determined to be approximately 40 
mJ/cm2 for normal cornea and typical pulse durations.53

Ablation Rate

At any given conditions (pulse duration, pulse repetition rate) the ablation rate is defined as the 
depth of tissue excised by each pulse and is generally expressed in μm/pulse. As mentioned above, 
ablation rate depends on the incident energy density. Given that for a particular laser system the 
pulse duration is constant, the quantity that is empirically used to quantify the incident laser energy 
density is the surface density (fluence) typically expressed in mJ/cm2.

The empirical equation to describe the dependence of the ablation rate on fluence is logarithmic53

A m
F

F
= ⋅ ln

thr

 (6)

where A is the ablation rate in μm/pulse, F is the fluence, Fthr the ablation threshold, (in 
this equation it is equal to 50 mJ/cm2) and m is an empirical constant equal to 0.3 μm/pulse 
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REFRACTIVE SURGERY, CORRECTION OF VISION, PRK AND LASIK  16.17

(Fig. 14). Typically, fluences employed in refractive surgery applications range54 from 120 to 225 
mJ/cm2.

In practice, parameters such as pulse duration, beam profile, the presence of a gas stream for 
ablation debris aspiration, and the repetition rate may influence the ablation rate. These parameters 
as well as the temperature and humidity in the operating room are factors that are standardized in 
refractive surgery in order to minimize the variability of the delivered ablation. As mentioned earlier, 
the appropriate ablation profiles (that are designed to modify corneal geometry in a predetermined 
manner) are created with an appropriate superposition of pulses. Typical repetition rates are of the 

(a)

(b)

(c)

FIGURE 13 Schematic representation of the corneal 
photo ablation process. 
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16.18  VISION AND VISION OPTICS

order of 400 Hz. For the removal of tissue necessary for the correction of moderate myopia, the total 
number of pulses depend on all of the parameters mentioned above and are of the order of a few tens 
of thousands of pulses. Besides standardization of laser and environmental parameters during abla-
tion, the accuracy of tissue excision is enhanced by the utilization of empirical nomograms55 where 
other parameters are taken into account such as attempted refractive correction, diameter of the treat-
ment zone, patient age, corneal radius of curvature, corneal thickness, and others. 

The main variable that may influence the effective ablation rate is corneal hydration.50

Standardization of the procedures minimizes the variability associated to corneal hydration changes 
during surgery. It has been suggested that hydration could be measured spectroscopically and abla-
tion parameters could be adjusted dynamically to compensate for possible changes of hydration.56

Thermal, Photochemical, and Photoacoustic Effects

As mentioned above, photoablation can be primarily seen as a fast photochemical decomposition 
of the structural elements of the cornea (the extracellular matrix) during which high-pressure gra-
dients are developed removing fragments from the surface of the irradiated tissue.46–48 In parallel 
to photoablation there are phenomena that their potential implications in the acute postoperative 
inflammation and long-term healing response of the cornea is not fully understood. 

A significant part of the laser energy is used for the photochemical decomposition of the extra-
cellular matrix. However, there is a part of the laser energy directly dissipated as heat (e.g., for depths 
greater than the ablation rate where energy density is subthreshold). Moreover, the highly energetic 
fragments deposit part of their energy to the surface as they are expanding. As a result of these two 
mechanisms each laser pulse results to a certain amount of heat dissipated on the free surface of the 
ablated cornea. 

The temperature rise associated with this heat dissipation is highly variable and depends on the 
particular conditions (repetition rate, fluence, beam diameter pulse superposition pattern, etc.). In 
practical conditions the temperature rise has been reported to range from 0 to 8°C.57,58 One of the 
parameters taken into account in pulse superposition pattern design is the effective reduction of 
repetition rate in the sense that irradiation of any point with consecutive pulses is avoided. In this 
manner, minimal changes in surface temperature of the cornea can be achieved.59

In principle, ArF excimer laser radiation is not capable of producing damage to the DNA of 
keratocytes as the penetration depth is smaller than the dimensions of one cell.60 In that sense 
if the nucleus of a cell is exposed to this UV radiation a significant portion of the cell is already 
ablated and therefore the cell is not viable. It is the secondary radiation (fluorescence) that bears a 
potential risk for mutagenesis.60,61 Fluorescence is primarily emitted at wavelengths in the region 
between 260 and 320 nm.61 Photoreactivation experiments with yeast cell cultures showed a signifi-
cant amount of DNA repair activity after 193-nm excimer laser irradiation. Although the role of 
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FIGURE 14 Corneal ablation rate as a function of fluence.
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REFRACTIVE SURGERY, CORRECTION OF VISION, PRK AND LASIK  16.19

secondary radiation in the healing response is not yet fully understood62 there seems to be minimal 
concern among the physicians as clinical experience of more than 20 years has not shown that the 
potential risk is significant. 

Additionally, it has been hypothesised51 that the mechanical stress of the cornea due to the pres-
sure gradients associated to photoablation may result to structural changes in collagen and to the 
formation of scar tissue and loss of corneal transparency. 
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THREE-DIMENSIONAL
CONFOCAL MICROSCOPY OF 
THE LIVING HUMAN CORNEA

Barry R. Masters
Department of Biological Engineering 
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17.1 GLOSSARY

Adaptive optics. An optical system that consists of a wavefront sensor that can measure the wave-
front of the light, that is, a Shack-Hartmann sensor, a deformable mirror that can alter the wavefront 
of the light, and a closed loop-feedback control system to minimize the wavefront error. An example 
is the use of adaptive optics in a scanning laser ophthalmoscope, in which the wave front distortions 
due to the cornea and the ocular lens are corrected by the adaptive optics. 

Confocal microscope. A microscope that is based on spatial fi ltering with two pinholes or slit aper-
tures located in conjugate planes. The word confocal means that both the point source of light and 
the point detector are cofocused on the same focal volume within the specimen. A point source of 
light (source aperture) illuminates a diffraction limited focal volume within the specimen. The scat-
tered or emitted light from this focal volume is focused on a detection pinhole located in a plane 
that is conjugate to the source aperture. A large area detector is placed behind the photodetector 
pinhole.

Diffraction limited imaging. The theoretical resolution of an optical microscope is limited by the 
diffraction of light. Abbe defi ned this diffraction limit for microscopic resolution. The diffraction 
limited resolution is proportional to numerical aperture of the microscope objective, that is, its ability 
to collect light, and inversely proportional to the wavelength of the light from the specimen. A micro-
scope that can image at the theoretical limit is a diffraction limited imaging system. Today, there are 
optical microscopes that exceed the Abbe diffraction limit.

Laser scanning confocal microscope. A confocal microscope in which the laser beam is scanned 
over the back focal plane of the microscope objective with the simultaneous scanning of the diffrac-
tion limited beam over the specimen. The scattered or emitted light from the focal volume is collected 
by an epi-illumination system, descanned, and passes through an aperture placed in front of a large 
area photodetector.

Linear optics. The response of the illuminated material to the electromagnetic fi eld is linear with 
the amplitude of the fi eld. Examples are one-photon absorption, scattering, and fl uorescence.

Microlens Nipkow disk confocal microscope. This is a major improvement over the Nipkow disk 
tandem scanning confocal microscope that has an illumination effi ciency of only 1 to 2 percent. 
In this new device a second Nipkow disk which contains about 20,000 microlenses is added to the 
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17.2  VISION AND VISION OPTICS

Nipkow disk microscope. The lower Nipkow disk contains another 20,000 pinholes that are arranged 
in the same pattern as the microlenses on the upper disk. The lower pinhole disk is located in the 
focal plane of the upper microlens disk. This arrangement increases the illumination effi ciency to 
50 percent and results in a high sensitivity even for weak refl ecting specimens. The same pinholes 
are used for illumination (laser excitation light) and spatial fi ltering of the fl uorescence light, and a 
dichroic mirror placed between the two disks separates the excitation light from the fl uorescence that 
is focused on the detector. Both disks rotate together on the same axis to form a real-time scanned 
image of the specimen.

Nipkow disk tandem-scanning confocal microscope. A real-time, direct-view, tandem-scanning 
microscope based on a rotating Nipkow disk, contains sets of conjugate pinholes arranged in a set 
of spirals about the axis of rotation. On a given diameter of the disk there is one pinhole for the 
illumination and one pinhole for detection of the scattered or emitted light from the specimen. As 
the disk rotates, many conjugate sets of illumination and detection pinholes (arranged in conjugate 
planes on opposite sides of the Nipkow disk) operate in parallel to simultaneously scan the speci-
men with a diffraction limited illumination spot, and to detect the descanned scattered or emitted 
light. 

Nonlinear optics. The response of the illuminated material to the electromagnetic fi eld is nonlinear 
with the amplitude of the fi eld. At high light intensities, the incident fi eld modifi es the optical prop-
erties of the material such that the light waves can interact and exchange energy and momentum. 
Examples of nonlinear optics are two-photon excitation fl uorescence, second-harmonic generation, 
and third-harmonic generation.

Numerical aperture. The numerical aperture (NA) of a microscope objective is a measure of the 
range of angles that the lens can accept or emit light. The NA of a microscope objective is defi ned as: 
NA = n sin q, where n is the index of refraction of the medium between the objective and the specimen, 
and q is the half-angle of the maximum cone of light that can enter the objective. 

Optical aberrations. They represent the failure of an optical system to produce a perfect image. 
Modern microscope objectives are made to minimize fi ve categories of optical aberrations: spheri-
cal aberrations (results in a lack of sharp focus), coma (results when light is focused at points off the 
optical axis), astigmatism, fi eld curvature, and distortion. In addition to these monochromatic Seidel 
aberrations, there are also axial chromatic aberrations and lateral chromatic aberrations in which dif-
ferent colors of light focus at different positions.

Scanning slit confocal microscope. A real-time, confocal microscope in which a slit of incident light 
is scanned over the back focal plane of the microscope objective. The refl ected and the emitted light 
from the focal volume within the specimen is collected by the microscope objective, descanned by the 
scanning system, and detected by a wide-area detector. 

Second-harmonic generation (SHG). A nonlinear process in which an incident wave of frequency 
w interacts with a material that does not contain an inversion symmetry, and generates a new signal 
at the frequency 2w .

Slit-lamp microscope. A microscope that is based on the principle of focal illumination. A slit of 
light is used to illuminate a volume within the eye. A biomicroscope collects the scattered and refl ected 
light from a volume that intersects the illumination volume. The intersection of the illumination 
volume and the collection volume is in focus.

Specular microscope. A modifi cation of the slit lamp in which one half of the microscope objective 
is used for illumination of the specimen and one half of the microscope objective is used to collect the 
scattered and the refl ected light. For a plane refl ecting surface when the angle between the normal to 
the surface and the illumination beam of light is equal to the angle between the normal to the surface 
and the refl ected beam of light, the condition of specular refl ection exists. The microscope that images 
this specular refl ection is called a specular microscope. It is used to image the endothelial cells due to 
the strong specular refl ection at the endothelial cell and the aqueous humor interface.

Third-harmonic generation (THG). A nonlinear process in which an incident wave of frequency w
interacts with any material, and generates a new signal at the frequency 3w.
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THREE-DIMENSIONAL CONFOCAL MICROSCOPY OF THE LIVING HUMAN CORNEA  17.3

17.2 INTRODUCTION 

This chapter presents the optical principles of the confocal microscope and its applications to the 
design of clinical confocal microscopes for imaging the living human cornea. A series of technical 
advances resulted in new optical designs from the early slit lamp with its focal plane illumination to 
the modern scanning slit and laser scanning clinical confocal microscopes. A carefully edited selec-
tion of papers, books, and commercial Web sites is presented as a further resource of clinical images, 
instrument designs, and clinical protocols. The emphasis of this chapter is to critically examine the 
limitations of the various designs of clinical instruments, and to present the author’s perspective 
on the state of the art instruments and the proposed future instrument development that will incor-
porate the suggested improvements as well as those based on the emerging field of nonlinear opti-
cal microscopy,1,2 specifically second- and third-generation harmonic microscopy. It is further sug-
gested that future clinical biomicroscopes will incorporate correlative microscopy, that is, both linear 
reflected confocal microscopy together with nonlinear higher-harmonic microscopy.

17.3 THEORY OF CONFOCAL MICROSCOPY

The principles of the confocal microscope in both the transmission mode and in the epi-illumination 
mode were clearly stated and illustrated in the 1961 patent granted to Marvin Minsky.3 To facilitate 
easy access to the key papers and the important patents in the field of confocal microscopy and its 
many biological applications SPIE Press published an edited collection of these documents.3 Further 
theoretical and practical details on instrument design, theories of transverse, and axial optical reso-
lution are contained in a modern book.4

A widefield optical microscope has no capability for axial optical sectioning; therefore, when the 
specimen is a thick, highly scattering tissue the images at the focal plane are degraded by out-of-focus 
contributions to the image. The confocal microscope solves this problem with the method of spatial 
filtering.3 A point source of light from an incoherent or a coherent source illuminates a point in the 
specimen via the microscope objective. The back-scattered or the fluorescence light from that point is 
collected by the microscope objective and passes an aperture that is in a conjugate plane to the point 
source of illumination. Only light from the focal plane of the illumination spot passes the conjugate 
aperture and is detected by the detector located directly behind the detection aperture. Light from the 
out-of-focal plane cannot pass the detection aperture and therefore it is not detected. This confocal 
principle is shown in Fig. 1. The use of spatial filtering provides an enhanced axial resolution (z axis of 
the microscope) and is the source of the axial optical sectioning in the confocal microscope. 

In order to acquire two-dimensional images of the focal plane it is necessary to scan the light 
beam over the back focal plane of the microscope objective and to descan the scattered or emitted 
light that is collected from the microscope objective. Typically two sets of oscillating galvanometer 
driven mirrors, one for the horizontal scan and one for the vertical scan, are used for laser scanning 
and descanning. 

17.4 THE DEVELOPMENT OF CONFOCAL 
INSTRUMENTS

The late David Maurice is honored by the vision research community for his outstanding contribu-
tions to the development of optical ophthalmic instrumentation.5 The development of the scanning 
slit confocal microscope is based on a series of linked technical advances that include parallel inven-
tion as well as unique creative invention, and the story of the development of live cell imaging in 
ophthalmology is described in a recent book.6

Two groups of confocal microscopes were developed for ophthalmology: the first was a laser scan-
ning ophthalmoscope for imaging the retina was developed by Webb and his collaborators7 and the 
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FIGURE 1 The principle of the confocal microscope. This schematic diagram shows the 
depth discrimination capability of a confocal microscope and how it discriminates against 
reflected light from out of the focal plane. The dashed vertical line to the right of the focal plane 
represents an out-of-focus plane. Only the light rays (solid lines) from the focal plane pass the 
pinhole and are detected. (Reproduced with permission from Ref. 6.)
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FIGURE 2 The principle of Nipkow disk confocal microscope. This schematic shows the 
real-time, direct-view, tandem-scanning Nipkow disk confocal microscope. The light source 
from the upper left is a mercury arc lamp or a tungsten filament lamp. (Reproduced with 
permission from Ref. 6.)
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THREE-DIMENSIONAL CONFOCAL MICROSCOPY OF THE LIVING HUMAN CORNEA  17.5

second group of confocal microscopes that typically used an incoherent light source was developed 
for imaging the cornea.8

Several early types of in vivo confocal microscopes were based on the spinning Niprow disk that 
contained spiral arrays of multiple sets of conjugate pinholes, one pinhole was used for illumination, 
and a conjugate pinhole was used for spatial filtering in front of the detector.3,6 The design of the 
Nipkow disk based confocal microscope is shown in Fig. 2.

The Nipkow disk–based confocal microscope has a very poor illumination efficiency (1 to 2 per-
cent) and therefore weak reflecting corneal cell layers such as the basal epithelial cell layer cannot be 
imaged. The solution to this problem was made by Akira Ichihara and his coworkers at the Yokogawa 
Institute Corporation in Japan with their invention of a microlens Nipkow disk confocal microscope.6

The addition of an upper disk that contained 20,000 microlenses which focused the light on the 
20,000 pinholes on the lower disk. The key point is that the lower pinhole disk is aligned and located 
in the focal plane of the upper disk. The resulting illumination efficiency is about 50 percent. Figure 3 
shows the principle of the microlens Nipkow disk confocal microscope. 

Excitation
filter wheel

Dichroic mirror

Expanded
laser beam

Emission
filter

Camera

Objective lens

Specimen

Focal plane

Nipkow disk

Microlens disk

FIGURE 3 The principle of microlens Nipkow disk confocal microscope. Schematic 
drawing of the Yokogawa microlens Nipkow disk confocal microscope. The two disks 
rotate on a common axis. The upper microlens disk contains 20,000 microlenses arranged 
in a series of spirals. The lower Nipkow disk contains 20,000 pinholes arranged in a series 
of spirals. The lower disk containing the pinholes is in the focal plane of the microlenses 
in the upper disk. A dichroic mirror placed between the two disks passes the incident laser 
beam, but reflects the beam of emitted light to the emission filter and then it is focused on 
the camera. (Reproduced with permission from Ref. 6.)
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17.6  VISION AND VISION OPTICS

17.5 THE SCANNING SLIT AND LASER SCANNING 
CLINICAL CONFOCAL MICROSCOPES

Based on the Svishchev confocal microscope design of a two-sided oscillating mirror for scanning 
a slit of light across the back focal plane of a high NA, water immersion microscope objective, 
a clinical confocal microscope with an incoherent halogen lamp light source was designed and 
constructed.9 Figure 4 shows the principle of the two-sided, oscillating mirror in the scanning slit 
confocal microscope. 

The advantage of this scanning slit confocal microscope is that the slit widths of the two conjugate 
slits, one for the illumination side and one for the detection side, are completely adjustable. They 
could be opened to increase the reflected signal from weak scattering corneas, or could be reduced to 
increase the resolution of the microscope.10 Later commercial designs used fixed slits.

This scanning slit confocal microscope was placed in the clinic and was used to study a variety of 
normal and clinical conditions of the in vivo human cornea. Figure 5 shows the principle of the clini-
cal scanning slit confocal microscope based on the Svishchev oscillating two-sided mirror design.

For example, this scanning slit confocal microscope was successfully used to study the basal epi-
thelial cell layer, and its adjacent wing cell layer. In the clinic the confocal microscope was used to 
relocate the same cells within the cornea over different periods of time, this provided a method to 
track cell migration over time. Since the microscope objective contacted the anterior surface of the 
cornea there is the need for both an anesthetic and the application of a drop of an index matching gel 
to the tip of the microscope objective.

In recent years the scanning slit confocal microscope has been made into a commercial product 
that is now in the fourth generation.11 One useful feature of the commercial version, the Confoscan 4, 
is the 20x microscope objective that works under noncontact conditions; therefore, there is no need 
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FIGURE 4 The principle of the Svishchev two-sided, oscillating mir-
ror, scanning slit confocal microscope. The light source, 1, is projected by 
a condenser lens, 2, onto the first slit, 3; the light passes through a prism 
cube, 5; an image of the first slit is scanned over the back focal plane of 
the microscope objective, 7, by the two-sided  oscillating mirror, 6, which 
descans the reflected light from the focal plane of the specimen. The second 
slit, 10, is conjugate with the first slit (confocal) and excludes the light that 
is not in the specimen’s focal plane, 8. The two-sided oscillating mirror, 6, 
performs three functions: it scans the image of the slit 3 over the back focal 
plane of the microscope objective, descans the beam from the object, and 
rescans the beam for observation in the ocular, 14. The parts labeled 2, 4, 9, 
11, 12, and 13, are lenses. (Reproduced with permission from Ref. 6.)
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THREE-DIMENSIONAL CONFOCAL MICROSCOPY OF THE LIVING HUMAN CORNEA  17.7

for anesthetic nor for an index matching gel on the tip of the objective. Numerous publications based 
on the slit scanning confocal microscope are replete with confocal images of normal corneas and the 
diseased and altered corneas.12–16 In addition, the Nidek Web site features many examples of confocal 
microscopic images of the cornea.11

Modern clinical confocal microscopes can acquire stacks of confocal images through the full 
thickness of the human cornea and produce three-dimensional visualizations of the a volume from 
the anterior surface to the posterior endothelial cell layer. This approach of three-dimensional visual-
ization of the living cornea was first demonstrated on rabbit corneas by Masters and coworkers.17–19

An alternative to the commercial scanning slit confocal microscope is a laser scanning confo-
cal microscope designed for retinal imaging by Heidelberg Engineering that can be modified with a 
Rostock Cornea Module (RCM) microscope that permits confocal microscopy of the cornea.20 The 
Heibelberg Retinal Tomograph (HRT) is a confocal laser scanning microscope with a diode laser light 
source at 670 nm. The optical principle of this confocal microscope is shown in Fig. 1. 

The RCM unit has the ability to change the focal plane within the cornea. A single-use planar cap 
is fitted over the tip of the module and it is in contact with the anterior surface of the cornea. The 
plastic cap stabilizes the distance between the module and the cornea. An index matching gel is placed 
between the instrument tip and cornea. Between the movable plastic cap is an index matching gel 
that serves to increase the numerical aperture of the objective which results in increased resolution 
and contrast. When it is desirable to use the confocal microscope in the noncontact mode, the water 
immersion microscope objective is removed together with its contact cap and is replaced with a long 
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FIGURE 5 The optical principles of the clinical, video-rate, scanning-slit, in vivo, confocal microscope with two 
adjustable slits: S1 for illumination and S2 for imaging. An oscillating two-sided mirror M-M scans S1 over the back 
focal plane of the objective, descans the collected light and directs it to S2, then rescans the beam, which is imaged on 
the photocathode of a video camera. The dark ray path indicated the illumination light rays. The light ray path indicates 
the reflected light that is collected by the microscope objective. One half of the NA of the microscope objective is used 
for illumination, and one half of the NA is used for collection of the reflected light form the specimen. (Reproduced with 
permission from Ref. 6.)
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17.8  VISION AND VISION OPTICS

focal length dry objective. Typically a noncontact Nikon 50X, NA 0.45 microscope objective is used to 
image the cornea in the noncontact mode. The specifications from the manufacturer include a focus 
range of 4 mm, the lateral image size of 380 by 380 μm, the lateral optical resolution of about 1 μm, 
and the depth of focus of about 1 to 2 μm. 

17.6 CLINICAL APPLICATIONS OF CONFOCAL 
MICROSCOPY

The clinical utility of a clinical confocal microscope for the examination of the in vivo human cornea 
depends on the optical and mechanical design parameters of the confocal microscope, the optical 
condition of the subject’s cornea, and finally, on the skill and the experience of the clinician who is 
making the examination. 

A general introduction to the principles and the practice of clinical confocal microscopy is a rich 
resource of clinical protocols. A review on the confocal microscopy of the cornea by Böhnke and 
Masters provides the accumulated clinical experience of many years of patient examination.21 This 
practical discussion of clinical techniques includes the following topics: technical setup of the confo-
cal microscope, the technique of biomicroscopy with the confocal microscope, the suggested clinical 
examination procedure, patient data archiving and retrieval, and the dissemination, documentation, 
and publication of microscopic findings. This paper also contains an atlas of confocal images from 
the normal cornea, the effects of aging, the effects of contact lens wear, the cornea with known pathol-
ogies, and the postsurgical cornea.

Creative scientists, engineers, and clinicians have worked together in the last decades to develop 
new clinical confocal microscopes that have successfully been incorporated into clinical practice. 
Optics and optical engineering are in the forefront of the design and development of medical devices 
for both treatment and diagnostics providing rich career opportunities for highly trained people. 

Two books are available with many clinical examples of the application of clinical confocal micros-
copy to the cornea.22,23 These books are replete with confocal images from a wide variety of normal 
and pathological corneas and cover the effects of photorefractive surgery on the structure of the 
cornea. Another source of clinical corneal images is the World Wide Web. I include two commercial 
sites of companies that manufacture clinical confocal instruments.11,20 Their Web sites include many 
examples of confocal images of the cornea in a variety of normal and pathological conditions.

As an exemplar of the use of the clinical confocal microscopy to investigate new clinical findings 
the following study is presented.24 This paper illustrates the confounding effect of acquiring clinical 
confocal images of the human cornea with inappropriate optical resolution. The authors posed the 
following question: what are the long-term effects of contact lens wear on the human cornea? They 
answered this question by first acquiring confocal images through the full thickness of the in vivo 
human cornea, and then by a frame by frame analysis to determine morphological changes within 
the cornea that are correlated with long-term contact lens wear and do not occur in subjects that do 
not wear contact lenses.

The scanning slit confocal microscope with a 50X/1.0 NA water immersion objective was used to 
investigate the corneal morphology in long-term contact lens wearers. The authors investigated 13 
patients with a history of up to 26 years of soft contact lens wear, 11 patients with a history of up to 
25 years of rigid gas permeable contact lens wear, and a control group of 29 normal subjects without 
a history of contact lens wear. For contact lens wearers epithelial microcystic changes and alterations 
of endothelial cell morphology were found as described previously. The significant new finding was 
there were highly reflective panstromal microdot (submicron) deposits in the entire thickness of the 
stroma for the contact lens wearers. It was concluded that this newly observed stromal microdot 
degeneration scales with the years of contact lens wear and may be the early stage of a significant cor-
neal disease. Further correlative microscopic studies involved electron microscopy of ex vivo human 
corneas, and spectroscopic studies of the microdots. Initially, other groups were not able to observe 
the stromal microdot deposits because they used a Nipkow disk confocal microscope with a low 
power and a low NA microscope objective. The low power, low NA microscope objective did not 
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THREE-DIMENSIONAL CONFOCAL MICROSCOPY OF THE LIVING HUMAN CORNEA  17.9

provide the necessary resolution to image the stromal microdot deposits. This study illustrates the 
requirement of the appropriate optical resolution in studies with the clinical confocal microscope, 
as well as correlative electron microscopy to validate the clinical conclusions. 

17.7 PERSPECTIVES

In the linear domain confocal microscopes can be developed that use different colored light-emitting 
diodes as the light source. The degree of penetration of the incident light is a function of the wave-
length and the amount of absorbing and scattering material in a particular cornea. The selection of 
various colors of illumination light would provide the clinician with improved image contrast since 
the illumination could be tuned to optimize either the penetration depth or the contrast. 

The use of noncontact confocal microscopes such as the Heidelberg Retina Tomograph II with 
the Rostock Corneal Module is a major improvement over the previous designs with an applanating 
microscope objective that flattens the corneal surface. The noncontact confocal microscope is less 
likely to transmit microbes from patient to patient and causes less trauma to the cornea. The Nidek 
ConfoScan4 clinical confocal microscope also operates in a noncontact mode.

Another problem that still requires further development to reach a solution is a method to deter-
mine the position of the focal plane within the cornea. The current use of movable lenses together 
with accurate position sensors do not provide the true position of the focal plane within the cornea 
with respect to the corneal surface. 

Typically, the technical specifications of commercial clinical confocal microscopes do not include 
information on the point-spread function, or other metrics of the transverse and the optical resolu-
tion of the microscope with a stated frequency of illumination, and a stated numerical aperture of 
the microscope objective. Measurements of the image, a series of optical sections, through a subdif-
fraction of gold particle or a 0.1-μm fluorescent bead are readily made and would provide useful 
information. 

Microscope images obtained through thick, scattering, and absorbing tissues such as a cornea 
containing scar tissues result in further degradation of the image quality. Even when a gel is used 
to approximately match the refractive index of the cornea and the microscope objective there are 
induced optical aberrations that degrade the image quality. For example, the refractive index varies 
within the cornea, both in depth and in the imaging plane of the microscope. One option to miti-
gate this problem is to incorporate adaptive optics (a closed loop-feedback system that corrects the 
wavefront distortions due to the cornea). Adaptive optics have successfully been incorporated into 
scanning-laser ophthalmoscopes for retinal imaging.25

All of the clinical confocal microscopes in use today are based on linear optics and generate con-
trast from the absorption and scattering of the incident light. There are many published studies of 
nonlinear higher-harmonic generation microscopy that were performed on ex vivo corneas, but there 
is a paucity of in vivo animal studies and no in vivo human studies have been reported.26 Second- 
and third-harmonic generation can be explained by the theory of the nonlinear susceptibility in 
which for the time domain the polarization is expanded in a power series of the sum of products of 
the linear susceptibility and the electric field, the second-order susceptibility and the square of the 
electric field, and the third-order susceptibility and the cube of the electric field and higher-order
terms. Second-harmonic generation (SHG) is described by the second-order susceptibility and third-
harmonic generation (THG) is described by the third-order susceptibility. THG has a broad potential for 
tissue imaging since it occurs in all materials, including dielectric materials with inversion symmetry. 
In general THG is a weak process; however, it is dipole allowed. THG microscopy has a emerging 
potential for cell and tissue imaging. As new techniques are being developed for the surface-enhanced 
THG at interfaces, the technique may become useful for imaging the cornea. Another emerging 
development is the use of enhanced THG microscopy with nanogold particles to utilize the surface-
plasmon-resonance effect.

Both SHG and THG imaging do not exhibit the saturation effects or the photobleaching effects that 
are associated with multiphoton excitation fluorescence microscopy. These microscopic techniques can
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17.10  VISION AND VISION OPTICS

penetrate into millimeters of tissue and provide submicron three-dimensional optical sectioning. 
Collagen has a noncentrosymmetric structure and can convert the incident ultrashort laser pulse to 
its second harmonic, thus providing a noninvasive imaging modality for the cornea. The backward- 
scattered SHG signal may provide a sensitive clinical method to study corneal haze following photo-
refractive surgery.

Structures within the cornea, for example, collagen fibrils that are a few nanometers in diameter, 
can only be imaged with an electron microscope. When imaged with a confocal microscope or with 
a SHG or THG microscope the collagen fibrils, and all subdiffraction limit structures appear at the 
diffraction limit of the microscope. This optical phenomena is rarely explained in many papers on 
nonlinear microscopy of the cornea. 

Finally, the image quality of a clinical corneal microscope is dependent on the microscope objec-
tive. Olympus Corporation has developed a new 25X, NA 1.05 water immersion microscope objective 
that is optimized for nonlinear microscopy based on femtosecond pulses of laser light. This lens that 
produced tightly focused light in the focal volume, a high collection efficiency due to the high NA, and 
a long free-working distance may enhance the performance of corneal microscope that operates in the 
nonlinear optical domain.

17.8 SUMMARY

The goals of biomicroscopy of the living human cornea are to improve our understanding of the 
cellular structure and function in the normal cornea and in diseased, aging, and surgically altered 
corneas. Biomicroscopy of the anterior segment of the eye has provided the clinician with a series 
of improved instruments from the early slit lamps to a variety of confocal microscopes; with each 
new design there were improvements in both the image resolution and the contrast. Modern clinical 
confocal microscopes provide transverse resolution and axial resolution of several microns. Both 
the scanning slit confocal microscope and the laser scanning confocal microscope provide high-
resolution images with high contrast and are ideal to investigate nerve regeneration in the postsurgi-
cal cornea, the formation of scar tissue, and other morphological anomalies due to disease, contact 
lens wear, overnight lid closure, or surgical procedures such as photorefractive surgery. Routine con-
focal microscopy of the cornea reveals the cellular and subcellular structure of all the cells in the full 
thickness of the cornea. Nonlinear microscopy, especially higher-harmonic generation microscopy 
has the potential for molecular imaging with the benefit that it is based on a scattering process and, 
therefore, there is no net energy deposition within the ocular tissue. Future clinical biomicroscopes 
can incorporate correlative microscopy, that is, both linear reflected confocal microscopy and non-
linear higher-harmonic microscopy.
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DIAGNOSTIC USE OF OPTICAL 
COHERENCE TOMOGRAPHY 
IN THE EYE
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Rotterdam Ophthalmic Institute
Rotterdam, The Netherlands

18.1 GLOSSARY

A-line. Depth scan along the beam direction in an OCT measurement. 

Axial resolution. Resolution along the beam direction in an OCT measurement.

Birefringence. Optical property of a material where the refractive index of the material depends on 
the polarization state of light. 

Bruchs membrane. The innermost layer of the choroid, connected to the retinal pigmented 
epithelium.

Capillary. The smallest blood vessels, approximately 5 to 10 μm in diameter.

Coherence length. The length along the beam path over which light is correlated.

Diattenuation or dichroism. Optical property of a material where the light absorption of the material 
depends on the polarization state of light.

Fourier transform. Operation that transforms one function of a variable into another, where the 
new function describes which frequencies are present in the original function.

Fovea. The area in the back of the inside of the eye located in the center of the macula, responsible 
for sharp central vision.

Choroid. The vascular layer of the eye lying between the retina and the sclera.

Jones matrix formalism. In the Jones matrix formalism the electromagnetic wave before and after 
interaction is described by Jones vectors with two complex-valued entries, and their transformation 
is described by the complex-valued 2 × 2 Jones matrix.

Michelson interferometer. Most common confi guration for optical interferometry where the 
source light is split by a beam splitter into a sample and a reference arm. Refl ected light is combined 
in the detection arm.

Mueller matrix formalism. In the Mueller matrix formalism the polarization properties of light are 
described by Stokes vectors with four real-valued entries, and their transformation is described by the 
real-valued 4 × 4 Mueller matrix.

18.1

18
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18.2  VISION AND VISION OPTICS

Optical circulator. An optical circulator is a three-port device that allows light to travel in only one 
direction—from port 1 to port 2, then from port 2 to port 3.

Optical coherence tomography (OCT). Optical interferometric technique to create cross-sectional 
images of scattering media.

Optical frequency domain imaging (OFDI) or swept source OCT (SS-OCT). OCT confi guration 
in which the reference arm length is stationary and the interference in the detection arm is spectrally 
resolved by scanning a narrow band source over a wavelength range.

Optic nerve head. The circular area in the back of the inside of the eye where the optic nerve con-
nects to the retina.

Phase retardation. The retardation in phase that originates from the difference in refractive index 
for polarized light in a birefringent material.

Poincaré sphere. Graphical representation of the Stokes vector on a sphere.

Relative intensity noise. Noise associated with the instability in the power level of a laser or light 
source.

Retinal pigmented epithelium. The pigmented cell layer between the choroid and the photore-
ceptors.

Semiconductor optical amplifi er. Semiconductor device that amplifi es light by several orders of 
magnitude. 

Shot noise. Fundamental noise generated by statistical fl uctuations in a stream of particles (photons, 
electrons).

Signal to noise ratio. Ratio of a signal power to the noise power corrupting the signal.

Spectral or Fourier domain OCT. OCT confi guration in which the reference arm length is station-
ary and the interference in the detection arm is spectrally resolved.

Stokes vector. Four element vector that describes the polarization properties of light.

Temporal coherence. The feature that light at different time points exhibit correlation.

Time domain OCT. OCT confi guration in which the reference arm length is mechanically 
scanned.

Unitary matrix. A unitary matrix is an n by n complex matrix U satisfying the condition 

UU ∗ =
⎛

⎝⎜
⎞

⎠⎟
1

0

0

1
� , where 

1

0

0

1
�

⎛

⎝⎜
⎞

⎠⎟
 is the identity matrix and U ∗  is the conjugate transpose (also called the 

Hermitian adjoint) of U .

Vitreous humor. The clear gel that fi lls the space between the lens and the retina.

White noise. Noise that has a fl at frequency distribution (all frequencies are equally present in the 
noise).

18.2 INTRODUCTION

Optical coherence tomography (OCT) is a low coherence interferometric method for imaging of 
biological tissue.1,2 OCT creates cross-sectional images of tissue by measuring the location (lateral 
and depth) where light is backscattered. OCT has become a very powerful imaging tool in ophthal-
mology, since it provides high resolution cross-sectional images of the retina and the cornea that 
approach the resolution of histology. The development of objective criteria to characterize ophthal-
mic diseases based on OCT images is an active area of research. 

OCT is analogous to ultrasound imaging, where a sound pulse is sent into tissue and the time 
delay is measured of reflected sound waves. The time delay is converted to a distance using the propa-
gation speed of sound in tissue. The speed of light (3 × 108 m/s) is 5 orders of magnitude higher 
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DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.3

than the speed of sound (1.5 × 103 m/s), and therefore it is not possible to measure directly the small 
time delay of a reflected optical pulse. This time delay can be measured however by interfering the 
light reflected from the tissue with a reference in a Michelson type interferometer. This principle will 
be explained in more detail further.

For more than a decade after its inception, the dominant implementation of OCT has been time 
domain OCT (TD-OCT), in which the length of a reference arm in a Michelson type interferometer 
is rapidly scanned. TD-OCT has been used extensively in ophthalmology, where cross-sectional OCT 
images of the retina have provided useful information regarding the presence or progression of spe-
cific ocular diseases.3 The acquisition rate of clinical and preclinical TD-OCT systems is limited by 
sensitivity and the maximum permissible incident power on the eye4 to about 400 depth profiles/s, 
preventing comprehensive screening of large retinal areas. Over the past 5 years, the dominant imple-
mentation of OCT in ophthalmology has become spectral or Fourier domain OCT (SD/FD-OCT). 
As will be discussed, SD/FD-OCT has a significant sensitivity advantage over TD-OCT. The sensitiv-
ity improvement of SD-OCT allows for dramatically increased acquisition speeds by approximately 
a factor of 100 without compromising image quality. Three-dimensional data sets can therefore be 
rapidly acquired, opening the possibility of comprehensive screening. The first SD/FD-OCT imple-
mentation was reported in 1995.5 In SD-OCT the reference arm is kept stationary, and the depth 
information is obtained by a Fourier transform of the spectrally resolved interference fringes mea-
sured with a spectrometer in the detection arm of a Michelson interferometer.

An alternative method to SD/FD-OCT that provides the same sensitivity advantage is optical fre-
quency domain imaging (OFDI) or swept source OCT.6–9 In OFDI, the spectrally resolved interfer-
ence fringes are not measured by a spectrometer in the detection arm of a Michelson interferometer, 
but by rapidly tuning a narrowband source over a wavelength range. A detector in the reference arm 
measures the spectrally resolved interference as a function of time. 

OCT images provide structural information based on the scattering properties of the tissue under 
investigation. OCT can be enhanced by functional extensions such as Doppler sensitivity to detect 
flow, and polarization sensitivity to detect birefringent structures (structures for which the refractive 
index depends on the polarization state of light). In this chapter, the aforementioned techniques will 
be discussed and explained in more detail.

18.3 PRINCIPLE OF OCT: TIME DOMAIN OCT

Optical coherence tomography is a very sensitive interferometric method to measure the location 
of structures that reflect light with an axial resolution of 1 to 10 μm. OCT exploits the low tempo-
ral coherence properties of a broadband light source. For a low temporal coherence light source, 
electromagnetic waves will not interfere when the time delay between two beams is larger than the 
coherence time. The product of the coherence time and the speed of light gives the coherence length. 
This property can be used to measure the path length difference between two arms of a Michelson 
interferometer. When the path length difference is larger than the coherence length, light will not 
interfere. The path length difference for which the two arms match in length within the coherence 
length of the source produces an interference pattern. Figure 1 shows the principle of an OCT sys-
tem with a scanning mirror in the reference arm.

In the sample arm is a structure with three reflecting layers. As the reference arm mirror is trans-
lated, the detector in the detection arm measures an interference pattern each time the reference arm 
path length matches the path length to one of the reflecting layers in the sample arm. In OCT the 
envelope of the interference pattern is detected and a single scan of the reference arm mirror provides 
a single axial (along the beam direction) reflectivity profile of the sample. A single depth profile is also 
called an A-line. Repeating many depth scans (A-lines) at lateral locations creates a cross-sectional 
image of, for example, the retina, as shown in Fig. 2.

In a more mathematical description the intensity at the detector is given by

 I I I( ) ( ) ( )Δ Δ Δz E E z E E zr s r s r s= + + +∗ ∗   (1)
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18.4  VISION AND VISION OPTICS

where Er,s, Er s,
∗  are the electric field component and its complex conjugate, Δz is the path length dif-

ference between the two arms of the interferometer, and subscripts r and s denote fields reflected 
from the reference and sample arm, respectively. The angular brackets denote time averaging. The 
first two terms on the right-hand side of Eq. (1) give the intensity reflected from the reference and 
sample arm, respectively. 

The last two terms of Eq. (1) correspond to the interference between reference and sample arm light. 
In our analysis, the electric field amplitude is represented by a complex analytic function,10 E z( ), with

 E z e k ikz dk( ) ( )exp( )= −∫ �  (2)

where �e k( ) is the field amplitude as a function of free space wave number k = 2π λ/ , with 

 �e k k( )= <0 0if  (3)

From the Wiener-Khinchine theorem, it follows,

 � �e k e k S k k k( ) ( ) ( ) ( )′ = − ′δ  (4)

which defines �e k( )  in terms of the source power spectral density S(k). Using the Wiener-Khinchine 
theorem [Eq. (4)], the interference term in Eq. (1) is given by

 I z z E E E E R z k z S k dkr s r s r s, ( , ) ( ) cos( ) ( )Δ Δ= + ∝∗ ∗ ∫ 2  (5)

Broadband
source

Δl ΔzFWHM

Δzref

 2    2 splitter 

Axial resolution

Axial scan data Sample arm

Detector

Reference arm

Lateral
scan

Axial
scan

Lateral
resolution

Sample
volume

FIGURE 1 Basic OCT configuration. Light from a broadband source is split into a sample and a refer-
ence arm. The reference arm mirror scans in depth, creating interference fringes when the reference arm path 
length matches the sample arm path length to one of the three reflecting layers in the sample.

FIGURE 2 OCT image of a human retina. Arrow indicates the position of a 
blood vessel. (Reproduced from Ref. 11 with permission from the Optical Society of 
America.)
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DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.5

with z the depth in the tissue and Δz the optical path length difference between sample and reference 
arms, Δz z zr s= − . We will assume a Gaussian power spectral density for the source

 S k
k k

( ) exp∝ −
−⎛

⎝⎜
⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

0

2

κ
 (6)

with the FWHM spectral bandwidth of the source given by κ 2 2ln . The integration over k in Eq. (5) 
can now easily be performed

 I z z R z k z z lr s, ( , ) ( )cos( )exp ( / )Δ Δ Δ Δ∝ −⎡⎣ ⎤⎦2 0
2  (7)

with the FWHM of the interference fringes envelope given Δl2 2ln

 Δ
Δ

l = =1 20
2

κ
λ

π λ
ln

 (8)

and Δl the spectral FWHM of the source in wavelength. Equation (7) is an important result; it 
describes the interference fringe intensity that is observed for a reflective structure in the sample arm 
when the reference arm is scanned. The right-hand side of Eq. (7) consists of the reflected amplitude 
at depth z ( R z( )), the Doppler shift or carrier frequency generated by the variation of the optical 
path length difference between sample and reference arm (cos( )2 0k zΔ ), and the interference fringes 
envelope (exp( ( / ) )− Δ Δz l 2 ), which describes the width of the interference pattern, respectively. The 
depth resolution is determined by the width Δl of the interference pattern, and Eq. (8) shows the 
relation between axial or depth resolution and the spectral width of the source in OCT. The broader 
the source (larger Δλ ), the smaller the coherence length Δl , that is, the better the axial resolution. 
The availability of sources with very broad spectral widths over the past decade has increased the 
axial (depth) resolution of OCT from 15 μm to approximately 2 to 3 μm.12 The lateral resolution in 
OCT is determined by the lateral size of the focused spot, in analogy to confocal microscopy.

18.4 PRINCIPLE OF OCT: SPECTRAL DOMAIN OCT

Spectral domain OCT is an alternative implementation of the time domain OCT technology. The 
first SD/FD-OCT implementation was reported in 1995.5 Figure 3 shows the basic configuration of 
an SD/FD-OCT system. 

Source

Grating

Detector array

Sample arm

Reference arm
50/50

splitter Mirror

Spectrum to PC
for processing

FIGURE 3 Basic configuration of an SD/FD-OCT system. Light 
from a broadband light source is split into a sample and a reference arm. 
The mirror in the reference arm is stationary. After reflection, the sample 
and reference arm light is recombined and interferes. In the detection arm, 
the light is dispersed by a grating and each wavelength is focused on an 
element in a detector array. (Reproduced from Ref. 13 with permission from
the Biophysical Society.)
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18.6  VISION AND VISION OPTICS

The source light is split into a reference and sample arm. At recombination in the detection arm, 
the light interferes. In the detection arm, the light is spectrally dispersed by a grating, and each wave-
length is focused on an element in a linear detection array by a lens. The path length difference 
between the sample and reference arm is determined by the spectrally resolved interference detected 
by the linear detection array. In Fig. 4, an example of such a spectrally resolved interference pattern 
is shown for a single reflector in the sample arm. The power reflected from the sample and reference 
arm was approximately equal, giving nearly full constructive and destructive interference fringes. 

The interference pattern shown in Fig. 4 can be understood as follows: for wavelengths for which 
the path length difference between sample and reference arm is exactly a multiple of the wavelength 
we observe constructive interference, and for wavelengths for which the path length difference 
between sample and reference arm is ( . )N +0 5 λ  we observe destructive interference. Mathematically, 
the interference spectrum is described by

 I k I k I k I k I k kzr s s r n n
n

( ) ( ) ( ) ( ) ( ) cos( )= + + ∑2 α  (9)

where Ir(k) and Is(k) are the wavelength-dependent intensities reflected from reference and sample 
arms, respectively, and k is the wave number. The last term on the right-hand side of Eq. (9) represents 
the interference between light returning from the reference and sample arms. an is the square root of 
the sample reflectivity at depth zn, and zn is the path length difference between sample and reference 
arm. The summation sums over all reflective structures at location zn in the sample arm. Equation (9) 
shows that the path length difference is encoded on the spectrum by the modulation term cos( )kzn . 
The modulation frequency as a function of wave vector is determined by the path length difference zn. 
The larger the path length difference, the higher the modulation frequency. This also illustrates that the 
maximum path length difference (depth range) that can be measured is determined by the ability to 
measure high modulation frequencies as a function of wave vector. The spectral resolution of the spec-
trometer plays a crucial role in measuring these high modulation frequencies. In SD-OCT, the depth 
range z  is inversely proportional to the spectral resolution δλ  of the spectrometer and given by14

 z n= λ δλ0
2 4/  (10)
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FIGURE 4 Spectrally resolved interference pattern as detected by the spectrom-
eter in the detection arm of an SD-OCT system with a single reflector in the sample 
arm. (Reproduced from Ref. 13 with permission from the Biophysical Society.)
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DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.7

A depth profile or depth scan is obtained from the spectrum through a Fourier transformation 
[see Eq. (18) later in this chapter].

SD-OCT provides a significant advantage in sensitivity or equivalently signal to noise ratio (SNR), 
that despite reports as early as 199714,15 has taken about half a decade to be recognized fully by the 
OCT community.7,16,17 The first demonstration of SD-OCT for in vivo retinal imaging in 200218 
was followed by a full realization of the sensitivity advantage by video rate in vivo retinal imaging,10 
including high speed three-dimensional volumetric imaging,19 ultra high resolution video rate imag-
ing,20,21 and Doppler blood flow determination in the human retina.22,23 The superior sensitivity of 
SD-OCT, combined with the lack of need for a fast mechanical scanning mechanism, has opened up 
the possibility of much faster scanning without loss of image quality and provided a paradigm shift 
from point sampling to volumetric mapping of biological tissue in vivo. The technology has been 
particularly promising in ophthalmology.24,25 Later in this chapter a detailed analysis of the sensitivity 
advantage of SD-OCT is presented.

18.5 PRINCIPLE OF OCT: OPTICAL FREQUENCY 
DOMAIN IMAGING

In SD-OCT the spectrally resolved interference fringes are detected by a spectrometer in the detec-
tion arm. The same information can be obtained by scanning a narrowband source over a large 
wavelength range, and detecting the light with a single detector. In this case, the wavelength is 
encoded as a function of time. This technique, optical frequency domain imaging (OFDI) or swept 
source OCT (SS-OCT), gives the same sensitivity advantage as SD-OCT.7,8 Figure 5 gives a basic 

Wavelength
swept laser

Photo-
receiver Sample arm

Reference arm
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Time = wavelength
FFT

FIGURE 5 Basic OFDI configuration. A narrowband light source 
rapidly tunes over a wavelength range. Sample and reference arm light 
interferes in the detection arm. The light is detected by the photore-
ceiver as a function of time, where time is equivalent to wavelength 
or wave vector, giving the spectrally resolved interference fringes. 
A Fourier transform gives a reflectivity profile of the sample. 
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18.8  VISION AND VISION OPTICS

configuration of an OFDI or SS-OCT system. A narrowband laser source rapidly scans over a large 
wavelength range. The photo receiver detects the interference between sample and reference arm 
light as a function of time, where time is equivalent to wavelength or wave vector. A single wave-
length scan gives the wavelength-resolved interference, which after a Fourier transform provides a 
single reflectivity profile of the sample.

OFDI has been demonstrated at 1300 nm in a variety of tissues. In ophthalmology, OFDI has 
been demonstrated at a wavelength of 1050 nm26 and 840 nm.27 Particularly 1050 nm is an interesting 
wavelength for ophthalmology. It is well known that longer wavelengths penetrate deeper into bio-
logical tissue. This suggests that 1300 nm would provide deeper penetration in retinal tissue; however, 
the water absorption of 1300 nm is too large to image the retina through the vitreous humor. At 1050 
there is a window where the water absorption is lower than at 1300 nm. The better penetration of 
1050 nm over 800 nm into the retinal layers and the choroid is demonstrated in Fig. 6 and Ref. 28 in a 
comparison between an OFDI system at 1050 nm and an SD-OCT system at 840 nm. The better visu-
alization below of the retinal pigmented epithelium layer and into the choroid could be particularly 
useful for the diagnosis of age-related macular degeneration (AMD).29

OFDI 1050 nm SD-OCT 840 nm

RNFL
IPL
INL
OPL
ONL
IPRL
RPE

C
A1 A3

A2

B1

A4

B2

(a)

(b)

FIGURE 6 Comparison of two imaging systems (OFDI at 1050 nm and SD-OCT at 840 nm). A1 and A2: OFDI 
images at fovea and optic nerve head, respectively, from volunteer A, 36-year-old Asian male. A3 and A4: SD-OCT 
images from the same volunteer at similar tissue locations. B1 and B2: OFDI and SD-OCT images, respectively, obtained 
from volunteer B, 41-year-old Caucasian male. OFDI images exhibit considerably deeper penetration in tissue than 
SD-OCT images in all the data sets. The OFDI image (A1) shows the anatomical layered structure: RNFL, retinal nerve 
fiber layer; IPL, inner plexiform layer; INL, inner nuclear layer; OPL, outer plexiform layer; ONL, outer nuclear layer; 
IPRL, interface between the inner and outer segments of the photoreceptor layer; RPE, retinal pigmented epithelium; 
and C, choriocapillaris and choroid. (Reproduced from Ref. 26 with permission from the Optical Society of America.)
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DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.9

18.6 SD-OCT VERSUS OFDI

The best choice for a particular OCT technology in ophthalmology depends on a number of fac-
tors. Currently, SD-OCT is the preferred implementation at wavelengths around 800 nm, due 
to the availability of high performance silicon array detectors and the difficulty to create robust 
rapid tunable sources in this wavelength range. At wavelengths of 1050 and 1300 nm, OFDI is the 
preferred implementation due to the availability of a key component for a rapid tunable source 
at these wavelengths, a high performance semiconductor optical amplifier (SOA), and the rela-
tively poor performance of InGaAs detector arrays. Other considerations that play a role are the 
relative ease with which to construct a broadband light source compared to a broadband rapid 
tunable source, favoring SD-OCT. On the other hand, SD-OCT suffers from sensitivity decay as a 
function of depth, limiting the effective depth range to about 1 mm, that will be detailed further 
below. Experimental OFDI systems have in general demonstrated an effective depth range that 
is 2 to 4 times better than SD-OCT. In cases where a large effective depth range is required, for 
example, imaging the cornea, or imaging patients with deep optic nerve head cupping, OFDI has 
an advantage.

18.7 SENSITIVITY ADVANTAGE OF SD-OCT 
OVER TD-OCT

In the standard time-domain (TD) implementation of OCT, the position of the reference mirror in 
the interferometer is rapidly scanned by mechanical means in order to obtain a depth profile (A-line) 
within a sample. In SD/FD-OCT, no mechanical scanning of the reference arm is required. Instead, 
the cross-spectral density at the detection arm of the interferometer is measured by means of a 
spectrometer.5,14,30 Although this method has long been proposed and demonstrated, only recently 
have there been efforts to explicitly show that SD-OCT can produce a better detection sensitivity than 
the time domain method.7,16,17 SD-OCT does not require scanning of the reference arm length and 
therefore has the potential for faster image acquisition rates. High speed line scan cameras in the 
spectrometer with an integration time as small as 34 and even 16 μs permit the acquisition of A-lines 
at a rate of 30 to 60 kHz. Recent work has experimentally demonstrated a 148-fold (21.7 dB) sensi-
tivity improvement of SD-OCT10 and a near shot noise limited performance. Shot noise is a funda-
mental noise source that cannot be improved upon. 

In essence the SNR advantage of SD-OCT over TD-OCT is based on the significant reduction of 
noise obtained by replacing the single-element detector with a multielement array detector. In a TD-OCT 
system, each wavelength is uniquely encoded as a frequency, and shot noise has a white noise char-
acteristic. In a single detector TD-OCT system, the shot noise generated by the power density at one 
particular wavelength is present at all frequencies, and therefore adversely affects the SNR at all other 
wavelengths. By spectrally dispersing each wavelength to a separate detector, the cross shot noise term 
is eliminated in both hybrid and fully parallel SD-OCT systems.17 

18.8 NOISE ANALYSIS OF SD-OCT USING CHARGE 
COUPLED DEVICES (CCDs)

The core of an SD-OCT system is the spectrometer in the detection arm. In general, light detec-
tion in the spectrometer is achieved by a charge coupled device (CCD) like a line array. Alternative 
implementations have been suggested that require individual processing of pixel charges.31 Here we 
will treat the noise analysis based on a simple integrating CCD. To facilitate the noise analysis in the 
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18.10  VISION AND VISION OPTICS

case of detection by CCDs, the signal and noise terms will be expressed in charge squared (e2). In 
SD-OCT the signal SSD  given by,16,17

 S
e P P

E
ei

SD
ref sample=

η τ

ν

2 2 2

2
2( )   (11)

with η  the quantum efficiency of the detector, e  the electron charge, Pref  and Psample, respectively, 
the reference arm and sample arm power at the detection arm fiber tip, τ i  the integration time, and 
Eν  the photon energy.

In the noise analysis, it is generally assumed that the reference arm power is much larger than the 
sample arm power, and the shot noise and relative intensity noise (RIN) contributions of the sample 
arm power to the noise are neglected.32 The read-out and dark noise, shot noise, and RIN contribu-
tions to the overall noise in electrons squared per read-out cycle are then given by, respectively,16,17

 σ σ
η τ η

τ τ
ν ν

2 2
2

2

noise
ref ref

coh= + +
⎛

⎝
⎜

⎞

⎠
⎟+r d

i
i

e P

E

eP

E
(( )e2  (12)

with σ 2
r d+  the sum of read-out noise and dark noise, and τ π λ δλcoh = 2 2 0

2ln / /c  the coherence 
time, with c the speed of light.33 A close look at Eq. (12) shows that the noise consists of a constant 
term (σ 2

r d+ ), a term that linearly increases with the reference arm power (shot noise) and a term 
that quadratically increases with the reference arm power (RIN). The signal [Eq. (11)] increases lin-
early with the reference arm power. The signal to noise ratio (SNR) determines the performance 
of the system. Since the shot noise is the limiting noise term that cannot be improved upon, the 
optimal signal to noise performance is achieved when shot noise dominates both read-out noise 
and RIN.32 When shot noise dominates the noise, both the signal [Eq. (11)] and the noise [Eq. (12)] 
increase linearly with the reference arm power and the SNR is constant. Shot noise dominates read-
out noise and dark noise when η τ σ νe P Ei r d

2 2 1ref / + > , and shot noise dominates RIN when their ratio 
is larger than 1, that is, E Pν η τ/ ref coh >1. The optimal reference arm power is found when read-out 
noise and dark noise are equal to the RIN.34

 σ
η

τ τ
ν

2

2

r d i

eP

E+ =
⎛
⎝⎜

⎞
⎠⎟

ref
coh

 (13)

Thus for a system to operate close to shot-noise-limited performance, shot noise should dominate 
thermal and RIN noise at the optimal reference arm power

 P
E

e
r d

i

ref

coh

= +σ
η τ τ

ν  (14)

At this optimal reference arm power, the inequalities describing shot noise dominance over read-
out noise and RIN, respectively, reduce to the same equation

 
e iτ

σ τrd coh

> 1  (15)

In general, one would like to choose the integration time τ i  as short as possible, and the coherence 
time τ coh  as long as possible. The coherence time is inversely related to the spectral resolution of the 
spectrometer which in turn relates linearly to the maximum depth range of the system. In conclusion, 
the parameter that most determines the system performance is the read-out and dark noise of the 
detector σ rd.
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DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.11

18.9 SIGNAL TO NOISE RATIO AND 
AUTOCORRELATION NOISE

In the shot noise limit, the following expressions are found for the SNR in the time domain32 and 
the spectral domain,17 where the expression for the spectral domain can also be derived by the ratio 
of Eqs. (11) and (12)

 SNR
BW

SNRTD
sample

SD
sample= =

η η τ

ν ν

P

E

P

E
i   (16)

where h is the spectrometer efficiency, Psample is the sample arm power returning to the detection 
arm, BW is the electronic detection bandwidth in a time domain system, ti is the detector integra-
tion time, and Ev is the photon energy. The electronic signal bandwidth BW is centered at the carrier 
frequency given by the Doppler shift [see Eq. (7)] and the bandwidth is proportional to the spectral 
width of the source and the velocity of the reference arm mirror. A detailed numerical comparison 
between the SNR in the time and spectral domain showed a more than 2 orders better SNR in the 
spectral domain.10 Unlike the SNR in the time domain, Eq. (16) demonstrates that in the shot noise 
limit, SNRSD is independent of the spectral width of the source. This implies that the axial resolution 
can be increased at no penalty to the SNR, provided that the full spectral width of the source can be 
imaged onto an array detector. However, this result should be interpreted with some care. The sam-
ple arm power returning to the detection arm is assumed to come from a single reflecting surface. In 
tissue, however, the reflected power comes from multiple structures along a depth profile. The SNR 
for a particular position along the depth profile is given on average by the total power reflected by 
all structures within the coherence length of the source. As the resolution increases (the coherence 
length decreases), the total reflected power within the coherence length decreases. As a consequence, 
the SNR at a particular position along the depth profile will reduce as the resolution increases by 
increasing the source optical bandwidth.

In SD-OCT the depth information is obtained by a Fourier transform of the spectrally resolved 
interference fringes. The detected interference signal at the spectrometer may be expressed as14

 I k I k I k I k I k kzr s s r n n
n

( ) ( ) ( ) ( ) ( ) cos( )= + + ∑2 α   (17)

where Ir(k) and Is(k) are the wavelength-dependent intensities reflected from reference and sample 
arms, respectively, and k is the wave number. The last term on the right-hand side of Eq. (17) rep-
resents the interference between light returning from reference and sample arms. an is the square 
root of the sample reflectivity at depth zn. Depth information is retrieved by performing an inverse 
Fourier transform of Eq. (16), yielding the following convolution14

 FT I k z z z zn n
n

n
− = ⊗ + − + +∑1

2
2 2 20[ ( )] ( ) ( ) ( ) (Γ δ α δ α δ zz O I In

n
s r) /+ ⎡⎣ ⎤⎦

⎧
⎨
⎩

⎫
⎬
⎭

∑ 2 2  (18)

with Γ(z) representing the envelope of the coherence function. The first term in the braces on the 
right-hand side describes the autocorrelation signal from the reference arm and has magnitude 
unity. The second and third terms are due to interference between light returning from reference 
and sample arms and form two images, where each has magnitude on the order of I Is r/ . These two 
terms provide mirror images, where one is retained. The final term, with magnitude on the order 
of I Is r

2 2/ , describes autocorrelation noise due to interference within the sample arm.14,18 Is  and Ir  
represent the total intensity reflected from sample and reference arm, respectively. Sample autocor-
relation noise is generated by the interference of light reflected at different depth locations in the 
sample. Equation (18) indicates that the relative contribution of sample autocorrelation noise can 
be reduced by increasing the reference arm power with respect to the signal. Decreasing the detector 
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18.12  VISION AND VISION OPTICS

integration time permits an increase in the reference arm power without saturating the detector, 
decreasing the ratio I Is r

2 2/  and consequently reducing the contribution of autocorrelation noise in 
ultrahigh-speed SD-OCT.

18.10 SHOT-NOISE-LIMITED DETECTION

In this section we take a closer look at the different noise components described in Eq. (12) for an 
actual system. In an SD-OCT system the sample arm was blocked, and only the reference arm light 
was detected by the spectrometer. One thousand spectra were recorded at an acquisition rate of 
29.3 kHz. The read-out and shot noise are shown in Fig. 7. 

The noise was determined by calculating the variance at each camera pixel over 1000 consecutive 
spectra. Dark noise measurements were taken with the source light off. Only light returning from the 
reference arm was used to measure the shot noise and RIN in the system. The shot noise and RIN 
are given by the second and third term on the right-hand side of Eq. (12), expressed in number of 
electrons squared. Taking into account only the shot and dark + read-out noise, the measured variance 
is proportional to

 σ λ
λ

σ
υ

2 2( )~
( )P

E r d
ref + +  (19)
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FIGURE 7 Noise analysis of an SD-OCT system. The variance (verti-
cal axis) was calculated as a function of wavelength (pixel number, horizontal 
axis) for 1000 consecutive spectra. Both the read-out + dark noise (blue curve, 
no illumination) and the shot noise (red curve, illumination by reference arm 
only) were determined. The theoretical shot noise curve was fit using Eq. (19) 
to the measured noise. The excellent fit of the theoretical shot noise curve to 
the measured noise demonstrates that RIN was significantly smaller than shot 
noise and did not contribute. (Reproduced from Ref. 19 with permission from the 
Optical Society of America.)
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DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.13

The first term on the right-hand side of Eq. (19) is the shot noise contribution which is linearly 
proportional to the reference arm power, and the second term is the dark and read-out contribution 
to the noise. Equation (19) was fit to the measurements, limiting the fit to the central 700 pixels. 
Relative intensity noise (RIN) was not dominant in this setup, as experimentally demonstrated by 
the excellent fit of only the shot noise and dark and read-out noise to the measured noise in Fig. 7, 
and theoretically since the maximum power per pixel (4.6 nW) at a 34.1 μs integration time does not 
meet the criteria for RIN dominated noise.10 This demonstrates shot-noise-limited performance of 
an SD-OCT system.

18.11 DEPTH DEPENDENT SENSITIVITY

In SD-OCT, signal sensitivity is strongly dependent on depth within an image. To characterize sys-
tem sensitivity as a function of ranging depth, 1000 A-lines were acquired at an acquisition speed of 
34.1 μs/A-line for 9 different positions of a weak reflector in the sample arm. The reflected sample 
arm power was 1.18 nW for all reflector positions. The noise floor decayed by 5 dB between a depth 
of 500 μm and 2 mm, and the peak signal dropped by 21.7 dB over the first 2 mm. Due to fixed-
pattern noise, the true noise floor could not be determined between 0 and 500 μm. After zero-padding 
before the FFT to correct wavelength-mapping errors from pixel to wave vector, a 16.7 dB loss in 
peak signal was noted across the first 2 mm, whereas the noise level dropped by only 0.4 dB between 
500 μm (35.1 dB) and 2 mm (34.7 dB) (Fig. 8). The zero-padding method produced a nearly con-
stant noise level and improved the signal by more than 5 dB at the greatest depths in the scan. 
Although zero-padding did not change the local SNR, this method eliminated the shoulders that are 
present at larger scan depths.7 The decay in both the signal and the noise level across the entire scan 
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FIGURE 8 The depth dependent loss in signal sensitivity from a weak reflector. The 
signal decayed 16.7 dB between 0 and 2 mm. The peaks at 1.4, 1.6, and 1.85 mm are fixed-
pattern noise. (Reproduced from Ref. 19 with permission from the Optical Society of America.)
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18.14  VISION AND VISION OPTICS

length of 2.4 mm have been theorized to amount to 4 dB as a result of the finite pixel width.16 As 
demonstrated by the experimental data, the noise level decayed by less than 4 dB over the entire scan 
length, which we attribute to the statistical independence of the shot noise between neighboring pix-
els of the array. Thus, the finite pixel width does not introduce a decay of the noise level.

The finite spectrometer resolution introduces a sensitivity decay34 similar to that introduced by 
the finite pixel size.16 Convolution of the finite pixel size with the Gaussian spectral resolution yields 
the following expression for the sensitivity reduction, R, as a function of imaging depth, z34

 R z
z d

z d

z
d

( )
( / )

( / )
exp

ln
= −

⎛
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⎞
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2
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  (20)

where d is the maximum scan depth and w is the ratio of the spectral resolution to the sampling 
interval. Equation (20) was fit to the signal decay data presented in Fig. 8 with w as a free param-
eter, and the result is shown in Fig. 9. Due to its proximity to the autocorrelation peak, the first data 
point was not included in the fit. The value for w obtained from the fit was 1.85, demonstrating that 
the working spectral resolution was 0.139 nm. 

The SNR was determined by the ratio of the peak at 250 μm (79.8 dB) and the noise level. Due to 
the fixed-pattern noise at 250 μm, the noise level was determined to be 35.2 dB by extrapolation of the 
linear region between 0.5 and 2 mm. The resulting SNR of 44.6 dB for 1.18 nW returning to the detec-
tion arm was 2.2 dB below the theoretical value given by Eq. (16) of 46.8 dB, for an integration time 
of 34.1 μs, a central wavelength of 840 nm, and a spectrometer efficiency of 28 percent. With 600 μW 
of power incident on an ideal reflector in the sample arm, the measured power returning to the detec-
tion arm was 284 μW. The sum of the SNR at 1.18 nW (44.6 dB) and the 10 log ratio of maximum 
(284 μW) over measured (1.18 nW) power (53.8 dB) gives a sensitivity of 98.4 dB.
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FIGURE 9 Decay of sensitivity across the measurement range. Symbols: 
Peak intensities of data presented in Fig. 8. Solid line: Fit of Eq. (20) to the 
data points. (Reproduced from Ref. 19 with permission from the Optical Society 
of America.)
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DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.15

18.12 MOTION ARTIFACTS AND FRINGE WASHOUT

As OCT utilizes lateral point-scanning, motion of the sample or scanning beam during the measure-
ment causes SNR reduction and image degradation in SD-OCT and OFDI.35 Yun et al. theoretically 
investigated axial and lateral motion artifacts in continuous wave (CW) SD-OCT and swept-source 
OFDI, and experimentally demonstrated reduced axial and lateral motion artifacts using a pulsed 
source and a swept source in endoscopic imaging of biological tissue.35,36 Stroboscopic illumination 
in full field OCT was demonstrated, resulting in reduced motion artifacts for in vivo measurement.37 
In ophthalmic applications of SD-OCT, SNR reduction caused by high speed lateral scanning of the 
beam over the retina may be dominant over axial patient motion. Using pulsed illumination reduces 
lateral motion artifacts and provides a better SNR for in vivo high-speed human retinal imaging.38

18.13 OFDI AT 1050 NM

An alternative technique to SD-OCT is optical frequency domain imaging (OFDI).8 In OFDI, a rapidly 
tuned laser source is used and the spectrally resolved interference fringes are recorded as a function of 
time in the detection arm of the interferometer. Published results in healthy volunteers have shown 
that OFDI has better immunity to sensitivity degradation due to lateral and axial eye motion, and 
has an effective ranging depth that is 2 to 2.5 times better than SD-OCT (depth dependent sensitivity 
decay of 6 dB over 2 to 2.5 mm).8,26,27

More importantly, recent research at 1050 nm spectral range has demonstrated a better retinal 
penetration depth,26,28,39 particularly important for detecting retinal abnormalities at or below the 
retinal pigment epithelium (RPE). A wavelength of 1050 nm has less attenuation from scattering in 
opaque media, commonly seen in cataract patients.40 Although the water absorption at 1050 nm is 
higher than in the 850 nm region, this is partially compensated by the approximately 3 times higher 
maximum permissible exposure according to the ANSI standards (1.9 mW at 1050 nm).4

Figure 10a depicts a schematic of a laser source for OFDI in a linear cavity configuration.8,26 
The gain medium was a commercially available, bi-directional semiconductor optical amplifier 
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FIGURE 10 Experimental setup: (a) wavelength-swept laser and (b) OFDI system. 
(Reproduced from Ref. 26 with permission of the Optical Society of America.)
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18.16  VISION AND VISION OPTICS

(QPhotonics, Inc., QSOA-1050) driven at an injection current level of 400 mA. One port of the 
amplifier was coupled to a wavelength-scanning filter41 that comprises a diffraction grating (1200 
lines/mm), a telescope (f1 = 100 mm, f2 = 50 mm), and a polygon mirror scanner (Lincoln Lasers, Inc., 
40 facets). The design bandwidth and free spectral range of the filter were approximately 0.1 and 
61 nm, respectively. The amplifier’s other port was spliced to a loop mirror made of a 50/50 coupler. 
Sweep repetition rates of up to 36 kHz were possible with 100 percent duty cycle.

Figure 10b depicts the complete ophthalmic OFDI system.26 The effective ranging depth was 
2.4 mm (depth dependent sensitivity decay of 6 dB over 2.4 mm) due to the finite coherence length 
of the laser output.

The OFDI system acquired data as the focused sample beam was scanned over an area of 6 (hori-
zontal) by 5.2 mm (vertical) across the macular region in the retina. Each image frame in the three-
dimensional volume was constructed from a thousand A-line scans. Given three-dimensional tomographic 
data of the eye’s posterior segment, integrating the pixel values along the entire depth axis readily 
produces a two-dimensional fundus-type reflectivity image.42,43 Figure 11a depicts an integrated reflectivity 

In
te

gr
at

io
n 

ra
ng

e

Selective
integration

C
D

E

(c) (d) (e)

(a) (b)

FIGURE 11 The retinal and choroidal vasculature extracted from a three-dimensional OFDI data set. (a) Two-
dimensional reflectance image (5.3 × 5.2 mm2) obtained with the conventional full-range integration method. Higher 
(lower) reflectivity is represented by white (black) in the grayscale. (b) Illustration of the axial-sectioning integration 
method, with the different integration regions labeled C,D,E corresponding to the following fundus-type reflectiv-
ity images, respectively: (c) retinal reflectivity image showing the shadow of retinal vasculature (3.8 × 5.2 mm2), 
(d) reflectivity image obtained from the upper part of the choroid, and (e) reflectivity image from the center of the cho-
roid revealing the choroidal vasculature. Shadows of retinal vasculature are also visible in (d) and (e). Scale bars: 0.5 mm. 
(Figure reproduced from Ref. 26 with permission from the Optical Society of America.)

Bass_v3ch18_p001-034.indd 18.16 8/21/09 11:50:59 AM

DO
 N

OT
 D

UP
LI

CA
TE



DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.17

image generated from the entire OFDI image sequence. The image visualizes the optic nerve head, 
fovea, retinal vessels, and the faint outline of the deep choroidal vasculature; however, the depth infor-
mation is completely lost. To overcome this limitation of the conventional method, we integrated only 
selective regions based on anatomical structures. For example, to visualize the retinal vasculature with 
maximum contrast, we used automatic image segmentation techniques43 and integrated the reflectivity 
in the range between IPRL and RPE (marked by red lines and labeled C in Fig. 11b), where the shadow 
or loss of signal created by the retinal vessels above appeared most distinctly.42 Integrating over the 
entire retina, including the vessel, often results in a lower contrast in the vasculature because retinal 
blood vessels produce large signals by strong scattering. Figure 11c depicts the fundus-type reflectivity 
image (shadow) of the retinal vessels produced with this depth-sectioning method. The choriocapil-
lary layer contains abundant small blood vessels and pigment cells. Using a thin integration region 
in the upper part of choroid (labeled D in Fig. 11b), we also obtained an image of the choriocapillary 
layer (Fig. 11d). To obtain an image of the complete choroid region, we used the bottom integration 
region (marked by blue lines and labeled E in Fig. 11b). The choroidal vasculature is clearly visualized 
in the resulting reflectivity image (Fig. 11e). 

Figure 12 demonstrates OFDI at 1050 nm in an AMD patient. The left and right panel show images 
at the same location pre- and posttreatment with anti-VEGF therapy. The advantage of 1050 nm is 
a better penetration below the retinal pigmented epithelium (RPE), providing detailed information 
of what is believed to be type I vascularization between the RPE and Bruchs membrane (presumed 
sub-RPE CNV).
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FIGURE 12 OFDI images at 1050 nm of an AMD patient pretreatment: E.I-III, and posttreatment: F.I-III. Features—A: drusen, 
B: blood clot, C: subretinal fluid, D: RPE detachment, E: cystic changes, F: blood clot, G: weak scattering in photoreceptors, H: sub-
retinal fluid, I: strong scattering in photoreceptors, J: RPE detachment, K: presumed sub-RPE CNV, and L: strong scattering from 
photoreceptors in the periphery of the subretinal fluid. (Reproduced from Ref. 29 with permission from the Association for Research in 
Vision and Ophthalmology.) 
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18.18  VISION AND VISION OPTICS

18.14 FUNCTIONAL EXTENSIONS: DOPPLER OCT 
AND POLARIZATION SENSITIVE OCT

Optical coherence tomography is an interferometric technique capable of noninvasive high-resolution 
cross-sectional imaging by measuring the intensity of light reflected from within tissue.2 This results 
in a noncontact imaging modality that provides images similar in scale and geometry to histology. 
Just as different stains can be used to enhance the contrast in histology, various extensions of OCT 
allow for visualization of features not readily apparent in traditional OCT. For example, optical 
Doppler tomography44 can enable depth-resolved imaging of flow by observing differences in phase 
between successive depth scans.45–47 Polarization-sensitive OCT (PS-OCT) utilizes depth-dependent 
changes in the polarization state of detected light to determine the light polarization changing prop-
erties of a sample.48–53 

18.15 DOPPLER OCT AND PHASE STABILITY

In the past, phase-resolved optical Doppler tomography (ODT) based on time domain OCT 
(TD-OCT) has proven able to make high-resolution, high-velocity-sensitivity cross-sectional 
images of in vivo blood flow.45–47,54–59 ODT measurements of blood flow in the human retina have 
been demonstrated,60,61 yet the accuracy and sensitivity was compromised by a slow A-line rate and 
patient motion artifacts, which can introduce phase inaccuracy and obscure true retinal topogra-
phy. Originally, Doppler shifts were detected by the shift in the carrier frequency in TD-OCT sys-
tems, where a trade-off between Doppler sensitivity and spatial resolution had to be made.54–56,62 
The detection of Doppler shifts improved significantly with the method pioneered by Zhao et al.45,46 
In this method two sequential A-lines are acquired at the same location. Phase-resolved detection 
of the interference fringes permits the determination of small phase shifts between the interfero-
grams. The phase difference Δϕ  divided by the time laps ΔT  between the sequential A-lines gives 
a Doppler shift Δ Δ Δω ϕ= / T , associated with the motion of the scattering particle. Figure 13 gives 
a graphical example of this method. 

Combining optical Doppler tomography with the superior sensitivity and speed of SD-OCT has 
allowed a significant improvement in detecting Doppler signals in vivo. In the first combination of 
these technologies, velocity of a moving mirror and capillary tube flow was demonstrated,63 followed 
by in vivo demonstration of retinal blood flow.22,23 

Sequential A-lines

A-line 1

A-line 2

w = Δf/ΔT

Δf

ΔT

FIGURE 13 Principle of fast Doppler OCT. OCT depth profiles 
are acquired sequentially at the same location. Small motion of the 
scattering object results in a phase shift of the interference fringes. The 
phase difference divided by the time lapse between the sequential A-
lines gives a Doppler shift due to the motion of the scattering object.

Bass_v3ch18_p001-034.indd 18.18 8/21/09 11:51:03 AM

DO
 N

OT
 D

UP
LI

CA
TE



DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.19

In SD-OCT, a phase-sensitive image is generated by simply determining the phase difference 
between points at the same depth in adjacent A-lines. The superior phase stability of SD-OCT, due to 
the absence of moving parts, is demonstrated in Fig. 14. The data was acquired with a stationary mir-
ror in the sample arm, without scanning the incident beam. Ideally, interference between sample and 
reference arm light should have identical phase at the mirror position for all A-lines. This condition 
underlies the assumption that any phase difference between adjacent A-lines is solely due to motion 
within the sample. The actual phase varies in a Gaussian manner about this ideal, as demonstrated 
in Fig. 14, where we present the measured probability distribution of phase differences with a stan-
dard deviation of 0.296 ± 0.003°. This value is over 25 times lower than previously quantified figures 
for time domain optical Doppler tomography systems,59,64 and at an acquisition speed of 29 kHz
corresponds to a minimum detectable Doppler shift of ±25 Hz. With a time difference of 34.1 μs 
between acquired A-lines, phase wrapping occurs at Doppler shifts greater than 15 kHz. Thus, the 
system dynamic range described by the ratio of maximum to minimum detectable Doppler shifts 
before phase wrapping occurs is a factor of 600.

In vivo images of structure and Doppler flow were acquired at 29 frames per second (1000 A-lines 
per frame) and subsequently processed. The images presented in Fig. 15 is 1.6 mm wide and has been 
cropped in depth to 580 μm, from their original size of 1.7 mm. The layers of the retina visible in 
the intensity image have been identified and described previously,3 with the thick, uppermost layer 
being the nerve fiber layer, and the thinner, strongly scattering deep layer being the retinal pigmented 
epithelium. One can see the pulsatility of blood flow in the artery (a), while the flow in the vein (v) is 
less variable (see Ref. 23). At the lower left-center of the image, it is possible to distinguish blood flow 
deep within the retina (d). With reference to the intensity image, one can see that this blood flow is 
being detected below the retinal pigmented epithelium, and we believe this is the first time that optical 
Doppler tomography imaging techniques have been able to observe and localize blood flow within 
the choroid. To the left of the large vessel on the right-hand side of the image, note the appearance of 
a very small vessel (c). The diameter of this vessel is slightly under 10 μm.
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FIGURE 14 Probability distribution of the measured phase 
difference between adjacent A-lines, with a stationary reflector in 
the sample arm. Bars: Counted phase difference for 9990 A-lines. 
Bin size = 0.05°. Solid line: Gaussian fit to the distribution, with a 
measured standard deviation of 0.296 ± 0.003°. (Reproduced from 
Ref. 23 with permission from the Optical Society of America.)
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18.20  VISION AND VISION OPTICS

18.16 POLARIZATION SENSITIVE OCT

Polarization-sensitive OCT (PS-OCT) utilizes depth-dependent changes in the polarization state of 
detected light to determine the light polarization changing properties of a sample.48–53 These mate-
rial properties, including birefringence, dichroism, and optic axis orientation, can be determined by 
studying the depth evolution of the Stokes parameters,49–52,65–69 or by using the changing reflected 
polarization states to first determine Jones or Mueller matrices.53,70–74 PS-OCT provides additional 
contrast to identify tissue structures. Nearly all linear tissue structures, like collagen, nerve fibers, 
and muscle fiber exhibit birefringence. PS-OCT has been used in a wide variety of applications. In 
dermatology the reduced birefringence in tumor tissue was observed due to the destruction of the 
extracellular collagen matrix by the tumor.75 The reduced birefringence due to thermally denatured 
collagen was observed in burns.67 In ophthalmology, the birefringence of the retinal nerve fiber was 
measured and found to depend on the location around the optic nerve head.76,77 The onset and pro-
gression of caries lesions was associated with changes in birefringence of dental tissue.78

We will first treat the Jones formalism to describe polarization properties and use the Jones for-
malism to determine the polarization properties of tissue. The Jones formalism provides a convenient 
mathematical description of polarized light and polarization effects.79 The complex electric field vec-
tor Ε can be decomposed into a pair of orthonormal basis vectors to yield

 
E e e= +

= =

⊥ ⊥

−
⊥ ⊥

− ⊥

E E

E a e E a e

p p

p p
i ip

ˆ ˆ

δ δ
  (21)

where ê p and ê⊥ are unit vectors along the horizontal and vertical, ap and a⊥ are the amplitude 
along the horizontal and vertical, and δ p  and δ⊥  are the phase along the horizontal and vertical, 

respectively. In this case, the vibrational ellipse of the electric field can be reformulated as

 E e evib( ) cos( ) ˆ cos( ) ˆt a t a tp p p= + + +⊥ ⊥ ⊥ω δ ω δ  (22)

a
v

d

c

FIGURE 15 Movie of structure (top panel) and bi-directional 
flow (bottom panel) acquired in vivo in the human eye at a rate of 
29 frames per second. The sequence contained 95 frames, totaling 
3.28 s (see Ref. 23). Image size is 1.6 mm wide by 580 μm deep. 
a: artery; v: vein; c: capillary; and d: choroidal vessel. (Reproduced 
from Ref. 23 with permission from the Optical Society of America.)
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DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.21

with ω  the angular frequency and t  time. The overall irradiance, or intensity, of the beam of light 
then can be expressed as the scalar quantity

 I a ap= + ⊥
2 2   (23)

It is worth noting that while the overall irradiance of a beam is not dependent on its polarization 
state, it is possible to measure irradiance along a particular orientation (e.g., the intensity of a beam 
in the horizontally polarized direction).

Linear polarization states occur for phase differences Δδ δ δ π= − =⊥p m , where m c∈/ , as the vibra-
tional ellipse collapses to a line described by

 E e evib( ) ( ˆ ( ) ˆ )cos( )t a a tp p
m

p= + − +⊥ ⊥1 ω δ  (24)

The orientation of the linear polarization state depends on the ratio of amplitudes ap  and a⊥. The 
polarization state of light is horizontal or vertical when a⊥ = 0 or ap = 0, respectively, and oriented at 
± °45  if a ap = ⊥ . An orientation angle θ  can then be defined according to the relations

 

a a a a

a a a
a

a

p

p

p

= =

= + =

⊥

⊥
−

⊥

cos sin

tan

θ θ

θ2 2 1
  (25)

where a can be thought of as an overall amplitude of the electric field and Δδ = 0.
Circular polarization states are obtained when a ap = ⊥  and Δδ ππ= +

2
n , which is evident 

through the form of the resultant vibrational ellipse

 E e evib( ) (cos( )ˆ sin( )ˆ )t a t tp p p p= + ± + ⊥ω δ ω δ   (26)

This describes a circle, the handedness (left- or right-circular) of which is determined by the sign 
between the orthogonal components. Circular polarization states differ only in their phase difference 
compared to linearly polarized light at 45°, and so the phase difference Δδ  between orthogonal elec-
tric field components reflects the ratio between circular and linear components of the polarization 
state. Figure 16 gives a graphical representation of the different vibrational ellipses

Q = +1

Q = −1

U = +1

U = −1 V = −1

V = +1

FIGURE 16 Vibrational ellipses for various polarization states Q = 1 and Q = –1 corre-
spond to horizontal and vertical linear polarized light. U = 1 and U = –1 correspond to linear 
polarized light at +45 and –45º, and V = 1 and V = –1 correspond to circular polarized light, 
respectively.
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18.22  VISION AND VISION OPTICS

The electric field decomposition in Eq. (21) can be rewritten as a complex 2-vector such that

 E =
⎡

⎣
⎢

⎤

⎦
⎥ =

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

=
⊥

−

⊥
−

−

⊥

E

E

a e

a e
aep p

i
i

p

p

δ

δ
δ coss

sin
θ

θδeiΔ
⎡
⎣⎢

⎤
⎦⎥

  (27)

while the time-invariant electric field vector E, also known as a Jones vector, does depend on the 
amplitude and exact phase of the electric field components, it should be noted that the polarization 
state itself is completely determined by the orientation angle θ  and the phase difference Δδ .

Just as two vectors of length n  can be related using a matrix of dimension n n× , two polarization 
states can be related using a complex 2 2×  matrix known as a Jones matrix. The polarization proper-
ties of any nondepolarizing optical system can be described using a Jones matrix. The transmitted 
polarization state E′ as a result of an optical system represented by a Jones matrix J acting on an 
incident polarization state E can be determined by

 ′ =
′
′

⎡

⎣
⎢

⎤

⎦
⎥ =

⎡

⎣
⎢

⎤

⎦
⎥
⎡

⎣
⎢

⎤

⎦⊥ ⊥

E
E

E

J J
J J

E

E
p p11 12

21 22
⎥⎥ = JE   (28)

Subsequent transmission of ′E  through an optical system ′J  results in a polarization state 
′′ ′ ′ ′ ′E = J E = J JE = J JE( ) . As a result, the combined polarization effect of a cascade of optical elements, 

J J J1 2, , ,� , can be described by the product J = J J J2 1n� .
The Jones matrix for a birefringent material that induces a phase retardation η  between electric 

field components parallel and orthogonal to a polarization state characterized by an orientation angle 
θ  and a circularity related to φ  is given by80

 Jb

i i i i i

i

e C e S e e C S e

e
=

+ −− − −η
θ

η
θ

η η
θ θ

φ

η

2 2 2 2 2 2( )

( 22 2 2 2 2 2− +
⎡

⎣
⎢

⎤

⎦
⎥− −e C S e e S e Ci i i iη

θ θ
φ η

θ
η

θ)
 (29)

where Cθ θ= cos  and Sθ θ= sin . The Jones matrix of a dichroic material with attenuation ratios of 
P1 and P2 for electric field components parallel and orthogonal, respectively, to a polarization state 
given by an orientation angle Θ  and a circularity Φ  has the form80

 Jd

i

i

PC P S P P C S e

P P C S e
=

+ −
−

−
1

2
2

2
1 2

1 2

Θ Θ Θ Θ
Φ

Θ Θ
Φ

( )

( ) PP S P C1
2

2
2

Θ Θ+
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

 (30)

As birefringence seems to be the primary polarization property exhibited by biological tissue, 
most PS-OCT analysis methods concentrate on determination of phase retardation. Schoenenberger 
et al.81 analyzed system errors introduced by the extinction ratio of polarizing optics and chromatic 
dependence of wave retarders, and errors due to dichroism. System errors can be kept small by care-
ful design of the system with achromatic elements, but can never be completely eliminated. In prin-
ciple, dichroism is a more serious problem when interpreting results as solely due to birefringence. 
However, Mueller matrix ellipsometry measurements have shown that the error due to dichroism in 
the eye is relatively small,82,83 and earlier PS-OCT work shows that dichroism is of minor importance 
in rodent muscle.52 Despite this, a method for simultaneous determination of sample birefringence 
and dichroism is desirable, especially one that can be applied to systems with the unrestricted use of 
optical fiber and fiber components.

The nondepolarizing polarization properties of an optical system can be completely described 
by its complex Jones matrix, J, which transforms an incident polarization state, described by a com-
plex electric field vector, E =[ , ]H V T , to a transmitted state, ′ = ′ ′E [ , ]H V T . A Jones matrix can be 
decomposed in the form J J J J J= = ′ ′R P P R .80 Birefringence, described by JR, can be parameterized 
by three variables: a degree of phase retardation η  about an axis defined by two angles, γ  and δ .
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Diattenuation, described by JP , is defined as d P P P P= −( ) +( )1
2

2
2

1
2

2
2  and can be parameterized by four 

variables, where P1 and P2 are the attenuation coefficients parallel and orthogonal, respectively, to an 
axis defined by angles Γ and Δ. These seven independent parameters, along with an overall common 
phase eiψ , account for all four complex elements of a general Jones matrix J. Assuming that birefrin-
gence and diattenuation arise from the same fibrous structures in biological tissue and thus share a 
common axis δ = Δ  and γ = Γ ,72 the number of independent parameters is reduced by two to five. In 
order to determine these five parameters, the sample needs to be probed by two unique polarization 
states. One incident and reflected polarization state yield three relations involving the two orthogonal 
amplitudes and the relative phase between them.52 Therefore, it is possible to use the six relationships 
defined by two unique pairs of incident and reflected polarization states to exactly solve for the Jones 
matrix of a sample.

In general terms, a PS-OCT system sends polarized light from a broadband source into the sam-
ple and reference arms of an interferometer, and reflected light from both arms is recombined and 
detected. Figure 17 shows an example of a fiber-based PS-OCT system. The source light is send to a 
fiber-based polarization controller and a polarizer. The polarization of the incident state on the sample 
is modulate by a polarization modulator that allows switching between two polarization states. Light 
passes a circulator, which sends the light to a fiber-based beam splitter that splits the light into a 
sample and a reference arm. Upon reflection, the light is recombined in the beam splitter and the 
circulator sends the light to the detection arm where the light is split into two orthogonal polariza-
tion states before detection by two separate detectors. The optical path from source to detector can 
be described by three Jones matrices. Define Jin as the Jones matrix representing the optical path 
from the polarized light source (the polarization modulator) to the sample surface, Jout  as that going 
from the sample surface to the detectors, and JS  as the round-trip Jones matrix for light propagation 
through a sample.74 This nomenclature can be applied to all PS-OCT systems, ranging from bulk-optic 
systems48,49,51–53,65 to those with fibers placed such that they are traversed in a round-trip manner,73 
to time-domain66, 68 and spectral-domain69 PS-OCT systems with the unrestricted use of optical
fiber and nondiattenuating fiber components, and even for retinal systems,76 where the polariza-
tion effects of the cornea can be included in Jin and Jout. The electric field of light reflected from the 

o.c.

f.p.b.
Detectors

Scanning
handpiece

R.S.O.D.

p.m. p.

Jin

JS

Jout

p.c. Source

FIGURE 17 Schematic of the fiber-based PS-OCT system (p.c., polarization controller; p, polarizer; pm, polariza-
tion modulator; oc, optical circulator; RSOD, rapid scanning optical delay; and fpb, fiber polarizing beamsplitter). Jin, Jout, 
and JS are the Jones matrix representations for the one-way optical path from the polarization modulator to the scanning 
handpiece, the one-way optical path back from the scanning handpiece to the detectors, and the round-trip path through 
some depth in the sample, respectively. (Reprinted from Ref. 74 with permission from the Optical Society of America.)
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18.24  VISION AND VISION OPTICS

sample surface, E, can be expressed as E J J E= eiψ
out in source, where ψ  represents a common phase and 

E source represents the electric field of light coming from the polarized source. Likewise, the electric 
field of light reflected from some depth within the tissue may be described by ′ = ′E J J J Eei

S
ψ

out in source. 
These two measurable polarization states can be related to each other such that ′ =E J Eei

T
Δψ , where 

J J J JT S= −
out out

1  and Δψ ψ ψ= ′ − . Thus, JT  can be determined by comparing the polarization state 
reflected from the surface and from a certain depth in the sample. Now we need to determine how to 
extract JS  from JT .

If the optical system representing Jout is nondiattenuating, Jout  can be treated as a unitary matrix 
with unit determinant after separating out a common attenuation factor. Jout is assumed to be non-
diattenuating since optical fibers are virtually lossless. JS  can be decomposed into a diagonal matrix 
JC

i iP e P e= ⎡⎣ ⎤⎦
−

1
2

2
20 0η η, ; , , containing complete information regarding the amount of sample diatten-

uation and phase retardation, surrounded by unitary matrices JA  with unit determinant that define the 
sample optic axis, J J J Js A C A= −1. JT  can be rewritten such that J J J J J J J J J J J JT S A C A U C U= = ( ) =− − −

out out out out
1 1 1 −−1 ,

where J J JU A= out . Since unitary matrices with unit determinant form the special unitary group 
SU(2),84 JU  must also be a unitary matrix with unit determinant by closure and can be expressed in 
the form

 JU
i

i i

i i
e

C e S e

S e C e
=

−−( ) +( )
− +( ) − −

β θ
φ ϕ

θ
φ ϕ

θ
φ ϕ

θ
φ ϕ(( )

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

  (31)

JT  can be obtained from the measurements by combining information from two unique incident polar-

ization states, ′ ′ ′ ′⎡⎣ ⎤⎦ =H H V V e H e H Vi
T

i
1 2 1 2 1 2 1

1, ; , , ;Δψ αJ ,, e Viα
2

⎡⎣ ⎤⎦, where α ψ ψ= −Δ Δ2 1. The polarization 
properties of interest can be obtained by equating the two expressions for JT  to yield
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  (32)

In principle, parameters θ , φ , and α  can be solved for with the condition that the off-diagonal ele-
ments of the matrix product on the right-hand side of Eq. (32) are equal to zero. In practice, real solu-
tion cannot always be found, as measurement noise can induce nonphysical transformations between 
incident and transmitted polarization states. To account for this, Eq. (32) can be solved by optimizing 
parameters θ , φ , and α  to minimize the sum of the magnitudes of the off-diagonal elements. In prin-
ciple, this can be achieved using two unique incident polarization states to probe the same volume of 
a sample. However, when two orthogonal incident polarization states are used,73 birefringence can-
not be retrieved under all circumstances.85 A better choice is to use two incident polarization states 
perpendicular in a Poincaré sphere representation to guarantee that polarization information can 
always be extracted.66–69, 76,86 The degree of phase retardation can easily be extracted through the phase 
difference of the resulting diagonal elements, and the diattenuation by their magnitudes. It should be 
noted that these phase retardation values range from −π  to π , and can therefore be unwrapped to 
yield overall phase retardations in excess of 2π .

18.17 PS-OCT IN OPHTHALMOLOGY

Ophthalmological application of OCT has arguably driven a great deal of its development, and proba-
bly represents the most researched clinical application of the technology to date. PS-OCT in particular 
has been used to measure the birefringence of the human retinal nerve fiber layer in vivo48,76,77,87–89 for 
potential early detection of glaucoma, the world’s second leading cause of blindness.
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Glaucoma causes damage to the retinal ganglion cells, resulting in a thinning of the retinal nerve 
fiber layer (RNFL). In addition, nerve fiber layer tissue loss may be preceded by changes in birefringence 
as ganglion cells become necrotic and axons in the RNFL are replaced by a less organized and amor-
phous tissue composed of glial cells. When glaucoma is detected at an early stage, further loss of vision 
can be prevented by treatment. The visual field test is the current standard method of detecting loss of 
peripheral vision in glaucoma. However, measurements show that up to 40 percent of nerves are irre-
versibly damaged before loss of peripheral vision can be clinically detected. PS-OCT has the potential to 
detect changes to the RNFL at an earlier time point through changes in its birefringence and thickness.

Ophthalmic studies can be performed using systems similar to that used by Cense et al.,76 in which 
a slit lamp has been adapted for use with PS-OCT. Figure 18 is a typical example of a structural-intensity 
time-domain OCT image of the retina in the left eye of a healthy volunteer obtained with a circular 
scan with a radius of 2.1 mm around the optic nerve head (ONH). The image measures 13.3 mm 
wide and 0.9 mm deep and is shown at an expanded aspect ratio in depth for clarity. Structural layers 
such as the RNFL, the interface between the inner and outer segments of the photoreceptors, and the 
retinal pigmented epithelium can be seen.

The addition of polarization sensitivity allows for localized quantitative assessment of the thick-
ness and birefringence of the RNFL. Figure 19 shows two examples of combined thickness and bire-
fringence measurements, one of a region temporal to the ONH, the other of a region superior to the 
ONH. The depth of the RNFL can be determined by a decrease in backscattered intensity from the 
RNFL to the inner plexiform layer. The birefringence of the RNFL can then be estimated from a linear 
least-square fit of the measured double-pass phase retardation through the determined depth. Two 
main observations can be drawn from such graphs: the retinal layers directly below the RNFL are 
minimally birefringent, and that the thickness and birefringence of the RNFL are not constant. These 
observations can also be seen in Fig. 20, which overlays the thickness and birefringence determined 

RNFL

Temporal Superior Nasal Inferior Temporal

IPL

INL

OPL

IPR

RPE

C / C

ONL

FIGURE 18 A realigned OCT intensity image created with a 2.1-mm radius circular scan around 
the ONH. The dynamic range of the image is −36 dB. Black pixels represent strong reflections. The 
image measures 13.3 mm wide and 0.9 mm deep. Visible structures: retinal nerve fiber layer (RNFL); 
inner plexiform layer (IPL); inner nuclear layer (INL); outer plexiform layer (OPL); outer nuclear 
layer (ONL); interface between the inner and outer segments of the photoreceptor layer (IPR); retinal 
pigmented epithelium (RPE); and choriocapillaris and choroid (C/C). Vertical arrows: locations of 
the two largest blood vessels. Other smaller blood vessels appear as vertical white areas in the image. 
(Reprinted from Ref. 77 with permission from the Association for Research in Vision and Ophthalmology.)
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FIGURE 19 Thickness (dotted line) and birefringence (solid line) plots of an area temporal (a) and superior (b) to the ONH. 
DPPR data belonging to the RNFL is fit with a least-square linear fit. The slope in the equation represents the DPPR/UD or bire-
fringence. The vertical line indicates the boundary of the RNFL, as determined from the intensity and DPPR data. (a) The increase 
in DPPR at a depth beyond 450 μm is caused by either a relatively low signal-to-noise ratio, or by the presence of a highly birefrin-
gent material—for instance, collagen in the sclera. (Reprinted from Ref. 77 with permission from the Association for Research in Vision 
and Ophthalmology.)
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FIGURE 20 A typical example of combined RNFL thickness and birefringence 
measurements along a circular scan around the ONH. The intensity image is plot-
ted in the background. The RNFL is relatively thicker superiorly (S) and inferiorly (I). 
A similar development can be seen in the birefringence plot. The birefringence is 
relatively higher in the thicker areas, whereas it is lower in the thinner temporal (T) and 
nasal (N) areas. (Reprinted from Ref. 77 with permission from the Association for Research 
in Vision and Ophthalmology.)
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DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.27

as in Fig. 19 on a circular scan across the ONH. The plots indicate that the RNFL is thickest and most 
birefringent superiorly and inferiorly to the ONH.

En face maps of RNFL thickness and birefringence can be generated from data obtained with 
recently developed spectral-domain ophthalmic PS-OCT systems.90 A three-dimensional volume 
(4.24 × 5.29 × 1.57 mm3) of the retina of a normal volunteer (right eye) was scanned at a rate of 
29 fps with 1000 A-lines/frame, and contains 190 frames (B-scans) acquired in 6.5 s. The integrated 
reflectance, birefringence, and retinal nerve fiber layer (RNFL) thickness maps are shown in Fig. 21, 
confirming previous findings that the RNFL birefringence is not uniform across the retina. Superior, 
nasal, inferior, and temporal areas of the retina around the ONH are indicated by the letters S, N, I, 
and T. The integrated reflectance map, obtained by simply integrating the logarithmic depth profiles, 
illustrates the blood vessel structure around the ONH. The RNFL thickness map is scaled in microns 
(color bar on the top of the image) indicating a RNFL thickness of up to 200 mm. The central dark-
blue area corresponds to the position of the ONH that was excluded from both the thickness and the 
birefringence maps. A typical bow-tie pattern can be seen for the distribution of the RNFL thickness 
around the ONH, showing a thicker RNFL superior and inferior to the ONH. The birefringence map 
illustrates a variation of the birefringence values between 0 and 5.16 × 10–4, and it clearly demon-
strates that the RNFL birefringence is not uniform across the retina; it is smaller nasal and temporal 
and larger superior and inferior to the ONH.

Given that measurements of the thickness and birefringence of the RNFL can be acquired with the 
speed and accuracy demonstrated, further research into changes in these parameters with glaucoma 
can be performed. Experiments—for instance, a longitudinal study with PS-OCT on patients at high 
risk for development of glaucoma—will either confirm or reject the hypothesis. In addition, PS-OCT 
can enhance the specificity in determining RNFL thickness in structural OCT images by using changes 
in tissue birefringence to determine the border between the RNFL and the ganglion cell layer.

18.18 RETINAL IMAGING WITH SD-OCT

Many examples of retinal imaging with SD-OCT are available in the literature. Commercial sys-
tems are being introduced into the market at this point. Below, two typical examples of high 

S

0 1 2 3 4 0 50 100 150 2005 × 10−4

T
N

I

FIGURE 21 OCT scan (4.24 × 5.29 mm2) of the retina of a normal volunteer, centered on the ONH. 
(a) Integrated reflectance map showing a normal temporal crescent (white area temporal to the ONH); (b) birefringence 
map; and (c) RNFL thickness map (color bar scaled in microns). The circle on the left indicates the excluded area in 
the birefringence and thickness maps as corresponding to ONH. (S = superior, N = nasal, I = inferior, T = temporal). 
(Reprinted from Ref. 90 with permission from the International Society for Optical Engineering.)
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FIGURE 22 High resolution SD-OCT image of a human retina in vivo, centered on the optic nerve head. 
The image is magnified in depth by a factor of 2. Image size: 4.662 × 1.541 mm.

FIGURE 23 High resolution SD-OCT image of a human retina in vivo, centered on the fovea. The image is 
magnified in depth by a factor of 2. Image size: 4.973 × 0.837 mm.

quality SD-OCT images are presented, acquired with a system providing a depth resolution of 
3 μm in tissue. Both figures consist of approximately 1000 A-lines or depth profiles. Figure 22 
shows a cross-section centered on the optic nerve head. Figure 23 shows an image centered on 
the fovea and the corresponding en face image (Fig. 24) generated from the three-dimensional 
data set.

Bass_v3ch18_p001-034.indd 18.28 8/21/09 11:51:08 AM

DO
 N

OT
 D

UP
LI

CA
TE



DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.29

18.19 CONCLUSION

Spectral domain or frequency domain OCT (SD/FD-OCT) has become the preferred method for 
retinal imaging owing to its high imaging speed,10,19 enhanced signal to noise ratio (SNR),7,15–17 and 
the availability of broadband sources permitting ultrahigh resolution retinal imaging.20,21 However, 
the state-of-the-art spectrometers are hindering further improvements (1) with limited detection 
efficiency (~25 percent)19 and (2) the obtainable spectral resolution causes approximately a 6-dB
sensitivity drop over a 1-mm depth range.19 Furthermore, rapid scanning of the probe beam in SD-OCT
has the adverse effect of fringe washout, which causes SNR to decrease.36 Fringe washout can be 
addressed by pulsed illumination.38 A competing technique such as optical frequency domain imaging 

FIGURE 24 En face reconstruction of the fovea region of the retina from a three-dimensional volumetric 
SD-OCT data set of 200 images. Image size: 4.97 mm × 5.18 mm.
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(OFDI), the dominant implementation of Fourier domain OCT technologies at 1.3 μm,9 has the 
advantage of larger depth range and better immunity to motion artifacts. OFDI has recently been 
demonstrated in the 800 and 1050 nm range,26,27,91 but has not reached the superior resolution of 
SD-OCT.20,21
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GRADIENT INDEX OPTICS 
IN THE EYE

Barbara K. Pierscionek
Department of Biomedical Sciences 
University of Ulster
Coleraine, United Kingdom

19.1 GLOSSARY

Cataract. Opacifi cation in the eye lens caused by changes in protein shape, structure, or interaction 
that causes light to be scattered or absorbed.

Crystallin proteins. The major structural proteins in the eye lens.

Equatorial plane. The plane of the eye lens that contains the lens equator.

Gradient index or GRIN. The property of a lens or medium that has a gradually varying refractive 
index.

Homogenous index. The property of a lens or medium that has a constant refractive index.

Isoindicial contours. Contours of constant refractive index.

Magnetic resonance imaging (MRI). Noninvasive method used for imaging body organs that utilizes 
the interaction of a static magnetic fi eld, radio frequency pulses, and magnetic gradients to form images.

Myopia. Shortsightedness.

Optic fi ber. A fi ber made of glass or plastic that guides light along its length by total internal refl ection.

Optical fi ber perform. The precursor to an optical fi ber: a rod with the refractive index distribution 
of the desired optical fi ber that is stretched to form the fi ber.

Raman microspectroscopy. A technique used to detect constituents of a system from the spectrum 
of molecular vibrations created by specifi c interactions of monochromatic light with matter. These 
interactions cause scattering of photons at lower frequencies than that of the incident light.

Ray tracing. Monitoring the path of rays as they traverse a lens or optical system. This is often used 
to measure a particular property of the lens or system.

Refl ectometric sensor. A device that measures optical or material properties of a medium from the 
proportion of light that the medium refl ects.

Refractive index. The property of a medium that contributes to its capacity to bend light and that 
is related to the density of the material.

Refractive power. The capacity of a lens or optical system to bend and focus light.

Sagittal plane. The vertical plane of the eye lens that contains the optic axis.

19.1

19
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19.2  VISION AND VISION OPTICS

19.2 INTRODUCTION

This chapter considers the common forms of gradient index in optical media. The lens of the eye 
has a gradient of index and this is examined in detail; the form of the index profile as well as the 
magnitude of refractive index are described. The refractive index distribution has been measured or 
derived from a number of animal eyes as well as from the human eye. The different types of gradi-
ents are presented and compared. 

19.3 THE NATURE OF AN INDEX GRADIENT

The refractive power of a lens is determined by its shape, the refractive index of its medium, and the 
refractive index of the medium that surrounds the lens. In terms of shape, the more curved the lens 
the greater is the refraction of light. The relationship between refractive index and refractive power 
is not as direct: light is not necessarily refracted to a greater degree in a higher-index medium. A ray 
of light will travel in a straight line whether it travels in air (refractive index = 1), in water (refrac-
tive index = 1.33), or in glass (refractive index around 1.5 to 1.6). The effect of refractive index on 
refraction occurs when there is a change in refractive index at the interface between two media or a 
gradual variation in index within a medium. The greater the difference between refractive indices 
at an interface or the steeper the gradient of refractive index in a medium, the greater the degree of 
refraction.

Gradient index (GRIN) deals with media which have a varying refractive index. The effect of vary-
ing or gradient index occurs in nature; changes in temperature or pressure can induce fluctuations 
or gradations in the refractive index of air. One of the most commonly cited examples of this is seen 
in the shiny reflective marks on a road that can be seen on a hot day. The heat of the road warms 
the air closest to it and gradients of temperature and of refractive index are formed. The higher the 
temperature, the less dense the air and the lower the refractive index. The index gradient has the effect 
of deflecting light that hits the surface of the road at certain angles so that it appears to have been 
reflected from the surface of the road. 

The steepness of the index gradient controls the degree of bending of light in the GRIN medium 
and this is used in the creation of GRIN lenses and devices. A refractive contribution from the medium 
is particularly effective when the surface of the given structure is flat and cannot contribute to the 
refractive power.

19.4 SPHERICAL GRADIENTS

In a lens with a spherical refractive index distribution, the index varies with distance from the center 
of the lens. The most famous early GRIN lens was Maxwell’s fish-eye lens1 that has a refractive index 
distribution with spherical symmetry about a point and can be described as having the form

n r
n

r a
( )

( / )
=

+
0

21
  (1)

where r is the distance from the center, n(r) is the refractive index at r, n0 is the refractive index at the 
center of the lens, and a is a constant.

The special property of a fish-eye lens is that all rays emanating from a given object point pass 
through the same image point.2 This produces sharp imagery but only for those points on the surface 
and within the lens. There is no evidence that fish possess such lenses. The name possibly derives from 
the challenge posed by the Irish Academy of Sciences: to produce a medium with a refractive index 
distribution that was capable of forming images with the least depth possible. As the eye of the fish is 
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GRADIENT INDEX OPTICS IN THE EYE  19.3

known to be relatively flat, Maxwell’s solution to the problem was called the fish-eye.3 The limitation 
of this lens is that sharp imagery of object points only occurs for those points that lie within or on 
the surface of the lens.2,4

This restriction does not apply to the Luneberg lens,5 which, like the Maxwell fish-eye lens, has 
a refractive index distribution that is spherically symmetrical. This lens is a sphere with a refractive 
index distribution described by

n(r) = (2 – r2)1/2 (2)

where r is the distance from the center of the lens and n(r) is the refractive index at r.
It has no intrinsic optical axis but focuses parallel rays, incident on any part of its surface, to a 

point on the opposite surface of the lens (Fig. 1).
The restriction of the Luneberg lens is that with this lens sharp images are only created for objects 

at infinity. In order to ensure that rays enter in a parallel bundle, the index of the surrounding media 
must match that of the lens surface. In air this would require an outer surface refractive index of 1, 
which is difficult to achieve for visible light but can be utilized for frequencies in the microwave 
range.2 It has wide ranging applications in microwave antennas and as a radar device. A very useful 
modern application is in the design of broadband airborne antennas. These allow passengers on an 
aircraft to access the Internet, email, satellite television, and video. 

19.5 RADIAL GRADIENTS 

When the refractive index distribution is cylindrically symmetrical, that is, the refractive index var-
ies with distance from a fixed line, it is described as a radial index gradient. A simple type of radial 
index lens is the Wood lens, named after its designer.6 This lens has a radial refractive index gradi-
ent and flat surfaces.2 In such a lens, parallel rays from objects at infinity are refracted purely by the 
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FIGURE 1 Light paths through a Luneberg lens in surround media 
index matched to the lens surface.

Bass_v3ch19_p001-018.indd 19.3 8/21/09 11:51:24 AM

DO
 N

OT
 D

UP
LI

CA
TE



19.4  VISION AND VISION OPTICS

index distribution within the lens (Fig. 2). When the refractive index decreases with distance from 
the axis, the lens acts as a converging lens; when the refractive index increases with distance from the 
axis, the lens diverges light. With a Wood lens, the object and image planes are external to the lens.2

Optical fiber cores with radial index gradients are, cross-sectionally, akin to a Wood lens. However, 
because optical fibers are elongated in the axial direction and have very small diameters, there is an 
additional periodicity to the ray path. In a graded index optical fiber core, the index distribution fol-
lows a general form7

n(r) = n0[1 – 2(r/a)aΔ]1/2 (3)

where r is the radial distance from the center, n(r) is the refractive index at r, n0 is the refractive 
index along the axis of the fiber, a is the fiber radius, and Δ is the fractional refractive index differ-
ence between the center and edge of the fiber core.

For a = 2 and Δ << 1, the profile is parabolic and approximated as

n(r) = n0[1 – (r/a)2Δ] (4)

In an optical fiber, the core is surrounded by a single index cladding to minimize light losses along 
the length of the fiber and to protect the quality of the fiber core. Within the core, the rays follow a 
sinusoidal path along the axis of the fiber (as seen in Fig. 3). 

Optical fibers have many uses particularly when the light needs to be sent some distance from the 
source or an image needs to be collected from a remote or hard to access location. Optical fibers have 
replaced wires in communication systems. They are now used routinely in medical instruments and 
applications, such as endoscopes and sensors. 

t

h

R

q

q
j

f

FIGURE 2 Refraction of a ray through a Wood lens. R, f >> h,
t. [From N. Morton, “Gradient Refractive Index Lenses,” Phys. Educ. 
19:86–90 (1984).]
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index core

FIGURE 3 Light rays follow a sinusoidal path when traveling in the 
gradient index core of a GRIN fiber.
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GRADIENT INDEX OPTICS IN THE EYE  19.5

19.6 AXIAL GRADIENTS

Refractive index can also vary as a function of distance from a reference plane. This is most often 
the plane perpendicular to the optic axis and in such case the refractive index varies along the optic 
axis. Such a gradient can be formed by thin films and has important use in the design of multilayer 
antireflection coatings.8,9 Southwell9 has shown that shape of the index gradient along the axis is 
a very important determinant that can be used to minimize adverse reflections. Measurement of 
axial gradients has application in the study of biological tissues, many of which are layered. The 
lamellar stroma, which constitutes the bulk of the cornea of the eye and has been considered to 
have a homogenous refractive index, has recently been modeled as an axial index structure10. The 
axial index model has been found to produce more spherical aberration, for larger pupil sizes, than 
homogenous index models. Any refractive index differences along the axis of the cornea are likely to 
be very small and the model introduced very slight variations (Fig. 4).

19.7 THE EYE LENS

The refractive index of the eye lens has a radial as well as an axial gradient. This is because of the 
three-dimensional structure as well as the nature of the growth mode of the lens. The lens grows by 
tissue accretion in layers on the lens surface, with no concomitant loss of existing cells, resulting in 
a layered structure. The refractive index varies across the layers resulting in a radial gradient, in the 
equatorial plane and an axial gradient along the optic axis. In spherical lenses (seen in some fish), 
the index gradient varies along a radial distance from the center in all directions.

The shapes and sizes of eye lenses, like any other part of the eye, vary widely across species. This 
variation bears no relationship to the size of the animal nor to the size of the eye. For example, the lens 
of a rabbit is larger than that of a human, while the rat’s lens is highly curved and fills the eye almost 
entirely. With such a variety of lenticular shapes and sizes, it is not surprising that the refractive index 
distribution also varies between species and is not related to the size of the animal or to its eye but to 
its visual needs. 
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FIGURE 4 Variations in corneal refractive index along the optical axis. 
(From Ref. 10.)
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19.6  VISION AND VISION OPTICS

The refractive index gradients in human and several types of animal lenses have been measured 
or derived using various techniques. These have included ray tracing, optic fiber sensing, or calcu-
lation from protein and water concentration measurements and MRI scanning. Earlier studies on 
dispersion have provided refractive index measurements on inner and outer sections of lenses from 
a number of vertebrates.11,12

19.8 FISH

The fish lens contributes more to the refractive power of the eye than lenses from land living ani-
mals because the corneal power in the fish eye is significantly reduced by the very small difference in 
refractive index between the cornea and water. Fish lenses are spherical or nearly spherical with steep 
refractive index gradients and high maximal index values to provide the necessary refractive power 
to the eye whilst minimizing spherical aberration.13–20 The refractive index gradients in fish lenses 
have been fitted with elliptical,14 parabolic,16–19 and sixth-order polynomial functions (Table 1).20

In spite of the differences in the size of fish and their lenses, the maxima of refractive index in the 
lens centers are very close in value and, with the exception of the Blue Eye Trevally lens, similar values 
are also found at the lens edge (Table 1). The edge index value in the trevally lens is substantially 
higher than that found in the other fish lenses. It is also notable that the trevally has an enormous eye 
relative to its size and its lens is the largest of any lens studied: a diameter of 26.6 mm and a weight 
of over 9.5 g.17 It is a deep-sea fish, unlike the other fish listed in Table 1. From a structural aspect, 
almost a third of the trevally lens protein comprises g-crystallin.17 This crystallin protein contributes 
more to the refractive index of the lens than the other crystallins21 and is capable of closer protein 
packing with less surrounding water.22 Although the proportion of g-crystallin is comparatively high, 
it is not high enough to alone account for the refractive index magnitude. This may also be attributed 
to the very high proportion of insoluble protein that was found on extraction.17 This does not neces-
sarily indicate that the proteins are in an insoluble state in the intact trevally lens but may suggest a 
propensity for proteins in this lens to aggregate with no loss of transparency. This will depend on 
protein types and relative distributions as well as protein-protein and protein-water interactions. It 
is not known whether the high proportions of g-crystallin and insoluble protein found in the trevally 
lens apply to the lenses of other fish.

Ageing changes in the fish lens have not been studied but the effect on the index gradient with size 
and therefore growth has been investigated. Kroger et al.19 reported that the refractive index in the 
center of the African Cichlid fish lens increases with lens size. The resultant steepening of the index 
gradient with growth causes a decrease in focal length. There is also a concomitant decrease in spheri-
cal aberration that is attributed to a smoothing of the index gradient.19 It has been suggested that 
depressions in the index profile may have a discrete function in producing multiple focal points.19

Jagger15 compared models of fish lenses and found that a higher-order polynomial function to 
describe the index gradient provided results that were most akin to measurements for fish lenses in 
terms of image quality, spherical, and chromatic aberration. It has also been pointed out that there 
may be internal asymmetries in the index distribution in fish lenses that would render erroneous 
measurements based on ray tracing assumptions.23

TABLE 1 Details of Refractive Index Profiles in a Variety of Fish Lenses

 Refractive Index  Refractive Index Wavelength
Fish (max)   (min)   (nm) Gradient Shape 

Goldfish14 1.55–7 1.35–8 633 Elliptical
African Cichlid16 1.540 1.361 633 Parabolic
Blue Eye Trevally17 1.546 1.408 633 Parabolic
Trout18 1.538 1.3716 550 Parabolic
Black Dory20 1.543 1.368 590  Sixth-order polynomial
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GRADIENT INDEX OPTICS IN THE EYE  19.7

19.9 OCTOPUS

The eye of the octopus has no cornea; the refractive power of the eye is provided by the lens (Fig. 5a).24

It was found to have concentric isoindicial contours and an index gradient that could be fitted to a 
10th order polynomial (Fig. 5b). The maximum refractive index was 1.509 decreasing to 1.357 for 
550 nm. 

19.10 RAT

The refractive index distribution in the rat lens was measured using ray tracing25,26 following the 
method for determining the refractive index in optical fiber performs devised by Chu.27 This 
method enabled the calculation of the gradient refractive index profile using, as parameters, the dis-
tance of the parallel incident rays from the optic axis and the corresponding angles formed by the 
exiting rays and the optic axis. 

The studies of Campbell and Hughes25 and Campbell26 showed that the rat has the steepest refrac-
tive index gradient of all species yet measured, rising from around 1.38 at the edge of the lens to a 
maximum of around 1.5 at the lens center in a profile that can be fitted to a parabolic form. This 
rise occurs over a very short distance of 2 mm.26 A refractive index value of 1.50 is approaching the 
refractive index range for glass and, in terms of protein concentration, is close to the refractive index 
of pure protein.28 With such a high protein concentration, the rat lens cannot be deformed, and hence 
the rat eye has no accommodative capacity. The high magnitude of refractive index in the rat lens is 

FIGURE 5 (a) Octopus eye showing lens and (b) refractive index gradient for five octopus lenses as mea-
sured in the equatorial plane. Model and experimental index profiles are shown together with the index profile 
for the trout lens. (From Ref. 24.)
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19.8  VISION AND VISION OPTICS

partially caused by the relatively high proportion of the protein g-crystallin. In terms of shape, the 
rat lens is not quite spherical but tends to have a longer equatorial diameter than sagittal radius with 
little variation between the anterior and posterior curvatures.26 The radial and axial gradient profiles 
will not be the same, the latter slightly less steep than the former. The curved nature of the rat lens, its 
high magnitude of refractive index, and the steep index gradient gives the lens a very high refractive 
power rendering the rat eye highly myopic. This accords with the animal’s visual needs which are for 
very close distances and do not require a range of focus. 

19.11 GUINEA PIG

The refractive index distribution of the guinea pig lens, measured with an optical fiber reflecto-
metric sensor, has been found to be parabolic.29 This was for a single lens, and the age of the ani-
mal was not known. Hence magnitudes of refractive index: a maximum value of 1.429 at the lens 
center and a minimum value of 1.389 at the edge can only be taken as applicable for that particu-
lar lens. Calculated protein content for the guinea pig lens was 48 percent29 and the lens shape is 
almost spherical with a sagittal width of around 5 mm and an equatorial radius of 5.4 mm. The 
refractive index distribution will therefore be similar in the axial and radial directions. Because 
the guinea pig lens is relatively small, its refractive index gradient is quite steep and this adds to its 
refractive power. The steep distribution of refractive index may be linked to the structural proteins 
and the uncommon crystallin protein (z-crystallin) that comprises about 10 percent of the total 
soluble proteins.30 This protein differs from the other major crystallins in structure30,31 and in its 
response to the effects of heat and the protective action of a-crystallin.32 z-crystallin requires a 
tenfold greater amount (w/w) of a-crystallin than the other crystallin proteins to prevent it form-
ing aggregates and disturbing the smoothness of the refractive index gradient.32 The greater level 
of protection required by z-crystallin could indicate a propensity to exist in regions of relatively 
higher protein concentration. The relatively steep refractive index gradient and the high curvature 
of the guinea pig lens are needed to meet the refractive requirements of the guinea pig: clear vision 
at close distances.

19.12 RABBIT

The refractive index gradient in the rabbit lens was measured in the equatorial and horizontal planes 
on thin slices.33 Isoindicial curves were found as concentric circles in the equatorial plane and as 
eccentric ellipses in the horizontal plane, the eccentricity arising because of differences in curvature 
between the anterior and posterior lens surfaces. The three-dimensional refractive index distribu-
tion was represented by an elliptical paraboloid

n = n0 – [Z 2/A2 + (X2 + Y2)/B2] (5)

where n0 is the refractive index at the lens center, X is the lateral axis (through the middle of the 
horizontal plane), Y is the vertical axis (through the middle of the equatorial plane), Z is the optic 
axis, A and B are constants (A differs in the anterior and posterior sections of the lens).

The refractive index for 589 nm was reported to vary from 1.464 to 1.431 at the lens center and 
1.393 to 1.384 at the surface, which is not very different from the magnitudes of refractive index in the 
guinea pig lens. However, the rabbit lens is larger than that of the guinea pig (around 10 mm thick-
ness in the horizontal and sagittal planes) and so the index gradient in the rabbit lens would not be as 
steep providing a lower contribution to refractive power than does the index gradient in the guinea 
pig lens.
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GRADIENT INDEX OPTICS IN THE EYE  19.9

19.13 CAT

The lens of the cat is shaped as a biconvex ellipsoid34 and its refractive index follows a parabolic 
shape with a maximum of 1.4813 at the center and minimum of 1.3877 in the periphery (values 
averaged from five cat lenses) for a wavelength 550 nm. The parabolic shape was found in both the 
sagittal (axial) and equatorial planes and the index variations follow isoindicial contours that retain 
the geometric shape of the lens.34

Jagger34 cites Matthiessen (1880),35 who showed the index in a homogenous lens would give equiv-
alent power to one with a variation of index (based on a parabolic gradient). This rule states that the 
difference between the total index and the core (maximum) index in a grin lens is equal to the differ-
ence between the core index and cortical (edge) index 

n(total) – n(core) = n(core) – n(cortex)

so

n(total) = 2 × n(core) – n(cortex)

According to the rule of Matthiessen,35 the equivalent to a lens with a parabolic gradient index, 
with a maximum value of 1.48 and an edge value of 1.38, would require a homogenous index lens to 
have a refractive index of 1.58. This is higher than the refractive index of pure protein.28

19.14 BOVINE

The optical properties of the bovine lens have been investigated in a number of studies and the 
refractive index has been measured using ray tracing36,37 and fiber optic reflectometric sensing 
methods.38 In addition, the refractive index in the bovine lens has been measured in both equato-
rial and sagittal planes and in lenses from a wide age range from foetal39 to approximately 15 years 
of age.36

The refractive index, measured in the equatorial plane using a ray tracing technique for a wave-
length of 633 nm36,37 was found to have some variations depending on the age of the lens. In all 
lenses the gradient followed the same general shape: that of a second-order polynomial, but the index 
magnitude increased across the gradient with age. The size and therefore the radius of the lens in the 
equatorial plane had to be incorporated into the equation to account for size and age differences. The 
general form of the refractive index gradient covering the wide range of lenses investigated is

n(r) = ar – Nr /r2 + C (6)

where r is the radial distance from the center of the lens, n(r) is the refractive index at r (mm), ar is 
the refractive index at the center of the oldest lens investigated (approximately 15 years of age),36 Nr is 
a non-normalized gradient function, r is the equatorial radius of the lens (mm), and C is a correc-
tion factor for age-related differences in the refractive index at the lens center.

With 

Nr = 0.702 – 0.471r + 0.186r2 (7)

and

C = –0.0025 – 0.00583r + 0.00131r2 (8)

the final form of the equation is

n(r) = 1.4575 – 0.702/r2 + 0.471r/r2 – 0.186r2/r2 – 0.00583r + 0.00131r2 (9)
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19.10  VISION AND VISION OPTICS

In a subsequent study the refractive index along the optic axis of the bovine lens was measured 
using a fiber optic sensor and a wavelength of 670 nm.38 The lens age range was not as great as in the 
ray tracing study of the equatorial plane index: weights varied from 1.676 to 2.646 g corresponding 
to ages of around 1 to 8 years, respectively.40 A second-order polynomial was again found to fit the 
profiles but here slight differences were found in the anterior and posterior sections of the lens. The 
anterior axial profile was found to fit the following equation

n(x) = 1.3790 + 0.018484x – 0.0014925x2 (10)

and the posterior axial profile could be described by

n(x) = 1.4102 + 0.009647x – 0.0010741x2 (11)

where x is the distance from the anterior pole (mm) and n(x) is the refractive index at r.
It is not possible to definitively state whether the bovine lens does have contours of refractive index 

that follow the external shape of the lens but the forms of the gradients in the sagittal and equatorial 
planes are similar and using dimensional data from the lens it is possible to do approximate calcula-
tions to see if the magnitudes of refractive index following a given contour are close. If so, the assump-
tion of concentric contours of refractive index may apply to the bovine lens. From the dimensions of 
bovine lenses41 a lens of about 1.5 g weight has an equatorial radius of 7.5 mm, an anterior sagittal 
thickness of 5 mm and a posterior sagittal thickness of 6 mm. 

Taking a contour at 2 mm from the anterior pole, this will be at a radial distance of 4.5 along the 
equatorial plane (2 mm is 40 percent of the anterior sagittal thickness and 4.5 mm is 40 percent of 
the equatorial radius) and 2.4 mm from the posterior pole (8.6 mm from the anterior pole). Putting 
these values into Eqs. (9), (10), and (11) gives refractive index values of 1.4099 (~1.41) along the 
anterior sagittal thickness, 1.416 along the equatorial plane, and 1.414 along the posterior sagittal 
thickness, respectively. Taking into account differences in measurement technique, the fact that mea-
surements of radial and axial gradients were conducted on different lenses, and the recognition that 
in biological tissues there will always be individual variations in lens shape and size, the above calcula-
tions can only provide an estimate. This notwithstanding, the values are close and suggest that in the 
bovine lens isoindicial contours of refractive index may follow the surface shape. 

The bovine lens is one of few in which age-related changes to the GRIN optics have been inves-
tigated. The changes with age to the index distribution should take into account the fact that the 
lens continues to grow, and are more correctly described as changes with time and not exclusively 
occurring as a result of senescence. The lens grows by successive tissue layering and, within each layer, 
the cells stretch from anterior to posterior pole. As there is an asymmetry between the anterior and 
posterior surface curvatures, the cells must stretch more and more asymmetrically with growth, and 
a greater component of the cellular length is found in the posterior part of the lens. How the cellular 
contents, mainly the proteins, are distributed along the cell length is not known. Nevertheless, as the 
anterior and posterior refractive index gradients meet in the equatorial plane, the refractive index at 
that point must be the same. Similarly, refractive indices at the anterior and posterior poles should be 
close in value, as these are from the same cell layers, and large difference in refractive index between 
the poles would not meet the refractive needs of the eye. Fiber optic sensing has shown that there is, 
indeed, very little difference in the refractive index at the anterior and posterior poles of lenses that 
have a relatively lower weight and were therefore likely to be younger.38 However, whilst the refractive 
index does not appear to alter with age at the anterior pole, at the posterior pole a statistically signifi-
cant correlation with age was found.38 The consequence of this is that in very old bovine lenses, some 
differences in polar refractive index may occur. This is most likely to be a consequence of the growth 
mode and increasing asymmetry of shape that may affect and result in greater differences in anterior 
and posterior refractive index gradients in advanced age. 

As both axial and radial gradients were measured with similar wavelength sources (633 nm for the 
radial gradient and 670 nm for the axial) wavelength differences would have a negligible impact on 
the results. Comparison of ray tracing and fiber optic sensing have shown consistent findings.36,38

A single study on development of the foetal bovine lens39 has shown that the refractive index gra-
dient starts to take on its parabolic form around the middle of the gestational period of 9.3 months. 
Prior to this, the refractive index distribution has no defined shape (Fig. 6).
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GRADIENT INDEX OPTICS IN THE EYE  19.11

19.15 PIG

The refractive index in the porcine lens is similar in shape to that found in the bovine lens.42,43 It has 
been fitted with a second-order polynomial, a shape that has been found from ray tracing measure-
ments of refractive index42 (as shown as Fig. 7) and from protein concentration profiles determined 
using Raman microspectroscopy.44

Jones and Pope43 using magnetic resonance imaging (MRI), found that parabolic, power func-
tion, and higher-order polynomial fits could be used to provide a very good description of the index 
profile. They reported that the power function provided the best fit but this was only by a very slight 
margin. Comparing the results of Pierscionek et al.42 who measured the refractive index profile in 
the equatorial plane with those of Jones and Pope,43 whose measurements were in the sagittal plane, 
there is very little difference in profile shapes. This suggests that there may be isoindicial contours of 
refractive index in the porcine lens that follow the surface shape. The porcine lens index gradient has 
been measured for wavelengths 633 and 53242 and 589 nm (converted to 543.5 nm).43 The index mag-
nitude was reported to vary from an average of 1.354 at the edge of the lens up to 1.396 at the center 
for 633 nm42 from 1.365 to 1.368 at the edge up to an average of 1.4374 at the center for 543.5 nm,43

and from 1.358 at the edge to 1.404 at the center for 532 nm. The central index value found by Jones 
and Pope43 concurs with measurements made by Sivak and Mandelman.12

The higher values of refractive index found by Jones and Pope43 compared to Pierscionek at al.42

could have reflected differences in ages of animals; it is not possible to determine whether the two 
studies42,43 had used lenses of similar ages. Age-related variations in refractive index have not been 
studied in the porcine lens. 
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FIGURE 6 Refractive index profiles along optic axes of foetal bovine lenses. 
(a) Greater than 0.7 g and (b) lesser than 0.7 g wet weight. (From Ref. 39.)
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19.12  VISION AND VISION OPTICS

19.16 HUMAN/PRIMATE

The refractive index gradient of the human lens differs from index gradients in the lenses of most 
other species. The gradient of refractive index is only found in the cortex of the lens, which is gen-
erally taken to represent the outer one-third of the lens, approximately, in terms of radial distance. 
In the inner, nuclear region, the refractive index is relatively constant around a value of 1.39 to 
1.4112,45,46 (depending on wavelength) and remains so with age as long as there are no opacifica-
tions or cataractous changes.47 This supports findings on protein48 and water gradients.49,50 Changes 
with age occur in the steepness of the cortical index gradient and have been proposed as an answer 
to why the human lens, in spite of continued growth and increased curvature51,52 does not become 
myopic.29,53 A recent study using MRI has suggested that there is a decrease, with age, in the nuclear 
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FIGURE 7 Refractive index profiles measured in the equatorial plane 
of porcine lenses shown against radial distance from the center of the lens 
for (a) 633 nm and (b) 532 nm light. (From Ref. 42.)
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GRADIENT INDEX OPTICS IN THE EYE  19.13

refractive index54 and that this may explain the fact that eye does not become myopic. However, the 
results reported are not consistent with what is known about the protein/total water proportions in 
the human lens and their constancy with age.29 It is most likely that Moffat et al.54 were measuring 
the proportions of free water, which increases in the human lens with age.55

An overall decrease in the nuclear refractive index, would be physiologically unsound, as it would 
require an imbibing of water or a leakage of protein from the center of the lens. Given that the nuclear 
refractive index in the human lens is not a part of the gradient index but is constant, an overall 
decrease in magnitude would have a negligible effect on refractive power of the eye.

The constancy of the nuclear refractive index and the index gradient in the cortex require a higher-
order polynomial to fit the index distribution in the human lens. A fourth-order polynomial was 
found to give a highly significant fit to the refractive index gradient in the equatorial plane of the 
human lens (Fig. 8).29

This form for the radial refractive index gradient (i.e., in the equatorial plane) has been found 
in studies that used ray tracing (for 633 nm)45 and for measurements taken with a fiber optic sensor 
(for 670 nm).46 The two techniques have also shown results with similar magnitudes for the nuclear 
refractive index.45,46

The refractive index along the optic axis similarly has a gradient in the cortical region with a con-
stant index nucleus.46,47 However, the assumptions of concentric, isoindicial contours that follow the 
surface shape of the lens, may not apply to younger lenses (from the third decade of life).46 As with 
the bovine lens, and consistent with the asymmetry of shape in the sagittal plane, there is a slight dif-
ference in the refractive index gradients in the anterior and posterior sections of the lens and this is 
also affected by lens age.29

The difficulty in ascribing a single formulaic description to the refractive index gradient in the 
human lens is not only complicated by changes to the cortical gradient with age, and by differences 
in the axial and radial gradients. There is also the confounding factor of accommodation. The human 
lens, in individuals under the age of around 50, is capable of altering its shape to meet the focusing 
requirements of the eye. This capacity is greater in younger eyes and it is not certain, what accommo-
dative state a young lens is in when it is removed from the eye. It may not be unreasonable to expect 
that when the lens is released from the tension applied by the ciliary muscle, in situ, it takes on its most 
accommodated, that is, most curved shape. This, however, assumes that the lens is an elastic body, with 
the fully accommodated state: the one to which it returns when applied stretching forces mediated 
by the ciliary muscle are removed. This assumption has and continues to court controversy and so it 
remains uncertain what accommodative state the lens is in when removed from the eye. Moreover, given 
that the capacity for accommodation diminishes with age, the accommodative state of the in vitro lens 
will vary depending on the age of the lens. How the refractive index gradient alters with accommodation 
is not known, although some studies have shown that the accommodative process is caused by a change 
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FIGURE 8 Variations in refractive index (for 670 nm) along the optic axis 
of a 53-year-old human lens plotted against the normalized distance from the 
anterior pole. (From Ref. 29.)
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19.14  VISION AND VISION OPTICS

in the length of the nucleus51,56–58 with no change in the thickness of the cortex. This would suggest 
that the cortical refractive index gradient remains unchanged, the only alteration to the profile being 
an elongation to the constant index nuclear section. 

There is very little information about the refractive index gradients in the lenses of lower-order 
primates. Results from a single gibbon lens show the same type of profile as for the human lens with 
a similar index magnitude (Fig. 9).29

It is not certain whether the same confounding factor of accommodation applies to the optics 
and refractive index gradient in the gibbon lens. However, studies on the rhesus monkey have shown 
that the species does accommodate.59 As the gibbon belongs to a primate family that is more closely 
related to humans and its visual needs, from close range feeding to swinging from trees suggests that 
this species is likely to have an accommodating lens. 

From the refractive index gradients, the primate lenses are the only ones that do not have a para-
bolic gradient but the refractive index gradient flattens to a region of constant refractive index in the 
nucleus. This constant, maximum value is lower than for other species thus far studied rendering 
these lenses softer and more pliable. This is consistent with the need for accommodation but also 
means that the refractive index gradient in a primate lens contributes less to the refractive power than 
the parabolic gradients, with higher-index magnitudes, found in other species. 

19.17 FUNCTIONAL CONSIDERATIONS

Gradient index media are found in nature and the concept is exploited in the manufacture of 
lenses and optical devices for a wide range of applications. The fundamental difference between 
the biological and the manufactured lenses is that the former is not static in its optical qualities. 
Within any given species, the refractive index gradient will change with age because the lens con-
tinues to grow throughout life and it may change its shape in those species that possess accom-
modating lenses. Moreover, when considering the eye lens and its optical properties, it should not 
be considered in isolation. The eye lens functions as part of the optical system of the eye. The rays 
incident on its anterior surface will have been refracted by the cornea and traversed the anterior 
chamber. The shapes of the cornea and anterior chamber depths vary from species to species and 
individual variations within a species can be found. The humours that surround the lens in the 
eye will also impact on the contribution to refraction by the refractive index gradient. The more 
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FIGURE 9 Variations in refractive index (for 670 nm) along 
the optic axis of the gibbon lens plotted against the normalized 
distance from the anterior pole. (From Ref. 29.)
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GRADIENT INDEX OPTICS IN THE EYE  19.15

closely the edge of the gradient is matched to the surrounding media, the more contribution is 
made by the refractive index gradient. No biological lens has yet been shown to have an edge index 
value matched to the refractive index of the aqueous and vitreous (around 1.336) and, with the 
techniques of ray tracing and optic fiber sensing, this is the most difficult part of the refractive 
index gradient to measure. 

19.18 SUMMARY

The major types of index gradient found in lenses, optical devices, and created by nature have been 
described. These can be broadly categorized into gradients that vary parallel to the path of light, 
perpendicular to the path of light, or with radial distance from the center of the structure (found in 
spherical lenses). The eye lens is an excellent example of a GRIN structure with an index that varies 
both along and perpendicular to the optic axis. The refractive index distribution of the eye lens is 
related to its biological organization and to the properties of the major structural entities, the crys-
tallin proteins. The concentration of proteins affects the magnitude of refractive index and the dis-
tributions of the different classes influence the shape of the index gradient. In spite of the complex 
structure of proteins and the changing interactions between protein subclasses and between proteins 
and water, it has been possible to measure the GRIN structure of the eye lens and in most species 
examined this appears to have a similar form. Transposing this form to an intraocular implant that 
cannot only mimic the GRIN structure but also provide some accommodative capacity is the subject 
of further research. 
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OPTICS OF CONTACT LENSES

Edward S. Bennett
College of Optometry
University of Missouri
St. Louis, Missouri

20.1 GLOSSARY

Accommodative demand. This represents the difference between distance and near refractive 
corrections. 

Aspheric lens design. An aspherical surface, typically elliptical, often used on the back surface to 
align with an aspheric anterior cornea. In some presbyopic designs, either a back surface with a hyper-
bolic or high rate of fl attening is used to provide plus power or an aspheric front surface is used for 
the same purpose.

Axial ametropia. Ametropia resulting from the axial elongation of the globe.

Axial edge lift. Pertains to the distance between the extension of the tangent of the base curve radius 
and the absolute edge; it is measured parallel to the lens optical axis or the vertical distance from the 
lens edge to an extension of the base curve radius.

Base curve radius (BCR). The radius of curvature of the central posterior optical section in 
millimeters.

Back vertex power (BVP). Commonly used to express the power of a contact lens, the power is 
determined from a fi xed position with the concave surface of the lens against the lensometer lens 
stop.

Bitoric design. Gas permeable (GP) lens designs incorporating two base curve radii and multiple 
powers for correction of high corneal astigmatism, typically 2.50 D or greater.

Contact lens power. The dioptric power of the contact lens, usually expressed as back vertex power.

Edge clearance. The actual distance from the lens edge to the cornea. This value is less than the 
calculated edge lift due to the asphericity of the anterior cornea.

Effective power. The power of the contact lens at the corneal plane.

Fluoro-silicone/acrylate (F-S/A). The current generation of rigid gas-permeable contact lenses 
consisting primarily of fl uorine, silicone, and methyl methacrylate.

Front vertex power (FVP). The power is determined from a fi xed position with the convex surface 
of the lens against the lensometer lens stop.

20.1
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20.2  VISION AND VISION OPTICS

High-order aberrations. Aberrations induced by the optics of the eye, notably spherical aberration 
and coma.

“K.” This refers to the fl atter keratometry reading. GP lenses are generally selected with a base curve 
radius slightly steeper or fl atter than “K.” 

Lacrimal lens. The tear lens between a GP contact lens and the anterior corneal surface. It is a plus 
power if the lens exhibits apical clearance; it is minus if the lens exhibits apical bearing. 

Multifocal contact lenses. Contact lenses that provide more than one correcting power within the 
lens; these are often used for the correction of presbyopia.

Optical zone diameter (OZD). This represents the linear equivalent of the base curve radius and 
provides the visual optics for both GP and soft lenses.

Overall diameter. This represents the linear, chord, edge-to-edge measurement of the lens in mil-
limeters.

Oxygen permeability (Dk). The current term to describe the potential of a contact lens material to 
transmit oxygen which considers both, solubility and diffusion. 

Prism (in contact lenses). Prism is produced by varying the thickness from the superior to the infe-
rior region of a contact lens while maintaining the same front and back surface curvatures.

Radial edge lift. Pertains to the distance between the extension of the tangent of the base curve 
radius and the absolute edge; it is measured from the lens edge perpendicular to an extension of the 
base curve radius.

Refractive ametropia. Ametropia resulting from abnormal refractive component(s) of the eye.

Relative spectacle magnifi cation (RSM). This compares the corrected ametropic retinal image to 
that of a standard emmetropic schematic eye. Ametropia can be purely axial, resulting from the axial 
elongation of the globe, refractive, resulting from abnormal refractive component(s) of the eye or a 
combination of both factors. 

Residual astigmatism. With spherical GP lenses this pertains to the total ocular astigmatism (defi ned 
as the refractive cylinder) minus the corneal (often keratometric) cylinder. With spherical soft lenses, 
this pertains to the refractive cylinder. 

Rigid GP contact lenses. Rigid lens materials, smaller in diameter with higher optical quality than 
soft lenses, which typically incorporate methyl methacrylate, silicone, and fl uorine within the polymer 
matrix.

Silicone-hydrogel. The current generation of soft lens materials incorporating silicone within the 
matrix for higher oxygen permeability.

Soft toric lenses. Soft lens designs that correct for refractive astigmatism.

Spectacle magnifi cation.  This pertains to the ratio of retinal image size of the corrected ametropic 
eye to the retinal image size of the same eye uncorrected.

20.2 INTRODUCTION

The optics pertaining to contact lenses have several similarities to those of spectacle lenses. However, 
the primary differences pertain to such factors as the lesser thickness of contact lenses, the fact they 
are in direct contact with the tear film—not 11 to 15 mm away from the cornea—the differences 
present between soft and rigid gas permeable (GP) lens materials, as well as differences in accom-
modation and convergence effects on the eye. It is evident that, as a result of their optical properties, 
contact lenses are unique among the forms of correction available to wearers as well as, in many 
cases, a modality that exceeds other visual correction options in both the quality of vision and the 
visual freedom present to the wearer. The goal of this chapter is to emphasize the basic contact lens 
optics commonly used in eye care practices. 

Bass_v3ch20_p001-036.indd 20.2 8/21/09 11:51:43 AM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICS OF CONTACT LENSES  20.3

20.3 CONTACT LENS MATERIAL, COMPOSITION, 
AND DESIGN PARAMETERS

Contact Lens Materials

Contact lens materials can be considered either rigid or soft. The first modern rigid lens was the 
corneal polymethylmethacrylate (PMMA) lens which was popular from the late 1940s to the early 
1980s. This material was essentially limited to the PMMA plastic and was, therefore, not oxygen per-
meable. GP lenses incorporating silicone (for oxygen permeability) as well as stability agents and 
wetting agents (the latter to help offset the hydrophobic nature of silicone) was introduced in 1979. 
However, the introduction of fluoro-silicone/acrylate (F-S/A) lenses in the mid 1980s was a major 
breakthrough and almost all GP lenses in use today are F-S/A materials. The addition of fluorine both 
assisted in surface wettability via encouraging the tear film mucin to form an even layer on the lens 
surface but also increased oxygen permeability—through increased oxygen solubility in fluorine— 
while allowing the silicone content to be reduced. GP materials have many benefits including high 
quality of vision resulting from the excellent optical quality of these materials and their ability to 
mold the front surface of the cornea and automatically correct for astigmatism. 

Soft (or hydrogel) contact lenses were introduced in 1971. Soft lenses differ from GP lenses as a 
result of their ability to bind substantial amounts of water.1 A loose or less tight cross-linking structure 
allows these materials to range in water content from 25 to greater than 70 percent when equilibrated 
in normal (0.9 percent) saline.2 The water content can be expressed by the following equation:3

 Water content =
Weight of lens water

Total weight of hydraated lens
×100  

Soft lens materials are quite porous relative to GP lenses resulting in a reduction in optical quality 
which can impact vision. This pore size has been estimated at about 8 Å for low water content mate-
rials and 20 to 30 Å for high water content lenses.4 However, as a result of their larger overall diam-
eter resulting in less movement with the blink, soft lenses have the advantage of being more initially 
comfortable and easier to adapt to for lens wearers. As soft lenses allow very little oxygen via tear 
exchange with the blink and the oxygen transmission is achieved primarily through diffusion through 
the lens, they have not represented a highly successful long-term option for extended wear. However, 
recently silicone hydrogel lenses have been introduced with oxygen permeability values as much as 5 
to 10 times greater than hydrogel lenses and have increased from 0 percent of new fits in the United 
States in 2002 to over 35 percent in 2006.5 Silicone hydrogel lens materials combine the high oxygen 
permeability of silicone with other material characteristics of conventional hydrogel materials that 
facilitate fluid transport and lens movement.6 The surfaces of these lenses are treated to make them 
more hydrophilic and, therefore, more biocompatible. These materials are FDA approved for up to 
30 days of continuous lens wear.  

Curvature, Diameter, and Thickness

To understand the optics associated with contact lenses, it is important to have a good working 
knowledge of contact lens design. A brief description of each parameter is discussed below and sum-
marized in Table 1. 

Base Curve Radius (BCR) The base curve radius of a contact lens is the radius of curvature of the 
central posterior optical section in millimeters7 (Fig. 1). This has also been termed the back central 
optical radius (BCOR).  For rigid GP lens materials the base curve radius is typically selected to 
be approximately the same curvature as the anterior cornea such that the lens will “align” with the 
anterior corneal surface. With soft or hydrogel lenses, the base curve radius is typically about 1.0 mm 
flatter than the anterior corneal curvature as they are much larger in diameter and simply drape over 
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TABLE 1 Contact Lens Design Parameters

Base Curve Radius  The radius of curvature of the central posterior optical section in 
millimeters.

Secondary Curve Radius/Width  In a tricurve or tetracurve GP lens design, the secondary curve radius is 
the curve adjacent to the central base curve radius and is typically flatter 
than the base curve radius. The width of this curve (often 0.2 to 0.5 mm) 
represents the linear size of this curve.

Intermediate Curve Radius/Width  In a tetracurve GP lens design, the intermediate curve radius is the curve 
adjacent to the secondary curve radius and is flatter than the secondary 
curve radius. The width of this curve (often 0.2 to 0.5 mm) represents 
the linear size of this curve.

Peripheral Curve Radius/Width  In a tricurve or tetracurve GP lens design, the peripheral curve radius 
is the outermost curve radius. It is the flattest curve and its parameter 
is most responsible for the resultant edge clearance (distance from edge 
to cornea). The width of this curve (often 0.2 to 0.5 mm) represents the 
linear size of this curve.

Transition Zone Blend  As the junction between two peripheral curves can be rather sharp, labo-
ratories typically blend or smooth these junctions. 

Overall Diameter  This represents the linear, chord, edge-to-edge measurement of the lens in 
millimeters. 

Optical Zone Diameter  This represents the linear equivalent of the base curve radius and pro-
vides the visual optics for both GP and soft lenses.

Center Thickness  This is the thickness as measured at the exact center of the lens. 

Edge Thickness  This is the thickness as measured at the edge of the lens. This value 
should be similar to the center thickness. As high minus lenses have thick 
edges, a plus lenticular is often manufactured to thin the anterior edge; 
likewise for low minus and plus power lenses, a minus lenticular is gener-
ated to increase the edge thickness. 

Power  Lens power is the dioptric power of the contact lens, usually expressed as 
back vertex power.

Overall diameter

Transition zone
(blends)

Optical zone
diameter

PCR - Peripheral curve radius
ICR - Intermediate curve radius
SCR - Secondary curve radius
BCR - Base curve radius

BCR
SCR

ICR
PCR

Secondary curve width

Intermediate curve width

Peripheral curve width

FIGURE 1 Cross-section of a tetracurve rigid GP contact lens showing overall diameter, optical zone diameter, 
secondary curve, intermediate curve, and peripheral curve radii and widths and transition zone blends. (From Ref. 30.)

20.4
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OPTICS OF CONTACT LENSES  20.5

the cornea and align with the adjacent sclera.8 For GP lenses base curve radius is often specified in 
millimeters; however, it has also been denoted by its dioptric equivalent. The conversion formula is 

BCR (in diopters)=
′−n n
r

 

where n′ = index surrounding the lens (although the tear layer is 1.336, the keratometer is 
  calibrated for 1.3375 and this value is used)
 n = refractive index of air or 1.0
 r = base curve radius in meters

For example, if the base curve radius was verified to be 7.50 mm with the radiuscope, the dioptric 
equivalent would be 1.3375 – 1.0/0.0075 or 45 D. BCR values in diopters and their converted values 
in millimeters are provided in Table 2.

Overall Diameter (OAD)/Optical Zone Diameter (OZD) The linear, chord, edge-to-edge measure-
ment of the lens in millimeters is the overall diameter. GP lenses typically have OAD values between 
9.0 to 10.0 mm. Soft or hydrogel lenses typically have OAD values of approximately 14.0 mm. The 
optical zone diameter is the linear equivalent of the base curve radius and is the central section of 
the lens which provides usable optics for vision; the lens periphery has a primary function of opti-
mizing tear exchange and the fitting relationship. By convention, the lens OZD for GP lenses is the 
overall diameter minus the posterior peripheral curve widths (often the OAD—approximately 1.0 
to 1.5 mm). The OZD for soft lenses is the overall lens diameter minus twice the anterior peripheral 
curve width in millimeters. 

Posterior Peripheral Curve Systems GP lenses have a standard curvature (i.e., the base curve radius) 
with typically two-to-three peripheral curve radii. These peripheral curve radii are progressively

TABLE 2 Keratometer Diopter Conversion to Millimeters

BCR (D) BCR (mm) BCR (D) BCR (mm)

40.00 8.44 46.25 7.30
40.25 8.39 46.50 7.26
40.50 8.33 46.75 7.22
40.75 8.28 47.00 7.18
41.00 8.23 47.25 7.14
41.25 8.18 47.50 7.11
41.50 8.13 47.75 7.07
41.75 8.08 48.00 7.03
42.00 8.04 48.25 7.00
42.25 7.99 48.50 6.96
42.50 7.94 48.75 6.92
42.75 7.89 49.00 6.89
43.00 7.85 49.25 6.85
43.25 7.80 49.50 6.82
43.50 7.76 49.75 6.78
43.75 7.72 50.00 6.75
44.00 7.67 50.25 6.72
44.25 7.63 50.50 6.68
44.50 7.58 50.75 6.65
44.75 7.54 51.00 6.62
45.00 7.50 51.25 6.59
45.25 7.46 51.50 6.55
45.50 7.42 51.75 6.52
45.75 7.38 52.00 6.49
46.00 7.34
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20.6  VISION AND VISION OPTICS

flatter from the base curve to the outermost curve. As the cornea is aspheric and flattens from center 
to periphery, a monocurve GP lens would likely be too steep in the periphery and not allow tear 
exchange—important for oxygen exchange and debris removal—to occur. Therefore, if the base 
curve radius was 7.80 mm, one common philosophy recommends a secondary curve radius (SCR) 
equal to 1 mm flatter than the base curve radius, and a peripheral curve radius 2 mm flatter than 
the SCR.9 Both of these curves would be 0.3 mm wide. This is termed a tricurve design. A tetracurve 
design would include a secondary curve, an intermediate curve, and a peripheral curve as dia-
grammed in Fig. 1. Some designs (to be discussed) are manufactured such that they have a gradual 
increase in flattening in the periphery, termed a peripheral aspheric design. Soft lens posterior cur-
vature is either monocurve, bicurve (typically one peripheral curve on average about 0.5 mm wide 
and as flat as 12 mm in curvature), or aspheric. The nonmonocurve designs are intended to align 
the lens periphery with the peripheral limbal or scleral topography.7

Center Thickness Contact lenses are relatively thin lens designs (relative to spectacles) with lenses 
as thin as 0.035 mm for a high minus power ultrathin soft lens to as high as 0.5 to 0.6 mm for high 
plus power soft and GP lenses, especially if prism ballast is incorporated into the lens to stabilize 
it on the eye. Minus power GP lenses tend to vary from 0.09 mm (ultrathin) to 0.19 mm for low 
minus standard thickness designs. Low plus power lenses typically have center thicknesses in the 
0.20 to 0.25 mm range and high plus power lenses have center thicknesses in the 0.26 to 0.60 mm 
range. Center thickness impacts both lens mass and oxygen transmission. Plus power lenses have 
greater mass and an anterior center of gravity making centration on the eye more challenging.  In 
addition, oxygen transmission (i.e., Dk/t where “Dk” is the oxygen permeability of the material and 
“t” is the thickness—either tavg for average thickness or tc for center thickness) reduces as the center 
thickness increases. However, a minus power GP lens that is too thin will bend or flex on the eye and 
will negate one of the benefits of this modality, the ability to mold the anterior corneal surface into a 
sphere and correct astigmatism. 

Edge Thickness Edge thickness varies for GP and soft lenses but values of 0.06 to 0.12 mm are not 
uncommon. With most GP designs, the apex is tapered and rounded toward the posterior surface. 
As high minus power (typically ≥5 D) lenses tend to have thick edges and both low minus power 
(typically ≤ 1.50 D) and all plus power lenses have thin edges, special manufacturing procedures 
are utilized to maintain a uniform edge thickness. With GP lenses this is typically a plus lenticular 
(a manu facturing process that thins the edge) for high minus power lenses and a minus lenticular 
(a manufacturing process that results in a thicker edge) for low minus and plus power lenses. This 
uniform edge thickness is important for allowing the upper lid to lift up the lens with the blink 
while not being so thick that the lid would push the lens inferiorly. 

20.4 CONTACT LENS POWER

Contact lens power typically differs from spectacle lens power. For example, a spectacle lens power 
of –2.00 –1.00 × 180 would indicate that the horizontal meridian of the spectacles has a power of 
–2.00 D and the vertical meridian has a power of –3.00 D. If this patient has no residual astigmatism 
(i.e., the anterior corneal astigmatism is also equal to –1.00 × 180), the back surface of a spherical 
power GP lens will mold the front surface of the cornea into a sphere; therefore, the astigmatism is 
corrected. A spherical soft lens, however, simply drapes over the eye and does not correct for refrac-
tive astigmatism and, in theory, the –1.00 × 180 correction in the spectacles would not be corrected 
by such a soft lens and a special design, a soft toric lens (to be discussed) would be indicated. 

The Contact Lens as a Thick Lens

Contact lenses are manufactured at a much lesser center thickness (typically 0.08 to 0.5 mm) than 
spectacle lenses. Nevertheless, they still need to be considered as thick lenses when determining the 
overall power. Therefore, instead of simply adding the refractive power of the front surface to the 
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OPTICS OF CONTACT LENSES  20.7

back surface power (i.e., FT = F1 + F2), the curvatures of both surfaces, center thickness and index 
of refraction of the lens material need to be considered. The thick lens formula used for spectacle 
lenses could be considered.10 It is as follows:

 FT = F1 + F2 – (t /n)F1F2 

where FT = equivalent or true refractive power in diopters
 F1 = (n′ – n)/r1 = refractive power of the anterior lens surface
 F2 = (n – n′)/r2 = refractive power of the posterior lens surface
 t = center thickness of the lens in meters
 n′ = refractive index of the lens material
 n = refractive index of the medium surrounding the lens
 r1 = radius of curvature of posterior surface, in meters
 r2 = radius of curvature of anterior surface, in meters

However, as the positions of the principal planes vary with the design of the lens and its two surface 
powers, it is impractical to use the equivalent, or true, power of a contact lens as the absolute definition 
of refractive power. It is, instead, important to use a fixed position to measure refractive power. 

Back Vertex Power and Front Vertex Power

A fixed position from which refractive power can be determined is via the use of either back vertex 
power (BVP) or front vertex power (FVP). The equations of these powers are as follows:

 BVP = +F
F

t n F1
2

21− ′
⎡

⎣
⎢

⎤

⎦
⎥

( / )
 

 FVP=
− ′

+
F

t n F
F1

1
21 ( / )

 

The measurement of BVP and FVP is very straightforward on a lensometer. BVP is obtained 
with the back surface of the lens (concave surface) against the lens stop (see Fig. 2). Front surface 

FIGURE 2 Determination of back surface power via the use of a lensometer.
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20.8  VISION AND VISION OPTICS

power is obtained with the front surface of the lens (i.e., convex surface) against the lens stop. The 
focal lengths (in meters) are also easy to determine as they are simply the reciprocals of the vertex 
powers in diopters. For example, a BVP of –10 D would have a focal length of 1/10 or 0.1 m (or 
10 cm). 

The difference between BVP and FVP is often negligible, especially in all minus and low plus 
power lenses. This is the result of the smaller center thicknesses that are present in these lens powers. 
However, with moderate-to-high plus power lenses—notably aphakic powers—this difference becomes 
significant (see Table 3).

As it can be shown, BVP is always greater than FVP. This has been a source of confusion in the past 
when it was not uncommon to specify (and/or receive from the fabricating laboratory) aphakic lenses 
via FVP. However, if the practitioner ordered the lenses based on BVP, the amount of resulting error 
could be considerable.11 Fortunately, the contact lens industry has—with rare exception—utilized 
back surface power for all contact lenses in recent years. 

Effective Power

A primary difference between spectacle power and contact lens power—notably in high ametropia— 
pertains to the effective power at the corneal plane. A spectacle lens is often positioned 10 to 15 mm 
in front of the cornea. This distance from the spectacle lens to the corneal apex is termed “vertex 
distance.” A contact lens, however, by virtue of being positioned adjacent to the cornea has a vertex 
distance of zero.  

As a rule, as a plus power lens is brought closer to the cornea, its effective power decreases, such 
that its refractive power must be increased in order to maintain a constant amount of power relative 
to the eye. Likewise, when a minus power lens is brought closer to the eye, its effective power increases, 
such that its refractive power must be decreased in order to maintain a constant amount of power 
relative to the eye.10 When correcting an individual with a myopic refractive error, a contact lens will 
require a longer focal length, therefore resulting in less minus power than a spectacle lens. Likewise, 
when correcting an individual with a hyperopic refractive error, a contact lens will require a smaller 
focal length, therefore resulting in a higher plus refractive power than with a spectacle lens. Effective 
power differences between spectacle and contact lens corrections become clinically significant at about 
±4 D (see Table 4). 

TABLE 3 Differences between Back Vertex Power (BVP) and Front 
Vertex Power (FVP) in Air for GP Lenses (N = 1.46)

  Center  Power
BVP (D) FVP (D) Thickness (mm) Difference (D)

 –15.00 –14.86 0.12 –0.14
 –12.00 –11.88 0.12 –0.12
 –9.00 –8.91 0.12 –0.09
 –6.00 –5.94 0.12 –0.06
 –3.00 –2.96 0.14 –0.04
 Plano Plano 0.18 0
 +3.00 +2.95 0.21 +0.05
 +6.00 +5.87 0.24 +0.13
 +9.00 +8.75 0.30 +0.25
 +12.00 +11.59 0.36 +0.41
 +15.00 +14.41 0.41 +0.59
 +20.00 +19.01 0.50 +0.99
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OPTICS OF CONTACT LENSES  20.9

There are two methods of determining the power at the corneal plane. The first is simply to use 
the following equation

 F c
F
dF

( ) =
(sp)

1 (sp)−  

where F(c) = power at the corneal plane
 F(sp) = power at the spectacle plane
 d = vertex distance (in m)

Whereas, the vertex distance should be carefully measured in high ametropia patients, an average 
value of 12 mm is commonly used and will be used in the calculations presented in this chapter. If 
a patient has a refractive power of –7.00 – 1.50 × 180, and the power in each meridian (i.e., –7.00 at 
180 and –8.50 at 090) is “vertexed” to the corneal plane via this formula, the resulting powers would 
be –6.46 D and –7.71 D or –6.46 – 1.25 × 180, which can be rounded off to –6.50 – 1.25 × 180. If 
the individual was hyperopic and had a refractive error of +7.00 – 1.50 × 180, and the power in each 
meridian (i.e., +7.00 at 180 and +5.50 D at 090) was vertexed to the corneal plane, the resulting 
powers would be +7.64 D and +5.89 D or +7.64 – 1.75 × 180 or rounded off to +7.75 – 1.75 × 180.

TABLE 4 Effective Spectacle Lens Power at the Corneal Plane 
(12 mm Vertex Distance)

Minus Lenses (in Diopters)

 Spectacle  Effective Spectacle Effective
 Lens Power Lens Power Lens Power Lens Power

 –4.00 –3.75 +4.00 +4.25
 –4.50 –4.25 +4.50 +4.75
 –5.00 –4.75 +5.00 +5.25
 –5.50 –5.25 +5.50 +6.00
 –6.00 –5.50 +6.00 +6.50
 –6.50 –6.00 +6.50 +7.00
 –7.00 –6.50 +7.00 +7.75
 –7.50 –7.00 +7.50 +8.25
 –8.00 –7.25 +8.00 +8.75
 –8.50 –7.75 +8.50 +9.50
 –9.00 –8.25 +9.00 +10.00
 –9.50 –8.50 +9.50 +10.75
 –10.00 –9.00 +10.00 +11.25
 –10.50 –9.50 +10.50 +12.00
 –11.00 –9.75 +11.00 +12.75
 –11.50 –10.00 +11.50 +13.25
 –12.00 –10.50 +12.00 +14.00
 –12.50 –10.75 +12.50 +14.75
 –13.00 –11.25 +13.00 +15.50
 –13.50 –11.50 +13.50 +16.00
 –14.00 –12.00 +14.00 +16.75
 –14.50 –12.50 +14.50 +17.50
 –15.00 –12.75 +15.00 +18.25
 –15.50 –13.00 +15.50 +19.00
 –16.00 –13.50 +16.00 +19.75
 –16.50 –13.75 +16.50 +20.50
 –17.00 –14.00 +17.00 +21.25
 –17.50 –14.50 +17.50 +22.25
 –18.00 –14.75 +18.00 +23.00
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20.10  VISION AND VISION OPTICS

It can observed that in compound myopic astigmatism, the spherical and cylinder power components 
decrease when referred to the corneal plane. In compound hyperopic astigmatism, the spherical and 
cylindrical power components increase or become greater when referred to the corneal plane. 

The second method of effective power calculation would refer back to the diagrams in Figs. 3 and 
4 via the use of focal lengths. If the individual’s refractive error is –7.00 – 150 × 180, the focal lengths 
of the two primary meridians are as follows:

Horizontal meridian: f 180 = 
1

180
1

7F
=

D
 = 0.1429 m or 142.9 mm (Fig. 3a)

Vertical meridian: f 090 = 
1
090

1
8 50F

=
. D

 = 0.1176 m or 117.6 mm (Fig. 3b)

Distance
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source

Far point
of eye

Focal
plane

142.9 mm

154.9 mm

Vertex distance

Contact lens focal length

Spectacle lens
focal length

Spectacle
plane

12 mm

Corneal
plane

Spectacle
lens

–7.00

Contact
lens

–6.46

(a)

FIGURE 3 Determination of the effective power for the myopic patient 
in both the (a) horizontal meridian and (b) vertical meridian.
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(b)
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OPTICS OF CONTACT LENSES  20.11

The focal lengths of the correction at the corneal plane will be 12 mm more; therefore, the final 
power per meridian is

Horizontal meridian: F180
1

0 1549
6 46= =−

.
.

m
D

Vertical meridian: F090
1

0 1296
7 72= =

.
– .

m
D

The corneal plane refraction is, therefore, –6.46 – 1.26 × 180 or rounded off to –6.50 – 1.25 × 180.
If the individual’s refractive error is +7.00 – 1.50 × 180, the focal lengths of the two primary merid-

ians are as follows:

Horizontal meridian: f 180 = 
1

180
1

7F
=

D = 0.1429 m or 142.9 mm (Fig. 4a)

Vertical meridian: f 090 = 
1
090

1
5 5F

=
. D

 = 0.1818 m or 181.8 mm (Fig. 4b)
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Spectacle
plane

Contact
lens

+7.64

Spectacle
lens

+7.00

(a)

FIGURE 4 Determination of the effective power for the hyperopic 
patient in both the (a) horizontal meridian and (b) vertical meridian.
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20.12  VISION AND VISION OPTICS

The focal lengths of the correction at the corneal plane will be 12 mm less; therefore, the final 
power per meridian is

Horizontal meridian: F180
1

0 1309
7 64= = +

.
.

m
D

Vertical meridian: F090
1

0 1698
5 89= = +

.
.

m
D

The corneal plane refraction is, therefore, +7.64 – 1.75 × 180 or rounded off to +7.75 – 1.75 × 180.

Lacrimal Lens Considerations

Whereas effective power impacts both soft and GP lenses with patients who have a spherical refractive 
value equal to 4 D or greater, as soft lenses merely drape over the cornea, no compensation for the 
lacrimal or tear lens between the cornea and the contact lens is necessary. With GP lenses, however, 
a lacrimal or tear lens between cornea and contact lens often exists and needs to be factored into 
the final contact lens power determination. The baseline values to be considered when determin-
ing GP power pertain to the flatter keratometry reading and the spherical refractive value (at the 
corneal plane). The base curve radius selected for most GP wearers is very similar in curvature to the 
flatter keratometry reading; therefore, very little—if any—lacrimal lens is present. If fitted in align-
ment with the flatter keratometry reading, this is typically referred to as an “On K” lens-to-cornea 
fitting relationship. If the lens is fitted more curved or steeper in base curve radius than the baseline 
corneal curvature value it is termed “steeper than K.” If the lens is fitted less curved or flatter than 
the baseline corneal curvature value, it is termed “flatter than K.” The ideal GP lens-to-cornea fit-
ting relationship would consist of an alignment or even tear film between lens and cornea as easily 
observed when fluorescein dye is applied to the tear film. Such a pattern is shown in Fig. 5. A base 
curve radius selected excessively steeper than “K” resulting in direct contact of the lens against the 
central cornea is shown in Fig. 6. This apical bearing relationship can ultimately result in central cor-
neal distortion as well as excessive lens awareness due to the large amount of edge clearance present. A 
base curve radius selected excessively steeper than “K” can result in very little tear exchange periph-
erally, possibly resulting in edge sealoff and corneal edema. (See Fig. 7.)

In theory, as a result of the fact that the cornea is aspheric and gradually flattens in curvature from 
center to periphery, a slightly flatter than “K” base curve radius is often recommended. Of course the 
rate of flattening or corneal eccentricity can vary considerably and this will impact the fitting relation-
ship and the base curve radius that will ultimately result in success. It is also important to remember 

FIGURE 5 An alignment GP lens-to-cornea 
fitting relationship as demonstrated with fluorescein 
application.

FIGURE 6 An apical bearing or flat GP lens-
to-cornea fitting relationship as demonstrated with 
fluorescein application.
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OPTICS OF CONTACT LENSES  20.13

that a lens that is fitted flatter than “K” will induce a minus power lacrimal lens; for example, if a lens 
was fitted 0.50 D flatter than “K,” a –0.50 D lacrimal lens would be present and +0.50 D would need to 
be incorporated into the contact lens power to compensate for the lacrimal lens. Likewise, a lens that 
is fitted steeper than “K” will induce a plus power lacrimal lens; for example, if a lens was fitted 0.50 D 
steeper than “K,” a +0.50 D lacrimal lens would be present and –0.50 D would need to be incorporated 
into the contact lens power to compensate for the lacrimal lens.

The actual power can be derived in several ways. For example, the GP lenses were to be ordered 
empirically (i.e., from calculations only, not via the application of a diagnostic lens), the following 
formula can be used for predicting the power to be ordered

 Fcl = Fcp – LLP 

where Fcl = power of the contact lens
 Fcp = power of the refraction at the corneal plane
 LLP = lacrimal lens power

 Using this formula, if the patient had the following refraction and keratometry values

Refraction: –3.00 – 0.75 × 180

Keratometry: 43.50 at 180; 44.25 at 090

and a base curve radius was selected 0.75 D flatter than “K” or 42.75 (7.89 mm), the following GP 
contact lens power would be predicted:

 Fcl = –3.00 – (–)0.75 = –2.25 D 

If the base curve radius was selected to be 0.50 D steeper than “K,” the predicted contact lens power 
would be

 Fcl = –3.00 – 0.50 = –3.50 

This example is shown in Fig. 8. An easy acronym to remember when factoring the tear lens into 
the contact lens power is “SAM-FAP” (i.e., “steep-add-minus” and “flat-add-plus”).

The most accurate method of determining contact lens power is via the use of a diagnostic lens. 
The formula for deriving the power when a diagnostic lens is placed on the eye is very simple

 Fcl = Fdl + OR  

FIGURE 7 An apical clearance or steep GP 
lens-to-cornea fitting relationship as demonstrated 
with fluorescein application.
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20.14  VISION AND VISION OPTICS

where Fcl = final contact lens power
 Fdl = power of the diagnostic lens
 OR = spherical overrefraction

For example, if a patient has the following spectacle refraction and keratometry values

Refraction: –6.00 – 0.50 × 180

Keratometry: 43.50 at 180; 44.00 at 090

If a diagnostic GP lens with a power of –3.00 D and a base curve radius equal to 43.25 (7.80 mm) 
was selected, the predicted contact lens power would equal

 Fcl = Fcp – LLP

 = –5.50 (refraction at corneal plane) – (–)0.25 

 = –5.25 D

Once the contact lens has been evaluated and an overrefraction performed, it can be determined 
if the actual contact lens power to be ordered is equal to the predicted. If the spherical overrefraction 
was –2.25 D, this would be the case as

 Fcl = Fdl + OR  or 

 = –3.00 + (–)2.25 

 = –5.25 D 

Tear lens power = –0.75 D

–3.00 –3.00

–3.00 –3.00

+0.75

+ ++0.75

–2.25 D
Contact lens

–3.50 D
Contact lens

–0.50

–0.50

Tear lens power = +0.50 D

Refraction: –3.00 – 0.75 × 180
Keratometry readings: 43.50 at 180, 44.25 at 090

Flat contact lens
BCR: 42.75

Step contact lens
BCR: 44.00

Eye Eye

FIGURE 8 The “SAM (steep-add-minus)-FAP (flat-add-plus)” acronym 
as it applies to power determination based on the tear lens power.
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OPTICS OF CONTACT LENSES  20.15

As this example clearly demonstrates, the two most important factors when determining the 
power of a GP lens are effective power (if the ametropia is ≥ 4 D) and lacrimal lens power. If the 
contact lens power, as determined by overrefraction, deviates from the predicted power, the former is 
typically more accurate as inaccuracies in refraction and keratometry can impact the predicted value. 
The final lens order for this patient could be as follows:

Power: –5.25 D

OAD/OZD: 9.40/8.00 mm

BCR: 7.80 mm

SCR/W: 8.80/0.3 mm

PCR/W: 10.80/0.3 mm

CT: 0.12 mm

Material: Boston ES (fluoro-silicone/acrylate)

It is also important to understand how the lens design impacts the sagittal depth relationship 
between contact lens and cornea. As the optical zone diameter represents the linear equivalent to the 
base curve radius, if an alignment lens-to-cornea fitting relationship exists but the patient’s pupil 
diameter is quite large, necessitating a larger optical zone diameter to optimize vision, the new lens 
should exhibit an apical clearance or steep fitting relationship due to the increase in sagittal depth. 
Essentially the steepest section of the contact lens, the base curve radius, has become larger. Therefore, 
the base curve radius should be designed to be flatter to compensate for this change in optical zone 
diameter; typically a 0.25 D change for every 0.5 mm change in OZD should maintain an alignment 
lens-to-cornea fitting relationship. 

Residual Astigmatism

A factor that has to be considered when determining whether a patient should be fit into GP lenses 
is their residual astigmatism. This is defined as12 

 Total ocular astigmatism – astigmatism as measured by keratometry 

In the previous examples, the refractive and anterior corneal astigmatism (as measured with a 
keratometer) were the same; therefore, no residual astigmatism would be predicted. If, however, a 
patient had the following refractive information:

Refraction: –2.00 – 1.50 × 180

Keratometry: 42.50 at 180; 43.00 at 090

the predicted residual astigmatism would equal the refractive (i.e., total ocular) astigmatism minus 
the keratometric astigmatism or

 –1.50 × 180 – (–) 0.50 × 180 = –1.00 × 180 

As a GP lens only corrects anterior corneal astigmatism, this residual astigmatism would not be corrected 
and could result in symptoms of blurred vision and eyestrain. Typically, when there is –0.75 D or greater 
of residual astigmatism, a spherical GP lens is not recommended. Fortunately, this is quite uncommon. 

Soft Lens Power

For spherical soft lenses, the primary factor to consider would pertain to effective power consider-
ations when the ametropia equals or exceeds 4 D. As the back surface of a soft lens essentially conforms 
to—or drapes over—the anterior corneal surface, the power of the lacrimal lens is approximately 
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20.16  VISION AND VISION OPTICS

plano or afocal.13 This conformation of lens to the topography of the cornea has been termed “flexure.” 
Changes in base curve radius, diameter, or any other parameters do not appear to induce any lacri-
mal lens power. If the lens dehydrates during wear, the refractive index of the material will increase 
which will increase the magnitude of both plus and minus corrections, and the base curve radius 
will steepen and the lens will increase in minus power.14 In addition, it has been reported that as the 
cornea steepens, the amount of back vertex power is predicted to increase for both plus and minus 
lenses.10 Total flexure or conformation to the cornea may not be realistic with soft lenses, notably for 
plus power lenses.15

Another factor that impacts soft lens power as well as other design parameters pertains to the 
amount of expansion that occurs when the lens is hydrated (i.e., from the dry to wet state). According 
to Douthwaite13 a –3.25 D 59 percent water content soft lens with a 13 mm overall diameter, 8.60 mm 
base curve radius, and center thickness of 0.085 mm will have—prior to hydration—a –5.82 D power, 
6.10 mm base curve radius, 9.22 mm overall diameter, and 0.060 mm center thickness. Therefore, 
as a result of all of these factors (dehydration, incomplete flexure, and the parameter changes when 
hydrated), it cannot be assumed that the labeled lens power of a soft contact lens will represent the 
true power of the lens on the eye. 

Toric Lens Powers

Soft Toric Lenses As spherical soft lenses do not correct for the refractive (ocular) astigmatism, 
lenses incorporating this correction on the front surface are termed “soft toric lenses.” As it has 
been estimated that about 45 percent of interested contact lens patients have refractive astigmatism 
greater than or equal to 0.75 D16 if the criterion for significant astigmatism is a minimum of 0.75 D, 
then close to half of the spectacle-wearing population are potential candidates for soft toric lenses.17

The astigmatism is typically corrected onto the vertical meridian of the front surface and the 
lenses use several types of stabilizing techniques that will minimize any rotation of the lens on the 
eye. Traditionally these designs were prism ballasted inferiorly to weight the lens. Several newer tech-
niques have resulted in the necessary thickness differential between the central, superior, and inferior 
sections of the lens without prism use. 

The cylinder axis of the soft toric lens should align with the axis of the refractive astigmatism of 
the eye. For example, if a patient has a refractive error of –2.00 – 0.75 × 180, this should be the powers of 
the soft toric lens fit to this patient. The cylinder axis is typically identified by a laser mark; often marks 
are also present 20° to the left and to the right of the axis. If the axis shifts or rotates with the blink, a 
new lens should be attempted which compensates for this rotation. The acronym LARS (left-add; right 
subtract) is valuable in these cases (Fig. 9). If the laser mark shifts 15° to the observer’s left, a new lens 
with an axis at 15° should be attempted; likewise if the lens shifts 15° to the observer’s right, a lens 
with an axis of 165° should be attempted. 

Spectacle refraction
–2.00 –0.75  × 180

Order
–2.00 –0.75 × 015

Order
–2.00 –0.75 × 165

+15° –15°

FIGURE 9 The “LARS” (i.e., left-add; right-subtract) 
concept as it pertains to determining axis for a soft toric 
lens.
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OPTICS OF CONTACT LENSES  20.17

If lens rotation is minimal, particularly with high spherical refractive errors (i.e., ≥5 D) and low 
astigmatic corrections (i.e., ≤1.25 D), little-to-no impact on vision should result. On average, rela-
tively stable soft toric lenses usually average 0 to 10° of nasal rotation.18 However, when the rotation 
is significant, a “crossed cylinder” problem is presented. When the axis of cylinder of a correcting 
contact lens does not align with the best refractive correction, an overrefraction will result in cylinder 
at an axis oblique to that of the axis of best correction.10 Residual cylinder will be present in the over-
refraction and this value will increase as axis rotation increases and with higher refractive cylinder 
corrections.  The extent of the shift in position of the resultant plus cylinder axis for two cylinders of 
equal power but opposite sign has been calculated by Pascal.19 The formula (90 + a)/2 is used, where 
“a” is the angular discrepancy between the two combined cylinders. Therefore, the resultant plus cyl-
inder axis is 45° from the midpoint between the axes of the two combined cylinders. The axis of the 
resultant plus cylinder of the crossed cylinder combination will appear on the side of the axis of the 
original plus cylinder opposite to that of the original minus cylinder.  If the axis of ocular astigmatism 
is, for example, 90° and a minus cylinder of equal power is placed at axis 70°, or 20° away, the resultant 
plus cylinder will appear 55°[i.e., (90 + 20)/2] from 070 on the opposite side, or “x125.” The resultant 
plus cylinder will require a minus cylinder correction. 

GP Bitoric Lens Powers Spherical GP wearing patients who exhibit a high amount of corneal astig-
matism (typically ≥2.50 D) will not show the alignment fluorescein pattern demonstrated in Fig. 5 
but will, instead, show a “dumbbell-shaped” pattern as shown in Fig. 10. In a high with-the-rule 
astigmatic patient, excessive edge clearance will exist in the steeper vertical meridian and bearing 
along the flatter horizontal meridian. As this fitting relationship often results in lens decentration 
on the eye, more edge awareness and corneal desiccation (dryness-induced epithelial cell loss), a 
lens that has a toric back surface with curvatures approximating the corneal curvatures in the two 
principle meridians is indicated. This design—termed bitoric lens design—essentially consists of 
two curvatures and two corresponding powers. A common method of selecting base curve radii is 
the Mandell-Moore bitoric lens guide philosophy.20 This is provided in Table 5.  For example, if the 
keratometry readings were

42.00 at 180  and  45.00 at 090

based on the Mandell-Moore base curve radius selection guide for three diopters of corneal cylinder, 
the flatter base curve radius would equal 0.25 D flatter than flat “K” or 41.75 D and the steeper base 
curve radius would equal 0.75 D flatter than steep “K” or 44.25 D. The base curve radii are selected 
to be flatter than their respective corneal curvatures due to the flattening of the cornea from center 
to periphery. The greater amount of flattening in the steeper meridian creates a slight amount of 

FIGURE 10 An astigmatic or “dumbbell-
shaped” fluorescein pattern of a spherical GP lens 
on a highly with-the-rule astigmatic patient.
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20.18  VISION AND VISION OPTICS

toricity which has been found to enhance tear exchange. Determining the lens powers requires two 
tear lens calculations (vertical and horizontal meridians), not one as with conventional GP lenses. 
For example, if the patient’s refraction in the above case was Pl – 3.00 × 180, the powers to be ordered 
for each meridian would consist of the following

 Fcph – LLP  and  Fcpv – LLP 

where Fcph = refractive power at the corneal plane in horizontal meridian and
 Fcpv = refractive power at the corneal plane in vertical meridian

Fcph – LLP = Pl – (–0.25) = +0.25 D

Fcpv – LLP = –3.00 – (–0.75) = –2.25 D

Therefore, the final powers of this bitoric lens would be +0.25/–2.25. This can also be diagrammed 
via the use of optical crosses showing the refractive power per meridian in combination with the cor-
rection for the lacrimal lens power (i.e., using “SAM-FAP”). This is shown in Fig. 11.

Another method of determining the base curve radii and powers without the use of optical crosses 
is to use the Mandell-Moore guide. An example is provided in Fig. 12.

An alternative method, which appears to be equally popular and effective, is to fit the patient with 
bitoric diagnostic lenses.21 In this case, a spherical overrefraction is typically all that is required and 
this value is added to the diagnostic lens power in each meridian. If, for example, in the above case, a 
bitoric diagnostic lens is selected that has base curve radii of 41.50/44.50 and powers of Pl/–3.00 D, 
and the overrefraction is +0.50 DS, the final powers would be

 Plano + (+) 0.50 = +0.50 D 

 –3.00 + (+) 0.50 = –2.50 D 

TABLE 5 Mandell-Moore Base Curve Selection

 Corneal Cylinder Flat Meridian Steep Meridian

 2.0 D “On K” 0.50 D Flatter than “K”
 2.5 D 0.25 D Flatter than “K” 0.50 D Flatter than “K”
 3.0 D 0.25 D Flatter than “K” 0.75 D Flatter than “K”
 3.5 D 0.25 D Flatter than “K” 0.75 D Flatter than “K”
 4.0 D 0.25 D Flatter than “K” 0.75 D Flatter than “K”
 5.0 D 0.25 D Flatter than “K” 0.75 D Flatter than “K”

+

Refraction

–3.00

Plano +0.25

+0.75

Tear lens
compensation

–2.25

+0.25

Final lens
powers

FIGURE 11 The use of optical crosses to show tear lens 
compensation in determining the final powers of a bitoric lens.
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OPTICS OF CONTACT LENSES  20.19

In this case there is no residual astigmatism. In these examples the bitoric lens has a spherical 
power effect in that it can rotate on the eye with no impact on vision as the corresponding vergence 
will be present to correct for the change in corneal curvature. (See Fig. 13.)

If the patient has significant residual astigmatism, a sphero-cylindrical overrefraction will be nec-
essary and the overrefraction in a meridian will be added to the corresponding power in the bitoric 
diagnostic lens. For example, if a patient had the following refractive information

Refraction: +1.00 – 4.00 × 180

Keratometry: 42.00 at 180; 45.00 at 090

Diagnostic bitoric lens: 41.50/44.50 Pl/–3.00D

Overrefraction: +1.50 – 1.00 × 180

FIGURE 12 The Mandell-Moore bitoric fitting guide.
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20.20  VISION AND VISION OPTICS

The final powers are determined by adding the overrefraction in the 180 meridian (+1.50) to the 
diagnostic lens power (Plano) and then adding the overrefraction in the 090 meridian [+1.50 + (–)1.00 = 
+0.50] to the diagnostic lens power in that meridian (–3.00 D). This is shown in Fig. 14.

20.5 OTHER DESIGN CONSIDERATIONS

Aspheric Lens Designs

An aspherical surface has been defined as a surface which is not spherical.22  In contact lens design 
terminology, it was originally indicated by Feinbloom23 that “(a) an ellipsoid represents a better 
approximation of the form of the surface of the cornea of the human eye, and (b) contact lenses 
with inner elliptical surfaces represent a marked improvement in the comfort and wearing time by 
the patient.” This elliptical corneal shape consists of a central spherical zone which progressively flat-
tens as the limbus is approached. The progressive flattening is representative of ellipses—and conic 
sections—in general.24

The shapes of conic sections are described mathematically by their eccentricity (e). As it pertains 
to conic sections, eccentricity can be defined as deviating from a circular path. A spherical central 

Proper
corneal
alignment

90° lens
rotation

+

+

Lens power
in air

–2.50
(44.50)

–2.50
(44.50)

+0.50
(41.50)

+0.50
(41.50)

–3.00
(44.50)

+3.00
(41.50)

0

0

Tear lens
power

Vergence at
corneal surface

–2.50

–2.50

+0.50

+0.50

FIGURE 13 An example of how a bitoric lens can have spherical 
power effect optics. If the lens rotates 90°, the compensating vergences 
will be present. 

+

Diagnostic
lens powers

–3.00

Plano +1.50

+0.50

Overrefraction

–2.50

+1.50

Final lens
powers

FIGURE 14 Determining the final powers of a bitoric lens in 
which a sphero-cylindrical overrefraction simply pertains to add-
ing the overrefraction in a specific meridian to the power of the 
diagnostic lens in that meridian.
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OPTICS OF CONTACT LENSES  20.21

area of a given radius of curvature is combined in a model system with varying rates of paracentral 
flattening in the same scale as that of the cornea that it represents. The “e” increases, as does the rate 
of paracentral flattening. This can be demonstrated graphically by plotting the conic sections on the 
same set of axes with the vertex of each figure having the same radius of curvature at the origin of 
the coordinates (see Fig. 15). A circle has an “e” value of 0 with its radius of curvature the same for all 
points on the curve and the meridians all equal in length. An ellipse has an “e” value between 0 and 1; 
a parabola has an “e” value equal to 1; a hyperbola has an “e” value greater than 1. As will be discussed, 
most of the aspheric lens designs in common use mimic the average corneal eccentricity which is a 
prolate ellipse with an “e” value of approximately 0.45.10,24 A prolate ellipse is produced by elongating 
the horizontal meridian of a circle (Fig. 16). If “a” is the major meridian of the ellipse and “b” the 
minor meridian, the eccentricity is calculated by the following equation:

 e
b

a
= −1 2

2

 

Hyperbola, e > 1

Parabola, e = 1

Ellipse, 0 < e < 1

Circle, e = 0

y

x

FIGURE 15 Different conic sections which have the 
same prolate apical radius but differ in eccentricity or e-value. 

Oblate
ellipse

Minor
meridian

Major
meridian

a

y

b
Prolate
ellipse

FIGURE 16 The major meridian of a typical ellipse is the “a” axis; 
rotation around this axis will produce a prolate ellipsoid, characterized 
by increasing radius of curvature outward from the origin. An oblate 
ellipsoid is produced by rotation around the minor axis “b.” This is char-
acterized by a decrease in radius of curvature outward from the origin. 
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20.22  VISION AND VISION OPTICS

Several GP aspheric lens designs are in common use. Some are manufactured with a spherical 
base curve radius and an aspheric periphery. In many of these designs, the aspheric section is tangen-
tial to the base curve radius, therefore creating an aspheric continuum or continuous curve. Several 
aspheric designs have a totally aspheric posterior surface; however, the posterior optical zone and the 
periphery are two different curves. One such design that has enjoyed some success in the United States 
is the Envision lens (Bausch & Lomb). Originally developed by Hanita Contact Lenses in Israel, this 
design has an elliptical posterior optical zone of 0.4 and a hyperbolic periphery that is tangential to 
the posterior optical zone.

Aspheric lens designs have become increasingly popular in the correction of presbyopia. Both 
center-near and center-distance power soft lenses are currently used which involve continuous change 
in power from the lens axis to the peripheral section of the lens, therefore creating a multifocal effect. 
These designs have the benefit of progressive power change resulting in distance, intermediate, and 
near image correction. This power change is typically on the front surface of the lens and these designs 
have been termed “simultaneous vision” lenses as the different powers are in front of the pupil at 
the same time; therefore, some compromise in vision may exist with these designs at any desired 
viewing distance. This type of presbyopic correction has been found to be preferred by 76 percent 
of individuals who wore both this correction and monovision (i.e., one eye optimally corrected for 
distance vision; the other eye optimally corrected for near vision).25 GP aspheric multifocal designs 
have enjoyed greater success as a result of the rigidity, optical quality, and ability to provide high add 
powers. Although some designs are front surface aspherics with an increase in near power from center 
to periphery, most designs in common use today are center-distance back surface designs although 
this varies from region to region worldwide. These designs have much greater eccentricity than sin-
gle vision designs, ranging from high “e” value elliptical to hyperbolic back surface designs.26,27 This 
type of design has been found to result in similar visual performance to progressive addition spec-
tacle lenses while performing significantly better than both monovision and soft lens multifocals.28,29 
Although the rapid increase in plus power required to provide optimal near vision for patients with 
high add requirements can compromise distance vision, recently introduced GP multifocal designs 
have addressed this issue by incorporating some of the add power in a paracentral annular region 
on the front surface of the lens (see Fig. 17). These designs also rely on some upward shifting of the 
lens—or translation—when the patient views inferiorly to take advantage of the paracentral/peripheral 
near power. 

4.3 mm

FIGURE 17 The Essentials CSA 
lens design with the near add power 
on the front surface shown in red. 
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OPTICS OF CONTACT LENSES  20.23

Posterior Peripheral Curve Design Systems 
and Calculations

As previously discussed, there are several terms used to describe the peripheral curve radii and width, 
including secondary curve, intermediate curve, peripheral curve, and aspheric peripheries. Edge lift 
or edge clearance are terms used to indicate the distance from the GP lens edge to the cornea. Edge 
lift pertains to the distance between the extension of the tangent of the base curve radius and the 
absolute edge after the addition of peripheral curves. Radial edge lift (REL) is measured normal to 
the base curve radius extension (i.e., the distance from the lens edge perpendicular to an extension 
of the base curve radius.9 (See Fig. 18.) Axial edge lift is measured parallel to the lens optical axis 
or the vertical distance from the lens edge to an extension of the base curve radius.  Axial edge lift 
is often used and values of 0.10 to 0.15 mm are typically recommended.30 In a tricurve design, for 
example, the peripheral curve often contributes approximately two-thirds of the overall axial edge 
lift. AEL values can be determined via the tables presented in Musset and Stone.31

Table 6 provides some representative AEL values for different designs. A more accurate estimate of 
the distance between the lens edge and the cornea is the actual edge clearance. As this does not per-
tain to an extension of the base curve radius, this value would be less than the axial edge lift. An ideal 
value for axial edge clearance has been found to be 0.08 mm.32 Although this has traditionally been 
a difficult parameter to measure, Douthwaite33 provides a very good overview of his recent efforts in 
calculating axial edge clearance and his text should be referred to for anyone desiring more informa-
tion on this topic. 

Overall diameter

S (Sag)
Z (axial edge lift)

E (radial edge lift)

FIGURE 18 Axial versus radial edge lift.

TABLE 6 Recommended Secondary and Peripheral Curve Radii

Axial Edge Lift = 0.10 mm

Secondary Curve Width = 0.3 mm

Peripheral Curve Width = 0.3 mm

Overall Diameter = 9.0; optical zone diameter = 7.8 mm

Base Curve Radius (BCR): varies from 7.5 to 8.3 mm

If secondary curve radius (SCR)/width contributes 0.04 and the peripheral curve 
radius(PCR)/width contributes 0.06 to the overall axial edge left, the following 
values would be calculated:

 BCR (mm) SCR (mm) PCR (mm)

 7.50 9.00 10.20
 7.70 9.30 10.70
 7.90 9.60 11.20
 8.10 10.00 11.70
 8.30 10.30 12.20

Source: From Ref. 32.
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20.24  VISION AND VISION OPTICS

For practical purposes, if the peripheral curve is designed or modified to be flatter or wider, 
the resulting edge clearance is greater. Flattening the base curve radius will also “lift” the periphery 
away from the cornea and increase edge clearance. Reducing the optical zone diameter while keep-
ing the overall diameter constant will increase edge clearance as the steepest part of the lens (i.e., the 
base curve radius) is reduced and the overall peripheral curve width is being increased. Conversely, 
edge clearance can be reduced by steepening the peripheral curve radius, reducing the peripheral 
curve width, steepening the base curve radius, or increasing the optical zone diameter. 

Aberrations and Contact Lenses

As is well established, there are several aberrations induced by the optics of the eye which can influ-
ence the quality of vision. Lower-order aberrations include tilt or prism, astigmatism, and defocus. 
The most common high-order aberrations found in human eyes are spherical aberration and coma. 
Whereas in spectacle lens designs, the primary problems pertain to minimizing the effects of oblique 
astigmatism and curvature of field to optimize quality of vision in peripheral gaze, this is not a sig-
nificant problem with contact lenses as the lens moves with the eye in all areas of gaze. However, 
spherical aberration and coma can be problematic with contact lens wear, notably when the lens 
decenters.22 The latter can be especially important.  If a lens is decentered 0.5 mm, an amount of 
coma approximately equivalent to the amount of spherical aberration is induced. If this decentra-
tion is 1 mm, a magnitude of coma equal to twice the level of spherical aberration is induced.34 A 
well-centered lens is especially important as recent research has found that coma is, in fact, more 
visually compromising than spherical aberration.35

The introduction of sensitive, sophisticated aberrometers has been beneficial in evaluating the 
relationship of contact lenses and aberrations. Several studies have evaluated the optical quality of 
eyes wearing different types of contact lenses. Certain types of soft lenses (i.e., manufactured via cast-
molding or spin-casting) induced more high-order aberrations, such as coma and spherical aberration 
as measured via aberrometry.36 In comparing both soft and GP lenses it was found that, whereas both 
soft and GP lenses induce more aberrations for the eyes that have low wavefront aberrations, soft lens 
wear tends to induce more higher-order aberrations and GP lens wear tends to reduce higher-order 
aberrations.37,38 CRT lenses used to dramatically reshape the cornea to reduce myopia when worn at 
night have been found to increase higher-order aberrations, especially spherical aberration.39,40

To correct for wavefront aberrations it is important to slow the propagation of the wavefront in 
areas of the pupil where it is advanced and speed up the propagation of the wavefront in areas where 
it’s retarded.41 This can be accomplished in a contact lens with localized changes in lens thickness. 
Essentially the lens must be thinner in areas where the eye it is correcting shows the greatest delays 
in wavefront and thickest where the eye’s wavefront demonstrates its greatest advancement. This is 
shown in Fig. 19 in which the introduction of an aberration-correcting contact lens in both myopic 
(Fig. 19a) and comatic (Fig. 19b) wavefronts is demonstrated.41

Several contact lens designs, especially soft lenses, have been recently introduced with some 
aberration-correction ability. Keratoconic eyes reportedly have higher-order aberration levels as 
much as 5.5 times higher than normal eyes;42 however, custom soft lenses have been found to provide 
a threefold reduction in aberration on keratoconic eyes.43,44 A few designs have attempted to intro-
duce a constant level of spherical aberration at all lens powers that is equal in magnitude but opposite 
in sign to the population mean for human eyes.42 Some designs achieve this over part of the dioptric 
power range (i.e., PureVision from Bausch & Lomb); the Biomedics Premier lens from CooperVision 
achieved this goal over the entire dioptric range.42,45 The Biomedics XC lens from CooperVision has 
been introduced with the strategy of having zero spherical aberration at all lens powers and, therefore, 
will neither add to or correct the eye’s own spherical aberration. These lenses have the advantages of 
not introducing large amounts of spherical aberration often provided by standard spherical soft lenses 
and as these lenses have no spherical aberration, they will not introduce coma if they decenter.

It’s evident that—although documented clinical success has not been definitely established with 
these designs—the future looks promising for aberration-controlling lenses. Likewise, manufactur-
ers will introduce designs that either center well or decenter by a fixed amount. The introduction of 
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OPTICS OF CONTACT LENSES  20.25

contact lens-only aberrometers, such as the ClearWave (AMO Wavefront Sciences), allows for a greater 
ability to monitor the aberration characteristics of these designs and ultimately introduce designs that 
are more effective in correcting for the aberrations of the eye.  

20.6 CONVERGENCE AND ACCOMMODATION 
EFFECTS

Convergence

Spectacles which are well centered for distance vision but which are also used for all directions of gaze 
can induce a prismatic effect when the gaze is not straightahead. When viewing at near, a spectacle- 
wearing hyperopic patient will experience a base-out effect and a spectacle wearing myopic patient 
will experience a base-in effect. The fact that the optical center of a contact lens remains (or ideally 
should remain) centered in front of the eye in different directions of gaze results in several benefits 

(a)

Corrected
wavefront

Slab (CL) Retarded

Advanced

Aberrated
wavefront

Corrected
wavefront

Slab (CL) Retarded

Advanced
Aberrated
wavefront

(b)

FIGURE 19 Schematic showing the correction of a (a) myopic 
and (b) comatic wavefront by the introduction of an aberration-
correcting contact lens. (From Ref. 41.)
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20.26  VISION AND VISION OPTICS

for the contact lens wearer via reducing or eliminating the following prismatic effects common to 
spectacle wear including:10,46

1. Decreased near convergence demand for bilateral hyperopic patients and increased near conver-
gence demand for bilateral hyperopic patients.

2. Base right prism and base left prism for bilateral myopic patients, and base left prism and base 
right prism for bilateral hyperopic patients, in right and left gaze, respectively.

3. Vergence demand alterations in anisometropia or antimetropia, required for right and left gaze.

4. Vertical prismatic effects in up and down gaze, and imbalances in down gaze resulting from 
anisometropia or antimetropia.

There are a few potential problems, however, when changing a patient from spectacles to contact 
lenses. If the patient requires lateral prism correction to maintain alignment and fusional ability, this 
is not possible in contact lenses. For the young child this is an important consideration because of the 
cosmesis and freedom of vision provided by contact lenses. However, only after successful binocular 
vision training and/or surgical intervention should contact lenses be prescribed. Likewise, patients 
requiring correction for a vertical deviation will (almost always) not achieve that correction in a 
contact lens. It is possible to prescribe base down prism in a contact lens; however, this is unlikely to 
solve the problem unless prescribed binocularly as asthenopic complaints are likely due to the prism 
differential between the two eyes. 

Finally, for a given distance, the contact lens-wearing hyperopic patient exhibits less convergence 
and the myope exerts more convergence than with spectacles. The binocular myopic patient loses the 
“base-in” effect received from spectacles and, therefore, if exophoria is present and the patient has an 
abnormally long or remote near point of convergence, eyestrain and even diplopia may result. This 
same problem may result for the esophoric hyperopic patient who loses the “base-out” effect pro-
vided by spectacles and—if borderline fusional divergence ability was initially present—the decreased 
convergence demand at near induced by contact lens wear may result in compromised binocularity. 
Fortunately, as will be discussed, accommodative vergence tends to compensate for the differences in 
vergence demands between the two modes of correction.

Accommodative Demands

The review of effective power considerations and, specifically, vertex distance, becomes especially 
appropriate as it pertains to accommodative demand. As will be discussed, the vergence entering the 
eye differs with light coming from a distance object versus a near object. Accommodative demand 
represents the difference between distance and near refractive corrections.10 

Accommodative demand can best be described via reviewing the differences in demand between 
a hyperopic and myopic patient, both viewing at a 40 cm distance. Figure 20 shows the vergence of 
light for a +5 D spectacle-wearing patient, using a vertex distance of 15 mm.  A vergence of 0 would 
arrive at the spectacle lens from a distant object. Via use of the effective power equation, the power at 
the corneal plane would equal
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This value can also be obtained by simply subtracting the difference in focal lengths. The spectacle 
lens has a focal length of 1/+5.00 or 0.2 m (or 200 mm). At the corneal plane relative to the far point 
of the eye, the focal length is reduced by 15 mm or equals 185 mm (0.185 m). 1/0.185 m = +5.41 D 
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OPTICS OF CONTACT LENSES  20.27

which would equal the vergence of light at the corneal plane. For the emmetrope, it can be assumed 
that the vergence of light at the cornea is zero.

When viewing at a distance of 40 cm, a vergence of –2.50 D (i.e., 1/–0.40) would enter the spectacle 
lens (Fig. 21). A vergence of +2.50 D (i.e., –2.50 + (+)5.00) would exit the spectacle lens. To determine 
the power at the corneal plane, the effective power equation can be used.
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FIGURE 20 The power and corresponding focal lengths of a +5.00 D 
spectacle lens at the corneal plane when viewing a distant object.
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vergence

–2.50

Near
object

40 cm

Near object distance

Near point
of eye

15 mm

Vertex distance

Spectacle lens for near correction
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plane
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Contact lens for near
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Spectacle
lens
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FIGURE 21 The power and corresponding focal lengths of a +5.00 D spectacle 
lens at the corneal plane when viewing a near object.
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20.28  VISION AND VISION OPTICS

Likewise, this value can also be determined by subtracting the difference in focal lengths. 1/+2.50 
or 0.4 m (400 mm) provides the focal length of the power exiting the spectacle lens and, considering 
the 15 mm reduction at the corneal plane, the power at the corneal plane would be 1/0.385 or +2.60 D. 
Therefore, the corneal accommodative demand for the 5 D hyperope would equal the distance accom-
modative demand minus the near accommodative demand or +5.41 – (+)2.60 = +2.81 D. This can 
be compared to the emmetrope who would have a corneal accommodative demand of 1/0.415 (i.e., 
40 cm plus the 15 mm vertex distance) or 2.41 D. Therefore, the hyperopic patient requires more 
accommodation than the emmetropic patients when viewing a near object with spectacles.  

Figure 22 shows the vergence of light for a –5 D spectacle-wearing patient, using a vertex distance of 
15 mm.  A vergence of 0 would arrive at the spectacle lens from a distant object. Via use of the effective 
power equation, the power at the corneal plane would equal
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This value can also be obtained by simply subtracting the difference in focal lengths. The spectacle 
lens has a focal length of 1/–5.00 or –0.2 m (or –200 mm). At the corneal plane relative to the far point 
of the eye, the focal length is increased by 15 mm or equals –215 mm (–0.215 m). 1/–0.215 m = –4.65 
D which would equal the vergence of light at the corneal plane. 

When viewing at a distance of 40 cm, a vergence of –2.50 D would enter the spectacle lens (Fig. 23). 
A vergence of –7.50 D (i.e., –2.50 + (–)5.00) would exit the spectacle lens. To determine the power at 
the corneal plane, the effective power equation can be used
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FIGURE 22 The power and corresponding focal lengths of a –5.00 D 
spectacle lens at the corneal plane when viewing a distant object.
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Likewise, this value can also be determined by subtracting the difference in focal lengths. 1/–7.50 
or –0.1333 m (–133.3 mm) provides the focal length of the power exiting the spectacle lens and, 
considering the increase of 15 mm at the corneal plane, the power at the corneal plane would be 
1/–0.1483 or –6.74 D. Therefore, the corneal accommodative demand for the 5 D myope would equal 
the distance accommodative demand minus the near accommodative demand or –4.60 – (–)6.74 = 
+2.14 D. This can be compared to the emmetrope who would have a corneal accommodative demand 
of 2.41 D; therefore, the myopic patient requires less accommodation than the emmetropic patient 
when viewing a near object with spectacles. The differences in corneal accommodative demand for 
myopic and hyperopic patients has been well documented.46–49 Table 7 shows the difference in corneal 
accommodative demand at the corneal plane as it pertains to myopic and hyperopic spectacle lens 
powers.10 

As contact lenses are positioned at the corneal plane, they induce accommodative demands 
equivalent to that of emmetropia. Therefore, the emergent presbyopic hyperope who changes from 
spectacles to contact lenses may find that the near symptoms are reduced. However, the emerging 
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Spectacle lens for near
correction focal length

Spectacle
plane
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Spectacle
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–5.00

Contact
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FIGURE 23 The power and corresponding focal lengths of a –5.00 D 
spectacle lens at the corneal plane when viewing a near object.

TABLE 7 Accommodative Demands at the Corneal Plane with Spectacle Lens Wear

 Difference in Corneal Plane Back Vertex Power of Back Vertex Power
 Accommodative Demand  Hyperopic Spectacle of Myopic Spectacle
 Compared to Emmetropia Lens (D) Lens (D)

 +/– 0.25 +3.25 –3.87
 +/– 0.50 +6.00 –8.37
 +/– 0.75 +8.62 –13.75
 +/– 1.00 +10.87 –20.87

∗Assume a near distance of 40 cm and a vertex distance of 15 m.
Source: From Ref. 10.
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20.30  VISION AND VISION OPTICS

presbyopic highly myopic patient should be advised that a separate near correction (or a contact lens 
multifocal) may be necessary to satisfy all vision demands. 

Overall, it can be concluded that hyperopic-correcting spectacle lenses will require an increase 
in convergence over that required when uncorrected whereas myopic-correcting lenses reduce the 
convergence required.50 However, as indicated in this section, myopic patients accommodate more 
and hyperopic patients accommodate less when wearing a contact lens correction versus spectacles. 
Therefore, the overall accommodation-convergence ratio is only minimally impacted.

20.7 PRISMATIC EFFECTS

Prism-Ballasted Contact Lenses

Prism within a contact lens is produced by varying the thickness from the superior to the inferior 
regions while maintaining the same front and back surface curvatures. There are several types of con-
tact lenses for which prism base down is incorporated within the design. The most popular design, 
including such prism, pertains to segmented, translating bifocal GP lenses. These lenses include a 
distance zone in the upper half of the lens, a near zone in the bottom half of the lens and (with some 
designs) an intermediate power zone between the near and distance segments. Typically, 1.5 to 3.0Δ 
base down is incorporated within the lens to stabilize it such that the thicker inferior edge will inter-
act with the inferior lid margin on inferior gaze and push the lens up (termed “translation”) such 
that the wearer will be viewing through the inferior near power zone when reading. Prism has also 
been used for stabilizing soft toric lenses as well as front toric GP lenses (i.e., used to correct residual 
astigmatism), although front toric GPs are little used due to the application of soft toric lenses in 
most of these cases and soft toric lenses tend to use other—reduced mass—options for stabilization.

The amount of prism within a contact lens can be computed using the following formula:10

 P
n= − −100 1( )( )BT AT

BAL
 

where P = prismatic power in prism diopters (Δ)
 n = refractive index of prismatic lens
 BT = base thickness of prismatic component of lens
 AT = apex thickness of prismatic component of lens
 BAL = length of base-apex line or the diameter of the contact lens long the base-apex line of
 prism

For example, if the diameter of the lens was 9.0 mm, the thickness at the apex was 0.11 mm and 
the thickness at the base was 0.40 mm, and the refractive index of the material was 1.46, the amount 
of prism within this lens would be

 

P
n= − −

= − −

=

100 1

100 1 45 1 0 40 0 11
9 0

( )( )

( . )( . . )
.

BT AT
BAL
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Refractive power of a prismatic lens does vary along the base-apex line via the aforementioned 
formula for deriving back vertex power. This is the result of the fact that lens thickness is increased 
toward the base with an absence of change in surface curvature. Via Prentice’s rule (to be discussed), 
back surface power becomes less minus/more plus as thickness increases toward the base of the 
prism. 
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Unintentional (Induced) Prism

Prentice’s rule can also be used for determining the prism induced by lens decentration on the eye.  
This is due to the fact that a contact lens is considered to be separated from the tear lens by a thin 
layer of air.51 Prentice’s rule is

 P = Fd 

where P = prism induced in prism diopters
 F = dioptric power of lens
 d = decentration in centimeters

For example, if a +5.00 D lens decenters 2 mm, the resulting induced prism would be +6.00 D × 
0.2 = 1.2Δ base down. If the other lens is well centered, this may be sufficient vertical imbalance to 
cause symptoms of eyestrain. Fortunately, soft lenses typically do not decenter on the eye due to their 
large size and the fact they drape over the cornea. GP lenses do move with the blink but typically, if 
decentration is present, it is essentially the same for both eyes. In cases of anisometropia, however, 
any decentration could result in asthenopic complaints. For example, if the patient was wearing a 
+2 D lens in the right eye and a +7 D lens in the left eye and both lenses decentered 2 mm inferiorly, 
the amount of induced prism would be OD: +2.00 × 0.2 = 0.4Δ; OS: +7.00 × 0.2 = 1.4Δ. The resulting 
difference would be 1.0Δ. Typically patients will not be symptomatic with less than 1Δ; however, in 
this case, asthenopic complaints are possible. 

20.8 MAGNIFICATION

It has been well established that when a spectacle lens is moved toward the eye, the retinal image 
decreases in size for a plus lens and increases in size for a minus lens. Therefore, with contact lenses 
both of these effects would tend to be advantageous. The hyperopic patient with a high prescription— 
and most certainly the aphakic patient—are typically very satisfied to find that objects have returned 
to nearly a normal size. Myopic patients are pleased to find that everything looks larger with contact 
lenses. Several methods have been used to assess magnification effects, including magnification of 
correction and relative spectacle magnification. 

Magnification of Correction (Spectacle Magnification)

Spectacle magnification (SM) is the ratio of retinal image size of the corrected ametropic eye to the 
retinal image size of the same eye uncorrected.10 This has been used as an index of how corrective 
lenses alter retinal image size as compared by the patient before and after corrective lenses are placed 
on the eye. Spectacle magnification formulas include a power factor and a shape factor10,47,52–54

 SM BVP= − × − ′1
1

1
1 1h t n F( ) ( / )  

      Power factor      Shape factor

where     SM = spectacle magnification or magnification of correction
 BVP = back vertex power of correcting lens (D)
 h =  stop distance, from plane of correcting lens to ocular entrance pupil in meters 

(i.e., vertex distance +3 mm)
 t = center thickness of correcting lens (m)
 n′ = refractive index of correcting lens
 F1 = front surface power of correcting lens (D)
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20.32  VISION AND VISION OPTICS

With both contact lenses and spectacle lenses the shape factor is nearly always greater than 1.0, rep-
resenting magnification, due to their respective convex anterior surfaces (i.e., F1 is a positive number). 
However, for contact lenses, the lacrimal lens needs to be considered. Therefore, for a contact lens, the 
following shape factor should be used:

 Shape factor = − ′ × −1
1

1
11( / ) ( / )t n F t n FL L L  

where t = center thickness of correcting lens (m)
 n′ = refractive index of correcting lens
 F1 = front surface power of correcting lens (D)
 tL = center thickness of lacrimal lens in meters
 nL = refractive index of lacrimal lens (1.3375)
 FL = front surface power of lacrimal lens in keratometric diopters

The power factor for contact lenses is essentially the same as that for spectacle lenses with the 
exception that, as the vertex distance is 0, the stop distance would be only equal to 3 mm. 

In high myopia, a significant minification (SM < 1.0) of the retinal image occurs with spectacle cor-
rection; this minification is greatly reduced with contact lens wear. Therefore, the highly myopic patient 
changing from spectacles to contact lenses may comment that their vision is clearer with contact lenses. 

The change in spectacle magnification when changing from spectacle to contact lens correction 
can be compared with the following formula:

Contact lens power factor
Spectacle lens power faactor

BVP= −1 h( )

where h = stop distance, from plane of correcting lens to ocular entrance pupil in meters 
 (i.e., vertex distance +3 mm) and
 BVP = back vertex distance of spectacle lens (in D)

For the highly myopic (i.e., –10 D) patient, approximately 15 percent minification will be present 
with spectacles and only about 5 percent with contact lenses. For the aphakic patient, the magnifica-
tion will be 25 to 30 percent with spectacles which would be reduced to 5 to 8 percent with contact 
lenses. Nevertheless, if the patient is a unilateral aphake wearing one contact lens, this image differ-
ence may still result in binocular vision problems. Therefore, intraocular lenses, with a stop distance 
of 0, is optimum in maintaining similar image sizes between the two eyes. 

Relative Spectacle Magnification 

Retinal image size can also be estimated via comparing the corrected ametropic retinal image to that of 
a standard emmetropic schematic eye. Relative spectacle magnification (RSM) is the ratio derived for 
spectacle lenses.10,47,52–54 Ametropia can be purely axial, resulting from the axial elongation of the globe, 
refractive, resulting from abnormal refractive component(s) of the eye or a combination of both factors. 

Relative spectacle magnification for axial ametropia can be derived from the following equation

 RSM
BVP

= +
1

1 g( )  

where RSM = relative spectacle magnification for axial ametropia
 g = distance in meters from anterior focal point of eye to correcting lens; g = 0 if lens is 
 15.7 mm in front of the eye
 BVP = back vertex power of refractive correction (D)

with axial ametropia, g is equal to 0 or close to it for most spectacle lenses; therefore, the relative 
spectacle magnification is very close to 0. (See Fig. 24.)51 In theory, anisometropia of axial origin 
is best corrected with spectacles and, in fact, aneisokonia problems may be encountered with contact 
lens wear. However, it has been suggested that in axial myopic eyes the retina will stretch to compensate 
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resulting in greater spacing between retinal receptors and receptive fields that effectively reduce the 
neurological image.51

Relative spectacle magnification for refractive ametropia can be derived from the following equation:

 RSM
BVP

= −
1

1 d( )
 

where RSM = relative spectacle magnification for axial ametropia
 d =  stop distance in meters from correcting lens to entrance pupil (i.e., vertex distance +3 mm)
 BVP = back vertex power of refractive correction (D)

This equation is the same for the shape factor for spectacle magnification. It can be observed in 
Fig. 25 that the RSM for contact lens wear is close to 1.00 but, conversely, it is quite minified for highly 
myopic lenses and very magnified for high plus lenses.55
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FIGURE 24 Relative spectacle magnification for axial ametropia when corrected 
by spectacles and contact lenses. (From Ref. 51.)

Refractive ametropia
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20.34  VISION AND VISION OPTICS

20.9 SUMMARY

This chapter emphasizes the many optical benefits of contact lenses versus spectacles. In particular, 
the elimination of undesirable aberrations and induced prism when viewing away from the optical 
center and a lesser magnified (or minified) image size, it is important to emphasize that contact 
lenses will result in an increase in accommodative demand for the emerging presbyopic myope 
when changing from spectacles. In addition, children with binocular vision problems who benefit 
from the lateral prism in spectacles will not benefit from contact lens wear and may, in fact, be very 
poor candidates. This chapter also emphasizes contact lens optics that are in common use today. 
Determining the accommodative demand, induced prism and magnification are important in some 
contact lens wearers. Determination of contact lens power is important in all contact lens wearers. 
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21.1

21

21.1 GLOSSARY

Accommodating intraocular lens. An artifi cial lens implanted in the eye that changes power and/or 
position in response to contraction of the ciliary muscle.

Accommodation. The ability to change the power of the eye and focus on objects at different 
distances.

Aphakia. A condition of the eye without a crystalline lens or intraocular lens.

Aspheric intraocular lens. An artifi cial implanted lens that has at least one aspheric surface. Typically 
used to compensate spherical aberration of the cornea.

Capsulorhexis. Removal of the lens capsule. Usually during cataract surgery, the anterior portion of 
the capsule is removed to allow access to the crystalline lens within the capsule.

Cataract. An opacifi cation that occurs within the crystalline lens that reduces the quality of vision.

Chromophore. A molecule doped into the lens material that absorbs specifi c wavelength bands 
such as ultraviolet or blue light.

Dysphotopsia. Stray light effects encountered following implantation of intraocular lenses. Positive 
dysphotopsia causes streaks or glints of light seen in the peripheral vision. Negative dysphotopsia 
causes dark bands or shadows to appear in peripheral vision.

Haptic. A structure that aids in alignment and support of intraocular lenses within the eye. Typically 
two or three arms emanate from the edge of the lens. Plate haptics are rectangular fl anges that protrude 
from the sides of the lens.

Intraocular lens. An artifi cial lens that is implanted into the eye to modify the eye’s optical power.

Lens capsule. An elastic bag that encapsulates the crystalline lens. Most modern cataract procedures 
leave the capsule in place and only remove the crystalline lens within.

Limbus. The boundary between the cornea and the sclera, the white of the eye.

Multifocal intraocular lens. An artifi cial lens that incorporates two or more powers into the 
same lens. The purpose of these lenses is to allow objects at different distances to be in focus 
simultaneously.
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21.2  VISION AND VISION OPTICS

Phacoemulsifi cation. A technique for removing a cataractous crystalline where an ultrasonic probe 
is used to shatter the lens and then the lens bits are suctioned out of the eye.

Phakic lens. An artifi cial lens implanted into the eye while leaving the crystalline lens intact. Typically 
this procedure is used to alleviate refractive error and is not a treatment for cataracts.

Posterior capsule opacifi cation. A potential side effect of the intraocular lens implant. The lens cap-
sule can adhere to the implant and an opacifi cation develops on the posterior side of the intraocular 
lens. Laser pulses are typically used to open a hole in the opacifi ed capsule to restore vision.

Presbyopia. The state of the eye where accommodation has been completely lost due to stiffening 
and enlargement of the crystalline lens.

Pseudophakia. The state of having an artifi cial lens implanted within the eye.

Sclera. The white of the eye.

21.2 INTRODUCTION

The eye forms the optical system of the human visual system. A variety of references provide a good 
general introduction to the essential components of the eye and their function.1,2 Here, a brief 
overview of the main optical elements and their mechanism of action will be provided. The eye con-
sists of two separated lenses that ideally form an image on the retina, the array of photosensitive 
cells lining the back surface of the eyeball. The eye’s first lens is the cornea, which is the clear mem-
brane on the external portion of the eye. The cornea is a meniscus lens and has a power of about 
43 diopters (D). The iris resides several millimeters behind the cornea. The iris is heavily pigmented 
to block light transmission and serves as the aperture stop of the eye. The diameter of the opening 
in the iris varies with light level, object proximity, and age. The crystalline lens is the second opti-
cal element of the eye. It lies immediately behind the iris and provides the focusing mechanism of 
the visual system. Together, the cornea and iris form images on the external environment onto the 
retina. At the retina, the light is converted to a neural signal and transmitted to the brain where the 
signals are interpreted into our perceived image of the surrounding scene.

The crystalline lens has several notable features that provide for a flexible optical system capable 
of focusing to a wide range of distances. First, the crystalline lens has a gradient index structure with 
its refractive index varying in both the axial and the radial directions. The maximum index of refrac-
tive occurs in the center or nucleus of the lens. The index then gradually decreases toward the lens 
periphery as well as the front and back surfaces. In addition, the crystalline lens is also flexible, allow-
ing the lens to change shape and consequently power in response to muscular forces. The crystalline 
lens resides in an elastic bag called the capsule. In the young lens, this capsule causes a contraction of 
the periphery of the lens and an increase in the central thickness of the lens. As a result of this effect, 
the radii of curvature of the front and back surfaces of the lens decrease, leading to an increase in the 
optical power of the lens. In its maximally flexible state, the capsule can form the crystalline lens such 
that it gains a power up to a maximum 34 D.

The lens and capsule are suspended behind the iris by a series of ligaments called the zonules. One 
end of a zonule attaches to the perimeter of the lens/capsule and the other end attaches to the ciliary 
muscle. The ciliary muscle is a ring-shaped muscle that resides behind the iris. In its relaxed state, the 
ciliary muscle dilates, increasing tension on the zonules and exerting an outward radial force on the 
perimeter of the lens and capsule. This force causes the crystalline lens shape to flatten. The center 
thickness of the lens reduces and the radii of curvature of its front and back surfaces increase. The 
net effect of the lens flattening is a reduction in its power to about 20 D. Constriction of the ciliary 
muscle causes a reduction in the zonule tension and the elastic capsule causes the lens to thicken and 
increase its power. Accommodation is the ability to change the power of the crystalline lens through 
constriction or relaxation of the ciliary muscle. Accommodation allows the eye to bring objects at a 
variety of distances into focus on the retina. If the eye is focused at infinity when the ciliary muscle is 
in its relaxed state, then the fully accommodated crystalline lens allows objects at 70 mm from the eye 
to be brought into proper focus.
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The eye is meant to provide a lifetime of vision. However, as with all parts of the body, changes 
to the eye’s performance occur with aging. One effect is the continual decrease in the amplitude 
of accommodation that occurs almost immediately after birth. Figure 1 shows the accommodative 
amplitude as a function of age.3 The preceding description of lens function described a lens that could 
change its power from 20 to 34 D. With age, this range gradually reduces. The changes are usually not 
noticeable until the fifth decade of life. At this point, the range of accommodation is usually 20 D in 
the relaxed state to 23 D in the maximally accommodated state. Under these conditions, if the eye is 
focused at infinity for a relaxed ciliary muscle, then with maximum exertion, objects at 33 cm from 
the eye can be brought into proper focus. This distance is a typical distance reading material is held 
from the eye. Objects closer than 33 cm cannot be brought into focus and ocular fatigue can rapidly 
set in from continual full exertion of the ciliary muscle. Moving into the sixth decade of life, the range 
of accommodation continues to reduce, leading to the inability to focus on near objects. This lack 
of focusing ability is called presbyopia. Reading glasses or bifocal spectacles are often used to aid the 
presbyope in seeing near objects. These lenses provide additional power to the eye that can no longer 
be provided by the crystalline lens. Presbyopia is caused by the continual growth of the crystalline 
lens.4 The lens consists of a series of concentric layers and new layers are added throughout life. This 
growth has two effects. First, the lens size and thickness increases with age, leading to a lens that is 
stiffer and more difficult to deform. Second, the diameter of the lens increases, leading to a reduced 
tension on the zonules. The combination of these two effects results in the reduction in accommoda-
tive range with age and eventually presbyopia.

A second aging effect that occurs in the eye is senile cataract. Cataract is the gradual opacification 
of the crystalline lens that affects visual function.5 An increase in lens scatter initially causes a yellow-
ing of the lens. As these scatter centers further develop large opacities occur within or at the surface 
of the lens. The progression of cataract initially leads to a reduction in visual acuity and losses in 
contrast sensitivity due to glare and halos. The endpoint of cataract is blindness, with the opacifica-
tions completely blocking light from reaching the retina. It is estimated that 17 million people world-
wide are blind due to cataract.6 However, the distribution of these blind individuals is skewed toward 
less developed countries. The prevalence of blindness due to cataracts is 0.014 percent in developed 
countries and 2 percent in undeveloped countries. The most common cause of lens opacification is 
chronic long-term exposure to the UV-B radiation in sunlight. Other less common incidences include 
traumatic, pharmacological, and congenital cataracts. Risk factors such as smoking and poor diet can 
lead to earlier emergence of cataract. However, since exposure to sunlight occurs nearly daily, there 
is high likelihood of developing cataracts within a lifetime. Due to this prevalence, treatments for 
cataracts have long been sought after.
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Currently, there exist no means for preventing cataract formation. Reducing risk factors such as 
UV-B exposure through limiting sun exposure and using sunglasses, quitting smoking, and healthy 
diet can delay the onset of cataracts, but still the opacifications are likely to emerge. Table 1 shows the 
prevalence of cataract in the United States.7

Treatment of cataracts is the main means for restoring lost vision caused by the opacifications. 
Variations in access to these treatments is a reason for the skew in blindness caused by cataracts in 
developed and undeveloped countries. In developed countries access to cataract treatment is high 
and usually provided when the cataractous lens has caused relatively mild loss in visual performance. 
In fact, cataract surgery is the most widely performed surgery in the United States.6 In undeveloped 
countries, access may be nonexistent and severely limited leading to a high rate of blindness due to 
complete opacification of the lens. 

21.3 CATARACT SURGERY

In restoring vision loss from cataracts, the opacified lens is removed to allow light to enter the eye 
again. This concept has been known in various evolutionary forms for thousands of years.8 However, 
since the crystalline lens forms about one-third of the overall power of the eye, removing the lens 
leaves the patient severely farsighted. This condition is known as aphakia. Aphakia requires patients 
to wear high-power spectacle lenses to replace the roughly 20 D of power lost from the crystalline 
lens. These high-powered lenses are problematic for a variety of reasons. These effects include a 20 
to 35 percent magnification of the image and peripheral distortion, since spectacles with spherical sur-
face cannot be corrected for oblique astigmatism at such high positive powers and a ring scotoma due 
to a gap in the field of view between light entering just inside and just outside the edge of the spectacle 
lens.9,10 The advent of intraocular lenses (IOLs) in 1949 served to “complete” cataract surgery.11,12 IOLs 
are artificial lenses that are implanted into the eye following the removal of a cataractous lens and are 
designed to provide the needed optical power to allow normal image formation to occur within the 
eye. Placement of the IOL within the eye allows aphakic spectacles and their problems can be avoided.

Modern cataract treatments include extracapsular cataract extraction (ECCE) and more recently 
a variation of this technique known as phacoemulsification. ECCE was first performed over 250 years 
ago, and has been widely used to remove the opacified lens.13 In this procedure, a large incision is 
made in the limbus, which is the boundary of the cornea. A capsulorhexis, which is the removal of 
the anterior portion of the capsule, is performed and then the crystalline lens is removed, leaving 
the remaining portion of the capsule intact within the eye. The corneal incision site is then sutured 
to seal the eye. Phacoemulsification was developed in 1967 by Charles Kelman.14 In this technique, 
a small incision is made at the limbus. Tools inserted through this small opening are used to make a 
capsulorhexis. With the crystalline lens now exposed, a hollow ultrasonic probe is slipped though the 
opening. The vibrations of the probe tip cause the crystalline lens to shatter and suction is used to 
aspirate the lens fragments through the hollow center of the probe. The entire lens is removed in this 
fashion leaving an empty capsule. The incision in phacoemulsification is sufficiently small so that no 
sutures are needed to seal the wound. Phacoemulsification is similar to modern surgical techniques 
of orthoscopic and laproscopic surgery. Incisions are kept small to promote rapid healing and limit 
the risk of infection.

TABLE 1 Prevalence of Cataract in the 
Population of U.S. Residents

 Age Prevalence (%)

 43–54 1.6
 55–64 7.2
 65–74 19.6
 75–85 43.1
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21.4 INTRAOCULAR LENS DESIGN

Sir Harold Ridley, a British surgeon specializing in ophthalmology, was dissatisfied with the existing 
form of cataract surgery since it left patients aphakic and dependent on poorly performing spec-
tacle lenses for visual function.12 Ridley gained a key insight into “fixing” cataract surgery while 
treating Royal Air Force pilots from World War II. The canopies of British fighter planes were 
constructed with a newly developed polymer, polymethyl methacrylate (PMMA), also known as 
Perspex, plexiglass, or acrylic. In some instances, when the gunfire shattered the canopies, shards 
of the PMMA would become embedded into the cornea of the pilot. Ridley, in treating these avia-
tors, noted that the material caused little or no inflammatory response of the surrounding ocular 
tissue. The typical response of the body to a foreign body is to encapsulate and reject the material. 
However, the PMMA did not elicit this response and sparked the concept of forming a lens from 
a “biocompatible” material that could be implanted following extraction of the cataractous lens. 
In 1949, Ridley implanted the first IOL into a 45-year-old woman. Following surgery, the patient 
was 14 D nearsighted (as opposed to 20 D farsighted in aphakic patients). While the power of the 
implanted IOL was clearly wrong, Ridley successfully demonstrated that an artificial lens could 
be implanted into the eye that evokes a marked power change. The error in the power of the IOL 
stemmed from modeling the implant after the natural crystalline lens. The approximate radii of 
curvature of the crystalline lens were used for the implant, but the higher-refractive index of the 
PMMA was not taken into account. Ridley’s second surgery resulted in a similar degree of near-
sightedness, but by the third surgery, the IOL power had been suitably refined, leaving the patient 
mildly nearsighted. 

Ridley’s IOL invention is revolutionary, as it restored normal vision following cataract surgery. 
However, the medical establishment did not immediately accept the value of this invention. Instead, 
many leading figures in ophthalmology at the time thought the surgery to be reckless and unwar-
ranted. Ridley met with disdain, criticism, and the threat of malpractice. The result of this animosity 
was a long delay in the evolution of the implant technology as well as a limited use of the lenses by 
the surgical community. The shift to acceptance of the technology did not begin to occur until the 
1970s. In 1981, the Food and Drug Administration finally approved IOLs for implantation following 
cataract surgery in the United States. Today, phacoemulsification followed by IOL implantation is the 
most widely performed and successful surgery in the United States. Virtually no aphakic subjects exist 
anymore and the term “cataract surgery” now implicitly implies implantation of the IOL.

Intraocular Lens Power

As Ridley’s first two surgeries illustrate, calculation of the IOL power is important to minimize the 
error in refractive power of the eye following surgery. Ridley ventured into unknown territory in 
designing the initial IOLs. Accurate determination of the IOL power remains the key component to 
a successful surgery. Cataract surgeons typically target slight nearsightedness following implantation 
of the IOL. Conventional IOLs leave the recipient presbyopic because the lens power and position 
are fixed within the eye. Unlike the crystalline lens, the conventional IOL does not change shape or 
position and consequently accommodation is lost. Extensive research into accommodating IOLs is 
currently being pursued and a description of emerging technologies is given further in the chapter. 
With the fixed-focus IOL, surgeons need to determine the proper power prior to surgery, which can 
be challenging for several reasons. First, the eye must be tested with the existing crystalline lens in 
place. The power of the crystalline lens must be deduced from the overall power of the eye and the 
shape of the cornea. The crystalline lens power must be subtracted from the overall ocular power 
since the crystalline lens is removed by the surgery. Next, the power of the IOL must be estimated 
based on its anticipated position within the eye following implantation. Finally, the power of the 
IOL must also be adjusted for any inherent refractive error in the eye. In other words, the IOL power 
and the cornea must work in conjunction to give a sharp image on the retina. To further complicate 
this calculation, the patient is receiving the implant because of cataract, so subjective measurement 
of refractive error may be confounded by the opacities in the lens.
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21.6  VISION AND VISION OPTICS

The IOL power calculation formulas fall into two categories. Some formulas are based on multiple 
regression analysis of the variables associated with the eye and implant, while other formulas are 
based on a theoretical prediction of the IOL power. The SRK formula was originally the most widely 
used regression-type formula to predict IOL power. The SRK formula is given by15,16

 fIOL = A – 0.9 K –2.5 L (1)

where fIOL is the power of the IOL in diopters, A is the A-constant of the lens, K is the corneal kera-
tometry, and L is the axial length of the eye. The A-constant is a value provided by the IOL manu-
facturer that is most closely associated with the position of the IOL within the eye. Modern IOLs are 
about 1 mm thick and about one-fourth the thickness of the natural crystalline lens. Consequently, 
there is a variation in the positioning of the IOL behind the iris that is dependent on the shape of 
the implant and surgical technique. The A-constant is empirically derived to account for these fac-
tors. Surgeons often customize the A-constants of lenses routinely implanted based on their specific 
outcomes.

Keratometry is a measure of corneal power. Keratometry is calculated measuring the radius of 
curvature Ra in mm of the anterior corneal surface. A power is then calculated as 

 K
n

R
k

a

=
−

1000
1( )

 (2)

where nk is the keratometric index of refraction and K is in units of diopters. The keratometric index 
of refraction is an effective corneal index that attempts to incorporate the power associated with the 
posterior surface of cornea into the keratometry measurement. Values of 1.3315 to 1.3375 are rou-
tinely used for nk in clinical devices used for measuring keratometry. Measurement of the posterior 
corneal radius of curvature has been difficult until recently, so historically keratometry measure-
ments have been made based on an estimate of the contribution of this surface to the overall power 
of the cornea. Note that nk is lower than the true refractive index of the cornea, 1.376, to account 
for the negative power induced by the posterior cornea. As an example, the radii of curvature of the 
anterior and posterior surfaces of the cornea are approximately 7.8 and 6.5 mm, respectively.2 The 
refractive index of the cornea is 1.376 and of the aqueous humor on the back side of the cornea is 
1.337. A typical thickness of the cornea is 0.55 mm. With these assumptions, the keratometry of the 
cornea, as given by Eq. (2), is
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Cleary, there are some small differences in the predicted keratometric and the corneal power. This 
discrepancy is one potential source for error in the calculation of the implant power. As can be seen 
from Eq. (1), a 0.9 D error in keratometry leads to a 1 D error in the calculated IOL power.

Traditionally, the axial length, L, of the eye is measured with A-scan ultrasonography. An ultra-
sonic probe, typically with a frequency of 10 MHz, is placed lightly in contact with the cornea to avoid 
deforming the surface. Echoes from the crystalline lens surfaces and the retina are then measured. The 
time of flight of these echoes is directly related to the speed of sound in the various materials of the 
eye. Table 2 summarizes typical values of these speeds used by commercial A-scan units. The longi-
tudinal resolution of a 10-MHz ultrasound is 200 μm.17,18 Consequently, Eq. (1) suggests this level of 
accuracy would lead to a limit of the accuracy of the IOL power of ±0.25 D.
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INTRAOCULAR LENSES  21.7

Partial coherence interferometry has recently become a popular technique for measuring axial 
length.19 In this technique, a Michelson inteferometer is used to measure distances within the eye. 
A short-coherence-length narrow-band infrared source is shone into the eye. The return beam is 
interfered with light from the test arm. Since the beam has low-coherence, fringes only appear when 
the path lengths in the eye and the test arm are nearly identical. By changing the length of the refer-
ence arm and observing when fringes appear, the length of the eye can be accurately measured. The 
axial resolution of this technique is on the order of 12 μm, leading to a resolution of the IOL power 
of 0.015 D.

The first regression-type formulas are accurate for eyes that fall within “normal” parameters for 
axial length and corneal power. However, as the more extreme sizes and shapes are approached, the 
accuracy of formulas degrades markedly. The regression-type formulas were further refined to better 
handle these extreme cases.20 While regression analysis is still used for these formulas, a piecewise 
linear approximation is used to better approximate the full range of variation of human eyes. The SRK II 
is an example of an evolved formula. The IOL power is defined as 

 fIOL = A1 – 0.9 K – 2.5 L (5)

where

 A1 = A + 3 for L < 20.0 mm

 A1 = A + 2 for 20.0 ≤ L < 21.0

 A1 = A + 1 for 21.0 ≤ L < 22.0

 A1 = A for 22.0 ≤ L < 24.5

 A1 = A – 0.5  for L ≥ 24.5

Figure 2 compares the SRK and SRK II formulas.
An alternative to regression-based formulas for IOL power prediction are theoretical formulas.21 

Theoretical formulas use geometrical optics to make predictions about the implant power, given 
knowledge of the axial length, corneal power, and position of the IOL following implantation. Figure 3 
shows a simplified model of the eye. The cornea is modeled as a single surface of power K. In the 
aphakic eye shown in Fig. 3a, the cornea forms an image of a distant object at a distance 1000 naq/K 
behind the corneal vertex for K in diopters. When the IOL is implanted into the eye, it sits at a location 
called the effective lens position (ELP). The ELP is deeper into the eye than the iris plane for posterior 
chamber IOLs. Figure 3b shows the IOL implanted into the aphakic of Fig. 3a. The image formed by 
the cornea becomes a virtual object for the IOL located at a distance 

 S = 1000naq / K – ELP (6)

TABLE 2 Speed of Sound in Various Ocular and IOL Materials

Material Speed of Sound

Cornea 1,640 m/s
Aqueous 1,532 m/s
Lens—Normal 1,640 m/s
Lens—Cataractous 1,629 m/s
Vitreous 1,532 m/s
PMMA IOL 2,760 m/s
Silicone IOL  1,000 m/s
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21.8  VISION AND VISION OPTICS

from the plane of the IOL. The IOL, in turn, needs to image this virtual object onto the retina. If the 
distance from the IOL to the retina is given by S′, then 
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which can be rewritten as
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FIGURE 2 A comparison of the predicted IOL power for the SRK 
and SRK II formulas assuming A = 118 and K = 43 D. Also shown is a 
theoretical prediction of the IOL power assuming naq = 1.337, K = 43 D, 
and ELP = 5 mm.

FIGURE 3 (a) In the aphakic eye, the image is formed at a distance 1000naq/K, where naq is the refractive 
index of the aqueous and K is the power of the cornea. (b) When the IOL is inserted at the effective lens position 
(ELP), the aphakic image is reformed onto the retina.
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INTRAOCULAR LENSES  21.9

Equation (8) is the theoretical IOL power based on thin lens analysis of the pseudophakic eye. 
Figure 2 also shows the predicted IOL power based on Eq. (8).

A variety of theoretical models exist.22–25 They are all based on the preceding Eq. (8). Subtle differ-
ences exist, however, in the manner each of the variables is calculated. For example, the axial length 
provided by ultrasonography is slightly short because the echo occurs at the inner limiting membrane 
of the retina. Light absorption occurs at the photoreceptor layer that is approximately 20 μm deeper 
into the eye. The ELP is also affected by the anterior chamber depth, which is the distance from the 
cornea vertex to the iris plane. Eyes with flatter corneas or smaller diameter corneas can have shal-
lower anterior chamber depths, causing a reduction in the ELP. Holladay has worked extensively to 
determine the location within the eye of available IOLs and to relate the A-constant to the ELP as 
well as what Holladay calls the surgeon factor (SF).26–31 The SF is the distance from iris plane to the 
front principal plane of the IOL. The theoretical models in most cases provide excellent prediction of 
the IOL power. The typical error in power is less than 1 D in over 80 percent of patients.20 Surgeons 
tend to err on the side of nearsightedness to allow the patient to have some plane in their field of 
vision conjugate to the retina. A farsighted patient would only have a virtual object in focus on their 
retina and consequently they tend to be less happy since additional refractive correction is required 
for all object distances. The current generation of IOL power calculations, however, has difficulty in 
predicting accurate IOL powers in patients who have undergone corneal refractive surgeries such as 
radial keratotomy (RK) and laser in situ keratomileusis (LASIK). These surgical procedures modify 
the shape of the cornea to correct for refractive error. However, this shape change can have marked 
effect on the measurement of the keratometry. The relationship between the shape of the front and 
back surfaces of the cornea and in the case of LASIK, the corneal thickness has been artificially modi-
fied by the refractive procedure. As a result, the keratometric index of refraction is no longer valid 
and gross errors in IOL prediction can occur as a result. A variety of techniques have been suggested 
for handling this subset of cataract patients.32–42 Only a limited number of patients currently fall into 
this category. However, as the refractive surgery generation ages, an increasing percentage of cata-
ract patients will require specialized techniques for predicting IOL power and much research is still 
needed in this area to achieve satisfactory results.

Intraocular Lens Aberrations

Since IOLs are singlets, only limited degrees of freedom exist to perform aberration correction. The 
human cornea typically has positive spherical aberration.43 The natural crystalline lenses typically 
compensates for the cornea with inherent negative spherical aberration leaving the whole eye with 
low levels of positive spherical aberration.44 The crystalline lens creates negative spherical aberra-
tion through its gradient index structure and aspheric anterior and posterior surfaces. Traditionally, 
IOLs have been made with spherical surfaces due to the ease of manufacturability. Smith and Lu 
analyzed the aberrations induced by IOLs using the thin lens Seidel aberration formulas described by 
Welford.45,46 Spherical aberration is given by
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where y is the height of the marginal ray at the IOL, fIOL is the power of the implant, naq = 1.337 is 
the refractive index of the aqueous, and nIOL is the refractive index of the IOL. Typical values for nIOL 
range from 1.41 to 1.55 depending on the material. The shape factor X is defined as 

 X
C C

C C
= + ′

− ′  (10)

where C is the curvature of the anterior surface of the IOL and C ′ in the curvature of the posterior 
surface. The conjugate factor Y is defined as

 Y
S S

S S
= + ′

− ′  (11)
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21.10  VISION AND VISION OPTICS

where S is the distance from the IOL to the virtual object formed by the cornea and S′ is the dis-
tance from the IOL to the retina. In the eye, a 43-diopter cornea forms an image of a distant object 
about 31 mm behind the corneal vertex. The IOL typically resides in a plane 5 mm into the eye. 
Under these conditions, S = 31 – 5 = 26 mm. If the eye has an axial length of L = 24 mm, then S′ =
19 mm. In this example, the conjugate factor Y = 6.43. Figure 4 shows the spherical aberration as a 
function of lens shape factor for a 20 D-PMMA lens with the preceding eye parameters and y = 2 mm. 
Two key features of this plot are apparent. First, the values of spherical aberration are strictly 
positive. This is true for any positive power lens with spherical surfaces. Since the corneal spherical 
aberration is typically positive as well, the spherical-surfaced IOL cannot compensate for this aber-
ration, as the natural crystalline lens tends to do. Instead, the total ocular spherical aberration of 
the pseudophakic eye can only be minimized through the appropriate choice of IOL shape factor X. 
In the example in Fig. 4, a shape factor X = +1.0 minimizes the spherical aberration. This shape cor-
responds to a plano-convex lens with the flat side toward the retina. The shape factor X = +1 is ideal 
for a perfectly aligned cornea and IOL. However, natural variations in the tilt and decentration of 
the IOL and the orientation of the visual axis within the eye make this perfect alignment difficult. 
Typical values for the tilt and decentration of the IOL are less than 2.6° and 0.4 mm, respectively.47 
Atchison has shown that a shape factor of X = +0.5, double-convex lens with a less curved radius 
toward the retina, is less sensitive to these errors and modern spherical IOLs tend to target this 
shape factor.48,49

Aspheric Lenses

Recently, IOLs have shifted toward incorporating an aspheric surface for aberration control.50 
Whereas, conventional spherical-surfaced IOLs seek to minimize the aberrations induced by the 
implant, aspheric IOLs can be used to compensate spherical aberration induced by the cornea. The 
corneal spherical aberration stems mainly from its aspheric shape. The cornea over the entrance 
pupil of the eye is well represented by a conic section of radius R and conic constant Q. The sag of 
the cornea z is then described as

 z
Q

R R Q r=
+

− − +⎡
⎣

⎤
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1
12 2( )  (12)
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FIGURE 4 The spherical aberration as a function of shape 
factor for an IOL.
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INTRAOCULAR LENSES  21.11

where r is the radial distance from the optical axis. Table 3 summarizes the values of R and Q of 
the anterior cornea found in several studies of corneal topography.51–54 There is also a tendency 
for the cornea to become more spherical with age54,55 leading to an increase in corneal spherical 
aberration.56

The spherical aberration of a surface can be found from paraxial raytracing values. The spherical 
aberration wavefront coefficient W040 of a spherical surface is given by46

 W r ni
u
n

u
n040

21
8
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′
−
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⎝
⎜

⎞

⎠
⎟( )  (13)

where n is the refractive index, i is the paraxial angle of incidence of the marginal ray on the surface, 
and u the angle the marginal ray makes with respect to the optical axis. The primed terms denote 
variables following the surface, whereas the unprimed terms denote variable prior to the surface. 
Figure 5 shows the layout for calculating the spherical aberration of the anterior cornea for a distant 
object. In this case, u = 0, n = 1.0, u′ is the marginal ray angle following the surface, n′ = 1.376 is the 
refractive index of the cornea, and i is the paraxial angle of incidence of the marginal ray. From the 
figure it is evident that 

 i
r
R

=  (14)

TABLE 3 Radius R and Conic Constant Q of the Human Cornea

References R (mm) Q Technique

Keily51 7.72 –0.26 Photokeratoscopy
Guillon52 7.85 –0.15 Photokeratoscopy
Dubbelman53 7.87 –0.18 Scheimpflug
Dubbelman54 7.87 (male) –0.13 Scheimpflug
 7.72 (female) 

n n′

u′

f

i

r R

FIGURE 5 Variables in the calculation of the 
spherical aberration of the anterior cornea.
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21.12  VISION AND VISION OPTICS

within the paraxial small angle assumption. Furthermore, the focal length f of the surface is given by

 f
n

n
R= ′

′ −1
 (15)

which leads to a marginal ray angle of

 ′ = − ′ −
′

u
n r

n R

( )1
 (16)

Hopkins57 showed that a correction factor can be added to the spherical surface aberration term to 
account for the asphericity of a conic surface. This correction factor is given by

 ΔW
Q n r
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 (17)

Combining Eq. (13) to Eq. (17), the total spherical aberration of the anterior cornea is given by
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 (18)

If the preceding technique is repeated for the posterior corneal surface, then its spherical aberra-
tion typically is 2 orders of magnitude smaller than the spherical aberration of the anterior surface. 
Consequently, the contribution of the posterior cornea to the spherical aberration of the aphakic eye 
can be ignored. While Eq. (18) represents the wavefront coefficient of the corneal spherical aberra-
tion, the literature has somewhat adopted a different format. Typically, corneal spherical aberration 
has been given in terms of the Zernike polynomial expansion coefficient c40 for a normalization radius 
r = 3 mm.58 In this case, the corneal spherical aberration is given by
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The value of c40 is linear with respect to the corneal conic constant, as shown in Fig. 6. Table 4 sum-
marizes the values of c40 from various studies in the literature.59–62 Since the aberrations of the various 
elements of the eye add, the implanted aspheric IOL should compensate for the corneal spherical 
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INTRAOCULAR LENSES  21.13

aberration given by Eq. (19). Examples of aspheric IOLs include the Tecnis Z9000 (Advanced Medical 
Optics, Irvine, CA) designed to correct 0.27 μm of corneal spherical aberration, the AcrySof SN60WF 
(Alcon Laboratories, Fort Worth, TX) designed to correct for 0.20 μm of corneal spherical aberra-
tion, and the SofPort Advanced Optics IOL (Bausch & Lomb, Rochester, NY) designed such that the 
implant has zero spherical aberration.

Toric Lenses

Astigmatism is another important consideration following cataract surgery. IOLs have been tradi-
tionally rotationally symmetric, again due to manufacturing ease. However, astigmatism may be 
present in the aphakic eye. This astigmatism is due to a toric shape in the cornea and, since the 
optical system is not rotationally symmetric, the astigmatism appears along the visual axis. Recently, 
toric IOLs have become available, but their use has been limited.63 It is more common to reduce 
corneal astigmatism at the time of surgery with procedures known as corneal relaxing incisions or 
limbal relaxing incisions. In these procedures, arcuate incisions are made in the peripheral cornea 
or limbus, respectively. These incisions have the effect of making the cornea more rotationally sym-
metric after the incisions heal. Consequently, corneal astigmatism is reduced and a conventional 
rotationally symmetric IOL can be implanted. Corneal or limbal relaxing incisions are typically per-
formed at the time of cataract surgery. An alternative to relaxing incisions is to perform a refractive 
surgery procedure such as LASIK to reduce corneal astigmatism. This procedure uses an excimer 
laser to ablate corneal tissue, leaving the postoperative cornea more rotationally symmetric. Toric IOLs 
are available and similar power calculations must be taken into account.64–67 FDA-approved toric 
IOLs are available in the United States from Staar Surgical (Monrovia, CA) and Alcon Laboratories 
(Fort Worth, TX).

Testing IOLs

Clinical testing of implanted IOLs provides insight into the function of the lenses, but can also 
be difficult due to confounding factors such as cornea clarity, retina function, variations in surgi-
cal positioning of the implant, and neural processing. Furthermore, large numbers of subjects and 
long follow-up times make these types of studies expensive and slow. Several methods, including the 
Ronchi test and speckle interferometry, have been used to test isolated IOLs.68,69 Alternatively, model 
eyes can be used to test the optical performance of IOLs in a configuration similar to their implanted 
state.62,70–78 Model eyes allow for rapid evaluation of the lenses that avoids the confounding factors 
described above. In testing the optical performance of IOLs with a model eye, the geometry of how 
the lens is used within the eye is taken into account. Aberrations, which affect the IOL optical per-
formance, are dependent on the vergence of light entering the implant. In general, the model eye 
consists of a lens that represents an artificial cornea and a wet cell, which is a planar-faced vial con-
taining saline into which the IOL is mounted. The wet cell is placed behind the artificial cornea such 
that the corneal lens modifies incident plane waves and creates a converging beam onto the IOL. 
The vergence striking the IOL is meant to be representative of the vergence seen by an implanted 
IOL. An artificial pupil can also be introduced to simulate performance for different pupil sizes. The 
performance of the lens can then be evaluated at the image plane of the eye model. Several differ-
ent types of artificial corneas have been used in eye models. The international standard ISO11979-2 
recommends using a model cornea that is virtually free of aberrations in conjunction with the light 

TABLE 4 Corneal Spherical Aberration c40

References c40

Holladay50 0.270 ± 0.200 μm
Wang59 0.280 ± 0.086 μm
Belluci60 0.276 ± 0.036 μm
Guirao61 0.320 ± 0.120 μm
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21.14  VISION AND VISION OPTICS

source used.79 The standard provides an example model cornea made from a Melles-Griot LAO 034 
lens. This lens is a commercially available cemented achromat and consequently is well corrected for 
both chromatic and spherical aberration. With this model cornea, the spherical aberration of the 
whole model eye is created solely from the IOL. This model eye specification predated the advent of 
aspheric IOLs. This type of model eye is therefore only suitable for earlier spherical surface IOLs to 
evaluate how well these implants minimize their inherent spherical aberration. However, this type 
of model cornea is not ideal for modern aspheric IOL designs. These newer designs are made to 
work in conjunction with the cornea and compensate for the corneal spherical aberration. Model 
corneas with representative levels of corneal spherical and chromatic dispersion have been proposed 
and used to test these advanced IOL designs.62

Measurement of the optical transfer function (OTF) or its modulus the modulation transfer func-
tion (MTF) are routine tests for measuring the optical quality of IOLs.70–78 The MTF of an optical system 
describes the amount of contrast that is passed through the system. If a high contrast sinusoidal tar-
get is imaged by an optical system, then the contrast of the resultant image is reduced. In general, the 
contrast tends to decrease more severely with higher spatial frequency (i.e., finer spacing between 
the bars of the sinusoidal target). The MTF of a model eye is conveniently calculated by measuring 
the line spread function (LSF) of the model eye. The LSF, as its name implies, is simply the image of 
a narrow slit formed by the model eye. The image i(x, y) of the vertically oriented slit on the retina 
is given by

 i x y rect
x

d
x y( , ) ( , )=

⎛
⎝⎜

⎞
⎠⎟

∗PSF  (20)

where d is the width of the unaberrated slit on the retina and PSF(x, y) is the point spread function 
of the eye. The Fourier transform of Eq. (12) gives

 ℑ{ }= ⇒ =
ℑ

i x y d d
i

( , ) ( ) ( ) ( , ) ( , )sinc OTF OTFξ δ η ξ η ξ 0
(( , )

( )

x y

d d

{ }
sinc ξ

 (21)

where ℑ{ }  denotes the Fourier transform and sinc(x) = sin (px)/(px). Equation (21) says that the 
optical transfer function (OTF) is the ratio of the image spectrum and a sinc function. Note that the 
denominator of Eq. (13) goes to 0 for x = 1/d. Under this condition, the OTF approaches infinity. 
Consequently, the size of d must be made sufficiently small to ensure that the spatial frequencies x 
fall within a desirable range.

Multifocal Lenses

A variety of strategies have been employed to help alleviate presbyopia resulting from cataract sur-
gery. The ideal situation would be to implant an IOL that had the capability to either change its 
power as the young crystalline does or change its position in response to contraction of the ciliary 
muscle. The latter case provides accommodation by changing the overall power of the eye through a 
shift in the separation between the cornea and IOL. These strategies and similar variations are being 
aggressively pursued as “accommodating” IOLs discussed in more detail in the following section. 
Clinical results demonstrating the ability of these IOLs to restore some degree of accommodation 
have been somewhat mixed, but improvement is likely as the accommodative mechanism becomes 
better understood and the lens designs incorporate these actions.

Multifocal IOLs represent a successful bridging technology between conventional IOLs and a true 
accommodating IOL. Multifocal optics have two or more distinct powers within their aperture. These 
lenses take advantage of simultaneous vision. In other words, both in-focus and out-of-focus images are 
simultaneously presented to the retina. The role of the brain then is to filter out the blurred component 
and interpret the sharp component providing suitable vision for two distinct distances. For example, 
suppose the required monofocal (single power) IOL power to correct distance vision in a patient under-
going refractive surgery is 20 D. If a multifocal lens containing dual powers of 20 and 24 D is implanted 
instead, the patient will have simultaneous vision following surgery. (Note that a 4 D add power in the 
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INTRAOCULAR LENSES  21.15

IOL plane is approximately equivalent to a 3 D add in the spectacle plane.) If the patient views a distant 
object, the distance portion of the IOL will form a sharp image on the retina, while the near portion of 
the lens will create a blurred image of the distant scene on the retina. Similarly, if the patient now views 
the text of a book, the near portion of the IOL will form a sharp image of the text on the retina, while the 
distance portion of the IOL will now create a blurred image of the page. In both cases, if the deleterious 
effects of the blurred portion of the retinal image are sufficiently low, then successful interpretation of 
the in-focus portion can be made. As a result of simultaneous vision, some contrast is lost in the in-
focus image. Multifocal optics therefore represent a trade-off in visual performance. Monofocal lenses 
provide sharp, high contrast images for distance and horribly blurred low-contrast images for near 
objects. Multifocal lenses provide reasonably high contrast images for both distance and near vision, 
but there is some loss in contrast compared to monofocal distance vision. When designing multifocal 
lenses, control of the out-of-focus portion of the retinal image and understanding the conditions under 
which the lenses are used are important to optimizing the design. Proper understanding of these issues 
can provide high-quality multifocal images and lead to happy, spectacle-free patients.

Multifocal IOLs require two or more powers to be simultaneously present in the lens.80 Zonal 
refractive lenses introduce multiple powers into the lens by having distinct regions or zones that 
refract light differently. The width or area of these zones is large compared to the wavelength of 
light. As a result of these large zones, the bending of the light rays is determined strictly by refrac-
tion. The local surface curvature of the lens determines the local lens power, and different powers 
can be incorporated simply by having regions with different curvatures. A simple example of a zonal 
refractive lens would be to bore a 2 mm hole in the center of a 20 D lens and then fill the region with 
a 2 mm region cookie cut from a 24 D lens. These resulting lens would act as a 20 D lens with a 4 D 
add in the center, providing multifocal optics. One clear problem arises in this design. The junction 
between the two lens regions will be abrupt and discontinuous leading the stray light effects. Zonal 
refractive lenses blend the transition between regions. This blend can be rapid, or the transition can 
be made slowly to introduce regions of intermediate power. Clearly, this concept can be extended to 
more than two discrete regions, so that multiple annular regions of alternating power can be created. 
Furthermore, the regions do not even need to be concentric circles. Instead, tear shaped, wedged, and 
even swirled regions have been demonstrated. The ReZoom IOL and its predecessor the Array IOL 
(Advanced Medical Optics, Irvine, CA) are examples of zonal refractive lenses. Figure 7 illustrates the 
power profile of such a lens. As can be expected with simultaneous vision, there exists a degradation 
in the optical quality of the retinal image with zonal refractive lenses. For example, starburst and halo 
patterns can result from these types of lenses.81,82 However, these downsides provide roughly two-
thirds of patients with near visual acuity of 20/40 or better, and the differences between zonal refrac-
tive and conventional monofocal lenses on complex tasks such as driving is small.82,83 These lenses 
provide improved near vision at the expense of the quality of overall vision.

The second optical phenomenon that is exploited to create multifocal optics is diffraction.84–86 
Multifocal optics with diffractive structures are often misunderstood because they move away from 
the geometrical picture of light rays bending at the surface of the lens. Instead, these lenses take 
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FIGURE 7 Power profile of the Array lens. The lens is formed 
from multiple concentric regions that oscillate between the base 
lens power and the higher add power.
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21.16  VISION AND VISION OPTICS

advantage of the wave nature of light. In diffractive IOLs, concentric annular zones are created on the 
face of the lens. The jth zone occurs at a radius 

 r j Fj o= 2 λ  (22)

where lo is the design wavelength and F is the focal length of the add power. At the junction of each 
zone, an abrupt step appears. Both the height of the step and the dimensions of the zones control 
the degree of multifocality of the lens. The dimensions of the zones are related to the desired add 
power and in general, the spacing between zones gets progressively smaller from the lens center to 
its edge. The height of the step at the boundary of each zone determines how much light is put into 
the add portion. In typical multifocal diffractive lenses, this step height is chosen so that the peaks of 
one diffractive zone line up with the troughs of the next larger diffractive zone immediately follow-
ing the lens. As these waves propagate to the retina, the waves from the various diffractive zones mix 
and there are two distinct regions of constructive interference that correspond to the two main foci 
of the multifocal lens. The optical phase profile f(r) of a diffractive lens is given by87

 φ πα
λ

( )r j
r

F
r r r

o
j j= −

⎛

⎝
⎜

⎞

⎠
⎟ ≤ < +2

2

2

1  (23)

where a represents a fraction of the 2p phase delay. This phase pattern is superimposed onto one 
of the curved surfaces of the IOL. Note that if the change of variable r = r2 is used, then the phase 
profile becomes periodic in r. Figure 8 shows the phase profile in both r- and r-space for a design 
wavelength of 555 nm, a = 0.5, and F = 250 mm.
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FIGURE 8 The phase profile of a diffractive lens as a function of r (a) and r (b). Note that (b) is periodic.
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The periodic phase profile can be represented as a Fourier series such that 
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where the coefficients cm are given by
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Carrying out the integration in Eq. (25) gives
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Note that each term in the series in Eq. (26) acts like a lens of focal length F/m. The sinc function 
dictates how much energy is distributed into each foci. The diffraction efficiency hm is defined as 

 η αm = −sinc m2[ ]  (27)

The diffraction efficiency describes the percent of going into each diffraction order. In the case 
where m = 0, the focal length of this order becomes infinite (i.e., zero power). The underlying refrac-
tive carrier of the IOL provides all of the power of the implant. Consequently, the refractive power of 
the IOL is chosen to correct the eye for distance vision. For m = 1, energy is distributed into the +1 
diffraction order. The power of the IOL for this diffraction order is the underlying refractive power of 
the IOL plus the power +1/F provided by the diffractive structure. The amount of energy going into 
each of these diffractive orders is h0 and h1, respectively. Similarly, energy is sent to higher-diffractive 
orders that have efficiency hm and add a power m/F to the underlying refractive power of the IOL. 
Table 5 summarizes the add power and the diffraction efficiency for a case where a = 0.5. Clearly, most 
of the energy goes into the 0 and +1 diffraction orders.

The Tecnis ZM900 (Advanced Medical Optics, Irvine, CA) is an example of a diffractive lens with 
a = 0.5 and F = 250 mm. The Acri.LISA IOL (Carl Zeiss Meditec, Oberkochen, Germany) is another 
example of a diffractive IOL. This IOL is currently only available outside the United States. This lens 
distributes about twice the energy into the zero-order as it does into the +1 order. This effect biases 
distance vision and can be achieved by making a = 0.414. The ReSTOR IOL (Alcon Laboratories, Fort 
Worth, TX) is another variation of a diffractive lens.88 These lenses have a diffractive structure over 
the central 3 mm of the lens and are purely refractive in their periphery. The refractive portion of the 
lens provides distance vision, while the diffractive portion of the lens provides both near and distance 
vision. The step heights between annular zones of the lens gradually decrease toward the edge of the 
diffractive zone. This decrease is called apodization. Traditionally in optics, apodization has referred 
to a variable transmission of the pupil of an optical system. However, apodization in this regard 
describes the gradual change in diffraction efficiency that occurs with these types of lenses. The net 
result of these types of lenses is that the energy sent to the distance and near foci is nearly equal for 

TABLE 5 Add Power and Diffraction Efficiency for a = 0.5 and F = 250 mm

 Diffraction Order, m Diffraction Efficiency, hm Add Power

 –1 4.5% –4 D
 0 40.5% 0 D
 +1 40.5% 4 D
 +2 4.5% 8 D
 +3 1.6% 12 D
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21.18  VISION AND VISION OPTICS

small pupils, but is systematically shifted to a distance bias as the pupil size expands. Figure 9 shows 
the through-focus MTF of the ReSTOR lens for a 3- and 6-mm pupil. The horizontal axis of these 
plots is in units of vergence or the reciprocal of the object distance in units of inverse meters. As with 
zonal refractive lenses, there is some loss in visual performance with diffractive lenses.89–91 This loss 
is offset by roughly 78 percent of patients achieving near visual acuity of 20/40 or better.91 Biasing 
distance vision through modification of the step height or apodization tends to improve performance 
over conventional equal-split diffractive lenses for large pupil diameters.92,93 Stray light effects, flares, 
and haloes can be seen with diffractive lenses as well. Apodization of the IOL tends to markedly 
dampen these stray light effects for large pupils.93 Finally, diffractive lenses tend to provide superior 
visual performance when compared to zonal refractive lenses.94,95

Accommodating Lenses

Accommodating IOLs are the natural progression of implant technology. As shown in Fig. 1, accom-
modation is lost by about the age of 50. Implantation of IOLs may restore vision in cataract patients, 
but presbyopia remains. Multifocal IOLs have been developed to address the need of presbyopic 
pseudophakic patients, but there is always a trade-off with these types of lenses. Simultaneous vision 
by its nature reduces contrast and image quality, and designing multifocal IOLs is always a bal-
ance between providing functional near vision and minimizing artifacts attributed to multifocality. 
Accommodating lenses avoid the issues of simultaneous vision and provide high quality imaging at 
a variety of object distances. These types of lenses would function in a manner similar to the natural 
crystalline lens. Several accommodating IOLs are currently available; however, their performance has 
been marginal at best.96 Advances in accommodating lens technology are rapidly occurring and this 
technology will likely replace multifocal IOLs once a suitable solution has been found. Furthermore, 
cataract surgery may no longer be the requirement for IOL implantation. Once solutions have been 
developed that offer reasonable levels of accommodation (likely allowing focusing from distance 
to 50 cm), a procedure known as refractive lens exchange (RLE) or clear lens extraction (CLE) is 
likely to rise in popularity.97 In these procedures the noncataractous crystalline lens is removed and 
replaced with an IOL. These techniques are one option for patients with severe myopia, but surgeons 
are hesitant to perform these procedures on healthy, albeit presbyopic lenses with low degrees of 
refractive error. However, there was much resistance to implanting IOLs in the first place and once 
RLE or CLE demonstrates safe results that restore accommodation, the hesitancy will likely wane.
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INTRAOCULAR LENSES  21.19

Two mechanisms are available for creating an accommodating IOL. The trigger for the lens action 
is the constriction of the ciliary muscle. The first mechanism is an axial shift of the position of the 
lens. Equation (8) describes the IOL power given the corneal curvature K, axial length L, and the effec-
tive lens position, ELP. Differentiating Eq. (8) with respect to the ELP gives

 d

d

K KL n KL n nφIOL aq aq aq

ELP

ELP

( )

( )( )

(
=

⋅ − − −2 1000 1000

EELP ELP aq− ⋅ −L K n) ( )2 21000
 (28)

Assuming a corneal power K = 43 D, and axial length L = 24 mm, naq = 1.337, ELP = 5 mm in 
the unaccommodated state and that the change in ELP is small compared to the total ELP, then the 
change in IOL power ΔfIOL is approximately 

 ΔfIOL ≈ 1.735 ΔELP (29)

Equation (29) shows that under these conditions, the 1 mm of movement of the IOL toward the 
cornea gives about 1.75 D of accommodation. Examples of IOLs that use axial movement are the 
FDA-approved Crystalens (Bausch & Lomb, Rochester, NY) and 1CU (HumanOptics AG, Erlangen, 
Germany) available in Europe. Both lenses have plate-type haptics or flat flanges emanating from the 
side of the lens. These flanges are hinged such that the lens vaults toward the cornea when the cili-
ary muscle constricts. Still there is much improvement needed in these technologies. The Synchrony 
accommodating IOL (Visiogen, Irvine, CA) is a variation on the axial movement concept that uses 
two lenses that move relative to one another instead of a single lens for the IOL.

The second mechanisms for an accommodating IOL would be a lens that changes its power in 
response to the constriction of the ciliary muscle. Examples of these types of lenses include the Fluid 
Vision IOL (Powervision, Belmont, CA) which pumps fluid from a peripheral reservoir into a lens 
with a deformable membrane surface to change its power, and the AkkoLens (AkkoLens International, 
Delft, The Netherlands) that uses two cubic phase plates that translate laterally to achieve a power 
change.98 These accommodating IOLs represent emerging technologies but clinical demonstration of 
their capabilities is still needed.

Phakic Lenses

Phakic IOLs, as their name implies, are lenses that are implanted while the crystalline lens remains 
clear and intact. These lenses are used for treating nearsightedness instead of cataracts. Since the 
crystalline lens remains in place, phakic IOLs need to be implanted in the remaining space. There 
are two suitable locations for this implantation. The first is the anterior chamber, which is the space 
between the posterior cornea and the iris. Two techniques have been used to support anterior cham-
ber IOLs. The first technique is to wedge the haptics into the angle where the peripheral cornea 
meets the iris. The second technique is to use specially designed haptics that clip to the peripheral 
iris to maintain the lens position. The main disadvantage of anterior chamber phakic IOLs is the 
risk to the corneal endothelium. The corneal endothelium is a thin layer of cells that coats the poste-
rior surface of the cornea. These cells regulate the nutrition and health of the cornea and cannot be 
replaced if damaged. Mounting an IOL in the anterior chamber risks abrasions of these endothelial 
cells. Phakic IOLs can also be supported by the sulcus, which means the phakic IOL is placed on the 
area directly behind the iris, but in front of the crystalline lens. This second type of phakic IOL posi-
tioning requires a vaulting of the implant away from the surface of the crystalline lens since contact 
between the artificial and natural lenses are likely to lead to cataract formation. Examples of phakic 
IOLs include the Verisyse (Advanced Medical Optics, Santa Ana, CA), which is an iris-supported 
lens, and the Visian ICL (Staar Surgical, Monrovia, CA), which is a sulcus-supported lens. Excellent 
results have been achieved with phakic IOLs in extreme nearsightedness.99 Phakic IOLs for the treat-
ment of farsightedness and astigmatism as well as multifocal lenses are likely to be available in the 
United States in the near future.
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21.20  VISION AND VISION OPTICS

Chromophores

The crystalline lens is the main absorber of wavelengths below 400 nm in the eye.2,100 Removal of the 
crystalline lens causes a dramatic increase in the level of ultraviolet (UV) radiation that reaches the 
retina. These highly energetic wavelengths can cause phototoxicity, leading to damage the retinal neu-
ral structure and the underlying retinal pigment epithelium. Aphakic individuals are particularly sus-
ceptible to this type of damage since they no longer have the appropriate UV filtering. IOLs, in general, 
do little to mitigate the UV exposure. PMMA has significant transmission for wavelengths between 
300 and 400 nm. Mainster recognized the risks to retinal health posed by transparent IOLs101,102 and 
most IOLs incorporated a UV-absorbing chromophore by 1986.103 These UV-absorbing chromo-
phores typically have a cutoff wavelength of 400 nm, leaving high transmission of visible wavelengths, 
but negligible transmission of UV wavelengths. Blue-green wavelengths can also cause retinal photo-
toxicity, although much higher dosages are required for damage when compared to UV wavelengths. 
Several companies have introduced blue-light absorbing IOLs (AF-1 UY, Hoya, Tokyo, Japan and the
Acrysof Natural, Alcon laboratories, Fort Worth, TX). These IOLs seek to have a transmission similar 
to the middle-aged human crystalline lens. Consequently, they partially absorb a portion of the spec-
trum between 400 and 500 nm. Figure 10 shows the transmission of a 3-mm slab of PMMA immersed 
in saline, along with the transmissions of IOLs containing UV-absorbing and blue-light absorbing IOLs.

Blue-light absorbing IOLs are somewhat controversial. Critics have suggested that scotopic and 
color vision are degraded by the lenses.104,105 However, these claims have not been supported by 
theoretical analyses and clinical measures of in-eye lens performance.106–113 Supporters of blue-light 
filtering lenses advocate their use to promote retinal health. Some laboratory studies have demon-
strated protection to cell cultures afforded by the blue-light chromophores, but long-term clinical 
data remains unavailable.114 Blue light has been shown to mediate the circadian rhythm115 and an 
intermediate violet-absorbing chromophore that balances retinal protection and the circadian clock 
has been suggested.116,117 Again, long-term validation of the benefits of such a lens are not available.

21.5 INTRAOCULAR LENS SIDE EFFECTS

A variety of optical deficits can arise following the implantation of intraocular lenses (IOLs). While 
artificial lenses replace cataractous lenses that have degraded markedly in optical quality, these IOLs 
can also introduce some visual side effects. These side effects include glare, halos, streaks, starbursts, 

Wavelength (nm)

Tr
an

sm
is

si
on

 (
%

)
280

0

10

20

30

40

50

60

70

80

90

100

380 480 580 680

UV absorbing
chromophore

PMMA

Blue light absorbing
chromophore

FIGURE 10 The transmission of a PMMA, and 
blue-light filtering, and UV-absorbing IOLs for ultra-
violet and visible wavelengths.

Bass_v3ch21_p001-028.indd 21.20 8/21/09 11:53:43 AM

DO
 N

OT
 D

UP
LI

CA
TE



INTRAOCULAR LENSES  21.21

shadows, and haze. While the vast majority of pseudophakic patients are free from these effects 
under most circumstances and tolerate the problem in the few situations when they do arise, a small 
fraction of patients suffer from problems that are comparable or worse than their preoperative state. 
Understanding the cause of these optical phenomena allows for IOL manufacturers to improve their 
designs and minimize potential problems in future recipients.

Dysphotopsia

Dysphotopsia is the introduction of unwanted patterns onto the retina. These unwanted patterns 
are superimposed over the true retinal image and can cause degradation in visual performance. In 
pseudophakic dysphotopsia, the design and material of the artificial lens is typically responsible for 
redirecting the unwanted light to the retina. Dysphotopsia comes in two forms: positive and negative. 
Positive dysphotopsia is the introduction of bright artifacts onto the retina. These artifacts include 
arcs, streaks, rings, and halos and may only be present under certain lighting conditions or for certain 
locations of glare sources in the peripheral field. Negative dysphotopsia, conversely, is the blockage of 
light from reaching certain portions of the retina. Shadows and dark spots are perceived usually in 
the temporal field and again this phenomenon is affected by lighting conditions and position. Both 
positive and negative dysphotopsias affect visual performance because the unwanted images obscure 
the relevant retinal image formed directly by the IOL. Consequently, understanding their cause and 
eliminating these undesirable effects will lead to improve performance and satisfaction of patients.

Posterior Capsule Opacification

Another side effect of IOL implantation is posterior capsule opacification (PCO). Implantation of 
IOLs into the capsular bag provides a stable platform for the lens. However, in about 25 percent 
of patients, PCO can result. In PCO, the capsular bag gradually opacifies, and postcataract patients 
perceive many of the same symptoms seen prior to surgery, namely a gradual loss in acuity, glare, 
and blurred vision. YAG posterior capsulotomy is typically performed to open a hole in the capsule 
allowing light to pass through again. The large incidence of PCO causes dissatisfaction in patients 
and adds expense due to the need for additional equipment, procedures, and time to rectify the situ-
ation. Consequently, a reduction in PCO would be beneficial and strong efforts have been made to 
modify IOL designs and materials to drastically reduce the incidence of PCO. Acrylic materials and 
square edge designs have both appear to reduce the incidence of PCO.118,119 However, dysphotopsia 
increased with introduction of these changes. To gain the benefit of reduced PCO, alterations were 
needed to acrylic lens edge designs. 

Holladay et al.120 compared the edge glare caused by sharp and rounded edge designs using a 
nonsequential raytracing technique. Nonsequential raytracing is routinely used for analyzing stray 
light and illumination effects. Typically, hundreds of thousands of rays are launched from a light 
source and allowed to refract, reflect, and scatter from various elements. Following the raytracing, the 
concentration of these rays in a given plane can be evaluated to determine the illumination pattern 
of the stray light. Holladay et al. found that both square and round edge IOLs produce stray light, but 
that only the square-edge design concentrated the light into a well-formed arc on the retina. Round-
edge designs tended to disperse the stray light over a much larger portion of the retina, suggesting its 
visual consequences fall below a perceptible threshold. Clinical reports of dysphotopsia support that 
square-edge designs with a smooth finish are a likely culprit for many of the positive dysphotopsia 
problems.121,122 Meacock et al.123 performed a prospective study of 60 patients split between acrylic 
lenses with textured and nontextured edges. By prospectively analyzing the two groups, determina-
tion about the advantages of textured edges is assessed. One month post-operatively 67 percent of 
the nontextured IOL patients and 13 percent of textured-IOL patients had glare symptoms. The tex-
tured edges provided a statistically significant reduction in glare symptoms. Franchini et al.124,125 used 
nonsequential raytracing methods to compare different types of edge design on positive dysphotopsia. 
They found similar result to Holladay et al.120 in that the untextured square-edge design produced a 
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21.22  VISION AND VISION OPTICS

ring pattern on the retina, while a round edge distributed the light over a larger portion of the retina. 
This group also analyzed an “OptiEdge” design where the edge is beveled in an attempt to minimize 
stray light effects. In this case, they found an arc pattern is formed on the retina, but this arc in gen-
eral has intensity far below the smooth edge pattern. Furthermore, Franchini et al. modeled a frosted 
square-edge design and found that the circular pattern retina is reduced, but the light is distributed 
over the retina and could possibly reduce contrast in the perceived image. The results of these efforts 
demonstrate that tailoring the shape and texture of the edge of the IOL can lead to an implant that 
reduces both PCO and dysphotopsia.

21.6 SUMMARY

The addition of IOL implantation following cataract removal revolutionized the procedure and 
enabled the restoration of high quality vision. While the technique was slow to be accepted by the 
medical establishment, the benefits of IOLs won over even the harshest critics to become the stan-
dard of care. IOLs are entering a postmodern era. Conventional IOLs are reliably fabricated and 
advances in materials and design have led to small incision surgeries that minimize risks to the 
patient and allowing outpatient procedures. Power calculations and the devices used to measure 
ocular dimensions have continued to improve, narrowing the residual error following implantation. 
Manufacturers are now turning to more subtle improvements to the technology. Aspheric surfaces are 
being incorporated to minimize ocular spherical aberration. Multifocal IOLs are providing simulta-
neous distance and near vision, enabling a spectacle-free lifestyle following surgery. Accommodating 
IOLs are emerging to fully restore accommodation. Furthermore, manufacturers are expanding the 
role of IOLs into the treatment of refractive error with phakic IOLs. Finally, chromophores are incor-
porated into IOLs to promote the health of the retina for the remainder of the patient’s life. IOLs 
have been extraordinarily successful and a true benefit to the dim world of cataracts.
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22.1 GLOSSARY

 D(l) spectral refl ectance of the diffuser

 eP phosphor effi ciency

 IB beam current of a CRT

 Mij coeffi cient ij in the regression matrix linking ΔCi to ΔRi

 mj vector indicating the particular sample measured

 NP number of monochrome pixels in a color pixel

 nj vector indicating the particular sample measured

 R(l) spectral refl ectance of the faceplate of an LCD

 Rj input coordinates of the CRT: usually R1 is the voltage sent to the red gun; R2 is the 
voltage sent to the green gun; and R3 is the voltage sent to the blue gun

 V voltage input to a CRT

 VA acceleration voltage of a CRT

 V0 maximum voltage input to a CRT

�a voltage applied to gun a of a CRT; a = R, G, B

�B maximum scanning velocity for the electron beam

�h horizontal velocity of the beam

�v vertical velocity of the beam

 Xai tristimulus values of light emitted from monochrome pixel of color a

 Xi tristimulus values of light emitted from a color pixel

 Xi tristimulus value i, that is, X = X1; Y = X2; and Z = X3

 X0i tristimulus value i of a reference color

 xp horizontal interpixel spacing, xp = �htp

 yp vertical interpixel (interline) spacing

22.1

22
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 g exponent in power law expressions of gamma correction

 d interpolation parameter for one-dimensional characterizations

 ΔRi change in input coordinate i

 ΔXi change in tristimulus value i

 � interpolation parameter for inverting one-dimensional characterizations

 nmax maximum frequency of CRT input amplifi ers

 m index of color measurements taken along a curve in color space

 Φ power of the emitted light

 Φa
AMB

aVλ
( )( )  spectral power distribution of light emitted from monochrome pixel of color a as a 

result of ambient light falling on an LCD

 Φa
BL
λ

( )  spectral power distribution of light emitted from monochrome pixel of color a as a 
result of the backlight

 Φal(Va)  spectral power distribution of light emitted by monochrome pixel of color a, 
depending on the voltage with which the pixel is driven

 Φa
R
λ

( )  spectral power distribution of light refl ected from the faceplate of an LCD

 Φ(x, y) power of the emitted light as a function of screen position

 Φl spectral power distribution of light emitted by all monochrome pixels in a color pixel

 Φl spectral power of the emitted light

 Φλ
( )AMB  light output caused by ambient light falling on the faceplate of an LCD

 Φλ
( )BL  light output caused by the backlight of an LCD

 Φ0 maximum light power output from a CRT

 Φ0λ
( )AMB  ambient light falling on the faceplate of an LCD

 Φ0λ
( )BL  light emitted by the backlight-diffuser element of an LCD

 Φl(�R, �G, �B)  spectral power distribution of the light emitted when voltages �R, �G, �B are applied to 
its inputs

 ta(l) spectral transmittance of the fi lter on monochrome pixel of color a

 td phosphor decay time

 tf time spent scanning a complete frame

 tl time spent scanning a complete line, including horizontal fl yback

 tp time the beam spends crossing a single pixel

 t (V) voltage-dependent transmittance of the light modulating element

22.2 INTRODUCTION

Complex images that are colorimetrically calibrated are needed for a variety of applications, from 
color prepress to psychophysical experimentation. Unfortunately, such images are extremely diffi-
cult to produce, especially using traditional image production technologies such as photography or 
printing. In the last decade technical advances in computer graphics have made digital imaging the 
dominant technology for all such applications, with the color television monitor the output device 
of choice. This chapter describes the operational characteristics and colorimetric calibration tech-
niques for color television monitors, with its emphasis on methods that are likely to be useful for 
psychophysical experimentation. A short final section describes a newer display device, the color liq-
uid crystal display, which is likely to become as important in the decade to come as the color monitor 
is today.
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DISPLAYS FOR VISION RESEARCH  22.3

22.3 OPERATIONAL CHARACTERISTICS 
OF COLOR MONITORS

The color television monitor is currently the most common display device for digital imaging appli-
cations, especially when temporally varying images are required. Its advantages include good tem-
poral stability, a large color gamut, well-defined standards, and inexpensive manufacture. A wide 
variety of different CRT types is now available, but all types are derived from a common technologi-
cal base. This section describes the characteristics shared by most color monitors, including design, 
controls, and operation. Of course, a chapter such as this can only skim the surface of such a highly 
evolved technology. There is a vast literature available for those who wish a greater depth of technical 
detail. Fink et al.1 provides a great deal of it, with a useful set of references for those who wish to dig 
even deeper. Colorimetry is discussed in Chap. 10 in this volume.

Output devices that go under a variety of names, color television receivers, color video monitors, 
color computer displays, and so on, all use the same display component. This chapter describes only 
the display component. Technically, it is known as a color cathode ray tube (CRT), the term that is 
used exclusively in the remainder of the chapter.

In this chapter several operational characteristics are illustrated by measurements of CRT output. 
These measurements, which are intended only to be illustrative, were performed using a Tektronix 
SR690, a now obsolete CRT produced for the broadcast monitor market. While the measurements 
shown are typical of CRTs I have measured, they are intended to be neither predictors of CRT perfor-
mance nor ideals to be pursued. In fact, color CRTs vary widely from model to model, and any CRT 
that is to be used in an application where colorimetry is critical should be carefully characterized 
before use.

Color CRT Design and Operation

The color CRT was derived from the monochrome CRT, and shares many features of its design. 
Thus, this section begins by describing the construction and operation of the monochrome CRT. 
New features that were incorporated to provide color are then discussed.

Monochrome CRTs A schematic diagram of a monochrome CRT is shown in Fig. 1. The envelope 
is a sealed glass tube from which all the air has been evacuated. Electrons are emitted from the cath-
ode, which is heated red hot. The flux of electrons in the beam, the beam current IB, is determined 
by a control grid. A variety of magnetic and/or electrostatic electrodes then focus, accelerate, and 
deflect the beam. The beam strikes a layer of phosphor on the inside of the CRT faceplate, depositing 

Light

Glass faceplate

Electron beam

Control grid

Cathode

Focus
deflection

acceleration

FIGURE 1 Schematic diagram of a monochrome CRT, showing the 
path of the electron beam and the location of the phosphor on the inside of 
the faceplate.
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22.4  VISION AND VISION OPTICS

power IBVA, where VA is the acceleration voltage. Some of this power is converted to light by the 
phosphor. The power Φ in the emitted light is given by

 Φ Φ= ⋅∫ λ λ
λhc

d  

Φl, the spectral power distribution of the emitted light is determined, up to a single multiplicative 
factor, by the chemical composition of the phosphor. The multiplicative factor is usually taken to be a 
linear function of the beam power. Thus, the efficiency of the phosphor eP given by

 e I VP B A= Φ /  

is independent of the beam current. Power not emitted as light becomes heat, with two consequences.

1. If the beam remains in the same spot on the screen long enough, the phosphor coating will heat 
up and boil the phosphor from the back of the faceplate leaving a hole in any image displayed on 
the screen.

2. Anything near the phosphor, such as the shadowmask in a color CRT, heats up.

A stationary spot on the screen produces an area of light. The intensity of the light is generally 
taken to have a gaussian spatial profile. That is, if the beam is centered at (x0, y0), the spatial profile of 
the light emitted is given by

 Φ( , ) exp ( ) ( )x y x x y y
x y

∝ − + −
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

1

2

1

22 0
2

2 0
2

σ σ
 

The dependence of this spatial profile on the beam current is the subject of active development in 
the CRT industry. In most applications the beam is scanned around the screen, making a pattern of 
illuminated areas. The brightness of a given illuminated area depends on the beam current when the 
electron beam irradiates the area, with the beam current determined by the voltage applied to the 
control grid.

Shadowmask Color CRTs The basic technology of the monochrome CRT is extended to produce 
color. The standard method for producing color is to take several, usually three, monochrome 
images that differ in color and mix them additively to form a gamut of colors. (Even very uncon-
ventional technologies, such as the Tektronix bichromatic liquid crystal shutter technology, produce 
color by additive mixture.) This section describes the basic principles of shadowmask CRT technology, 
which is the dominant technology in color video.

Geometry of the shadowmask CRT A color CRT must produce three images to give a full range 
of color. To do so usually requires a tube with three guns. The three electron beams are scanned in 
exactly the way that monochrome beams are, but arrive at the screen traveling in slightly different 
directions. Near the faceplate is a screen called the shadowmask. It is made of metal, with a regular 
pattern of holes. Electrons in the beams either hit the screen to be conducted away or pass ballisti-
cally through the holes. Because the three beams are traveling in different directions, they diverge 
once they have passed the hole, striking the back of the faceplate in different places. The phosphor 
on the back of the faceplate is not uniform, but is distributed in discrete areas that radiate red, 
green, or blue light. The geometry is arranged so that electrons from the red gun hit red-emitting 
phosphor, electrons from the green gun hit green-emitting phosphor, and electrons from the blue 
gun hit blue-emitting phosphor. This geometry is illustrated in Fig. 2. Several different geometries 
of shadowmask tube exist:

1. Delta guns. The three guns are arranged at the corners of an equilateral triangle, irradiating 
phosphor dots arranged in a triad.
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DISPLAYS FOR VISION RESEARCH  22.5

2. In-line guns. The three guns are arranged in a line, irradiating phosphor dots side by side. The 
lines of phosphor dots are offset from line to line, so that the dot pattern is identical to that of 
the delta gun.

3. Trinitron. This is an in-line gun configuration, but the phosphor is arranged in vertical stripes. 
The holes in the shadowmask are rectangular, oriented vertically.

Other types of technology are also possible, though none is in widespread use. Beam index tubes, 
for example, dispense with the shadowmask, switching among the red, green, and blue signals as the 
electron beam falls on the different phosphor dots.

The most fundamental colorimetric property determining the colors produced by a shadowmask 
CRT is the light emitted by the phosphors. Only those colors that are the additive mixture of the phos-
phor colors (CRT primaries) can be produced. Because the color and efficiency of the phosphors are 
important determinants of perceived picture quality in broadcast applications phosphor chemistry 
undergoes continuous improvement, and varies from CRT to CRT. The emission spectra of the phos-
phors of a “typical” shadowmask CRT are shown in Fig. 3. The chromaticities of these phosphors are:

 x y z

Red phosphor 0.652 0.335 0.013
Green phosphor 0.298 0.604 0.098
Blue phosphor 0.149 0.064 0.787

Common problems in shadowmask CRTs The shadowmask is a weak point in color CRT design, 
so that color CRTs suffer from a variety of problems that potentially degrade their performance. The 
three most common problems are doming, blooming, and shadowmask magnetization. Doming 
occurs when the shadowmask heats because of the large energy density in the electrons it stops. It then 
heats up and expands, often not uniformly. The result is a distortion of its shape called “doming.” This 
geometrical distortion means that the registration of holes and dots is disturbed, and what should be 
uniform colors become nonuniform. Trinitron tubes have a tensioning wire to reduce this problem. It 
is often visible as a horizontal hairline running across the whole width of the tube about a third of the 
way from the top or bottom of the tube, depending on which side of the tube is installed up.

Blooming occurs when too much energy is deposited in the electron beam. Then electrons arrive 
at the screen in the right position but their entire kinetic energy is not immediately absorbed by the 
phosphor. They then can move laterally and deposit energy on nearby dots which can be both the 
wrong color and outside the intended boundary of the bright area. Colors become desaturated, and 
edges of areas become blurred.

From
blue
gun

From
green
gun

From
red
gun

Shadowmask Phosphor dots

Red
light

Green
light

Blue
light

FIGURE 2 Electron beam/shadowmask/phosphor geometry in a 
shadowmask CRT.
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22.6  VISION AND VISION OPTICS

Magnetic fields build up in the shadowmask when the electromagnetic forces produced by electrons, 
assisted by the heat build-up, create magnetized areas in the shadowmask. These areas are nonuniform 
and usually produce large regions of nonuniformity in color or brightness on the screen. CRTs usu-
ally have automatic degaussing at power-up to remove these magnetic fields. If this is insufficient to 
remove the field buildup, inexpensive degaussing tools are available.

CRT Electronics and Controls The CRT receives voltage signals at its inputs, one for monochrome 
operation, three for color operation. The input signals must be suitably amplified to control the 
beam current using the grid electrode. The amplification process is described first, followed by the 
controls that are usually available to control the amplification.

Amplification Two properties of the amplification are important to the quality of the displayed 
image: bandwidth and gamma correction.

The bandwidth of the amplifiers determines the maximum frequency at which the beam current 
can be modulated. In most applications the beam is moved about the screen to produce the image, so 
that the maximum frequency translates into a maximum spatial frequency signal. Suppose, unrealisti-
cally, that the amplifiers have a sharp cutoff frequency nmax and that the beam is scanned at velocity �B. 
Then the maximum spatial frequency of which the CRT is capable is nmax/�B. In some types of CRT, 
particularly those designed for vector use, settling time is more important than bandwidth. It can be 
similarly related to beam velocity to determine the sharpness of spatial transitions in the image.

For colorimetric purposes, the relationship between the voltage applied at the CRT input and the 
light emitted from the screen is very important. It is determined by the amplification characteristics 
of the input amplifiers and of the CRT itself, and creating a good relationship is part of the art of CRT 
design. When the relationship must be known for colorimetric purposes, it is usually determined by 
measurement and handled tabularly. However, for explanatory purposes it is often written in the form

 Φ Φ= 0 0( / )V V γ  

where V is the voltage input to the CRT, normalized to its maximum value V0. The exponent, 
which is conventionally written as g, gives this amplification process its name, gamma correction. 

Blue

Green

Red

Wavelength (nm)
400 500 600 700

FIGURE 3 Spectral power distributions of the light 
output by a typical set of phosphors. The long wave-
length peak of the red phosphor is sometimes missed in 
spectroradiometric measurements.
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DISPLAYS FOR VISION RESEARCH  22.7

Figure 4 shows some measured values, and a log-linear regression line drawn through them. Note the 
following features of this data.

1. The line is close to linear.

2. There are regions of input voltage near the top and bottom where significant deviations from 
linearity occur.

3. The total dynamic range (the ratio between the highest and lowest outputs) is roughly 100, a 
typical value. This quantity depends on the setting of brightness (black level) and contrast used 
during the measurement.

There will be additional discussion of gamma correction in the section on monitor setup.

Controls that affect amplification in monochrome CRTs Monochrome monitors have several con-
trols that adjust several properties of the electron beam. Some controls are external to the monitor, 
some are internal, usually in the form of small potentiometers mounted on the circuit boards. The 
particular configuration depends on the monitor. In terms of decreasing likelihood of being external 
they are: brightness (black level), contrast, focus, underscan/overscan, pedestal, gain, horizontal and 
vertical size. A brief description of the action of each control follows. It is important, however, to 
remember that while names of controls tend to be constant from CRT to CRT, the action performed 
by each control often varies.

Brightness (black level) This control adjusts the background level of light on the monitor screen. 
It is designed for viewing conditions where ambient light is reflected from the monitor faceplate. It 
usually also varies the gamma exponent to a higher value when the background level (black level) 
is increased. A typical variation of the light intensity/input voltage relationship when brightness is 
varied is shown in Fig. 5.

Contrast This control varies the ratio between the intensity of the lightest possible value and the 
darkest possible value. High contrast is usually regarded as a desirable attribute of a displayed image, 
and the contrast control is usually used to produce the highest contrast that is consistent with a 
sharp image. A typical variation of the light intensity/input voltage relationship when this control is 
varied is shown in Fig. 6.

Focus This control varies the size of the electron beam. A more tightly focused electron beam 
produces sharper edges, but the beam can be focused too sharply, so that flat fields show artifactual 
spatial structure associated with beam motion. Focus is usually set with the beam size just large 
enough that no intensity minimum is visible between the raster lines on a uniform field.
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FIGURE 4 Graph of ln (light intensity) 
against ln (input voltage), sometimes used to 
determine the gamma correction exponent. Note 
the systematic deviation from a straight line.
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22.8  VISION AND VISION OPTICS

Pedestal and gain These controls, which are almost always internal, are similar to brightness 
and contrast, but are more directly connected to the actual amplifiers. Pedestal varies the level of 
light output when the input voltage is zero. Gain varies the rate at which the light output from the 
screen increases as the input voltage increases.

Controls specific to color CRTs Color monitors have a standard set of controls similar to those 
of monochrome monitors. Some of these, like brightness and contrast, have a single control applied 
simultaneously to each of the color components. Others, like gain and pedestal, have three controls, 
one for each of the color channels. There are several aspects of color that need to be controlled, 
however, and they are discussed in the paragraphs that follow.
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FIGURE 5 Variation of the light intensity/input voltage rela-
tionship when the brightness (black level) control is varied. The 
lower curve shows the relationship with brightness set near its 
minimum; the upper one with brightness set somewhat higher.

FIGURE 6 Variation of the light intensity/input voltage rela-
tionship when the contrast is varied. The lower curve shows the 
relationship with contrast set near its minimum; the upper one 
with contrast near its maximum.
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Purity Purity is an effect associated with beam/shadowmask geometry. It describes the possibility 
that the electron beams can cause fluorescence in inappropriate phosphors. There is no standard set 
of controls for adjusting purity. Generally, there are magnets in the yoke area whose position can be 
adjusted to control purity, but this control is very difficult to perform. There will be no need to alter 
them under normal conditions. Purity is most influenced by stray magnetic fields, and can often be 
improved by moving the CRT.

White balance It is important for most monitor applications that when the red, green, and blue 
guns are turned on equally, calibration white (usually either D6500 or D9200) appears on the screen. This 
should be true at all intensities. Thus, controls that alter the voltage input/light output relationship for 
each channel should be available. At a minimum, there will be the pedestal and gain for each channel.

Degauss Above we mentioned magnetic fields that build up in the shadowmask. There is gener-
ally a set of wires that run around the edge of the faceplate. At power-up a degaussing signal is sent 
through the wires and the ensuing magnetic field degausses the shadowmask. The degauss control 
can produce the degauss signal at any time.

CRT Operation The CRT forms an image on its screen by scanning the electron beam from place 
to place, modulating the beam current to change the brightness from one part of the image to 
another. A variety of scan patterns are possible, divided into two categories. Scan patterns that are 
determined by the context of the image (in which, for example, the beam moves following lines 
in the image) are used in vector displays, which were once very common but now less so. Scan patterns 
that cover the screen in a regular pattern independent of image content are used in raster displays: 
the scan pattern is called the raster. A variety of different rasters are possible; the one in most common 
use is a set of horizontal lines, drawn from top to bottom of the screen.

Raster generation Almost all raster CRTs respond to a standard input signal that creates a raster 
consisting of a set of horizontal lines. This section describes the path of the electron beam as it tra-
verses the CRT screen; a later section discusses the signal configurations that provide the synchroni-
zation necessary to drive it.

Frames and fields The image on the screen is scanned out as a set of lines. Each line is scanned 
from left to right, as seen from a position facing the screen. Between the end of one line and the begin-
ning of the next the beam returns very quickly to the left side of the screen. This is known as horizontal 
retrace or flyback. The successive lines are scanned from top to bottom of the screen. One field consists 
of a scan from top to bottom of the screen. Between the end of one field and the beginning of the next 
the beam returns very quickly to the top of the screen. This is known as vertical retrace or flyback.

One frame consists of a scan of all the lines in an image. In the simpler type of display a field is 
identical to a frame, and all the lines of the image are scanned out, from top to bottom of the display. 
The scan pattern is shown in Fig. 7. It is called noninterlaced.

Line 0
Line 1
Line 2
Line 3
Line 4
Line 5

Line n–1
Line n

FIGURE 7 Scan pattern for a noninterlaced raster.
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22.10  VISION AND VISION OPTICS

A more complicated type of raster requires more than one field for each frame. The most usual 
case has two fields per frame, an even field and an odd field. During the even field, the even-numbered 
lines of the image are scanned out with spaces between them. This is followed by vertical retrace. 
Then, during the odd field the odd-numbered lines of the image are scanned out into the spaces left 
during the even-field scan. A second vertical retrace completes the frame. This scan pattern, known 
as interlaced, is shown in Fig. 8. The purpose of interlace is to decrease the visible flicker within small 
regions of the screen. It works well for this purpose, provided there are no high-contrast horizontal 
edges in the display. If they are present they appear to oscillate up and down at the frame rate, which 
is usually 30 Hz. This artifact can be very visible and objectionable, particularly to peripheral vision. 
Interlace having more than two fields per frame is possible, but uncommon.

In viewing Figs. 7 and 8 note that the vertical scan is produced by scanning the beam down con-
tinuously. Thus the visible lines are actually sloped down from left to right while the retrace, which is 
much faster than the horizontal scan, is virtually unsloped. The method used to put the odd field of 
the interlaced scan between the lines of the even field is to scan half a line at the end of the even field 
followed by half a line at the beginning of the odd field. Thus an interlaced raster has an odd number 
of lines.

Relationship of the raster to the CRT input signal The CRT receives a serial input signal containing 
a voltage that controls the intensity for each location in the image. This signal must be synchronized 
with the raster in order to make sure that each pixel is displayed in the right location. This section 
describes the relationship between the raster and the CRT input.

Horizontal scanning The input signal for one line is shown in Fig. 9. It consists of data interspersed 
with blank periods, called the horizontal blanking intervals. During the horizontal blanking interval 
the beam is stopped at the end of the line, scanned quickly back for the beginning of the next line, 
then accelerated before data for the next line begins. In the data portion, 0.0 V indicates black and 
1.0 V indicates white. The signal shown would produce a line that is dim on the left, where the line 
starts, and bright on the right where it ends.

A second signal, the horizontal synchronization signal, has a negative-going pulse once per line, 
positioned during the horizontal blanking interval. This pulse is the signal for the CRT to begin the 
horizontal retrace.

When the synchronization signal is combined with the data signal the third waveform in Fig. 9 is 
produced. The intervals in the horizontal blanking interval before and after the synchronization are 
known as the front and back porch. They are commonly used to set the voltage level corresponding to 
the black level, a process known as black clamping. Black clamping reduces the effect of low-frequency 
noise on the color of the image, but requires good synchronization between the precise timing of the 

Line 0
Line 1
Line 2
Line 3
Line 4

Line 2n–1

Line 2n+1
Line 2n

FIGURE 8 Scan pattern for an interlaced raster, two 
fields per frame. Line 3 eventually scans to line 2n − 1 by way 
of the odd lines; line 4 scans to line 2n.
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DISPLAYS FOR VISION RESEARCH  22.11

signal and the raster production of the CRT. The ability of the monitor to hold synchronization with 
particular timing in this signal is an important parameter of the monitor electronics.

Vertical scanning Figure 10 shows the input signal for one complete field. There is data for each 
line, separated by the horizontal blanking period, which is too short to be visible in the figure. 
Separating the data portion of each field is the vertical blanking interval, during which the beam is 
scanned back to the top of the screen.

The synchronization signal consists of a vertical drive pulse signaling the time at which the beam 
should be scanned to the top of the screen. This pulse is long compared to the horizontal drive pulses 
so that it can easily be separated from them when the synchronization signals are combined into 
composite synch. In composite synch positive-going pulses in positions conjugate to the positions 
of the horizontal drive pulses are added during the vertical drive signal. These pulses are designed 
to keep the phase of the horizontal oscillator from wandering during vertical drive. When they are 
interpreted incorrectly, as was the case in some monitors early in the history of digital electronics, 
the result is a small shear in the first few lines at the top of the screen as the horizontal oscillator gets 
back into phase.

The composite synch signal can be added to the data, as shown in the fourth illustration in Fig. 10. 
Most real systems have this type of synchronization, which was designed for an era when signals were 
to be sent long distances by broadcast or wire. Today, in computer graphics applications, we often 
find that electronic circuitry in the source carefully folds the two synch signals into composite synch 
and the composite synch signal into the data signal. This signal is carried along a short piece of wire 
to the receiver, where electronic circuitry strips the signals apart. Bad synchronization is often caused 
by the malfunction of this superfluous circuitry, but it is unlikely that this situation will change in the 
immediate future.

1.0 V

0.0 V
Horizontal
blanking
interval

Horizontal
blanking
interval

Horizontal
drive

Horizontal
drive

Back
porch

Front
porch

Back
porch

Line time

Visible line time

Front
porch

FIGURE 9 A schematic input signal that would generate a single line of 
raster, including the end of the preceding line and the beginning of the succeed-
ing line. The top trace shows the signal that produces the image, including the 
blank between lines; the middle trace shows the synchronization signal with 
the horizontal drive pulse located during the blank; the bottom trace shows the 
synchronization signal and the picture signal in a single waveform.
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22.12  VISION AND VISION OPTICS

At the input to a color CRT, three or four signals like the ones described above are provided. The 
four signals are three input signals containing pixel intensities and blanking intervals, plus a fourth 
signal carrying the composite synchronization signal. To get three signals the synchonization signal 
is combined with one or more of the pixel signals. When only one pixel signal has synchronization 
information it is almost always the green one.

Controls that affect the raster Several controls affect the placement and size of the raster on the 
CRT. They are described in this section.

Horizontal/vertical size and position These controls provide continuous variation in the horizontal 
and vertical sizes of the raster, and in the position on the CRT faceplate where the origin of the raster 
is located.

Underscan/overscan Most CRTs provide two standard sizes of raster, as shown in Fig. 11. This 
control toggles between them. In the underscan position the image is smaller than the cabinet port, 
so that the whole image is visible, surrounded by a black border. In the overscan position the image 
is slightly larger than the cabinet port, so that no edges of the image are visible. There is a standard 
amount of overscan, which is used in home television receivers.

Convergence A shadowmask color CRT has, in effect, three rasters, one for each of the primary 
colors. It is essential that these rasters be positioned and sized exactly the same in all parts of the 
image; otherwise, spurious colored fringes appear at the edges in the image. To achieve this it is essential 

Vertical
blanking
interval

Vertical
blanking
interval

Vertical
drive

Vertical
drive

Composite synch

Field time

Visible field time

FIGURE 10 A schematic input signal that would generate a single field 
of a raster, including the end of the preceding field and the beginning of the 
succeeding field. The top trace shows the picture signal, with the vertical 
blank shown and the horizontal blank omitted. The second trace shows the 
vertical synchronization signal with the vertical drive pulse. The third trace 
shows the horizontal synchronization signal added to the vertical signal to 
give composite synch. The bottom trace shows composite synch added to the 
picture signal.
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that all three electron beams should be at the same place at the same time. For example, if the green 
gun is slightly to the left of the red and blue guns, a white line of a black background will have a 
green fringe on its left side and a magenta fringe on its right side. Good convergence is relatively 
easy to obtain with in-line gun configurations, so the usual practice is to adjust convergence at the 
factory using ring-shaped magnets placed over the yoke of the CRT, then to glue them permanently 
in place with epoxy cement. Satisfactory readjustment is very difficult to achieve.

Delta gun configurations have, by reputation, less stable convergence. Consequently, there are often 
controls available to the user for adjustment of convergence. The Tektronix 690SR was an extreme 
case, with a pullout drawer containing 52 potentiometers for controlling convergence on different 
areas of the screen. However, these controls, as might be expected, are not independent, so that “fine 
tuning” the convergence is very difficult, even when the controls are conveniently located.

Magnetic fields are generally the main culprit when convergence is objectionable, since the paths 
of electrons are curved in magnetic fields. Small fields from power transformers or from other elec-
tronic equipment or even the earth’s magnetic field can be the problem. Thus, before considering 
redoing the convergence on a new monitor, try rotating it and/or moving other equipment around in 
the room. Another useful trick: some low-cost CRTs have poorly positioned power transformers, and 
convergence can be improved by moving the power transformer far outside the CRT cabinet.

Operational Characteristics of Color CRTs

Two factors influence the light output that is produced in response to input signals. One is conven-
tional: the input signal must be sequenced and timed precisely to match what is expected by the 
CRT. This problem is handled by input signal standards of long standing in the television indus-
try. Synchronization standards are described first, followed by colorimetric standards. The second is 
technical: the construction of CRTs produces certain variations, even when the input signal is con-
stant. The section ends with a discussion of this variation, specifying the temporal and spatial char-
acteristics of the light output from a CRT and describing reasonable expectations for stability and 
uniformity in CRT-produced images.

Timing and Synchronization Standards Figures 9 and 10 show how the information needed to 
specify a CRT image are arranged in the input signal. For practical use they need to be specified numer-
ically, thereby allowing CRT manufacturers to ensure that their products will respond appropriately to 

Underscan

Overscan

Picture

Picture

Screen

Screen

FIGURE 11 Schematic illustration of overscan and underscan. 
The rectangle with rounded corners is the cabinet mask that defines the 
viewing area; the rectangle with square corners is the displayed image.
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22.14  VISION AND VISION OPTICS

the input signals they will encounter in service. Two standards have been created by the Electronic 
Industries Association (EIA) for this purpose. They are actually standards for television studios, 
prescribing how signals should be distributed in closed-circuit applications, and specifically between 
television cameras and studio monitors. In practice they are more widely used. Among other appli-
cations, they specify the interface between the tuner and the CRT in television receivers, and the 
output of digital graphics systems allowing studio monitors to be used as display devices.

The two standards are RS-170,2 which was designed for lower bandwidth applications, and 
RS-343,3 which was designed for higher bandwidth applications. Each gives minimum and maximum 
timings for each part of the input signal in terms of several parameters that are allowed to vary from 
application to application. These parameters are then part of CRT input specification, allowing all 
timing characteristics to be deduced. The most important parameter is the line rate, the number of 
lines displayed per second. Most CRTs are intolerant of large variations in this parameter. Another 
important parameter is the field rate, the number of fields displayed per second. Older CRTs were 
quite intolerant of variations in this parameter, but most modern CRTs can handle signals with a very 
wide variety of field rates.

RS-170 and RS-343 are monochrome standards. When used for color they are tripled, with the 
input signal assumed to be in three parallel monochrome signals. As mentioned above, the synchro-
nization signal is either placed on a fourth, or incorporated into a single color signal, usually the green 
one. However, although this practice is almost universal there is no official color standard for the RGB 
input to a monitor. This lack can have unfortunate consequences. For example, the NTSC color signal 
naturally decodes into three signals with peak-to-peak voltages of 0.7 V. Thus RGB monitors were 
built with inputs expecting this range. RS-170 and RS-343, on the other hand, specify a peak-to-peak 
voltage of 1.0 V. Early digital graphics systems were built to provide exact RS-170 and RS-343 output. 
These systems, naturally, overdrove standard monitors badly.

Colorimetric Standards In broadcast applications the image transmitter should be able to specify 
the precise color that will be displayed on the receiver’s CRT. This requirement can be supplied by 
a colorimetric standard. The NTSC color standard was agreed upon for use in the North American 
broadcast television industry. It is a complete color standard, specifying phosphor chromaticities, 
color representation on the carrier signal, signal bandwidth, gamma correction, color balance, and 
so on. Thus, if the NTSC standard were followed in both transmitter and receiver, home television 
would provide calibrated colors. It is not followed exactly, however, since both television manufactur-
ers and broadcasters have discovered that there are color distortions that viewers prefer to colorimet-
rically precise color. Furthermore, it is not useful for high-quality imagery since the low bandwidth it 
allocates to the chromatic channels produces edges that are incompatible with good image quality.

Spatial and Temporal Characteristics of Emitted Light The light emitted from a CRT is not pre-
cisely uniform, but suffers from small- and large-scale variations. The small-scale variations arise 
because the image is actually created by a spot that moves over the entire display surface in a time 
that is intended to be short compared to temporal integration times in the human visual system. 
In fact, a short enough glimpse of the CRT screen reveals only a single point of light; a longer one 
reveals a line as the point moves during the viewing time. These patterns are designed to be rela-
tively invisible under normal viewing conditions, but often need to be considered when CRTs are 
used for vision experimentation, or when radiometric measurements are made. They are controlled 
largely by the input signal, so they are relatively constant from CRT to CRT.

The small-scale variations are described in this section; the large-scale variations, which occur as 
spatial nonuniformity and temporal instability in the emitted light, are discussed in the following section.

Spatial characteristics The electron beam scans the screen horizontally, making an image that 
consists of a set of horizontal lines. During the scan its intensity is modulated, so that the line var-
ies in brightness—vertical edges, for example, being created by coordinated modulation in a series of 
horizontal lines. The sharpness of such a line depends on two factors: the ability of the video amplifiers 
to produce an abrupt change in intensity and the size of the spot of light on the screen, which is essen-
tially the same as the cross section of the electron beam. Video amplifiers vary greatly in bandwidth 
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DISPLAYS FOR VISION RESEARCH  22.15

from one model of CRT to another, and adjusting their performance is beyond the reach of virtually 
all CRT users. Unfortunately, interactions between adjacent horizontal pixels are not even linear,4–6 
and the measurements needed to determine the nonlinearity of a given CRT are extremely demand-
ing. Thus, compensating for amplifier bandwidth or even measuring its effects is beyond the scope 
of this chapter.

By contrast, the sharpness of a horizontal line is independent of the video amplifiers, but depends 
only on the spot size and its spatial profile, which is well modeled as a two-dimensional gaussian. 
The width of the gaussian depends on the focus electrodes, and is user-adjustable on most CRTs. The 
shrinking raster technique for CRT setup (discussed in subsection “CRT Setup for Image Display” 
discussed later in this chapter) determines a spot size that has a specific relationship to the interline 
spacing. Assuming this setup, it is possible to make reasonable assumptions about the contrast of 
images on a CRT,7 and these assumptions can be extended to the small-scale spatial structure of 
arbitrary images. Note that many CRTs used primarily as display terminals are overfocused com-
pared to the shrinking raster criterion because such overfocusing allows the display of smaller text. 
Overfocusing is easily detected as visible raster lines, usually in the form of closely spaced dark hori-
zontal lines when a uniform field is displayed.

Temporal characteristics Because of the scan pattern the light emitted from any portion of the 
screen has a complicated temporal dependence. The next few paragraphs describe several levels of 
this dependence, assuming, for simplicity, that the scan is noninterlaced. Similar results for an inter-
laced scan are easy to derive. The relevant variables are

td phosphor decay time

tp time the beam spends crossing a single pixel

�h horizontal velocity of the beam

xp horizontal interpixel spacing, xp = �htp

tl time spent scanning a complete line, including horizontal flyback

�
�

vertical velocity of the beam

yp vertical interpixel (interline) spacing, yp = �
�

tl

tf time spent scanning a complete frame (identical to the time spent scanning a complete field)

These temporal factors usually change the colorimetry of the CRT. When one or more is changed, 
usually because the video source has been reconfigured, the color output for a given input to the CRT 
usually changes. Thus, a recalibration should be done after any such change. And it is probably practi-
cal to recommend that the system be used with the new video timing parameters for a while before 
the recalibration is done, since tuning or touch-ups will require further recalibration. The intensity 
of the light emitted from a vanishingly small area of the CRT screen is a function that is zero until the 
beam traverses the point ts, then decays exponentially afterward,

 Φ Φ( ) ( )exp(( )/ )t t t t ts s d= − −∑ 0θ τ  

td ranges between 10−3 tf and tf , and usually varies from one phosphor to another. Most often the 
green phosphor has the largest td , the blue one the smallest. Broadcast monitors tend to have small 
td’s since they are designed to display moving imagery; data display CRTs tend to have large td’s 
since they are intended to display static imagery. Occasionally a CRT primary (most often red) is 
a mixture of two phosphors with different decay times. In such cases, the chromaticity of the light 
emitted by the primary changes over time, though the change is not usually visible.

If a second pixel is nh pixels to the right of a given pixel and n
�
 lines below it, the light emitted by 

the second pixel lags behind the light emitted by the first pixel by

 n n d dh p l h hτ τ+ ≈ +� � �� �/ /  

where dh and d
�
 are the horizontal and vertical screen distances.
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22.16  VISION AND VISION OPTICS

Commonly, a detector measures a finite area of the CRT screen. Then intensity of the detected 
light is a closely spaced group of exponentials followed by a long gap, then another closely spaced 
group, and so on. Each peak in the closely spaced group is spaced about tl, from the previous one, 
occurring when each line of the raster crosses the detection area. Each group is spaced about tf from 
the previous one, occurring each time a new field repaints the detected target. The time constant of 
this composite signal is td, the decay time of the phosphor for each individual peak in the signal.

Stability and Uniformity of CRT Output The small-scale structure of the emitted light, discussed 
above, determines the specific form of visual stimuli produced by a CRT. The large-scale structure 
determines the scope of applicability of measurements made on a particular area of a CRT at a par-
ticular time.

Temporal stability How constant is the light emitted by a CRT that receives the same input signal? 
Figures 12 and 13 show the results of colorimetric measurements taken over a 24-hour period. In 
each figure the calibration bars shows a 2 percent variation compared to the average value. The 
variation decreases considerably in the latter part of the graph. It is the period from 5 p.m. until 9 
the next morning, showing that variations in the building power are the largest source of temporal 
instability. Furthermore, this variation affected all guns similarly, as is shown by the smaller varia-
tion in Fig. 13, which shows the chromaticity coordinates, thereby factoring out overall changes in 
intensity.

Measurements like this one are important for establishing the precision at which calibration is 
sensible: it isn’t worthwhile to calibrate to a greater precision than the variation in the colorimetry 
over the period between calibrations. While this CRT has excellent temporal stability, significantly 
better than most other light sources, the same is not true for all CRTs. Some vary in output by as much 
as 20 to 30 percent over times as short as a few minutes.

The measurements shown in Figs. 12 and 13 give an idea of the variation of light output over 
periods of hours or days, and illustrate the precision it is possible to expect from a recently calibrated 
CRT. CRTs also vary on a time scale of years, but the effects are not documented. Anecdotal reports 
suggest the following. First, electronic components change with age, so properties that depend on the 

8

7 2%

6

FIGURE 12 Variation of light output from a color CRT over 
24 hours of continuous operation. This graph shows the three tristimulus 
values when a neutral color is displayed. The latter part of the graph is at 
night when almost all other equipment in the building is turned off.
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DISPLAYS FOR VISION RESEARCH  22.17

CRT electronics, such as video amplifier gain and bandwidth, change with age, almost always for the 
worse. Second, chemical properties do not change with age, so properties such as the spectral power 
of light emitted by a specific phosphor do not change. One anecdotal report8 describes no variation 
in chromaticity coordinates of phosphor emission spectra over several years of CRT operation. It is 
possible, however, that phosphor concentrations diminish as tubes age, probably because the phos-
phor slowly evaporates. Such an effect would reduce the intensity of light emitted from the phosphor 
without changing its chromaticity. The magnitude of this effect is controversial.

Spatial uniformity The light emitted by a specific input signal varies a surprising amount from one 
area of the screen to another. Figure 14 shows the variation of luminance at constant input voltage as 

0.35

2%

0.30

FIGURE 13 Variation of light output from a color CRT over 
24 hours of continuous operation. This graph shows the chromaticity 
coordinates corresponding to Fig. 12. They show less variation than 
the tristimulus values which covary considerably.

10

8

6
BL BLBR

5%

MR ML

FIGURE 14 Variation of light output when different parts 
of a CRT screen are measured from a fixed point. Horizontal lines 
mark variations of about 5 percent.
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22.18  VISION AND VISION OPTICS

we measure different areas of the screen from a fixed measurement point. (Figure 15 shows the loca-
tion on the screen of the measurement path.) Note that the light intensity decreases as the measure-
ment point moves away from the center either horizontally or vertically, and is lowest in the corners. 
Two effects work together to create this effect. As the beam scans away from the center of the tube, 
it meets the shadowmask at more and more oblique angles, making the holes effectively smaller. 
Because of the curvature of the tube and the finite distance of the observer, the edges and corners 
are viewed at angles off the normal to the tube. Light is emitted in a non-Lambertian distribution, 
preferring directions closer to the normal to the tube face. The effects in Fig. 14 occur in all CRTs. 
How large they are, however, depends strongly on the type and setup of the monitor. Correcting for 
this nonuniformity is usually impractical. Doing so requires very extensive measurement.9

Closer examination of measured light shows, however, that many experimental situations are not 
hampered by this nonuniformity. Usually the chromaticity coordinates are very close to being con-
stant, even though the luminance varies greatly. General intuition about color, as well as some recent 
experiments,10 shows that humans are quite insensitive to smooth luminance gradients, even when 
they are as large as 20 percent. This fact, combined with commonsense layout of experimental dis-
plays (making them symmetrical with respect to the center of the screen, for example) overcomes 
spatial nonuniformity without extensive measurement. Important to mention in this respect is the 
difficulty of creating good stereoscopic viewing conditions on a single monitor. First, there is only a 
single area of the screen that is ideal for the position of the center of an image. Second, unless one 
image is horizontally inverted, two images from opposite sides of the screen combined into a single 
image present drastically different luminance gradients to the two eyes.

Setup and Viewing Environments for Color CRTs

Many adjustments of the CRT electronics change its performance substantially. Some, such as the 
purity and convergence, have specific “correct” settings and are not designed to be user-adjustable. 
Most CRTs with in-line guns, for example, have the ring magnets that adjust the convergence glued 
into place at the factory. Other controls, such as contrast and brightness, are user-adjustable and 
should be changed when viewing conditions change if an optimal image is to be produced. These 
controls are provided in the expectation that the CRT will be displaying an image that is broadcast 
to a large number of CRTs that are viewed in very different visual environments. There is, therefore, 
a correct way to adjust these controls; the next few paragraphs describe the basic adjustments to 
be done. The procedure is based on a technical manual produced by the Canadian Broadcasting 
Corporation.11 This manual also provides recommended viewing conditions for critical assessment 
of displayed images. The procedures and viewing conditions are expected to form the basis of an 
SMPTE standard for CRT image display.

When CRTs are used for visual experimentation, of course, they are often displaying specifically 
controlled images in unusual viewing conditions, often total darkness. For such applications the 
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FIGURE 15 The measurement path 
used for the measurements shown in Fig. 14.
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DISPLAYS FOR VISION RESEARCH  22.19

adjustment procedure described below is unlikely to be interesting, and extreme values of the controls 
are likely to be desired. For example, an experiment conducted in total darkness is likely to need the 
black level (brightness) set so that there is no background light emitted from the screen. Or an experi-
ment to measure thresholds is likely to benefit from whatever value of the contrast control minimizes 
the gain of the CRT at the intensity levels where the measurement is performed. (The objective is to 
minimize intensity quantization of the stimulus.) In fact, modern CRTs with computer-controllable 
contrast and black level might be used with different control settings for different trials of a single 
experiment.

CRT Setup for Image Display When a CRT is set up for image display, four adjustments are usually 
made: focus, brightness, contrast, and color balance and tracking. These adjustments form a rough 
order, with changes to one often requiring changes to succeeding ones. The following procedures are 
simplified from Benedikt.11

Focus Focus should be adjusted by the shrinking raster method. A uniform gray field is dis-
played on the CRT, and the focus adjustment used to shrink the beam size until raster lines are 
clearly visible. The beam size is then increased until the raster lines just barely disappear. The 
smallest beam size for which no horizontal raster lines are visible indicates the correct setting for 
the focus control.

Brightness The brightness or black-level control is set so that zero input to the CRT produces 
a visual impression of black. This setting must be performed in lighting conditions that are exactly 
those in which the images will be viewed, and with the observer at exactly the viewing distance at 
which the images will be viewed. With no signal input to the CRT, and the image set to underscan if 
possible, the brightness control is increased until the image area is noticeably gray. It is then reduced 
to the highest setting at which the image area looks black.

Contrast An input that has all three guns fully on is used for this adjustment. With such a color 
displayed, the contrast control is adjusted until the luminance of the screen is the maximum lumi-
nance desired. This setting should be performed using either a luminance meter or a color compara-
tor, a CRT adjustment device that allows an observer to view the CRT as half of a bipartite field, the 
other half containing a reference white at the correct luminance. In any case, it is essential that the 
CRT should not bloom at the contrast setting in use. Blooming occurs when a too-intense electron 
beam spreads after it has passed through the shadowmask, stimulating more than one phosphor. It 
reduces the purity of the image, with the visual consequence that bright saturated colors are washed 
out. Narrow lines of red, green, and blue at full intensity can be used to check for blooming.

Color balance and tracking A white with red, green, and blue inputs equal at maximum intensity 
and a gray with red, green, and blue inputs equal at half intensity are used to set the color balance. 
In addition, colorimetric capability is needed. Visual colorimetry using a luminous white reference 
is usual in the broadcast industry, but this measurement can also be made instrumentally. For visual 
colorimetry the white reference is usually supplied by a color comparator. Adjust the red, green, and 
blue gain controls until the displayed white matches the reference in chromaticity. Then adjust the 
red, green, and blue screen controls until the displayed gray matches the reference in chromaticity. It 
may now be necessary to readjust the brightness and contrast. Do so, then repeat the color balance 
and tracking adjustment until all the three adjustments are simultaneously satisfactory.

Viewing Environments In applications where image quality is critical, it is necessary to control the 
viewing environment very closely. The following viewing conditions are typical of those used in the 
broadcast television industry.

1. The luminance of reference white is about 70 cd/m2.

2. The observer views the screen from a direction normal to the screen, with the screen-observer 
distance between 4 and 6 times the screen height.
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22.20  VISION AND VISION OPTICS

3. The CRT should be surrounded by a neutral matte area at least 8 times the screen area. The 
surround should have the chromaticity of the CRT reference white, and a luminance of about 
10 cd/m2.

4. A narrow matte-black mask should frame the CRT image.

5. All room lighting should be as close as possible to the chromaticity of the CRT reference white.

22.4 COLORIMETRIC CALIBRATION 
OF VIDEO MONITORS

When users of color CRTs talk precisely about colorimetric calibration, a careful distinction between 
calibration and characterization is usually made. Measuring the input voltage/output color relation-
ship well enough that it is possible to predict the output color from the input voltage, or to discover 
the input voltage needed to produce a given output color is a CRT characterization. The function 
mapping voltage to color characterizes the colorimetric performance of the CRT. Adjusting the CRT 
so that its characterization function matches the characterization function of a standard CRT is a 
CRT calibration. Talking loosely, however, calibration usually covers both characterization and cali-
bration, and most CRT users are actually more interested in characterizations than in calibrations. 
Thus, this chapter describes several methods for creating colorimetric characterizations of CRTs. 
Some such characterization is an essential part of any calibration, but omits the detailed internal 
adjustment of a CRT, which requires significant electronic expertise if it is to be done safely.

There is no single characterization method that suits all needs. Thus, this chapter provides a vari-
ety of methods, each of which does some jobs well and others badly. They can be divided into three 
basic types.

1. Exhaustive characterization methods (ECM) Useful when good precision is needed over the 
complete monitor gamut. The same or similar algorithms can be used for the characterization 
of other output devices, such as printers. These methods tend to be both computationally and 
radiometrically expensive.

2. Local characterization methods (LCM) Useful when a precise characterization is needed for only 
a small portion of the monitor’s output range.

3. Model-dependent characterization methods (MDCM) Useful when a characterization of moderate 
precision is needed for the complete monitor gamut. These methods tend to be specific to a given 
monitor and useful for only a small set of monitor setup methods, but they are computationally 
and radiometrically inexpensive. In addition they can be done so that the perceptual effects of 
mischaracterizations remain small, even when the colorimetric effects are large.

Here is a small set of criteria for deciding which type of method is best for a specific application:

1. High precision (better than 1 to 3 percent is impractical by any method discussed in this 
chapter)—ECM or LCM

2. Complete gamut characterization needed—ECM or MDCM

3. Minimal memory available for characterization tables—LCM or MDCM

4. No or slow floating point available—ECM or LCM

5. Fast inverse needed (we call the transformation from RGB to XYZ the characterization, the trans-
formation from XYZ to RGB the inverse)—ECM, LCM, or MDCM

6. Forgiving behavior with out-of-gamut colors—LCM or MDCM

7. Photometry available but not radiometry—MDCM

8. Change of small number of parameters when monitor or monitor setup changes—LCM or 
MDCM
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This list is not comprehensive; each type of characterization is actually a family of methods and 
there may be an effective method of a particular type even when general considerations seem to rule 
out that type. Undoubtedly more methods will be discovered as time goes on, leading to a broadening 
of these rules, and perhaps even a useful splitting of the characterization types into subtypes.

Important considerations when deciding on the characterization method to be used are measure-
ment precision and monitor stability. There is no point in using a characterization method more 
precise than measurement precision, or more precise than the stability of the CRT over the range of 
conditions in which the characterization is to be used.

The characterization methods described below make use of a variety of measurements, but mea-
surement methodology is not discussed. For reference, the methods used are (1) spectroradiometry, 
measurement of spectral power distributions; (2) colorimetry, measurement of tristimulus values; 
and (3) photometry, measurement of luminance.

The phrase “monitor coordinates” is used throughout this section. It denotes a set of controllable 
CRT inputs to which the experimenter has immediate access. For example, in applications where the 
CRT is computer controlled, it indicates the RGB values in the color lookup tables of the frame buf-
fer that supplies the video signal to the CRT. The characterization techniques discussed below are 
independent of the monitor coordinates used. The single exception is the set of model-dependent 
characterization methods.

Exhaustive Characterization Methods

These are the most costly characterization methods in terms of time and computer storage. They are 
also the most precise and the most general. Their utility depends only on the stability of the monitor. 
(If the monitor doesn’t have enough stability for exhaustive methods to be usable it is unlikely to 
have enough stability to use any other method.)

General Description The idea behind exhaustive characterization is to measure all the colors a 
monitor can produce and store them in a large table. When a color of given monitor coordinates 
(RGB) is displayed, its tristimulus values are determined by looking them up in the table. When a 
color of given tristimulus coordinates is desired, the table is searched and that set of monitor coor-
dinates closest to the desired value is chosen for display. (Dithering among nearby colors is also 
possible if more precision is desired.) This method is also useful for any kind of device, not just for 
monitors. Thus, software designed for monitors can be reused when, for example, printers must be 
characterized. The obvious drawback to this method is the number of measurements that must be 
made. For example, with 24-bit color (8 bits per gun), over 16 million colors can be produced. If 
each measurement takes 1 s, the measurement process consumes over 4500 h, or almost 200 days, 
measuring around the clock. The solution to this problem is to sample the set of realizable colors, 
measure the samples, then interpolate between them. Thus, what we call exhaustive methods are 
only relatively exhaustive. Handling the practical problems is discussed in the following sections.

Sampling Densities and Interpolation Algorithms How many measurements should be made, and 
which colors should be selected for measurement? The answer depends on the nature of the sampling 
algorithm to be used, and is an open research question for general sampling. Thus, while it is possible to 
discuss the issues, practical decisions depend on the experience of the user.

Sampling procedures Most sampling algorithms sample the monitor coordinates linearly in the 
monitor coordinates. For example, if 512 = 29 samples are to be taken for a color CRT, 8 = 23 values on 
each of the red, green, and blue guns would be used, linearly interpolating the range of output voltages. 
The 512 samples would be the cartesian product of each set of gun values. Thus, if there were 256 
possible values for each gun, running from 0 to 255, the 8 values chosen would be 0, 36, 72, 109, 
145, 182, 218, and 255. If, as is often the case, saturation exists at the low and/or high ends of the 
input range, the full range is not used, and these values are scaled to the usable range. Behind this 
choice is the idea that a well-designed output device should have device coordinates that are close 
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22.22  VISION AND VISION OPTICS

to perceptually uniform. If so, linear sampling in device coordinates roughly approximates even 
sampling in a perceptually uniform space. The density of the sampling is related to the interpolation 
algorithm, which must approximate the exact value to within the desired precision of the character-
ization. This necessarily entails a trade-off between measurement time and online computational 
complexity when the characterization is being used: the more dense the sampling, the simpler the 
interpolation algorithm, and vice versa.

Interpolation Most often, linear interpolation is used. In this case, since we are interpolating in 
a cubic volume the interpolation is trilinear. Thus, given Rj (RGB), what are the tristimulus values?

1. We assume the existence of a table Xi(Rj(nj)), consisting of the three tristimulus values
Xi measured when the three guns are driven by the three voltages Rj(nj). Each three-vector nj 
labels a different sample.

2. Find the sample mj that has Rj(mj) less than and closest to the values to be estimated Rj.

3. Take the eight samples (m0, m1, m2), (m0 + 1, m1, m2), (m0, m1 + 1, m2), . . . , and (m0 + 1, m1 + 1, 
m2 + 1) as the vertices of a polyhedron.

4. Interpolate in R0 on the four sides running from (m0, m1, m2) to (m0 + 1, m1, m2), from 
(m0, m1 + 1, m2) to (m0 + 1, m1 + 1, m2), from (m0, m1, m2 + 1) to (m0 + 1, m1, m2 + 1), and from 
(m0, m1 + 1, m2 + 1) to (m0 + 1, m1 + 1, m2 + 1). The interpolation algorithm for Xi(∗, l1, l2) is 
given by
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where lj is either mj or mj + 1.

5. Treat the four values as the corners of a polygon. Interpolate in R1 along the two sides running 
from (m1, m2) to (m1 + 1, m2) and from (m1, m2 + 1) to (m1 + 1, m2 + 1). The interpolation algo-
rithm for Xi(∗, ∗, l2) is given by
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6. Treat these two values as the endpoints of a line segment, and interpolate in R2. The final value is 
given by
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The above equations implement trilinear interpolation within a (possibly distorted) cube. It 
has recently been observed that tetrahedral interpolation has some desirable properties that are 
lacking in trilinear interpolation. It is accomplished by subdividing the cube into five or six tetra-
hedra, the corners of which coincide with the corners of the cube. Barycentric coordinates are then 
used to determine the tetrahedron in which the displayed color lies, and to interpolate within that 
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tetrahedron. More complex interpolation methods are also possible for nonuniform measurement 
sampling.12

Such interpolation methods implement the characterization directly in terms of the measured 
values. To test the adequacy of the interpolation it is important to choose regions of color space 
where curvature of the input/output response is expected to be high and to test the interpolation 
against exact measurements in that region of color space. If the interpolated values do not match 
the measured values there are two possible solutions: increase the measurement sampling density or 
improve the interpolation function. The first is expensive in terms of measurement time and com-
puter memory; the second in terms of online calculation time. (There is a middle way, where a com-
plicated algorithm is used to interpolate among coarsely sampled measurements for the purpose of 
generating a table large enough that linear interpolation can be done online. This has been used for 
hardcopy devices but not for monitors.) If the interpolation function is to be generalized it is possible 
to use higher-order interpolating functions, like splines, or to linearize the measurement space by 
transforming it before interpolating. For example, it is possible to build a characterization function 
that provides the logarithms of tristimulus values in terms of the logarithms of input coordinates. 
Any reasonable powerful generalization is bound to be computationally expensive. Much remains to 
be done to improve the sampling and interpolation process.

Inverses Calculating inverses for multidimensional tabular functions is not straightforward. Speed 
of computation can be optimized by creating an inverse table, giving values of Rj for regularly sampled 
values of Xi. The easiest way to construct this table is not by measurement, but by calculation (off-line) 
from the characterization table. Once the table is available, linear interpolation can be done online to 
provide voltages corresponding to given tristimulus values. Two possible methods exist for calculating 
inverses from tables.

1. Newton’s method of finding zeros using derivatives to calculate an error function is possible, 
but can have bad numerical instabilities on tabular data that contains measurement error.

2. Examine the table that drives the forward transform to find the cell that contains the desired 
tristimulus values. Then subdivide the cell, using trilinear interpolation to determine new values 
for the corners. Determine which subcell contains the desired tristimulus values, and continue 
subdividing until the solution is sufficiently precise. This method is robust, but too expensive com-
putationally to use online.

A promising alternative, not yet in wide use, takes advantage of barycentric coordinates in a tetra-
hedral lattice to find the appropriate cell quickly.

Nonlinear interpolation schemes can be used in the forward transformation when producing 
tables for linear inverse mappings. Presumably tables for nonlinear interpolation schemes in the 
inverse mapping can also be produced.

Three issues about inverses stand out.

1. Nonlinear schemes have not been sufficiently explored for their potential to be clear.

2. The straightforward application of well-understood computational methodology can provide 
substantial improvements over present methods.

3. Whatever inversion method is employed, out-of-gamut colors remain a serious unsolved problem.

Out-of-Gamut Colors What should be done when a program is asked to display a set of tristimu-
lus values that are outside the color gamut of the monitor on which the color is to be displayed? 
The answer, of course, depends on the nature of the application. If the application demands drastic 
action when a request for an out-of-gamut color occurs, the solution is easy. The interpolation 
algorithm returns an illegal value of Rj. Then the application can display an error color in that area, 
or exit with an error. If, instead, the application must display a reasonable color within the monitor 
gamut, there is no natural solution. Solutions like projecting onto the surface of the monitor gamut 
have been used with success for some applications. Unfortunately, however, they are frequently com-
putationally expensive and visually unsatisfactory.
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Local Characterization Methods

In many applications only a small region of the color gamut of the monitor must be characterized, 
but that region must be characterized very precisely. A typical example is a threshold experiment in 
which there are a small number of reference stimuli. Only colors close to the reference stimuli need 
be characterized precisely since they are the only colors likely to arise in the experiment. Methods 
that are specialized for the characterization of small parts of the color gamut, such as the threshold 
stimulus set, are the subject of this section. They are the methods most often appropriate for vision 
experimentation.

General Description Local characterization methods try to take advantage of simplifications that 
arise because the set of colors to be characterized is small. For example, a small set of colors all very 
close to a reference color can be characterized by a linear approximation to the global characteriza-
tion function. Such simplifications offer many desirable properties such as high precision with mini-
mal measurement (individual colors), linear characterizations and inverses (local regions of color), 
and simple inverses over extended color ranges (one-dimensional color spaces). To realize this 
precision, colorimetric measurements of the required precision must be available and easily usable. 
Detailed descriptions of three limited-gamut characterization schemes follow. Others are certainly 
possible, and may be worked out by analogy.

Individual colors It is often the case that a small number of distinct colors is needed. Under 
such circumstances the best method available is to perform a colorimetric measurement on each 
color. This is easy if the colors are arbitrary but need to be known precisely. Then they can be chosen 
by their RGB coordinates, with colorimetric measurements used to establish their tristimulus values. 
It is less easy if a small number of colors of specified tristimulus values are needed. The best way to 
deal with the latter problem is to use online colorimetric measurement, adjusting RGB values until 
the required tristimulus values are produced. This should be repeated several times throughout the 
time during which the characterization is needed to establish the stability of the monitor while the 
characterization is in use.

This type of characterization leads most directly into the most difficult question that CRT char-
acterization must face: how should a characterization handle spatial and angular variations of light 
emitted by the CRT? Suppose, for example, an experiment uses only two color stimuli, a red one and 
a green one. Suppose further that the red one always appears at one point on the screen, while the 
green one always appears at a different point. Clearly, a characterization method that performs a colo-
rimetric measurement on each stimulus yields maximum precision for minimum effort. Now, should 
the green color be measured in its particular location and the red one be measured in its location, or 
should both be measured in a common location, probably the screen center? And how should pos-
sible variations in the color of a stimulus when the other is turned off and on be handled? There is no 
universal best way of resolving such questions. Each must be resolved in a way that suits the particular 
display application. Note that this problem does not arise only for individual color characterizations. 
Indeed, it arises with any characterization whatsoever. The fact that every other aspect of individual 
color characterizations is so simple makes it particularly noticeable in this case.

Local regions of color Somewhat more complicated than individual color characterizations are 
ones in which it is necessary to characterize a small part of the color gamut surrounding a particu-
lar color. This might arise, for example, in a matching experiment, where all matches are close to a 
fixed reference stimulus. In such cases a small region of the color gamut must be characterized very 
precisely, with an emphasis on exact presentation of differences of color between the reference color 
and other colors in the region. The procedure is to make a precise colorimetric measurement of 
the reference color. Call the result X0 with components X0i, which is the result of measuring a color 
having input voltages R0i. Then, for small changes in input voltage ΔRi, measure the correspond-
ing changes in tristimulus values ΔCi. When the results are plotted they show a region in which the 
changes in tristimulus value are linearly related to changes in input coordinate with nonlinear effects 
growing in importance near the edge of the region. The size of the nonlinear effects, when compared 
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to the required prevision of the characterization, determines the size of the region that can be char-
acterized linearly. Within this region the tristimulus values are given by

 X X M Ri i ij j
j

= +
=

∑0
1

3

Δ  

The matrix Mij is determined by a multilinear regression of the data, with each component of the 
tristimulus values regressed simultaneously against all three input coordinates. Nonlinear effects and 
interaction terms are not included in the regression. The matrix entry Mij, which arises as a regression 
coefficient, is the change of Xi for a unit change in Rj. Thus, for example, M23 describes how much 
the Y tristimulus value varies with changes in the B gun of the monitor. This type of characterization 
is probably the most common in color research. It is most important to remember to determine the 
limits of such a linear characterization, or at least to determine that the limits are outside the region 
in which the characterization is to be used.

One-dimensional color spaces Often it is necessary to characterize a one-dimensional set of colors, 
that is, a line, not necessarily straight, in color space. Here is a method for doing so easily. Make a set 
of colorimetric measurements spaced more or less evenly along the curve. Use the variable m for the 
measurement number, numbering from one end of the line to the other. Plot the measured tristimu-
lus values and the input voltages as functions of m. The measurement points should be dense enough 
that intermediate values can be approximated by linear interpolation. Now any set of RGB values 
must correspond to a value of m, not necessarily integral. How is this value determined?

1. Each measured m has a corresponding set of RGB values.

2. Find two consecutive sets such that the desired RGB values are intermediate between the RGB 
values of the sets. Call the m value of the sets m0 and m0 + 1. Thus, mathematically,

 R R R ii i i( ) ( )μ μ0 0 1≤ ≤ + ∀  

3. Now calculate “how far” between m0 and m0 + 1 the desired RGB lies. The value for gun j is dj 
where

δ
μ

μ μj

j j

j j

R R

R R
=

−
+ −

( )

( ) ( )
0

0 01

4. If the three d values are close together this method works. Otherwise, the line of colors must be 
measured more densely.

5. Use d = (d1 + d2 + d3)/3 as the distance between m0 and the desired RGB value. This distance can 
then be used to interpolate in the tristimulus values.

6. The interpolated result is the characterized result.

Xi = Xi(m0) + d(Xi(m0 + 1) − Xi(m0))

This method requires no special precautions if the line is relatively straight in RGB space. It is 
important to use the interpolation to calculate the tristimulus values of some measured colors to 
establish the precision of the measurement, or to decide if denser sampling is necessary.

Inverses The major reason for using this family of characterization methods is the computational 
simplicity of the characterizations and their inverses. Neither extensive memory nor expensive com-
putation is needed to realize them.

Individual colors Since there is a small number of discrete colors, they can be arranged in a table. 
To get the characterization, you look up RGB in the table and read off the tristimulus values. To get 
the inverse, look up the tristimulus values in the output side of the table and the corresponding 
input gives RGB for the desired output. If the tristimulus values to be inverted are not in the 
table, then the color is not in the characterized set and it cannot be realized.
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Local regions of color To derive the inverse for local regions of color, write the characterization 
equation as

 X X X Ri i i ij j
j

= = =
=

∑0
1

3

Δ ΔM  

Then, inverting the matrix Mij to get M ji
−1,

 Δ ΔR Xj ji i
i

= −

=
∑M 1

1

3

 

which can be written explicitly as a solution for the RGB values needed to generate a color of given 
tristimulus values. That is,

 R R X Xj j ji
i

i i= + −−

=
∑0

1

1

3

0M ( )  

It is important, after doing the above calculation, to check that the RGB values so determined 
lie within the region for which the characterization offers satisfactory precision. If not, however, 
unlike other methods, the inverse so determined is usually a reasonable approximation to the 
desired color.

Instead of inverting the matrix off-line, the three linear equations in Rj can be solved online.

One-dimensional color spaces For one-dimensional color sets the interpolation equations 
provide the inverse provided that RGB values and tristimulus values are reversed. To avoid confusion 
� is used in place of d.

1. To calculate � find a consecutive pair of tristimulus values that contain the desired values. Call 
the first of the pair m0.

2. Then calculate �i using

 �i
i i

i i

X X

X X
=

−
+ −

( )

( ) ( )

μ
μ μ

0

0 01
 

If the three �i values are not close together, then the tristimulus values designate a color that is 
not in the set, or the wrong interval has been found in a line of colors that must be very convo-
luted, and the set must be measured more densely.

3. Use � = (�1 + �2 + �3)/3 as the distance between m0 and the desired tristimulus values.

4. Then the RGB values corresponding to the desired tristimulus values are

 R R R Rj j j j= + + −( ) ( ( ) ( ))μ μ μ0 0 01�  

The results of this calculation should be checked to ensure that the RGB values do indeed lie in 
the color set. This is the second check that is performed, the first being a check for a small spread in 
the three �i values. The checks are needed if the set is convoluted, and are always passed if the set is 
simple.

One way of checking whether the measurement density is adequate is to cycle an RGB value through 
the characterization and its inverse. If it fails to meet the required precision, then the measurement 
density is probably insufficient.

Out-of-Gamut Colors Local gamut characterization methods are attractive because of their 
easy-to-use inverses. Their treatment of out-of-gamut colors is also appealing.

Individual colors Colors not in the set of individual colors do not have inverses, and are not 
found in a search of tristimulus values. Because this characterization method ignores colors near 
to or between the measured colors, no method is possible for representing colors that are not in the 
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measured set. However, if the search is done with finite precision, colors close to a measured color 
are aliased onto it in the search. The precision of the search determines the region of colors that is 
aliased onto any measured color.

Local regions of color When a color is outside the local region to which the characterization 
applies, this method returns the input coordinates that would apply to a linear characterization. The 
values are close to those produced by an exact characterization, but outside the bounds of the speci-
fied precision. The error increases as the color gets farther away from the characterized region, but 
slowly in most cases. Thus, this method clearly indicates when a color is outside the characterized 
region and fails gracefully outside the region, giving values that are close, if not exact.

One-dimensional color spaces When a set of RGB values or tristimulus values lies outside the 
one-dimensional space, the fact is indicated during the calculation. The calculation can be carried 
through anyway; the result is a color in the space that is close to the given color. Exactly how close, 
and how the characterization defines the “closest” color in the one-dimensional space, depends on 
the details of how the measurement samples are selected, the curvature of the color set, and the 
appropriate experimental definition of “close.” If this method comes to have wider utility, investiga-
tion of sampling methods might be warranted to find the “best” sampling algorithms. In the mean-
time, it is possible to say that for reasonably straight sets colors close to the set are mapped onto 
colors in the set that are colorimetrically near the original color.

Model-Dependent Characterization Methods

The two types of characterization methods described above are independent of any particular moni-
tor properties. In fact, they can be used for any color-generating device. The third type of charac-
terization makes use of a parametrized model of CRT color production. A characterization is cre-
ated by measuring the parameters that are appropriate to the CRT being characterized. The next 
few sections describe the most common model for color CRTs, which is tried and true. Some CRTs 
may require it to be modified, but any modifications are likely to be small. The emphasis in this 
description is the set of assumptions on which the model is based, since violations of the assump-
tions require modifications to the model.

General Description The standard model of a color CRT has the following parts.

1. Any displayed color is the additive mixture of three component colors. The component colors 
are generally taken to be the light emitted by a single phosphor.

2. The spectral power distribution of the light in each component is determined by a single input 
signal, R, G, or B, and is independent of the other two signals.

3. The relative spectral power distribution of the light in each component is constant. Hence, the 
chromaticity of the component color is constant.

4. The intensity of the light in each component is a power function of the appropriate input 
voltage.

Taken together, these parts form a mathematical model of CRT colorimetry.
The standard model has been described many times. For a concise presentation see Cowan;13 for 

a historical one see Tannenbaum.14

Gun independence The light emitted when the input coordinates are the three voltages �R, �G, 
and �B (generically called �a) is Φl (�R, �G, �B). It turns out to be convenient to form slightly different 
components than the standard model does, following not the physical description of how a monitor 
operates, but the logical description of what is done to realize a color on the monitor. The first step 
when generating a color is to create the RGB input from the separate R, G, and B inputs. Imagine 
turning on each input by itself, and assume that the color when all guns are turned on together is the 
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22.28  VISION AND VISION OPTICS

additive mixture of the colors produced when the guns are turned on individually. This assumption is 
called “gun independence.” In terms of tristimulus values it implies the condition

 X X X Xi Ri Gi Bi= + +  

(Usually CRTs realize gun independence by exciting different phosphors independently,

 Φ Φ Φ Φλ λ λ λ( , , ) ( , , ) ( , , ) ( , ,� � � � � �R G B R G= + +0 0 0 0 0 0 BB)  

This condition is, in fact, stronger than the gun-independence assumption, and only gun indepen-
dence is needed for characterization.)

Gun independence was described by Cowan and Rowell,15 along with a “shotgun” method 
for testing it. The tristimulus values of many colors were measured, then predictions based on the 
assumption of gun independence were tested. Specifically, gun independence implies consistency 
relationships that must hold within the set of measurements. Cowan and Rowell showed that a par-
ticular CRT had a certain level of gun independence, but didn’t attempt to make measurements of 
many CRTs. Clearly, it is worth making measurements on a variety of monitors to determine how 
widely gun independence occurs, and how large violations of it are when they do occur. For CRTs 
without gun independence there are two ways to take corrective action:

1. Use a characterization method that is not model-dependent.

2. Modify the monitor to create gun independence. For most CRTs there are good, inexpensive 
methods for improving gun independence. They will be more widely available in the future as 
characterization problems caused by failures of gun independence become more widely known.

Extreme settings of the monitor controls can cause violations of gun independence in otherwise 
sound monitors. The worst culprit is usually turning the brightness and/or contrast up so high that 
blooming appears at high input levels.

Phosphor constancy When gun independence holds, it is necessary to characterize only the 
colors that arise when a single gun is turned on, since the rest can be derived from them. Usually, 
it is assumed that the colors produced when a single gun is turned on have constant chromaticity. 
Thus, for example, the tristimulus values of colors produced by turning on the red gun alone take 
the form

 X E xRi R R R Ri( ) ( )� �= ⋅  

where xRi, the chromaticity coordinates of the emitted light, xR, yR, and zR, are independent of the 
voltage input. Thus the tristimulus values of the color produced depend on input voltage only 
through the intensity ER(�R).

The engineering that usually lies behind phosphor constancy is the following. A CRT should be 
designed so that the beam current in a given electron gun is independent of the beam current in 
any other gun. The deflection and shadowmask geometries should be designed and adjusted so that 
the electrons from any gun fall only on a single phosphor type. The physical properties of the phos-
phor should guarantee that the phosphor emits light of which the chromaticity is independent of the 
intensity. Meeting these conditions ensures phosphor constancy. It is possible, but unusual, to have 
phosphor constancy under other conditions, if it happens that effects cancel out appropriately.

The measurement of phosphor constancy is described by Cowan and Rowell.15 Here is a short 
description of how to make the required measurements for one of the guns.

1. Turn the gun on at a variety of input voltages, and make a colorimetric measurement at each 
input voltage.

2. Calculate chromaticity coordinates for each measurement, which are independent of input voltage 
if phosphor constancy is present.
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3. Constancy of chromaticity should also obtain in the presence of varying input to the other guns. 
To consider this case, turn the two other guns on, leaving the gun to be measured off.

4. Measure the tristimulus values for a baseline value.

5. Then turn the gun to be measured on to a variety of input voltages, making a colorimetric mea-
surement at each.

6. Subtract the baseline tristimulus values from each measurement, then calculate the chromaticity 
coordinates. These should be constant, independent of the input to the measured gun, and inde-
pendent of the input to the other two guns as well.

One of the most common monitor characterization problems is a measured lack of phosphor 
constancy. This is a serious problem, since the functions derived from the CRT model cannot then 
be easily inverted. Sometimes the measured lack of phosphor constancy is real, in which case there is 
no solution but to use a different type of characterization procedure. More often, the measurement is 
caused by poor CRT setup or viewing conditions. This occurs as follows, first for viewing conditions. 
Ambient light reflected from the screen of the monitor is added to the emitted light. This light is inde-
pendent of input voltage, and adds equally to all colors. Imagine a phosphor of constant chromaticity 
(x, y), at a variety of input voltages. The tristimulus values of light emitted from the screen are

 X X E xi i i= + ⋅0 ( )�  

where X0i are the tristimulus values of the ambient light reflected from the screen. Note that sub-
tracting the tristimulus values measured when the input voltage is zero from each of the other mea-
surements gives phosphor constancy. (Failure to do the subtraction gives phosphor chromaticities 
that tend toward white as the input voltage decreases.) This practice should be followed when ambi-
ent light is present. Psychophysical experiments usually go out of their way to exclude ambient light, 
so the above considerations are usually not a problem. But under more normal viewing conditions 
ambient light is always present.

When the black level/brightness control is set above its minimum there is a background level of 
light emitted from the screen even when the input voltage is zero. This light should be constant. Thus, 
it can be handled in exactly the same way as ambient light, and the two can be lumped together in a 
single normalizing measurement.

Now let’s put together this gun independence and phosphor constancy. Gun independence means 
that the tristimulus values Xi(�R, �G, �B) can be treated as the sum of three tristimulus values that 
depend on only a single gun:

 X Xi R G B ai a
a R G B

( , , ) ( )
, ,

� � � �=
=
∑  

Phosphor constancy means that the tristimulus values from a single gun, once the background has 
been subtracted away, have constant chromaticity:

 X X Y Z E xi R G G a a
a R G B

ai( , , ) ( , , ) ( )
, ,

� � � �= + ⋅
=
∑0 0 0  

To complete the characterization a model is needed for the phosphor output intensity Ea(�a).

Phosphor output models Several different methods exist for modeling the phosphor output. The 
most general, and probably the best, is to build a table for each gun. To do so requires only photo-
metric measurement, and the responsivity of the photometer need not be known. (This property of 
the model is very convenient. Colorimetric measurements are fairly easy to perform at light levels in 
the top 70 percent of the light levels produced by a CRT, but hard to perform for dark colors. In this 
model the top of the output range can be used when doing the colorimetric measurements required 
to obtain phosphor chromaticities. Then, photometric measurements can be performed easily using 
photodiodes to calibrate the output response at the low end of the CRT output.) Choose the largest 
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input voltage to be used, and call it �amax. Measure its light output with the photometer. Then mea-
sure the light output from a range of smaller values �a. The ratio of the light at lower input to the 
light at maximum input is the relative excitation ea(�a). Store the values in a table. When excitations 
for intermediate voltage values are needed, find them by linear interpolation.

 e e ea a a a a a( ) ( ) ( ) ( )� � �= + −μ μ1 21  

where the interpolation parameter m is

 μ =
−
−

� �

� �
a a

a a

2

1 2

 

The memory requirements of the table can be reduced by using more complicated functions, but 
at the price of complexity of computation in the model.

It is also possible to approximate the measurements using a parameterized function. The most 
commonly used form is the gamma correction equation

 e ea a a a a
a( ) ( / )max max� � �= γ  

with two parameters ga and eamax. Here, uamax is the maximum input voltage, eamax is the maximum 
relative excitation, usually taken to be 1.0, and ga is called the gamma correction exponent. It is 
determined empirically by regressing the logarithm of the measured excitation against the logarithm 
of the input voltage.

Normalization The excitation that enters the characterization equation Ea(�a) is the product of 
the voltage-dependent relative excitation ea(�a) and a normalization coefficient Na:

 E N ea a a a a( ) ( )� �= ⋅  

The normalization coefficients complete the characterization model.

Summary equation The characterization is summarized by the single equation

 X X N e xi i a a
a R G B

a ai= + ⋅ ⋅
=
∑0

, ,

( )�  

which provides the tristimulus values for any set of RGB input coordinates.

Conditions for Use The assumptions discussed above are the conditions under which the model 
developed here can be used successfully. The assumptions should be checked carefully before this 
characterization method is used. The departure of the CRT from the ideal CRT, defined by perfect 
adherence to these conditions, is a measure of the imprecision in the characterization procedure. 
Note that when the CRT fails to meet the conditions, which occurs most frequently near the edges 
of its gamut, the erroneous colors are usually plausible. Thus, the model can be in error by a surpris-
ingly large amount and still produce satisfactory characterizations in noncritical applications.

Partial models It is fairly clear that there are partial models meeting some of the conditions, 
and that they provide useful approaches to characterization. For example, suppose that the phos-
phor chromaticities vary with input voltage. They can be stored in a table indexed by input voltage 
(exact values are produced by interpolation) and used in a variant of the characterization equation:

 X X N e xi i a a a ai a
a R G B

= + ⋅ ⋅
=
∑0 ( ) ( )

, ,

� �  

Such a generalization works well for the transformation from input voltages to tristimulus values, 
but the inverse transformation is virtually unusable.
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Measurement of Parameters The characterization equation requires the measurement of a set of 
parameters that varies from CRT to CRT. Thus, they must be measured for the CRT to be character-
ized. Different types of measurements—spectral, colorimetric, and photometric—are needed, as 
described below.

Ambient light and black level X0i A colorimetric measurement of the screen with all input volt-
ages set to zero produces this value. It should be measured under the exact conditions in which the 
characterization will be used.

Phosphor chromaticities xai A colorimetric measurement of the screen with a single gun turned 
on produces these values. Careful subtraction of the ambient light and black level is important. 
Measuring at a variety of input voltages produces:

1. A measure of phosphor constancy

2. The range of input voltages over which phosphor constancy holds well enough for use of the 
characterization model

3. A value for the phosphor chromaticities, produced by averaging over the chromaticities in the 
characterization range

Gamma correction functions Measurement of the relationship between the input voltages and the 
excitation functions requires photometric measurement at a large variety of input voltages. If interpo-
lation into a table is the method of choice, the sampling of input voltages must be dense enough that 
the interpolation method chosen, usually linear, is close enough to the exact values to yield the desired 
accuracy. If a functional relationship, like the power function, is chosen the validity of the function 
chosen must be inspected very carefully. Whatever method is chosen it is essential that the ambient 
light/black level be subtracted from the measurements. If it is not, it is counted three times when the 
contributions from the three guns are added together.

Normalization coefficients The normalization coefficients are determined through the charac-
terization equation

 X N e xi a a a ai
a R G B

= ⋅ ⋅
=
∑ ( )

, ,

�  

They may be determined in several ways, falling into two categories: measurement methods and 
comparison methods. A typical measurement method assumes a single color of known tristimulus 
values. This knowledge can be produced by a colorimetric measurement or by varying RGB to match a 
known sample such as the reference field of a color comparator. The tristimulus values are substituted 
into the equation above, giving three equations for the three normalization coefficients. Solving the 
equations gives the normalization coefficients. Note that the relative excitations and the phosphor 
chromaticities are both unitless. Thus, the normalization coefficients carry whatever units are used to 
measure the tristimulus values. The units enter naturally when the linear equations are solved.

The method for solving these linear equations utilizes the inverse transform. A matrix M, the 
entries of which are the phosphor chromaticities

 Mai aix=  

is defined, and its inverse, Mia
−1 determined. Multiplying it into the characterization equation gives

 Mia i a a a
i

X N e−

=
= ⋅∑ 1

1

3

( )�  

Then Na is calculated from

 N e Xa a a ia i
i

= ⋅ −

=
∑( )� M 1

1

3
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22.32  VISION AND VISION OPTICS

Note that ea(�a) is known since the input voltage that matches the standard, or of the color that 
has been measured, is known.

The second method is used when it is possible to match a known standard. For example, it might 
be possible to find voltages that make colors produced by individual guns equiluminous. Call the 
voltages �YR, �YG, and �YB, and substitute them into the Y = X2 characterization equation

 N e x N e x N e xR R YR R G G YG G B B YB B( ) ( ) ( )� � �2 2 2= =  

This equation is easily solved for the ratios NG/NR and NB/NR, leaving a single constant, an 
overall normalizing coefficient, undetermined. This constant, which carries the units in which the 
tristimulus values are measured, can be determined only by an absolute measurement (or, equiva-
lently, a color match to an absolute standard). However, because vision is insensitive to variations 
in overall intensity, the precise value of the overall normalizing coefficient is unimportant in many 
applications.

Inverse Transformations One of the most attractive features of model-dependent characterizations 
is the simplicity of their inverses. It is simple to invert the characterization equation

 X N e xi a a a ai
a R G B

= ⋅ ⋅
=
∑ ( )

, ,

�  

which determines the tristimulus values of a color in terms of the input voltages that cause it to be 
displayed, into the inverse equation, which specifies input voltages that create a color of given tris-
timulus values. Define the matrix of phosphor chromaticities

 Mai aix=  

Then determine its inverse Mia
−1  by conventional means. It is used to solve the characterization 

function

 Mia i a a a
i

X N e−

=
= ⋅∑ 1

1

3

( )�  

Then, after the normalization coefficients are divided out

 e
N

Xa a
a

ia i
i

( )� = −

=
∑1 1

1

3

M  

It is then necessary to find the input voltages that give the appropriate excitations ea, which requires 
inversion of the excitation function. Thus,

 �a a
a

ia
i

ie
N

X=
⎛

⎝⎜
⎞

⎠⎟
− −

=
∑1 1

1

31
M  

If the relative excitation function is specified in a closed form, the inverse can be calculated using 
only elementary algebra. Otherwise, it is necessary to develop a tabular inverse, which is most easily 
done by one-dimensional interpolation.

Violations of phosphor constancy When phosphor constancy does not hold, the inverse cannot 
be calculated using the methods given above. Numerical inversion techniques, which are beyond the 
scope of this section, can be used, but it is probably a better idea to use a different calibration method.

Out-of-Gamut Colors Most inversion methods fail internally if they are asked to produce the input 
coordinates needed to display an out-of-gamut color. For example, tabular inverses fail to find an 
interval or cell in which to interpolate. Because the functions in model-dependent characterizations 
are well defined beyond the gamut, these methods generally do not fail, but calculate values that 
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lie outside the domain of input coordinates. Thus, input coordinate values calculated from inverses 
of model-dependent characterizations should be checked, because writing out-of-range values to 
color lookup tables produces unpredictable results.

Absolute Characterization versus Characterization 
for Interaction

The characterization methods discussed above are designed to provide absolute characterizations, 
which are needed for color coordinates defined in terms of an external standard. Probably just as 
often characterization is needed to support specific interaction techniques. Suppose, for example, an 
experiment calls for the observer to have three CIELAB controls, one changing L∗, one changing a∗, 
and one changing b∗. To make this possible a characterization of the CRT in terms of CIE tristimu-
lus values must be done to provide a basis for the transformation from tristimulus values to L∗a∗b∗. 
This type of characterization situation has several characteristics that are quite common:

1. At any given time there is a known color on the screen and the problem is to calculate a color 
slightly different from it. This situation arises because the control is sampled frequently enough 
that large color changes are produced only cumulatively over many color updates.

2. The new color coordinates must be calculated quickly and frequently.

3. Errors in the calculated color increments are errors in quantities that are already small. Thus, 
they can be considerably larger (in percentage terms) than would be tolerable for an absolute 
characterization.

4. The inverse transformation, tristimulus values to RGB is usually needed.

This combination of requirements is most easily met when the characterization has a linear 
inverse, and as little calculation as possible in the main loop. Exhaustive characterization methods 
have the necessary ingredients as they stand, provided an inverse table has been built, as do local 
methods. But nonlinear transformations, like the one from L∗a∗b∗ to tristimulus values violate the 
conditions imposed above, and it is necessary to linearize them. They can then be combined with 
whatever characterization is in use to linearize the entire transformation from input coordinates to 
color specification.

Linearization Consider a transformation f that takes a vector x into a vector y. An example is the 
transformation between L∗a∗b∗ and XYZ. Suppose two vectors that are known to transform into 
each other are known: x0 ( )L a b0 0 0

∗ ∗ ∗  corresponds to the set y0 (X0Y0X0). Now, if one vector undergoes 
a small change, how does the other change? If the transformation is suitably smooth (and the func-
tions of color science are adequately smooth), small changes of one variable can be expressed in 
terms of small changes of the other by simple matrix multiplication

 Δ Δy xi ij j
j

= ∑M  

The entries in the matrix M are the partial derivatives of f with respect to x, evaluated at x0. That is,

 Mij
i

j

f

x
=

∂
∂

=x x0

 

Even though the computation of the derivatives may be expensive, they need to be calculated only 
infrequently, and the calculation can be scheduled when the system has idle resources available.

Practical Comments

CRT characterization is essentially a practical matter. It is almost always done because a superordinate 
goal requires it. Thus, it is appropriate to end this chapter with several practical remarks that make 
characterization easier and less costly.
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22.34  VISION AND VISION OPTICS

Do as little characterization as possible! Characterization is usually done within a fixed budget 
of time and equipment. Identifying the least characterization that provides all the information 
needed for the application allows the extra resources to be used to improve precision and to check 
measurements.

Characterize frequently! CRTs age and drift; colleagues turn knobs unaware that they change a 
critical characterization. Discovering that a CRT does not match its characterization function invali-
dates all data collected or experiments run since the characterization was last checked. There are only 
two defenses. First, measure the CRT as often as is feasible. Second, devise visual checks that can be run 
frequently and that will catch most characterization errors. It is possible to use luminance-matching 
techniques like minimally distinct border or minimum motion to check characterizations in a few 
seconds.

Understand the principles underlying the characterization methods and alter them to fit the spe-
cific stimuli needed for the application. In particular, CRTs have many ways of being unstable. The 
best defense is to characterize the CRT with stimuli that are as close as possible to those that are used 
in the application: same size, same position on the screen, measurement apparatus at the observer’s 
eye point, same background color and intensity, and so on. Such adherence is the best defense against 
inadvertently finding a new type of CRT instability that invalidates months of work.

22.5 AN INTRODUCTION TO LIQUID 
CRYSTAL DISPLAYS

The purpose of this section is to provide an introduction to the operational principles that provide 
color output from liquid crystal displays (LCDs). No actual colorimetric measurements are shown, 
because LCDs are evolving too fast for them to be of any lasting interest. Instead, schematic illustra-
tions are given, showing features that the author considers likely to be present in future displays.

At the time of writing, colorimetric quality of LCDs is uneven. Nonetheless, since LCDs are semi-
conductor components and since they are now being produced in large quantities for low-cost com-
puters, it is reasonable to expect a rapid decrease in cost combined with an increase in quality over the 
next decade. As the succeeding sections should make clear, they have a variety of interesting properties 
which will often make them preferred to CRTs as visual stimulators. Only by actively following their 
development will it be possible to use them at the earliest opportunity.

Two properties make liquid crystal devices particularly interesting to the visual scientist. First, they 
are usable as self-luminous, transmissive, or reflective media. They combine this flexibility with the 
range of temporal and spatial control possible on a CRT. This property is likely to make them particu-
larly valuable for studies of color appearance and color constancy. Second, they have the ability to pro-
duce temporal and spatial edges that are much sharper than those producible on a CRT. This property 
has been called “acutance” in the display literature.16 High acutance is potentially a serious problem for 
image display, since the gaussian blur that occurs at edges in CRT images helps to hide artifacts of the 
CRT raster. But high acutance also presents an opportunity since many small-scale irregularities that 
cannot be controlled on the CRT can be controlled on the LCD.

Operational Principles of Monochrome LCDs

This section describes the operation of monochrome LCDs. The components of color LCDs are so 
similar to those of monochrome ones that they are most easily explained based on an understanding 
of monochrome LCDs.

Overview The important components of a monochrome LCD are shown schematically in Fig. 16. 
In the dark, the main source of light is the backlight. Its luminous flux passes through a diffuser. The 
uniformity of the backlight/diffuser pair determines the spatial uniformity of the display surface. 
Light from the diffuser then passes through a light-modulating element that consists of two crossed 
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polarizers and an intervening space, usually a few microns thick, filled with the liquid crystal. The 
liquid crystal rotates the polarization of light passing through it by an amount that depends on the 
local electric field. Thus, the electric field can be varied to vary the amount of light passing through 
the light-modulating element. The electric field is produced by a capacitor that covers the area of the 
pixel. The different varieties of LCD differ mainly in the electronics used to drive the capacitor. At 
present, the most common type is bilevel, with the capacitor controlled by a transistor that is either 
on or off, thus defining two light levels, white and black. More interesting are multilevel devices, in 
which an analog electric field allows more or less continuous variation of light output. Currently 
available analog devices are capable of 16 levels of gray scale with a pixel that is about 150 microns 
square.

In bilevel devices the array of pixels is very similar to the layout of memory cells in a random access 
seimconductor memory. Thus, the display itself can be considered a write-only random-access frame 
buffer. Most LCDs do not, at present, make use of the random-access capability, but accept input via 
the RS-170 analog signal standard used for CRTs. The multilevel variant is similar, except that an 
analog value is stored at each location instead of 0 or 1.

An interesting feature of this design is the ability of ambient light to enter the display. It then passes 
through the light-modulating element and is scattered with random phase by the diffuser. From there 
it passes back through the light-modulating element to the viewer. Thus, under high-ambient con-
ditions there are two contributions to light emitted from the display: one from the backlight that is 
linear with respect to the transmittance of the light-modulating element and one from ambient light 
that is quadratic with respect to the transmittance of the light-modulating element. More specifically, 
the contribution from the backlight, Φλ

( )BL  is given by

 Φ Φλ λτ( ) ( )( )BL BLV= 0
 

where Φ0λ
( )BL  is the light emitted from the display when the light-modulating element is in its maxi-

mally transmissive state and t (V) is the voltage-dependent transmittance of the light-modulating 
element. Note that the light-modulating process is assumed to be spectrally neutral. (In fact, chemists 

Ambient
light

Diffuser

Back light

Glass faceplate

Color filter

Liquid crystal

FIGURE 16 Illustration of the typical compo-
nents of a single LCD pixel, seen side on. The arrows 
show the three light paths that contribute to the light 
emitted from the pixel.
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22.36  VISION AND VISION OPTICS

attempt to make the liquid crystal as spectrally neutral as possible.) The contribution from ambient 
light Φλ

( )AMB  is

 Φ Φλ λτ λ λ( ) ( )( )( ( )) ( )AMB AMBV R D= −2
01  

where Φ0λ
( )AMB  is the ambient light incident on the display, R(l) is the reflectance of the faceplate of 

the display, and D(l) is the proportion of light reflected back by the diffuser. The second contribution 
is particularly interesting because the display is essentially characterized by a variable reflectance 
t2(V)(1 − R(l))D(l). Thus it is possible to create reflective images that are computer-controlled 
pixel by pixel. Note the importance of the front surface reflection in this pixel model. Light that 
is not transmitted at the front surface produces glare; light that is transmitted creates the image. 
Consequently, it is doubly important that the faceplate be treated to minimize reflection.

Pixel Structure The most interesting characteristic of the LCD is the shape and layout of its pixels, 
which are unlike the CRT pixel both spatially and temporally.

The time dependence of the light output from an LCD pixel is shown schematically in Fig. 17. 
Each refresh of the pixel produces a sharp rise followed by a slow fall. If the light output decreases 
from one frame to the next, the decrease occurs abruptly at the beginning of the pixel, without the 
exponential tail characteristic of CRTs with long persistence phosphors. The turnoff is limited only by 
the resistance of the circuit that removes charge from the capacitor. The slow fall is produced by loss 
of charge from the capacitor: the circuit is essentially a sample and hold and the flatness of the pixel 
profile is determined by the quality of the hold.

The spatial structure of the LCD display surface is shown schematically in Fig. 18. The pixels are 
nonoverlapping, with dark lines between them because an interpixel mask is used to hide regions 

Time

FIGURE 17 Illustration of the time dependence of the light out-
put from an LCD pixel that is turned on for two refreshes, then turned 
to a lower level for the third refresh.

FIGURE 18 Illustration of the layout and shape of pixels on an 
LCD. The lower panel shows the spatial dependence of emitted light, 
on a cross section through the center of a row of pixels. The two middle 
pixels are turned on to a lower level than the outside ones.
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where the electric fields of neighboring capacitors overlap. The light emitted is uniform over the pixel 
area, so that the intensity profile is uniform. Usually there is a small amount taken off the corner of the 
pixel to allow space for the electronic circuits that turn the pixel off and on. The pitch of the display, 
the distance from one pixel to the center of the next pixel, ranges from 100 to 500 μm.

Problems Current high resolution, analog, color LCDs suffer from a variety of problems, which 
may be expected to diminish rapidly in importance as manufacturing technology improves.

Thickness variation Uniformity of output depends critically on precise control of the thickness of 
the liquid crystal from pixel to pixel.

Heat Current displays are very temperature-dependent, changing their performance as they 
warm up and if anything warm, like a human hand, is held in contact with them.

Gray scale The present mass-produced LCDs have poor gray-scale capability: each pixel can be 
only off or on. The manufacturing processes needed to produce gray scale, which produce about 30 
levels of gray scale on prototype displays, need considerable development.

Electronics A typical display depends on thousands of address wires, connected to the display at the 
pitch of the pixels. These wires are delicate and subject to failure, which produces a row or column of 
inactive pixels, called a line-out.

The Color LCD

The color LCD is a straightforward generalization of the monochrome LCD. Colored filters are 
placed in the light path to color the light emitted from each pixel. Three differently colored filters, 
and sometimes four, are used to create several interpenetrating colored images that combine addi-
tively to form a full-color image. The repetition pattern of the different images is regular, and it is 
usually possible to group a set of differently colored pixels into a single-colored pixel with three or 
four primaries, as shown in Fig. 19. (Terminology is important but nonstandard. In this chapter a 
single-colored pixel is called a monochrome pixel; a set of differently colored monochrome pixels 
that combines additively to produce a continuum of color at a given point is called a color pixel.)

Geometry of the Color Pixel There are a variety of different geometrical arrangements of mono-
chrome pixels within a color pixel. Several are illustrated in Fig. 19. It is not currently known which 
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FIGURE 19 Schematic diagram of a variety of different mono-
chrome pixel geometries: (a) and (b) show two triad geometries; (c) and 
(d) show two quad geometries. The color pixel is outlined in gray.
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arrangement is best for which type of visual information. When the viewer is far enough back from 
the display the arrangement does not matter, only the relative number of each primary color. One 
strategy that is being tried is to add a fourth color, white or yellow, in a quad arrangement in order 
to increase brightness. Such a display offers interesting possibilities for experimentation with mesopic 
stimuli and for diagnosis and investigation of color-vision defects.

It is obvious that every geometry has directions in which the primaries form unwanted color 
patterns. Such patterns do not arise in CRT imagery because there is a random correlation between 
the dot triads that produce color and the pixel locations. Whether there is a regular geometry, as yet 
untried, that removes the patterns, whether software techniques similar to antialiasing can eliminate 
their visual effects, or whether a randomized primary arrangement is needed to remove the patterns 
is a problem as yet unresolved. (It should also be remembered that some stimuli may best be created 
by graphical techniques that take advantage of the existence of the patterns.) Whatever the solution, 
however, it must address the interrelationship between spatial and color aspects of the stimulus in the 
visual system of the perceiver.

Colorimetry of the Color Pixel The dominant factor in the colorimetry of LCDs is the interac-
tion between the spectral power distribution of the backlight and the transmittances of the filters. 
Typically backlight and filter design deals with a trade-off between brightness and color gamut. The 
higher the excitation purity of the filter the more saturated the primary but the less bright the dis-
play. An additional factor considered in this trade-off is heating of the liquid crystal, which is greater 
when the filters have high excitation purity. Choice of a backlight that has as much as possible of its 
spectral power in wavelengths passed by the filters will improve performance.

The colorimetric properties of an LCD can be summed up in a few equations. The first is that the 
color of a pixel is the additive mixture of the colors of its monochrome pixel components. The sum 
of the spectral powers is

 Φ Φλ λ=
=

∑ a a
a

N

V
p

( )
1

 

where Φal is the spectral power emitted by monochrome pixel a, which depends on the voltage Va 
applied to it. Similarly, the tristimulus values are the sum of the tristimulus values of the mono-
chrome pixels

 X Xi ai
a

N p

=
=

∑
1

 

where Xai is the set of tristimulus values for primary a. Note that “gun independence” is assumed.
The spectral power contributed by monochrome pixel a is the sum of three components: one from 

the backlight, Φa
BL

aVλ
( )( ) , one from ambient light reflected from the front surface of the LCD, Φ(R)al, 

and one from ambient light reemitted from the display, Φa
AMB

aVλ
( )( ) .

 Φ Φ Φ Φa a a
BL

a a
R

a
AMB

aV V Vλ λ λ λ( ) ( ) (( ) ( ) ( )= + + ))  

The contribution from the backlight is

 Φ Φa
BL

a a a
BLV Vλ λτ λ τ( ) ( )( ) ( ) ( )= 0

 

where Φ0λ
( )BL   is the spectral power distribution of the backlight, t (Va) is the voltage-dependent 

transmittance of the liquid crystal/polarizer sandwich, and ta(l) is the transmittance of the color 
filter. The function t (V) is independent of the primary because the display uses the same light-
modulating element for each primary. The function ta(l) is independent of the applied voltage 
since the light-modulating element is spectrally neutral. In the absence of ambient light, this term 
is the only contribution to the light emitted by the LCD. The colorimetric properties are then iden-
tical to those of a CRT with primaries of the same chromaticity, which is the chromaticity of the 
product τ λ λa

BL( ) ( )Φ0 , though the equivalent of the gamma function t (Va) is certain to have a different 
functional form.
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The contribution from light reflected from the front surface is

 Φ Φa
R AMBRλ λλ( ) ( )( )= 0

 

where R(l) is the reflectance of the front surface and Φ0λ
( )AMB  is the ambient light incident on the sur-

face. Usually, the reflectance is spectrally neutral (independent of wavelength) and the reflected light 
has the same color as the incident ambient light.

The contribution from light reemitted from the display is

 Φ Φa
R

a a
AMBR D Vλ λλ λ τ λ τ( ) ( )( ( )) ( ) ( ) ( )= −1 2 2

0
 

where D(l) is the reflectance of the diffuser. This contribution can be modeled as a light of the 
same chromaticity as the spectral power distribution ( ( )) ( ) ( ) ,( )1 2

0− R D a
AMBλ λ τ λ λΦ  with its intensity 

modulated by the function t2(Va). Note that this chromaticity is not in general the same as the chro-
maticity produced by light from the backlight. (It will usually be more saturated than the backlight 
component since it passes through the color filter twice.) Note also that the voltage dependence of 
the intensity of this light differs from that of the backlight component. Thus, the chromaticity of the 
primary changes as the voltage changes when ambient light is present, and the effect cannot be sub-
tracted off, as can the ambient component.

Controls and Input Standards LCDs will have standard sets of controls and input signals only when 
the technology is much more mature than it is at present. Currently, the most common input seems 
to be analog video, as used for CRTs. While this allows a one-for-one substitution of an LCD for a 
CRT, it seems quite inappropriate for computer applications. Specifically, information is extracted 
from the frame buffer, a random-access digital device, laboriously sequenced into the serial analog 
video signal, the reextracted for presentation for the random-access LCD. Thus, it seems likely that 
digital random-access input standards are likely to supersede video signals for LCD input, and that 
the display will be more tightly coupled to the image storage system than is common with CRTs.

Temporal and Spatial Variations in Output

LCD fabrication technology is changing too quickly for quantitative limits to spatial and temporal 
variability to be predictable. Nonetheless, it seems likely that certain qualitative properties are inher-
ent in all LCD designs. They are discussed in general terms in the next few sections.

Short-Time Temporal Variation The light output over a short time (about 100 ms) is shown 
schematically in Fig. 17. The details shown in that figure, the rise and decay times and the turnoff 
time, are bound to change as fabrication techniques improve. Currently, the turnoff time is not very 
good for most LCDs, and images leave shadows that decay visibly for several seconds after they are 
removed. That defect is not inherent in LCD electronics and it should be expected to disappear as 
circuitry improves. The other possible defect is the ripple in the light output, which is nonetheless 
much smaller than the ripple of CRT light output. The size of the ripple is determined by the qual-
ity of the sample-and-hold circuit that maintains charge on the capacitor, and is likely to decrease as 
LCDs improve.

The interaction between ripple and turnoff time is quite different for an LCD than for a CRT. To 
decrease the ripple on a CRT it is necessary to increase the decay time of the phosphors; degrada-
tion of the turnoff time cannot be avoided. For an LCD, on the other hand, the turnoff is active, and 
independent of the ripple. Thus, it is possible to improve the ripple without degrading the turnoff. As 
a result, future LCDs are likely to be very useful for generating stimuli that require precise temporal 
control.

Long-Time Temporal Variation Even at the current state of development, the long-time stability 
of LCDs is quite good, with reports showing variations of about 2 percent on a time scale of sev-
eral hours. This performance is comparable to good-quality CRTs and incandescent light sources. 
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22.40  VISION AND VISION OPTICS

The main contributor to instability is heat. LCDs are only stable once they are warmed up, and even 
small changes in cooling configuration can cause appreciable changes in light output. Thus, good 
stability of light output requires well-controlled temperature and a long warm-up time.

Small-Scale Spatial Variation Small-scale variation is determined by the spatial structure of the 
pixel, which is illustrated in Fig. 18. The important feature is the sharp edge of the pixel: unlike CRT 
pixels, there is no blending at the edges of adjacent pixels. This feature makes the creation of some 
stimulus characteristics easy—sharp vertical and horizontal edges, for example—and makes the 
creation of other stimulus parameters very difficult—rounded corners, for example. Many graphical 
techniques and image-quality criteria have evolved to take advantage of display characteristics that 
are peculiar to the CRT; there is likely to be a substantial investment in devising techniques that are 
well suited to the very different pixel profile of the LCD.

An interesting future possibility arises because of the similarity of LCD manufacturing technology 
to that of random-access memories. Consequently, it is likely that future LCDs will be limited in reso-
lution not by pixel size but by input bandwidth. If so, it would be sensible to have logical pixels within 
the control system that consist of many physical pixels on the display, with enough processing power 
on the display itself to translate commands referring to logical pixels into drive signals for physical 
pixels. In fact, a physical pixel could even belong to more than one logical pixel. If such a development 
occurs, considerable control over the pixel profile will be possible, which may greatly extend the range 
of spatial variation that images can possess.

Large-Scale Spatial Variation Because LCDs have no large-scale structural features, like the beam 
deflection in the CRT, only manufacturing tolerances should induce spatial variation. The main 
source of manufacturing variability at the time of writing is the physical size of the pixels and the 
electronic components—capacitors, especially—that control them. Ideally, such variations would be 
random, so that spatial variation would add only gaussian noise to the displayed image.

Much more serious is angular variation of emitted light. The light-emitting element uses effects 
that have strong directional dependence, and it is sometimes even possible to find angles at which 
an LCD reverses contrast compared to perpendicular viewing. Although this effect is inherent in LC 
technology, it is reasonable to hope that display improvements will reduce the angular variability 
below its currently unacceptable level.
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23.1 GLOSSARY

Accommodation. In regard to the visual system, accommodation is the focusing ability of the eye.

Acuity. A measure of the ability of the eye to resolve fi ne detail, specifi cally to distinguish that two 
points separated in space are distinctly separate.

Afterimage. An optical illusion that refers to an image continuing to appear in one’s vision after the 
exposure to the original image has ceased.

Anisometropia. A visual condition in which there is a signifi cant refractive difference between the 
two eyes.

Astigmatism. A visual condition in which the light entering the eye is distorted such that it does not 
focus at one single point in space.

Binocularity. The use of two eyes at the same time, where the usable visual areas of each eye overlap 
to produce a three-dimensional perception.

Brightness. The subjective attribute of light to which humans assign a label between very dim and 
very bright (brilliant). Brightness is perceived, not measured. Brightness is what is perceived when 
lumens fall on the rods and cones of the eye’s retina. The sensitivity of the eye decreases as the mag-
nitude of the light increases, and the rods and cones are sensitive to the luminous energy per unit of 
time (power) impinging on them. 

Cataracts. A loss of clarity of the crystalline lens within the eye which causes partial or total 
blindness.

Cathode ray tube (CRT). A glass tube that forms part of most video display terminals. The tube 
generates a stream of electrons that strike the phosphor coated display screen and cause light to be 
emitted. The light forms characters on the screen.

Color convergence. Alignment of the three electron beams in the CRT that generate the three primary 
screen colors—red, green, and blue—used to form images on screen. In a misconverged image, edges 
will have color fringes (e.g., a white area might have a blue fringe on one side).

23.1

23
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23.2  VISION AND VISION OPTICS

Color temperature. A way of measuring color accuracy. Adjusting a monitor’s color-temperature 
control, for example, may change a bluish white to a whiter white.

Convergence. That visual function of realigning the eyes to attend an object closer than optical 
infi nity. The visual axes of the eyes continually point closer to each other as the object of viewing gets 
closer to the viewer.

Contrast. The difference in color and light between parts of an image.

Diplopia (double vision). That visual condition where the person experiences two distinct images 
while looking at one object. This results from the breakdown of the coordination skills of the person.

Disability glare. A type of glare that causes objects to appear to have lower contrast and is usually 
caused by scattering of light within the media in the eye. 

Discomfort glare. Glare that produces ocular discomfort including eye fatigue, eyestrain, and 
irritation.

Dot matrix. A pattern of dots that forms characters (text) or constructs a display image (graphics) 
on the VDT screen.

Dot pitch. The distance between two phosphor dots of the same color on the screen.

Electromagnetic radiation. A form of energy resulting from electric and magnetic effects which 
travels as invisible waves.

Ergonomics. The study of the relationship between humans and their work. The goal of ergonomics 
is to increase worker’s comfort, productivity, and safety.

Eyesight. The process of receiving light rays into the eyes and focusing them onto the retina for 
interpretation.

Eyestrain (asthenopia). Descriptive terms for symptoms of visual discomfort. Symptoms include 
burning, itching, tiredness, aching, watering, blurring, etc.

Farsightedness (hyperopia). A visual condition where objects at a distance are more easily focused 
as opposed to objects up close.

Font. A complete set of characters including typeface, style, and size used for screen or printer 
displays.

Focal length. The distance from the eye to the viewed object needed to obtain clear focus.

Foot-candle. The amount of illumination inside the surface of an imaginary 1 ft radius sphere 
would be receiving if there were a uniform point source of 1 cd in the exact center of the sphere. One 
foot-candle ≈ 10.764 lux.

Glare. The loss in visual performance or visibility, or the annoyance of discomfort, produced by a 
luminance in the visual fi eld greater than the illuminance to which the eyes are adapted.

Hertz (Hz). Cycles per seconds. Used to express the refresh rate of video displays.

Illuminance. The luminous fl ux incident on a surface per unit area. The unit is the lux or lumen per 
square meter. The foot-candle (fc) or lumen per square foot is also used. An illuminance photometer 
measures the luminous fl ux per unit area at the surface being illuminated without regard to the direction 
from which the light approaches the sensor.

Interlaced. An interlaced monitor scans the odd lines of an image fi rst followed by the even lines. 
This scanning method does not successfully eliminate fl icker on computer screens.

Lag. In optometric terms, the measured difference between the viewed object and the actual focusing 
distance.

LASIK. A surgical procedure that alters the curvature of the cornea (front surface of the eye) which 
reduces the amount of nearsightedness or astigmatism.

LCD (Liquid crystal display). A display technology that relies on polarizing fi lters and liquid-crystal 
cells rather than phosphors illuminated by electron beams to produce an on-screen image. To control 
the intensity of the red, green, and blue dots that comprise pixels, an LCD’s control circuitry applies 
varying charges to the liquid-crystal cells through which polarized light passes on its way to the screen.
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Light. The radiant energy that is capable of exciting the retina and producing a visual sensation. The 
visible wavelengths of the electromagnetic spectrum extend from about 380 to 770 nm. The unit of 
light energy is the lumen. 

Luminous fl ux. The visible power or light energy per unit of time. It is measured in lumens. Since 
light is visible energy, the lumen refers only to visible power. 

Luminous intensity. The luminous fl ux per solid angle emitted or refl ected from a point. The unit 
of measure is the lumen per steradian, or candela (cd). (The steradian is the unit of measurement of 
a solid angle.) 

Luminance. The luminous intensity per unit area projected in a given direction. The unit is the can-
dela per square meter, which is still sometimes called a nit. The foot-lambert (fL) is also in common 
use. Luminance is the measurable quantity which most closely corresponds to brightness.

Lux (see foot-candle). A unit of illuminance and luminous emittance. It is used in photometry as a 
measure of the intensity of light. 

MHz (MegaHertz). A measurement of frequency in millions of cycles per second.

Myopia (nearsightedness). The ability to see objects clearly only at a close distance.

Musculoskeletal. Relating to the muscles and skeleton of the human body.

Nearpoint. The nearest point of viewing, usually within arms length.

Noninterlaced. A noninterlaced monitor scans the lines of an image sequentially, from top to 
bottom. This method provides less visible fl icker than interlaced scanning.

Ocular motility. Relating to the movement abilities of the eyes.

Parabolic louver. A type of light fi xture that is designed to direct light in a limited and narrowed 
direction.

Perception. The understanding of sensory input (vision, hearing, touch, etc.).

Pixel. The smallest element of a display screen that can be independently assigned color and intensity.

Phosphor. A substance that emits light when stimulated by electrons.

Photophobia. A visual condition of excessive sensitivity to light.

Presbyopia. A reduction in the ability to focus on near objects caused by the decreased fl exibility in 
the lens, usually noticed around the age of 40 years old or later.

Polarity. The arrangement of the light and dark images on the screen. Normal polarity has light char-
acters against a dark background; reverse polarity has dark characters against a light background.

Refractive. Having to do with the bending of light rays, usually in producing a sharp optical image.

Refresh rate. The number of times per second that the screen phosphors must be painted to maintain 
proper character display.

Resolution. The number of pixels, horizontally and vertically, that make up a screen image. The 
higher the resolution, the more detailed the image.

Resting point of accommodation (RPA). The point in space where the eyes naturally focus when 
at rest.

Specular refl ection. The perfect, mirror-like refl ection of light from a surface, in which light from a 
single incoming direction is refl ected into a single outgoing direction.

Suppression. The “turning off” of the image of one eye by the brain, most often to avoid double 
vision or reduce excess stress.

SVGA (Super video graphics array). A video adapter capable of higher resolution pixels and/or 
colors) than the 320 × 200 × 256 and 640 × 480 × 16 which IBM’s VGA adapter is capable of produc-
ing. SVGA enables video adapters to support resolutions of 1024 by 768 pixels and higher with up to 
16.7 million simultaneous colors (known as true color).

VDT (Video display terminal). An electronic device consisting of a monitor unit (e.g., cathode ray 
tube) with which to view input into a computer.
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23.4  VISION AND VISION OPTICS

Vision. A learned awareness and perception of visual experiences (combined with any or all other 
senses) that results in mental or physical action. Not simply eyesight.

Visual stress. The inability of a person to visually process light information in a comfortable, effi cient 
manner.

Vision therapy. Treatment (by behavioral optometrists) used to develop and enhance visual abilities.

23.2 INTRODUCTION

Vision and eye problems are the most commonly reported symptoms among workers at computer 
monitors. The percentage of computer workers who experience visually related symptoms is gener-
ally reported to be from 70 up to almost 90 percent.1 The current concern for, and popularization of 
these problems is likely related to the rapid introduction of this new technology into the workplace, 
the job restructuring associated with it, and a greater societal concern about discomfort associated 
with work.

The problems are largely symptoms of discomfort. There is little evidence of permanent physi-
ological change or damage associated with extended work at a computer monitor. The vision and 
eye problems caused by working at a computer monitor have been collectively named “Computer 
Vision Syndrome (CVS)” by the American Optometric Association. The most common symptoms 
of CVS obtained from a survey of optometrists in order of frequency are: eyestrain, headaches, 
blurred vision, dry or irritated eyes, neck and/or backaches, photophobia, double vision, and colored
afterimages. 

A syndrome is defined as a “group of signs and symptoms that indicate a disease or disease pro-
cess.”2 While CVS is not technically a “disease,” it can also be properly characterized as a syndrome 
due to the fact that it is “a complex of symptoms indicating the existence of undesirable condition or 
quality.” Thus, CVS is not a single disease entity, as the definition seems to require. However, it is a 
group of signs and symptoms related to a specific occupational usage of the eyes.

The causes for these symptoms are a combination of individual vision problems, poor office ergo-
nomics, or work habits. Many individuals have marginal vision disorders that do not cause symptoms 
of less demanding visual tasks. On the other hand, there are numerous aspects of the computer moni-
tor and the computer work environment that make it a more demanding visual task than others— 
therefore, more individuals are put beyond their threshold for experiencing symptoms.

23.3 WORK ENVIRONMENT

Lighting

Improper lighting is likely the largest environmental factor contributing to visual discomfort. The 
room lighting is a particular problem for computer workers because the horizontal gaze angle of 
computer work exposes the eyes to numerous glare sources such as overhead lights and windows. 
Other deskwork is performed with a downward gaze angle and the glare sources are not in the field 
of view.

Glare is the loss in visual performance or visibility, or the annoyance of discomfort, produced by 
a luminance in the visual field greater than the illuminance to which the eyes are adapted. There are 
generally four types of glare: distracting glare, discomfort glare, disabling glare, and blinding glare.

Distracting glare results from light being reflected from the surface of an optical medium and is 
usually below 3000 lumens. This form of glare most often results in an annoyance to the viewer and 
leads to eye fatigue. Discomfort glare ranges from 3000 to 10,000 lumens and produces ocular dis-
comfort, including eye fatigue, eyestrain, and irritation. Disabling glare, also known as veiling glare, 
results when light reaches 10,000 lumens and can actually block visual tasks. This type of glare causes 
objects to appear to have lower contrast and is caused by scattering of light within the media in the 
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VISION PROBLEMS AT COMPUTERS  23.5

eye. Blinding glare results from incident light reflecting from smooth shiny surfaces such as water and 
snow. It can block vision to the extent that the wearer becomes visually compromised and recovery 
time is needed to be fully comfortable once again.

The threshold luminance ratios and locations of visual stimuli that cause glare discomfort have 
been determined, 3 but the physiological basis for glare discomfort is not known. Since large lumi-
nance disparities in the field of view can cause glare discomfort, it is best to have a visual environment 
in which luminances are relatively equal. Primarily because of glare discomfort, the Illumination 
Engineering Society of North America (IESNA) established maximum luminance ratios that should 
not be exceeded.4 The luminance ratio should not exceed 1:3 or 3:1 between the task and visual sur-
rounding within 25°, nor should the ratio exceed 1:10 or 10:1 between the task and more remote 
visual surroundings. Many objects in the field of view can cause luminance ratios in excess of those 
recommended by IESNA. Table 1 shows common luminance levels of objects in an office environ-
ment. Relative to the display luminance, several objects can greatly exceed the IESNA recommended 
ratios. A major advantage of using light background displays compared to dark background displays 
is that it enables better conformity with office luminance levels.

Good lighting design can reduce discomfort glare. Light leaving the fixture can be directed so that 
it goes straight down and not into the eyes of the room occupants. This is most commonly accom-
plished with parabolic louvers in the fixture. A better solution is indirect lighting in which the light is 
bounced off the ceilin g—resulting in a large low luminance source of light for the room. Traditional 
office lighting recommendations have been suggested at about 100 fc (1000 lux) but computerized 
offices most often require less light, in the range of 50 fc (500 lux) to better balance with the light 
emanating from the computer display. Proper treatment of light from windows is also important. 
Shades or blinds should be employed to give flexibility to control outdoor light. 

Screen Reflections

In most cases, the most bothersome source of cathode ray tube (CRT) screen reflections is from 
the phosphor on the inner surface of the glass. (“Monitor Characteristics” are discussed later.) The 
phosphor is the material that emits light when struck by the electron beam—it also passively reflects 
room light. The reflections coming from the phosphor are diffuse. Most computer monitors have a 
frosted glass surface; therefore, the light reflected from the glass is primarily diffuse with a specular 
component.

Since most of the screen reflections are diffuse, a portion of any light impinging on the screen, 
regardless of the direction from which it comes, is reflected into the eyes of the user and causes the 
screen to appear brighter. This means that black is no longer black, but a shade of gray. The diffuse 
reflections from the phosphor and from the glass reduce the contrast of the text presented on the 
screen. Instead of viewing black characters on a white background, gray characters are presented on a 
white background. Calculations 5 show that these reflections significantly reduce contrast—from 0.96 
to 0.53 [contrast = (Lt – Lb)/(Lt + Lb), where Lt and Lb are luminances of the task and background] 
under common condition. Decreased contrast increases demand upon the visual system.

TABLE 1 Display and Glare Source Luminances

Visual Object Luminance (cd/m2)

Dark background display 20–25
Light background display 80–120
Reference material with 750 lumens/m2 200
Reference material with auxiliary light 400
Blue sky (window) 2,500
Concrete in sun (window) 6,000–1,2000
Fluorescent light (poor design) 1,000–5,000
Auxiliary lamp (direct) 1,500–10,000
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23.6  VISION AND VISION OPTICS

A common method of treating reflections is with an antireflection filter placed on the computer 
monitor. The primary purpose of the filter is to make the blacks blacker, thereby increasing contrast. 
The luminance of light that is emitted by the screen (the desired image) is decreased by the transmit-
tance factor of the glass filter, whereas light that is reflected from the computer screen (undesired light) 
is decreased by the square of the filter transmittance, since it must pass through it twice. For a typical fil-
ter of 30 percent transmittance, the luminances of black and white are reduced respectively to 9 percent 
and 30 percent of their values without the filter. This results in an increase in the contrast.

Some antireflection filters have a circular polarized element in them. This feature results in cir-
cular polarized lights being transmitted to the computer screen. The resulting reflection on the 
screen changes the rotation of the polarization of the light so that it is blocked from coming back out 
through the filter. Since only specular reflected light maintains its polarized properties after reflection, 
this polarizing feature provides added benefit for only the specular reflections. If significant specular 
reflections are present, it is beneficial to obtain an antireflection filter with circular polarization.

The influx of liquid crystal displays (LCDs) into the workplace has addressed some of the issues 
regarding reflections by using a matte surface to diffuse the reflections. However, the matte surface may 
be disappearing in the future; the trend in high performance LCDs is back to a glossy surface, reintro-
ducing the problem of reflections on the surface of the display. Whichever surface, matte or glossy, users 
can still experience problems with glare and contrast reduction or image washout. A 2003 survey6 of 
LCD users supports this, with 39 percent reported having a glare problem on the LCD and 85 percent of 
LCD users reacted favorably when an antireflection filter was used with their LCD, stating that they were 
bothered by glare on their display and preferred working with a glare reduction filter on the display.

Independent, scientific testing of a midtransmission level antireflection computer filter to the 
same international standard that computer monitors must comply with, ISO 9241–7, has shown that 
this filter can actually improve a monitor’s performance against this standard for reflection reduction 
and contrast improvement. The significance of this testing is that the quality of the antireflection 
coatings and the level of absorption technology are important considerations. There are many prod-
ucts on the market today that claim to be antireflection computer filters. These filters offer very low
quality, if any, antireflection performance and little to no absorption technology. It is because of 
these lower performance products that ergonomic specialists, when considering options for reducing 
reflections and glare on an electronic display, often ridicule antireflection computer filters.

It is important to discuss the counterargument to antireflection computer filters—that monitors 
today don’t need them because they already have antireflection treatments. While this is the case for 
many computer displays, the amount of glare and reflection reduction can be misleading. A few key 
points to keep in mind regarding computer displays and antireflection treatments:

• Some simply change the state of the reflection from specular to diffuse through silica coatings or 
etching the surface of the display (a matte finish).

• Some use a spin coating process that may only reduce first surface reflections down about 1 to 
2 percent. Good quality antireflection computer filters reduce first surface reflections to less than 
1 percent.

• Flat screens are better, reduce off-axis angle reflections, but still do little for normal incidence 
reflections.

• Few have absorptive coatings to improve contrast.

• LCDs have many advantages over the older CRT technology, matte surfaces to reduce reflections, 
but they still have issues with glare and contrast reduction. 

Moreover, the trend of going to glossy displays means increased reflections.

Monitor Characteristics

One obvious method of improving the visual environment for computer workers is to improve the 
legibility of the display at which they are working. The visual image on computer monitors is com-
promised in many ways compared to most paper tasks.
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VISION PROBLEMS AT COMPUTERS  23.7

A major aspect of computer displays is that the images are composed of pixels—the “picture element” 
that creates the “dots” of an image. A greater pixel density will be able to display greater detail. Most 
older computer screens had pixel densities in the range of from 80 to 110 dots/in (dpi: 31 to 43 dots/cm).
This pixel density can be compared to impact printers (60 to 100 dpi), laser printers (300 dpi), and 
advanced laser printers (400 to 1200 dpi). Computer monitors today have dpi specifications that are 
comparable to laser printers—greater pixel density would result in visually discernible differences, 
as for printers. Besides pixel density there are many other factors that affect display quality, such as 
pixel definition (measured by area under the modulation transfer function), font type, font size, 
letter spacing, line spacing, stroke width, contrast, color, gray scale, and refresh rate.7 Several studies 
have shown that increased screen resolution characteristics increase reading speed and/or decrease 
visual symptoms.5 Although technological advances have resulted in improved screen resolutions, 
there is still substantial room for improvement.

To adequately cover all aspects of computer monitor characteristics, it is necessary to discuss both 
the CRT and the LCD technologies used to generate these images.

The CRT is a light-emitting device. It was first demonstrated over 100 years ago and it is a fairly simple 
device to describe, but one requiring great precision to manufacture. It consists of a glass bottle under 
a high vacuum with a layer of phosphorescent material at one end and an electron gun at the other. 
The electron gun creates a stream of electrons that are accelerated toward the phosphor by a very high 
voltage. When the electrons strike the phosphor, it glows at the point of impact. A coil of wire called the 
yoke is wrapped around the neck of the CRT. The yoke actually consists of a horizontal coil and a vertical 
coil, each of which generates a magnetic field when a voltage is applied. These fields deflect the beam of 
electrons both horizontally and vertically, thereby illuminating the entire screen rather than a pinpoint. 
To create an image, the electron beam is modulated (turned on and off) by the signal from the video card 
as it sweeps across the phosphor from left to right. When it reaches the right side of the tube, the beam is 
turned off or “blanked” and moved down one line and back to the left side. This process occurs repeat-
edly until the beam reaches the bottom right-hand side and is blanked and moved to the top left.

The LCD or “flat panel” as it is sometimes called, is a totally different way of generating a computer 
image. Rather than being light emissive as the CRT is, the LCD is light transmissive. Each dot on the 
screen acts like an electrically controlled shutter that either blocks or passes a very high intensity
backlight (or backlights) that is always on at full brightness. Whereas the dots comprising the image 
of a CRT-based display vary in size depending on the displayed resolution (if you display VGA resolu-
tion, the entire screen is lit with 640 × 480 = 307,200 dots while if you display UXGA, the screen is 
filled by 1600 × 1200 = 1,920,000 dots), an LCD panel has a fixed number of pixels. Each pixel is made 
up of three subpixels, a red, a green, and a blue. Since the backlight is white, the colors are achieved by 
means of tiny red, green, and blue filters.

Although the properties of a liquid crystal material were discovered in the late 1800s, it was not 
until 1968 before the first LCD display was demonstrated. Simply, light from the backlight is polar-
ized, passed through the liquid crystal material (which twists the light 90°) and passed through a 
second polarizer that is aligned with the first one. This results in a structure that blocks the backlight. 
The liquid crystal material has a unique property, however, that causes its molecules to line up with 
an applied voltage. The 90° twist goes to 0 and the polarizer sandwich becomes transparent to the 
backlight. By applying more or less voltage, the light can be varied from 0 (black) to 100 percent 
(white). Modern displays can make the transition from full off to full on in 256 steps, which is 8 bits 
(28 = 256). Each pixel can display 256 shades each of red, green, and blue for a total palette of 256 ×
256 × 256 = 16.7 million colors.

It is interesting that many monitor manufacturers will use that 16.7 million-color number very 
prominently in their advertising. However, in this chapter we are considering the eyes and visual sys-
tem. Just how many colors does the human visual system perceive? Well, as near as we can tell (and 
there are many estimates here), the human visual system perceives between 7 and 8 million colors (in 
the most generous estimates). So, here we have a display that produces 16.7 million colors, but we can 
only see about half of those! For this reason, high performance monochrome monitors are often mea-
sured in “just noticeable differences,” or JNDs. However, color combinations can be a visual issue. It is 
important to maintain high contrast (color contrast, as well) between the letters and the background 
of the display, regardless of which colors are used.
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23.8  VISION AND VISION OPTICS

So, which is the better technology? This can be very subjective, but the LCD exhibits no linearity 
or pincushion (straight lines looking curved) distortion and no flicker, all of which can contribute 
to computer vision syndrome. Furthermore, the LCD is always perfectly focused as long as it is set 
to display at its native resolution (the fixed number of pixels that may be addressed by the video 
card regardless of the resolution being displayed). When displaying a nonnative resolution, the LCD 
invokes a digital processor called a scaler to add enough pixels to fill the screen without distorting the 
image. This is a very complex procedure and the final result is a slightly softened image that many 
people find tiring. A good rule of thumb is to run an LCD monitor at its native resolution unless there 
is a compelling reason not to. 

The electron beam in a CRT display is constantly scanning or drawing the image over and over. 
When it hits a specific spot on the screen, light is emitted, but as soon as the beam moves on, the spot 
starts to fade. It is critical that the beam scans all the points on the screen and returns to the first point 
in a short enough time that the eye does not perceive the dimming. The number of times an image is 
“painted” on the CRT is called the refresh rate or vertical sync frequency and it must be set to a value 
≥ 75 Hz to avoid flicker. Some people are hypersensitive to flicker and need an even higher refresh rate. 
The LCD display does not flicker by design.

Workstation Arrangement

It is commonly stated that: “the eyes lead the body.” Since working at the computer is a visually 
intensive task, our body will do what is necessary to get the eyes in the most comfortable position—
often at the expense of good posture and causing musculoskeletal ailments such as sore neck and 
back.

The most common distance at which people view printed material is 40 cm from the eyes. This is 
the distance at which eye doctors routinely perform near visual testing and for which most bifocal or 
multifocal glasses are designed. Most commonly, the computer screen is farther from the eyes—from 
50 to 70 cm. This distance is largely dictated by other workstation factors, such as desk space and 
having room for a keyboard. The letter sizes on the screen are commensurately larger compared to 
printed materials to enable the longer viewing distance.

Because we are now using a vertical, rather than horizontal work surface, the height of the com-
puter screen is a very important aspect of the workstation arrangement. A person can adapt to the 
vertical location of their task by changing their gaze angle (the elevation of the eyes in the orbit) and/or 
by changing the extension/flexion of the neck. Typically, users will alter their head position rather 
than eye position to adjust to a different viewing height. This can cause awkward posture and result in 
neck and/or backache. The eyes work best with a depression of from 10 to 20°;5 therefore, this is the 
preferred viewing angle. As a practical guide, it is often recommended that the computer user set their 
monitor just below their straight-ahead gaze, with the top of the display tilted back about 10°.

Whatever is viewed most often during daily work should be placed straight in front of the worker 
when seated at the desk. This applies to the computer and/or the reference documents—whichever is 
viewed most frequently. Although this seems self-evident, many computer workers situate their work 
so that they are constantly looking off to one side. If using hard copy on a regular basis, the material 
should be placed so that it is close in proximity to the monitor. Whether it is below the monitor (an 
“in-line” setup) or adjacent to it, the closer proximity will allow easier eye movements between the 
screen and the hard copy. In addition, the hard copy should reside on the same side as the handedness 
of the user: right side for a right-handed person. This will allow the person to either write or manipu-
late the hard copy without stretching into an awkward posture.

Work Habits

Since the computer has essentially taken over as the most essential piece of office equipment, office 
workers are spending an excessive number of hours viewing their display screens. To simplify 
a method to break up their viewing habits, one author has devised a method called “the 3 B’s”: 
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VISION PROBLEMS AT COMPUTERS  23.9

blink, breathe, and break. The rationale for blinking will be discussed in the next section on dry 
eyes. Breathing is an important aspect of computer use simply because we are sedentary for extended 
hours and our physical activity is reduced. This reduces blood flow and creates a condition for shallow 
breathing, which in turn tires the computer user making them lethargic and less productive.

Regarding breaks, this author recommends the “20/20/20” rule: Every 20 min, take just 20 s, and 
look 20 ft away. This short, more frequent break will allow the accommodative and convergence sys-
tems to relax and presumably regain some level of performance.

23.4 VISION AND EYE CONDITIONS

Many individuals have marginal vision disorders that do not cause symptoms on less demanding 
visual work, but will cause symptoms when the individual performs a demanding visual task. Given 
individual variation in visual systems and work environments, individual assessment is required to 
solve any given person’s symptoms. Following are the major categories of eye and vision disorders 
that cause symptoms among computer users.

Dry Eyes

Computer users commonly experience symptoms related to dry eyes. These symptoms include irri-
tated eyes, dry eyes, excessive tearing, burning eyes, itching eyes, and red eyes. Contact lens wearers 
also often experience problems with their contact lenses while working at a computer display—
related to dry eyes. In response to dry eye and ocular irritation, reflex tearing sometimes occurs and 
floods the eyes with tears. This is the same reflex that causes tearing when we cry or are exposed to 
foreign particles in our eye.

Computer workers are at greater risk for experiencing dry eye because the blink rate is signifi-
cantly decreased and, because of the higher gaze angle, the eyes are wide open with a large exposed 
ocular surface. Patel et al.8 measured blink rate by direct observation on a group of 16 subjects. The 
mean blink rate during conversation was 18.4 blinks/min and during computer use it was 3.6 blinks/
min—more than a fivefold decrease. Tsubota and Nakamori 9 measured blink rates on 104 office 
workers. The mean blink rates were 22 blinks/min under relaxed conditions, 10 blinks/min while 
reading a book on the table, and 7 blinks/min while viewing text on a computer screen. Although both 
book reading and computer work result in significantly decreased blink rates, a difference between 
them is that computer work usually requires a higher gaze angle, resulting in an increased rate of 
tear evaporation. Tsubota and Nakamore9 measured a mean exposed ocular surface of 2.2 cm2 while 
subjects were relaxed and 1.2 cm2 while working at a computer. Since the primary route of tear elimi-
nation is through evaporation, and the amount of evaporation is a roughly linear function of ocular 
aperture area, the higher gaze angle when viewing a computer display results in faster tear loss. Even 
though reading a book and display work both reduce the blink rate, the computer worker is more at 
risk because of the higher gaze angle.

Other factors may also contribute to dry eye. For example, the office air environment is often low 
in humidity and can contain contaminants. Working under an air vent also increases evaporation. 
The higher gaze angle results in a greater percentage of blinks that are incomplete, resulting in poor 
tear film and higher evaporation rates.

Dry eyes are common in the population, reported as being 15 percent of a clinical population. 
For example, postmenopausal women, arthritis sufferers, post-LASIK patients, those taking some 
systemic medications, and contact lens wearers are more prone to dry eyes. All of these conditions 
should be explored as causative for dry eye symptoms. For many people with marginal dry eye prob-
lems, work at a computer will cause their dry eye problem to become clinically significant.

Resolving dry eye symptoms may take many approaches, depending on the source of the problem. 
The longstanding, traditional approach of simply adding an “artificial tear” to the eyes is losing favor 
because it has shown to be ineffective. Newer drops are available that create a better quality tear film. 
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23.10  VISION AND VISION OPTICS

In addition, a prescription drop that incorporates a mild antibiotic to reduce inflammation has shown 
to be effective in some cases. There is also a swell of attention to oral supplementation to stimulate 
better tear formation. Regardless of which approach the eye care practitioner takes, resolving dry eyes 
for the computer user should be a priority in the treatment of computer vision issues.

Refractive Error

Many patients simply need an accurate correction of refractive error (myopia, hyperopia, or astig-
matism). The blur created by the refractive error makes it difficult to easily acquire visual infor-
mation at the computer display. This reduces work efficiency and induces fatigue. A 2004 study 
by Daum10 indicates that even a slightly inaccurate vision prescription at the computer can have 
a significant negative impact on a worker’s productivity. Results indicate that uncorrected vision, 
even if no symptoms appear, can affect employee productivity and accuracy. In addition, a vision 
miscorrection of as little as 0.50 D can cause a decrease in productivity of 9 percent and accuracy 
by 38 percent.

Patients with hyperopia must exert added accommodative effort to see clearly at near distances. 
Therefore, many hyperopic computer patients require refractive correction that they may not require 
for a less visually demanding job. Patients with 2.00 to 3.50 D of myopia who habitually read without 
their glasses often have visual and musculoskeletal difficulties at the computer because, to see clearly 
without their glasses, they must work too closely to the computer screen. These patients often require 
a partial correction of their myopia for proper function at the computer display.

Some computer-using patients develop a late-onset myopia from 0.25 to 1.00 D. The prepon-
derance of evidence supports the contention that near workplaces some people are greater risk for 
the development of myopia. However, there is no evidence that work at a computer monitor causes 
myopia more than other forms of extended near-point work. The fact is, however, that our society is 
dictating that we do more and more of our work on the computer, which translates into long hours 
viewing the display screen. Take for example some school districts that require all of their students to 
perform all of their work on computers. The consequences of this type of visual stress may take years 
to realize.

Accommodation 

Accommodation is the mechanism by which the eye changes its focus to look at near objects. 
Accommodation is accomplished by constriction of the ciliary muscle that surrounds the crystalline 
lens within the eye. The amplitude of accommodation (dioptric change in power) decreases with 
age. Presbyopia (see later) is the age-related condition that results when the amplitude of accommo-
dation is no longer adequate to meet near visual needs. (See Chaps. 12 and 14.)

Many workers have reduced amplitude of accommodation for their age, or accommodative infacility
(inability to change the level of accommodation quickly and accurately). These conditions result in 
a blur at near working distances and/or discomfort. Extended near work also commonly results in 
accommodative hysteresis—that is, the accommodative mechanism becomes “locked” into the near 
focus and it takes time (a few minutes to hours) to fully relax for distance focus. This is effectively 
a transient myopia that persists after extended near work. Some theories on myopia development
look at this transient myopia as a step in the progression to developed myopia. Accommodative disor-
ders are diagnosed in approximately one-third of the prepresbyopic segment of a clinical population. 
Accommodative disorders in the younger or prepresbyopic patient are usually treated with near pre-
scription spectacles that enable the worker to relax accommodation. Vision training can also work for 
some patients.

Most work with display screens are performed with a higher gaze than other near-point work 
and accommodative amplitude is shown to be reduced with elevation of the eye. Relative to a 40°
downward viewing angle, elevations of 20° downward, straight ahead, and 20° upward result in average 
accommodative decreases of 1.22 D, or 2.05 D, and 2.00 D, respectively, in a group of 80 prepresbyopes 
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VISION PROBLEMS AT COMPUTERS  23.11

with an average age of 26.4 years.11 The higher gaze angles at most computer workstations result in 
a viewing condition for which the amplitude of accommodation is reduced—thus placing a greater 
strain on accommodation than near tasks performed at lower gaze angles.

Binocular Vision

Approximately 95 percent of people keep both eyes aligned on the object of regard. Those individu-
als who habitually do not keep their eyes aligned have strabismus. Even though most people can keep 
their eyes aligned when viewing an object, many individuals have difficulty maintaining this ocular 
alignment and experience symptoms such as fatigue, headaches, blur, double vision, and general
ocular discomfort (see Chap. 13).

Binocular fusion is the sensory process by which the images from each eye are combined to form 
a single percept. When the sensory feedback loop is opened (e.g., by blocking an eye), the eyes assume 
their position of rest with respect to one another. If the position of rest is outward or diverged, the 
patient has exophoria. If it is inward or converged, the condition is esophoria. Clinically, the phoria is 
measured by occluding one of the eyes and measuring the eye alignment while occluded.

If the patient has a phoric deviation, as is the case for most people, then a constant neuromuscular 
effort is required to keep the eyes aligned. Whether a person experiences symptoms depends on the 
amount of the misalignment, the ability of the individual to overcome that misalignment, and the 
task demands. The symptoms associated with excessive phoria deviations can be eyestrain, double 
vision, headaches, eye irritation, and general fatigue.

Eye alignment at near viewing distances is more complex than at far viewing distances because of 
the ocular convergence required to view near objects and because of the interaction between the ocular 
convergence and accommodative mechanisms. Treatment of these conditions can include refractive or 
prismatic correction in spectacles, or vision training.

Anisometropia

One of the possible causes of binocular vision dysfunction is a difference in the correction for each 
eye. If there is a significant refractive difference between the two eyes, the condition of anisometropia
exists. While this can happen developmentally and genetically, it can also be induced with surgical 
intervention of cataracts. If one eye has a cataract procedure performed and surgery on the other 
eye is not needed, then there may be a difference in the refractive errors, creating an anisometropic 
condition. 

This condition is more significant if the refractive error of each eye is corrected with spectacles. 
Wearing a correction for two variable prescriptions can create an image-size differential between the 
eyes. One solution is to fit the patient with contact lenses. Wearing the prescription directly on the eye 
will reduce the magnification differential and allow for equal-sized images.

Presbyopia

Presbyopia is the condition in which the normal age-related loss of accommodation results in an 
inability to comfortably maintain focus on near objects. This usually begins at about the age of 40. 
The usual treatment for presbyopia is to prescribe reading glasses or multifocal lenses that have a 
distance vision corrective power (if needed) in the top of the lens and the near vision corrective 
power in the bottom of the lens. The most common lens designs for correcting presbyopia are bifo-
cals and progressive addition lenses (PALs). As usually designed and fitted, these lenses work well 
for the most common everyday visual tasks and provide clear vision at 30 cm with a downward 
gaze angles of about 25°. The computer screen is typically farther away (from 50 to 70 cm) and 
higher (from 10 to 20° of ocular depression). A presbyope who tries to wear their usual multifocal 
correction at the computer will either not see the screen clearly or will need to assume an awkward
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23.12  VISION AND VISION OPTICS

posture, resulting in neck and back strain. This is because the zone of intermediate vision is most 
often too narrow for full-time computer use. Many, if not most, presbyopic computer workers 
require a separate pair of spectacles for their computer work. Several newer lenses are designed spe-
cifically for people with occupations that require intermediate viewing distances. (See Chaps. 12 
and 14.)
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24.1 INTRODUCTION

The field of electronic imaging has made incredible strides over the past decade as increased computa-
tional speed, bandwidth, and storage capacity have made it possible to perform image computations 
at interactive speeds. This means larger images, with more spatial, temporal, and chromatic reso-
lution, can be captured, compressed, transmitted, stored, rendered, printed, and displayed. It also 
means that workstations and PCs can accommodate more complex image and data formats, more 
complex operations for analyzing and visualizing information, more advanced interfaces, and richer 
image environments, such as virtual reality. This, in turn, means that image technology can now be 
practically used in an expanding world of applications, including video, home photography, internet 
catalogues, digital libraries, art, and scientific data analysis. These advances in technology have been 
greatly influenced by research in human perception and cognition, and in turn, have stimulated new 
research into the vision, perception, and cognition of the human observer. Some important topics 
include spatial, temporal, and color vision, attentive and preattentive vision, pattern recognition, 
visual organization, object perception, language, and memory.

The study of the interaction between human vision and electronic imaging is one of the key 
growth areas in imaging science. Its scope ranges from printing and display technologies to image 
processing algorithms for image rendering and compression, to applications involving interpretation, 
analysis, visualization, search, design, and aesthetics. Different electronic imaging applications call 
on different human capabilities. At the bottom of the visual food chain are the visual phenomena 
mediated by the threshold sensitivity of low-level spatial, temporal, and color mechanisms. At the 
next level are perceptual effects, such as color constancy, suprathreshold pattern, and texture analysis. 

24.1

24
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24.2  VISION AND VISION OPTICS

Moving up the food chain, we find cognitive effects, including memory, semantic categorization, and 
visual representation, and moving to the next level, we encounter aesthetic and emotional aspects of 
visual processing.

Overview of This Chapter

In this chapter, we review several key areas in the two-way interaction between human vision and 
technology. We show how technology advances in electronic imaging are increasingly driven by 
methods, models, and applications of vision science. We also show how advances in vision science 
are increasingly driven by the rapid advances in technologies designed for human interaction. An 
influential force in the development of this new field has been the Society for Imaging Science and 
Technology (IS&T)/Society of Photographic and Instrumentation Engineers (SPIE) Conference 
on Human Vision and Electronic Imaging, which had its origins in 1988 and since 1989 has grown 
annually as a forum for multidisciplinary research in this area.1–14 This chapter has been strongly 
influenced by the body of research that has been presented at these conferences, and reflects their 
unique perspectives.

A decade ago, the field of human vision and electronic imaging focused on the threshold sensitiv-
ity of the human visual system (HVS) as it relates to display technology and still-image compres-
sion. Today, the scope of human vision and electronic imaging is much larger and keeps expanding 
with the electronic imaging field. We have organized this chapter to reflect this expanding scope. We 
begin with early vision approaches in Sec. 24.2, showing how the explicit consideration of human 
spatial, temporal, and color sensitivity has affected the development of algorithms for compression 
and rendering, as well as the development of image quality metrics. These approaches have been 
most successful in algorithmically evaluating the degree to which artifacts introduced by compres-
sion or rendering processes will be detected. Section 24.3 considers how image features are detected, 
processed, and perceived by the human visual system. This work has been influential in the design of 
novel gaze-dependent compression schemes, new visualization and user interface designs, and per-
ceptually based algorithms for image retrieval systems. Section 24.4 moves higher up the food chain 
to consider emotional and aesthetic evaluations. This work has influenced the development of virtual 
environments, high-definition TV, and tools for artistic appreciation and analysis. Section 24.5 con-
cludes the chapter paper, and suggestions for further reading are given in Sec. 24.6.

24.2 EARLY VISION APPROACHES: THE PERCEPTION 
OF IMAGING ARTIFACTS

There are many approaches to characterizing image artifacts. Some approaches are based purely 
on physical measurement. These include measuring key image or system parameters to ensure 
that they fall within established tolerances, or comparing an original with a rendered, displayed, 
or compressed version, on a pixel-by-pixel basis, using a metric such as mean square error. These 
approaches have the advantage of being objective and relatively easy to implement; on the other 
hand, it is difficult to generalize from these data. Another approach is to use human observers to 
judge perceived quality, either by employing a panel of trained experts or by running psychological 
experiments to measure the perception of image characteristics. These approaches have the advan-
tage of considering the human observer explicitly; on the other hand, they are costly to run and the 
results may not generalize. A third approach is to develop metrics, based on experiments measuring 
human visual characteristics, that can stand in for the human observer as a means of estimating 
human judgments. These perceptual models are based on experiments involving the detection, rec-
ognition, and identification of carefully controlled experimental stimuli. Since these experiments are 
designed to reveal the behavior of fundamental mechanisms of human vision, their results are more 
likely to generalize. This section reviews several models and metrics based on early human vision 
which have been developed for evaluating the perception of image artifacts.

Bass_v3ch24_p001-016.indd 24.2 8/21/09 11:56:09 AM

DO
 N

OT
 D

UP
LI

CA
TE



HUMAN VISION AND ELECTRONIC IMAGING  24.3

Early vision models are concerned with the processes mediating the threshold detection of spatial, 
temporal, and color stimuli. In the early days of television design, Schade15 and his colleagues intro-
duced the notion of characterizing human threshold sensitivity in terms of the response to spatial-
frequency patterns, thereby beginning a long tradition of work to model human spatial and temporal 
sensitivity using the techniques of linear systems analysis. The simplest model of human vision is a 
threshold contrast sensitivity function (CSF). A curve representing our sensitivity to spatial modula-
tions in luminance contrast is called a spatial CSF. A curve representing our sensitivity to temporal 
modulations in luminance is a temporal CSF. These band-pass curves vary depending on many other 
parameters, including, for example, the luminance level, the size of the field, temporal modulation, 
and color. In early applications of visual properties to electronic imaging technologies, these simple 
threshold shapes were used. As the field has progressed, the operational model for early vision has 
become more sophisticated, incorporating interactions between spatial, temporal, and color vision, 
and making more sophisticated assumptions about the underlying processes. These include, for 
example, the representation of the visual system as a set of band-pass spatial-frequency filters,16,17 the 
introduction of near-threshold contrast masking effects, and nonlinear processing.

One key area where these models of early vision have been applied is in the evaluation of image 
quality. This includes the psychophysical evaluation of image quality, perceptual metrics of image 
distortion, perceptual effects of spatial, temporal, and chromatic sampling, and the experimental 
comparison of compression, sampling, and halftoning algorithms. This work has progressed hand-
in-hand with the development of vision-based algorithms for still image and video compression, 
image enhancement, restoration and reconstruction, image halftoning and rendering, and image and 
video quantization and display.

Image Quality and Compression

The basic premise of the work in perceptual image quality is that electronic imaging processes, such 
as compression and halftoning, introduce distortions. The more visible these distortions, the greater 
the impairment in image quality. The human vision model is used to evaluate the degree to which 
these impairments will be detected. Traditional metrics of image compression do not incorporate 
any models of human vision and are based on the mean squared error (i.e., the average squared 
difference between the original and compressed images). Furthermore, they typically fail to include 
a calibration step, or a model of the display device, thereby providing an inadequate model of the 
information presented to the eye.

The first perceptually based image quality metrics used the spatial contrast sensitivity function as a 
model of the human visual system.18,19 The development of perceptual models based on multiple spatial- 
frequency channels greatly improved the objective evaluation of image quality. In these models, the 
visual system is treated as a set of spatial-frequency-tuned channels, or as Gabor filters with limited 
spatial extent distributed over the visual scene. The envelope of the responses of these channels is the 
contrast sensitivity function. These multiple channel models provide a more physiologically repre-
sentative model of the visual system, and more easily model interactions observed in the detection of 
spatially varying stimuli. One important interaction is contrast masking, where the degree to which a 
target signal is detected depends on the spatial-frequency composition of the masking signal.

In 1992, Daly introduced the visual differences predictor,6,20 a multiple-channel model for image 
quality that models the degree to which artifacts in the image will be detected, and thus will impair 
perceived image quality. This is a spatial-frequency model which incorporates spatial contrast mask-
ing and light adaptation. At about the same time, Lubin21 proposed a similar metric that also accounts 
for sensitivity variations due to spatial frequency and masking. It also accounts for fixation depth and 
image eccentricity in the observer’s visual field. The output of such metrics is either a map of detection 
probabilities or a point-by-point measure of the distance between the original and degraded image 
normalized by the HVS sensitivity to error at each spatial frequency and location. These detection 
probabilities or distances can be combined into a single number that represents the overall picture 
quality. While both models were developed for the evaluation of displays and high quality imaging 
systems, they have been adapted for a wide variety of applications.
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24.4  VISION AND VISION OPTICS

Perceptually based image compression techniques were developed in parallel with perceptual 
models for image quality. This is not surprising since quality metrics and compression algorithms are 
closely related. The image quality metric is trying to characterize the human response to an image; an 
image compression algorithm is either trying to minimize some distortion metric for a given bit rate, 
or trying to minimize the bit rate for a given distortion. In both cases, a perceptually based distortion 
metric can be used.

In 1989, three important papers introduced the notion of “perceptually lossless” compression. (See 
Refs. 22–24.) In this view, the criterion of importance in image compression was the degree to which 
an image could be compressed without the user’s perceiving a difference between the compressed and 
original images. Safranek and Johnston25 presented the perceptual subband image coder (PIC) which 
incorporated a perceptual model and achieved perceptually lossless compression at lower rates than 
state-of-the-art perceptually lossy schemes. The Safranek-Johnston coder used an empirically derived 
perceptual masking model that was obtained for a given CRT display and viewing conditions. As with 
the quality metrics we discussed earlier, the model determines the HVS sensitivity to errors at each 
spatial frequency and location, which is called the just noticeable distortion level (JND). In subsequent 
years, perceptual models were used to improve the results of traditional approaches to image and video 
compression, such as those that are based on the discrete cosine transform (DCT). (See Refs. 26 to 28.)

Perceptually based image quality metrics have also been extended to video. In 1996, Van den 
Branden Lambrecht and Verscheure29 described a video quality metric that incorporates spatio-
temporal contrast sensitivities as well as luminance and contrast masking adjustments. In 1998, Watson 
extended his DCT-based still image metric, proposing a video quality metric based on the DCT.30,31

Since all the current video coding standards are based on the DCT, this metric is useful for optimizing 
and evaluating these coding schemes without significant additional computational overhead.

In recent years, significant energy has been devoted to comparing these methods, models, and 
results, and to fine-tuning the perceptual models. The Video Quality Experts Group (VQEG), for 
example, has conducted a cross-laboratory evaluation of perceptually based video compression met-
rics. They found that different perceptual metrics performed better on different MPEG-compressed 
image sequences, but that no one model provided a clear advantage, including the nonperceptual 
measure, peak signal-to-noise ratio (Ref. 32). We believe that the advantages of the perceptual metrics 
will become apparent when this work is extended to explicitly compare fundamentally different com-
pression schemes over different rates, image content, and channel distortions. An important approach 
for improving low-level image quality metrics is to provide a common set of psychophysical data to 
model. Modelfest (Ref. 33) is a collaborative modeling effort where researchers have volunteered to 
collect detection threshold data on a wide range of visual stimuli, under carefully controlled condi-
tions, in order to provide a basis for comparing the predictions of early vision models. This effort 
should lead to a converged model for early vision that can be used to develop image quality metrics 
and perceptually based compression and rendering schemes. (Comprehensive reviews of the use of 
perceptual criteria for the evaluation of image quality can be found in Refs. 34 and 35.)

Image Rendering, Halftoning, and Other Applications

Another area where simple models of low-level vision have proven to be quite successful is image 
halftoning and rendering. All halftoning and rendering algorithms make implicit use of the prop-
erties of the HVS; they would not work if it were not for the high spatial-frequency cutoff of the 
human CSF. In the early 1980s, Allebach introduced the idea of halftoning based on explicit human 
visual models and models of the display device. However, the development of halftoning tech-
niques that rely on such models came much later. In 1991, Sullivan et al.36 used a CSF model to 
design halftoning patterns of minimum visibility and Pappas and Neuhoff 37 incorporated printer 
models in error diffusion. In 1992, methods that use explicit visual models to minimize perceptual 
error in image halftoning were independently proposed by Analoui and Allebach,38 Mulligan and 
Ahumada,39 and Pappas and Neuhoff.40 Allebach et al. extended this model-based approach to color 
in 199341 and to video in 1994.42 Combining the spatial and the chromatic properties of early vision, 
Mulligan43 took advantage of the low spatial-frequency sensitivity of chromatic channels to hide 
high spatial-frequency halftoning artifacts.
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HUMAN VISION AND ELECTRONIC IMAGING  24.5

Low-level perceptual models and techniques have also been applied to the problem of target detec-
tion in medical images (e.g., Ref. 44) and to the problem of embedding digital watermarks in elec-
tronic images (Refs. 45 and 46).

Early Color Vision and Its Applications

The trichromacy of the human visual system has been studied for over a hundred years, but we are 
just in the infancy in applying knowledge of early color vision to electronic imaging systems. From 
an engineering perspective, the CIE 1931 model, which represents human color-matching as a lin-
ear combination of three color filters, has been the most influential model of human color vision. 
This work allows the determination of whether two patches will have matching colors, when viewed 
under a constant illuminant. The CIE 1931 color space, however, is not perceptually uniform. That 
is, equal differences in chromaticity do not correspond to equal perceived differences. To remedy 
this, various transformations of this space have been introduced. Although CIE L∗a∗b∗ and CIE 
L∗u∗v∗ are commonly used as perceptually uniform spaces, they still depart significantly from this 
objective. By adding a nonlinear gain control at the receptor level, Guth’s ATD model47,48 provided a 
more perceptually uniform space and could model a wide range of perceptual phenomena. Adding 
a spatial component to a simplified version of Guth’s model, Granger49 demonstrated how this 
approach could be used to significantly increase the perceived similarity of original and displayed 
images. The observation that every pixel in an image provides input both to mechanisms sensitive 
to color variations and to mechanisms sensitive to spatial variations has provided other important 
contributions. For example, Uriegas50,51 used the multiplexing of color and spatial information by 
cortical neurons to develop a novel color image compression scheme.

Understanding how to represent color in electronic imaging systems is a very complicated prob-
lem, since different devices (e.g., printers, CRT or TFT/LCD displays, film) have different mechanisms 
for generating color, and produce different ranges, or gamuts, of colors. Several approaches have been 
explored for producing colors on one device that have the same appearance on another. Engineering 
research in this field goes under the name of device independent color, and has recently been energized 
by the need for accurate color rendering over the Internet. (See Ref. 52.)

Limitations of Early Vision Models for Electronic Imaging

The goal of the early vision models is to describe the phenomena of visual perception in terms of 
simple mechanisms operating at threshold. Pursuing this Ockham’s razor approach has moti-
vated the introduction of masking models and nonlinear summation models, and has allowed us 
to extend these simple models to describe the detection and recognition of higher-level patterns, 
such as textures and multiple-sinewave plaids. These models, however, eventually run out of steam 
in their ability to account for the perception of higher-level shapes and patterns. For example, the 
perception of a simple dot cannot be successfully modeled in terms of the response of a bank of lin-
ear spatial-frequency filters.

In image quality, early vision approaches consider an image as a collection of picture elements. 
They measure and model the perceived fidelity of an image based on the degree to which the pixels, 
or some transformation of the pixels, have changed in their spatial, temporal, and color properties. 
But what if two images have identical perceived image fidelity, but one has a lot of blur and little 
blockiness while the other has little blur and a lot of blockiness? Are they equivalent? Also, since it 
is not always possible to conceal these artifacts, it is important to understand how their effects com-
bine and interact in order to minimize their objectionable and annoying effects. This has led to the 
development of new suprathreshold scaling methods for evaluating the perceived quality of images 
with multiple suprathreshold artifacts (e.g., Refs. 53 and 54), and has led to the development of new 
dynamic techniques to study how the annoyance of an artifact depends on its temporal position in a 
video sequence (Ref. 55).

In color vision, a key problem for electronic imaging is that simply capturing and reproducing 
the physical color of individual color pixels and patches in an image is not sufficient to describe 
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24.6  VISION AND VISION OPTICS

the perceived colors in the image. Hunt,56 for example, has shown that surrounding colors affect 
color appearance. Furthermore, as McCann57 has demonstrated using spatially complex stimuli, the 
perception of an image depends, not simply on the local luminance and color values, and not sim-
ply on nearby luminance and color values, but on a more global consideration of the image and its 
geometry.

24.3 HIGHER-LEVEL APPROACHES: THE ANALYSIS 
OF IMAGE FEATURES

Higher-level approaches in vision are dedicated to understanding the mechanisms for perceiving 
more complex features such as dots, plaids, textures, and faces. One approach is to build up from 
early spatial-frequency models by positing nonlinear mechanisms that are sensitive to two-dimen-
sional spatial variations, such as t-junctions (e.g., Ref. 58). Interesting new research by Webster and 
his colleagues59 identifies higher-level perceptual mechanisms tuned to more complex visual rela-
tionships. Using the same types of visual adaptation techniques commonly used in early vision 
experiments to identify spatial, temporal, or color channel properties, they have demonstrated adap-
tation to complex visual stimuli, including, for example, the adaptation to complex facial distortions 
and complex color distributions.

Another interesting approach to understanding the fundamental building blocks of human 
vision is to consider the physical environment in which it has evolved, with the idea in mind that the 
statistics of the natural world must somehow have guided, or put constraints on, its development. 
This concept, originally introduced by Field,60,61 has led to extensive measurements of the spatial and 
temporal characteristics of the world’s scenes, and to an exploration of the statistics of the world’s 
illuminants and reflective surfaces. One of the major findings in this field is that the spatial amplitude 
spectra of natural scenes falls off as f−1.1. More recently, Field et al.62 have related this function to 
the sparseness of spatial-frequency mechanisms in human vision. This low-level description of the 
global frequency content in natural scenes has been tied to higher-level perception by Rogowitz and 
Voss.63 They showed that when the slope of the fall-off in the amplitude spectrum is in a certain range 
(corresponding to a fractal dimension of from 1.2 to 1.4), observers see nameable shapes in images 
like clouds. This approach has also been applied to understanding how the statistics of illuminants 
and surfaces in the world constrains the spectral sensitivities of visual mechanisms (Ref. 64), thereby 
influencing the mechanisms of color constancy (see also Refs. 65 and 66).

The attention literature provides another path for studying image features by asking which fea-
tures in an image or scene naturally attract attention and structure perception. This approach is 
epitomized by Triesman’s work on “preattentive” vision67 and by Julesz’ exploration of “textons.”68,69

Their work has had a very large impact in the field of electronic imaging by focusing attention on 
the immediacy with which certain features in the world, or in an image, are processed. Their work 
both identifies image characteristics that attract visual attention and guide visual search, and also 
provides a paradigm for studying the visual salience of image features. An important debate in this area 
is whether features are defined bottom up—that is, generated by successive organizations of low-level 
elements such as edges, as suggested by Marr70—or whether features are perceived immediately, driven 
by top-down processes, as argued by Stark.71

This section explores the application of feature perception and extraction in a wide range of elec-
tronic imaging applications, and examines how the demands of these new electronic tasks motivate 
research in perception. One important emerging area is the incorporation of perceptual attention 
or “importance” in image compression and coding. The idea here is that if we could identify those 
aspects of an image that attracted attention, we could encode this image using higher resolution for 
the areas of importance and save bandwidth in the remaining areas. Another important area is image 
analysis, where knowing which features are perceptually salient could be used to index, manipulate, 
analyze, compare, or describe an image. An important emerging application in this area is digital 
libraries, where the goal is to find objects in a database that have certain features, or that are similar 
to a target object. Another relevant application area is visualization, where the goal is to develop 
methods for visually representing structures and features in the data.
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HUMAN VISION AND ELECTRONIC IMAGING  24.7

Attention and Region of Interest

A new idea in electronic imaging is to analyze images to identify their “regions of interest,” features 
that draw our attention and have a special saliency for interpretation. If we could algorithmically 
decompose an image into its salient features, we could develop compression schemes that would, for 
example, compress more heavily those regions that did not include perceptual features, and devote 
extra bandwidth to regions of interest. Several attempts have been made to algorithmically identify 
regions of interest. For example, Leray et al.72 developed a neural network model that incorporates 
both the response of low-level visual mechanisms and an attentional mechanism that differentially 
encodes areas of interest in the visual image, and used this to develop a compression scheme.

Stelmach and Tam73 measured the eye movements of people examining video sequences and 
concluded that there wasn’t enough consistency across users to motivate developing a compression 
scheme for TV broadcast based on user eye movements. Geissler and Perry,74 however, demonstrated 
that by guiding a user’s eye movements to a succession of target locations, and only rendering the 
image at high resolution at these “foveated” regions, the entire image appeared to have full resolu-
tion. If the system knew in advance where the eye movements would be directed, it could adjust the 
resolution at those locations, on the fly, thus saving bandwidth. Finding those perceptually relevant 
features, however, is a very difficult problem. Yarbus75 showed that there is not a single stereotypic way 
that an image is viewed; the way the user’s saccades are placed on the picture depends on the task. For 
example, if the goal is to identify how many people there are in the picture, the set of eye movements 
differs from those where the goal is to examine what the people are wearing.

A most important voice in this discussion is that of Stark.76,77 Noton and Stark’s classic papers71,78

set the modern stage for measuring the eye movement paths, or “scanpaths,” of human vision. They 
used this methodology to explore the role of particular visual stimuli in driving attention (bottom up) 
versus the role of higher-level hypothesis-testing and scene checking goals (top down) in driving the 
pattern of visual activity. Stark and his colleagues have contributed both to our basic understanding 
of the processes that drive these scanpaths, and to integrating this knowledge into the development 
of better electronic imaging systems. Recent evidence for top-down processing in eye movements has 
been obtained using an eye tracking device that can be worn while an observer moves about in the world 
(Ref. 79). As observers perform a variety of everyday tasks, they perform what the authors call “planful” 
eye movements, eye movements that occur in the middle of a task, in anticipation of the subject’s 
interaction with an object in an upcoming task.

Image Features, Similarity, and Digital 
Libraries Applications

In digital libraries applications, the goal is to organize and retrieve information from a database of 
images, videos, graphical objects, music, and sounds. In these applications, the better these objects 
are indexed and organized, the more easily they can be searched. A key problem, therefore, is to 
identify features and attributes of importance, and to provide methods for indexing and searching 
for objects based on these features. Understanding which features are meaningful, or what makes 
objects similar, however, is a difficult problem. Methods from signal processing and computer vision 
can be used to algorithmically segment images and detect features. Since these databases are being 
designed for humans to search and navigate, it is important to understand which features are salient 
and meaningful to human observers, how they are extracted from complex objects, and how object 
features are used to judge image and object similarity. Therefore, these algorithms often incorporate 
heuristics gleaned from perceptual experiments regarding human color, shape, and pattern percep-
tion. For example, the work by Petkovic and his colleagues80 includes operators that extract infor-
mation about color, shape, texture, and composition. More recently, knowledge about human per-
ception and cognition has been incorporated more explicitly. For example, Frese et al.81 developed 
criteria for image similarity based on a multiscale model of the human visual system, and used a 
psychophysical model to weight the parameters of their model. Another method for explicitly incor-
porating human perception has been to study how humans explicitly judge image similarity and use 
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24.8  VISION AND VISION OPTICS

this knowledge to build better search algorithms. Rogowitz et al.,82 for example, asked observers to 
judge the similarity of a large collection of images and used a multidimensional scaling technique to 
identify the dimensions along which natural objects were organized perceptually. Mojsilovi ́c et al.83

asked observers to judge the similarity of textured designs, then built a texture retrieval system based 
on the perceptual results.

In this expanding area, research opportunities include the analysis of human feature perception, the 
operationalization of these behaviors into algorithms, and the incorporation of these algorithms into 
digital library systems. This includes the development of perceptual criteria for image retrieval, the 
creation of perceptual image similarity metrics, methods for specifying perceptual metadata for char-
acterizing these objects, and perceptual cues for navigating through large multimedia databases. An 
important emerging opportunity lies in extending these methods to accommodate more complex mul-
tidimensional objects, such as three-dimensional objects and auditory patterns.

Visualization

One consequence of the expanding computer age is the creation of terabytes and terabytes of data, 
and an interest in taking advantage of these data for scientific, medical, and business purposes. These 
can be data from satellite sensors, medical diagnostic sensors, business applications, simulations, or 
experiments, and these data come in many different varieties and forms. The goal of visualization 
is to create visual representations of these data that make it easier for people to see patterns and 
relationships, identify trends, develop hypotheses, and gain understanding. To do so, the data are 
mapped onto visual (and sometimes auditory) dimensions, producing maps, bar charts, sonograms, 
statistical plots, etc. A key perceptual issue in this area is how to map data onto visual dimensions in 
a way that preserves the structure in the data without creating visual artifacts. Another key percep-
tual issue is how to map the data onto visual dimensions in a way that takes advantage of the natural 
feature extraction and pattern-identification capabilities of the human visual system. For example, 
how can color and texture be used to draw attention to a particular range of data values, or a depar-
ture from a model’s predictions? (See Ref. 84 for an introduction to these ideas.)

One important theme in this research is the return to Gestalt principles of organization for inspi-
ration about the analysis of complex visual information. The Gestalt psychologists identified prin-
ciples by which objects in the visual world are organized perceptually. For example, objects near each other 
(proximity) or similar to each other (similarity) appear to belong together. If these fundamental prin-
ciples could be operationalized, or if systems could be built that take advantage of these basic rules of 
organization, it could be of great practical importance. Some recent papers in this area include Kubovy’s85

theoretical and experimental studies, experiments by Hon et al.86 on the interpolation and segmentation 
of sampled contours, and an interactive data visualization system based on Gestalt principles of perceptual 
organization (Ref. 87).

User Interface Design

As more and more information becomes available, and computer workstations and web browsers sup-
port more interactivity and more color, we move into a new era in interface design. With so many 
choices available, we now have the luxury to ask how best to use color, geometry, and texture to represent 
information. A key vision paper in this area has been Boynton’s paper88 on “the eleven colors which 
are almost never confused.” Instead of measuring color discriminability, Boynton asked people to sort 
colors, to get at a higher-level color representation scheme, and found that the responses clustered 
in 11 categories, each organized by a common color name. That is, although in side-by-side com-
parison, people can discriminate millions of colors, when the task is to categorize colors, the number 
of perceptually distinguishable color categories is very small. In a related experiment, Derefeldt and
Swartling89 tried to create as many distinct colors as possible for a digital map application; they were 
only able to identify 30. More recently, Yendrikovskij90 extracted thousands of images from the web 
and used a K-means clustering algorithm to group the colors of the pixels. He also found a small 
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HUMAN VISION AND ELECTRONIC IMAGING  24.9

number of distinct color categories. This suggests that the colors of the natural world group into a 
small number of categories that correspond to a small set of nameable colors. This result is impor-
tant for many applications that involve selecting colors to represent semantic entities, such as using 
colors to represent different types of tumors in a medical visualization. It is also important for image 
compression or digital libraries, suggesting that the colors of an image can be encoded using a mini-
mal number of color categories. Several groups have begun developing user-interface design tools 
that incorporate perceptually based intelligence, guiding the designer in choices of colors, fonts, and 
layouts based on knowledge about color discriminability, color deficiency, color communication, 
and legibility. Some examples include Hedin and Derefeldt91 and Rogowitz et al.92

24.4 VERY HIGH-LEVEL APPROACHES: 
THE REPRESENTATION OF AESTHETIC 
AND EMOTIONAL CHARACTERISTICS

The higher-level applications discussed above, such as visualization and digital libraries, push the 
envelope in electronic imaging technology. They drive developers to address the content of the data, 
not just the pixel representation. As the technology improves and becomes more pervasive, new 
application areas are drawn into the web, including applications that use visual media to convey 
artistic and emotional meaning. For these applications, it is not just the faithfulness of the represen-
tation, or its perceptual features, that are of concern, but also its naturalness, colorfulness, composi-
tion, and appeal. This may seem an enormous leap, until we realize how natural it is to think of the 
artistic and emotional aspects of photographic imaging. Interest in using electronic media to convey 
artistic and emotional goals may just reflect the maturation of the electronic imaging field.

Image Quality

Although the world “quality” itself connotes a certain subjectivity, the major focus of the research 
in image quality, discussed so far, has been aimed at developing objective, algorithmic methods for 
characterizing the judgments of human observers. The research in Japan on high-definition TV has 
played a major role in shaping a more subjective approach to image quality. This approach is based 
on the observation that the larger format TV, because it stimulates a greater area of the visual field, 
produces images which appear not only more saturated, but also more lively, realistic, vivid, natural, 
and compelling (Ref. 93). In related work on the image quality of color images, DeRidder et al.94

found that, in some cases, observers preferred somewhat more saturated images, even when they 
clearly perceived them to be somewhat less natural. The observers’ responses were based on aesthetic 
characteristics, not judgments of image fidelity.

Virtual Reality and Presence

Virtual reality is a set of technologies whose goal is to immerse the user in a visual representation. 
Typically, the user will wear a head-tracking device to match the scene to the user’s viewpoint and 
stereo glasses whose two interlaced views provide a stereoscopic view. A tracked hand device may 
also be included so that the user can interact with this virtual environment. Although these systems 
do not provide adequate visual resolution or adequate temporal resolution to produce a realistic 
visual experience, they do give the sense of “presence,” a sense of being immersed in the environ-
ment. This new environment has motivated considerable perceptual research in a diverse set of 
areas, including the evaluation of depth cues, the visual contributions to the sense of presence, the 
role of auditory cues in the creation of a realistic virtual environment, and cues for navigation. This 
new environment also provides an experimental apparatus for studying the effects of large-field 
visual patterns and the interaction of vision and audition in navigation.
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24.10  VISION AND VISION OPTICS

Color, Art, and Emotion

Since the beginning of experimental vision science, there have been active interactions between art-
ists and psychologists. This is not surprising since both groups are interested in the visual impression 
produced by physical media. As artists use new media, and experiment with new visual forms, per-
ceptual psychologists seek to understand how visual effects are created. For example, Chevreul made 
fundamental contributions to color contrast by studying why certain color dyes in artistic textiles 
didn’t appear to have the right colors. The Impressionists and the Cubists read the color vision litera-
ture of their day, and in some cases, the artist and vision scientist were the same person. For example, 
Seurat studied the perception of color and created color halftone paintings. Artists have continued to 
inspire vision scientists to this day. For example, Papathomas,95 struck by the impressive visual depth 
illusions in Hughes’s wall sculptures, used this as an opportunity to deepen our knowledge of how 
the visual system constructs the sensation of depth. Koenderink96 used three-dimensional sculptures 
to study how the human observer constructs an impression of three-dimensional shape from the set 
of two-dimensional views, where there is an infinite number of valid reconstructions. Tyler97 brought 
psychophysical testing to the issue of portrait composition, and discovered that portrait painters 
systematically position one of the subject’s eyes directly along the central median of the painting.

Another approach in this area is to understand the artistic process in order to emulate it algorith-
mically. The implementation, thus, is both a test of the model and a method for generating objects of 
an artistic process. For example, Burton98 explored how young children express themselves visually 
and kinesthetically in drawings, and Brand99 implemented his model of shape perception by teach-
ing a robot to sculpt. Some of these goals are esoteric, but practical applications can be found. For 
example, Dalton100 broadened the dialogue on digital libraries by exploring how algorithms could 
search for images that are the same, except for their artistic representation.

Also, as more and more artists, fabric designers, and graphic artists exploit the advances of elec-
tronic imaging systems, the more important it becomes to give them control over the aesthetic and 
emotional dimensions of electronic images. The MIT Media Lab has been a major player in explor-
ing the visual, artistic, and emotional parameters of visual stimuli. In 1993, Feldman and Bender101

conducted an experiment where users judged the affective aspects (e.g., “energy,” “expressiveness”) of 
color pairs, demonstrating that even such seemingly vague and subjective dimensions could be stud-
ied using psychophysical techniques. They found that color energy depended on the color distance 
between pairs in a calibrated Munsell color space, where complementary hues, or strongly different 
luminances or saturations, produced greater emotional energy. These authors and their colleagues 
have gone on to develop emotion-based color palettes and software tools for artistic design.

24.5 CONCLUSIONS

The field of human vision and electronic imaging has developed over the last decade, evolving 
with technology. In the 1980s, the bandwidth available to workstations allowed only the display of 
green text, and in those days people interested in perceptual issues in electronic imaging studied 
display flicker, spatial sampling, and gray-scale/resolution trade-offs. As the technology has evolved, 
almost all desktop displays now provide color, and the bandwidth allows for high-resolution, 24-bit 
images. These displays, and the faster systems that drive them, allow the development of desktop 
image applications, desktop digital libraries applications, and desktop virtual reality applications. 
Application developers interested in art, visualization, data mining, and image analysis can now 
build interactive image solutions, integrating images and data from multiple sources worldwide. 
This rapid increase in technology enables new types of imaging solutions, solutions that allow the 
user to explore, manipulate, and be immersed in images; and these in turn pose new questions to 
researchers interested in perceptually based imaging systems.

Some of these new questions include, for example: How do we measure the image quality of 
virtual reality environments? How do we measure presence, and what are the factors (including inter-
actions of multiple media) that contribute to it? How do we model the interactive visualization of 
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HUMAN VISION AND ELECTRONIC IMAGING  24.11

multivariate data? How do we provide environments that allow people to search through a sea of 
images? How do we create tools that artists and designers can use? How do we use image technology 
to perform remote surgery? How do we build user interfaces that sense our mood? With each advance 
in technology, the systems we build grow increasingly richer, and the questions we ask about human 
observers become more complex. In particular, they increasingly require a deeper understanding of 
higher levels of human perception and cognition. Low-level models of retinal and striate cortex func-
tion are the foundation, but upon this base we need to consider other dimensions of the human 
experience: color perception, perceptual organization, language, memory, problem solving, aesthetic 
appreciation, and emotional response.

As electronic imaging becomes ever more prevalent in the home and the workplace, the two-way 
interaction between human vision and electronic imaging technology will continue to grow in scope 
and importance. Research in human vision and its interactions with the other senses will continue 
to shape the solutions that are developed to meet the requirements of the imaging industry, which in 
turn will continue to motivate our understanding of the complex process of vision that is the window 
to the world around us.

24.6 ADDITIONAL INFORMATION ON HUMAN 
VISION AND ELECTRONIC IMAGING

A number of archival journals and conferences have provided a venue for dissemination and dis-
cussion of research results in the field of human vision or in the field of electronic imaging. For 
human vision, these include the annual meeting of the Optical Society of America, the annual meet-
ing of the Association for Research in Vision and Ophthalmology, and the European Conference on 
Visual Perception (ECVP). For electronic imaging, these include the IEEE Signal Processing Society’s 
International Conference on Image Processing, the annual meeting of the Society for Information 
Display (SID), and several conferences sponsored or cosponsored by the Society for Imaging Science 
and Technology (IS&T), especially the International Conference on Digital Printing Technologies 
(NIP), the Color Imaging Conference (CIC), co-sponsored with SID, the Conference on Picture 
and Image Processing (PICS), and several conferences that are part of the Symposium on Electronic 
Imaging cosponsored by the Society of Photographic and Instrumentation Engineers (SPIE) and IS&T.

The major forum for human vision and electronic imaging is the Conference on Human Vision 
and Electronic Imaging cosponsored by the International Imaging Society (IS&T) and the Society for 
Photographic and Imaging Engineers (SPIE).

There are a number of excellent books on various aspects of human perception and electronic imag-
ing, including Human Color Vision by Kaiser and Boynton,102 Foundations of Vision by Wandell,103 Visual 
Perception by Cornsweet,104 Spatial Vision by De Valois and De Valois,105 The Senses, edited by Barlow 
and Molon,106 The Artful Eye, edited by Gregory, Harris, Rose, and Heard,107 How the Mind Works by 
Pinker,108 Information Visualization: Optimizing Design For Human Perception, edited by Colin Ware,109

Digital Image and Human Vision, edited by Watson,110 Computational Models of Visual Processing, edited 
by Landy and Movshon,111 and Early Vision and Beyond, edited by Papathomas et al.112

Finally, we cite a number of review articles and book chapters.34,35,113
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25.1 GLOSSARY

Aniseikonia. Unequal right and left retinal image sizes. (Also see Chaps. 12 and 13.)

C, F lines. Hydrogen lines at the wavelengths of 656 and 486 nm, respectively.

D (diopter). A unit of lens power; the reciprocal of focal distance in m. (Also see Chap. 12.)

Prism diopter. A unit of angle; 100 times the tangent of the angle. (Also see Chaps. 12 and 13.)

25.2 INTRODUCTION

Some virtual reality applications require a head-mounted display (HMD). Proper implementation of 
a binocular and lightweight HMD is quite a challenge; many aspects of human-machine interaction 
must be considered when designing such complex visual interfaces. We learned that it is essential 
to couple the knowledge of visual psychophysics with sound human/optical engineering techniques 
when making HMDs. This chapter highlights some visual considerations necessary for the successful 
integration of a wide field-of-view HMD.

25.3 COMMON DESIGN CONSIDERATIONS 
AMONG ALL HMDS

A wide field-of-view HMD coupled with a gimbaled image-intensifying (see Chap. 31 of Vol. II for 
details) or infrared (see Chap. 33 of Vol. II for details) sensor enables helicopter pilots to fly recon-
naissance, attack, or search-and-rescue missions regardless of weather conditions. Before any HMD 

25.1
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25.2  VISION AND VISION OPTICS

can be built to specifications derived from mission requirements, certain necessary display perfor-
mance factors should be considered. These factors include functionality, comfort, usability, and 
safety. A partial list of subfactors that affect vision follows:

Functionality Comfort Usability Safety

Field of view Eye line-of-sight/focus Eye motion box Center-of-mass
Image quality Alignment Range of adjustment Weight

Safety

An analytic approach to considering these factors has been proposed.1 In general, factors can be 
weighted according to specific needs. At the same time, safety—especially in the context of a military 
operation—cannot be compromised.2 The preliminary weight and center-of-mass safety requirements 
for helicopters3 and jets4 have been published.

It is extremely difficult to achieve the center-of-mass requirement. Hanging eye lenses in front of 
one’s face necessitates tipping the center-of-mass forward. A recent survey disclosed that pilots rou-
tinely resort to using counterweights to balance the center-of-mass of popular night-vision goggles5 
in order to obtain stability and comfort, even at the expense of carrying more weight.

Light yet sturdy optics and mechanical materials have already made the HMD lighter than was pre-
viously possible. In the future, miniature flat-panel displays (see Chap. 22 in this volume, Chaps. 17 
and 19 in Vol. II, and Chap. 8 in Vol. V for details) and microelectromechanical system (MEMS) 
technology6 might further lessen the total head-borne weight. Previous experience7 shows that both the 
field-of-view and exit pupil have a significant impact on HMD weight. Although we can calculate1 
the eye motion box [see Eq. (1)] that defines the display exit pupil requirement, we still do not have a 
quantitative field-of-view model for predicting its optimum value.

Usability

In order to avoid any vignetting, the display exit pupil size should match the eye motion box. The 
eye motion box is the sum of lateral translation of the eye and the eye pupil projection for viewing 
the full field of view (FOV). We assume the radius of eye rotation is 10 mm.

Eye motion box in mm

           = × × + ×2 10 2sin( / ) cos(FOV eye pupil diameter FOV//2) helmet slippage+  (1)

The range of pertinent optomechanical HMD adjustments for helicopter aviators8 is listed as 
minimum-maximum in millimeters in the following table:

 Interpupillary Distance Eye to Top of Head Eye to Back of Head

Female 53–69 107.7–141.7 152.5–190.0
Male 56–75 115.1–148.2 164.4–195.4

Comfort

Levy9 shows that, in total darkness, the eye line-of-sight drifts, on average, about 5° down from the 
horizon. Figure 1 shows the geometric relationship of the visual axis to the horizon. Levy argues that 
the physiological position of rest of the eye orbit is downward pointing. Menozzi et al.10 confirm that 
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maximum comfort is in fact achieved when line of sight is pointed downward. The viewing comfort 
was determined by the perceived muscle exertion during gaze in a given direction for a given time. 
The median line of sight for the most comfortable gaze at 1 m is around 10° downward.

Our laboratory has also examined how normal ocular-motor behavior might improve the com-
fort of using any HMD. In a short-term wear study,11 Gleason found that a range of eyepiece lens 
power of AN/AVS-6 Aviator Night Vision Imaging Systems (ANVIS) produced comparable visual 
acuity independent of luminance and contrast. The single best-overall eyepiece lens power produced 
visual acuity equal to, or better than, that of subject-adjusted eyepiece lens power, producing visual 
acuity within 2 percent of optimal. Infinity-focused eyepieces made visual acuity worse, reducing it 
by 10 percent. In his long-term wear (4 hours) study, −1.5 diopter (D) eyepiece lens power caused 
half of the subjects (n = 12) to complain of blurred or uncomfortable vision. These studies indicate 
that those users, who are optically corrected to a “most plus-best binocular visual acuity” endpoint 
(see Sec. 25.6, “Appendix”), achieve satisfactory comfort and near optimal binocular visual acuity 
for extended ANVIS viewing when an eyepiece lens power of approximately −0.75 D is added to the 
clinical refraction. This result, consistent with an earlier report by Home and Poole,12 may extend to 
other binocular visual displays.

Alignment tolerances13 are the maximum permissible angular deviation between the optical axes 
of a binocular device that displays separate targets to the two eyes (see Chap. 13, “Binocular Vision 
Factors That Influence Optical Design,” in this volume for general issues). The ocular targets may be 
either identical or dichoptic (for stereoscopic presentation) but will be treated differently depend-
ing on whether there is a requirement for superimposition of the targets onto a direct view of the 
environment. If the direct view is either blocked out or too dark to see (e.g., flying at night), then it 
is classified as a nontransparent or closed HMD. A closed HMD resembles immersive virtual reality 
simulation where the real world is not needed.

Eye
5.00°

FIGURE 1 Geometric layout of the HMD showing the visual axis being 5° down from the horizon, 
as discussed in the text. Also shown are the schematic depictions of miniature CRT, folding mirror, 
beam-splitter, and spherical combiner. Its prescription is given in Table 1.
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25.4  VISION AND VISION OPTICS

Closed HMD Normal subjects have a substantial tolerance for angular deviation between the 
images in the two eyes for the three degrees of freedom of eye rotation: horizontal, vertical, and 
cyclorotational. These limits are especially of interest to optometrists and ophthalmologists. 
The optic axes of spectacle lenses must be aligned with the visual axes of the eyes of the wearer. 
Displacement of a spectacle lens from a centered position on the visual axis of the eye introduces 
a prismatic deviation that is entirely analogous to the misalignment of binocular devices. The 
American National Standards Institute (ANSI) has published ANSI 280.1–198714 and permits a 
maximum deviation of ²⁄³ prism diopter (23 arc minutes) horizontally and ¹⁄³ prism diopter (11.5 arc 
minutes) vertically. This standard can be adopted for closed binocular HMD. These tolerance values 
are summarized as follows:

Recommended Tolerances for Closed HMD

 Tolerances (arc minutes)

Horizontal ±23
Vertical ±11.5
Cyclorotational ±12

Regarding the cyclorotational tolerances, both ophthalmic lenses and binocular displays can pro-
duce rotational deviation of the images about the line of fixation. ANSI spectacle standards do not 
exist for this alignment axis. Earlier research (dealing with distortion of stereoscopic spatial localiza-
tion resulting from meridional aniseikonia at oblique axes) shows that there is considerable tolerance 
for cyclotorsional rotations of the images.15 However, the effects of cyclorotational misalignment are 
complicated by the fact that these rotations may result in either an oculomotor (cyclofusional) or 
sensory (stereoscopic) response. If the eyes do not make complete compensatory cyclorotations, a 
declination error (rotational disparity) will exist. Declination errors result in an apparent inclination 
(rotation about a horizontal axis) of the display; that is, the display will appear with an inappropriate 
pitch orientation.

Sensitivity to declination (stereoscopic response to rotational disparity) is quite acute. Ogle15 
reports normal threshold values of ±6 arc minutes, which corresponds to an object inclination of 
5° at 3 m distance. If this threshold value were adopted for the cyclotorsion tolerance measurement, 
it would be overly conservative, as it would deny any reflex cyclofusional capacity to compensate for 
misalignment errors. A 97 percent threshold15 (±12 arc minutes) is suggested for adoption as the 
cyclofusional tolerance.

Transparent HMD Transparent HMD optically superimposes a second image upon the directly 
viewed image using a beam combiner (see Sec. 25.6, “Appendix”). The difference in alignment angles 
between the direct and superimposed images equals the binocular disparity between target pairs.16 
Horizontal binocular disparity is the stimulus to binocular stereoscopic vision. Consequently, suf-
ficient lateral misalignment will lead to the perception of a separation in depth between the direct 
and superimposed images.

The exact nature of the sensory experience arising from lateral misalignment depends on the mag-
nitude of the relative disparity. Although the threshold disparity for stereopsis is generally placed at 
about 10 arc seconds for vertical rods,17 it can approach 2 arc seconds under optimal conditions using 
greater than 25 arc-minutes-long vertical line targets.18 The normative value of threshold stereopsis 
in the standardized Howard-Dolman testing apparatus is 16 arc seconds. This defines 100 percent 
stereoacuity for clinical-legal requirements.

This extremely small stereothreshold (~2 arc seconds for optimal conditions) establishes an 
unpractically small tolerance for the design of displays. However, this precision is only required if the 
relative depths of the direct and superimposed fields need to correspond and the direct and super-
imposed fields are dissimilar (nonfusible). An example would be the need to superimpose a fiduciary 
marker over a particular location in the direct field, which is important to military operations. If this is 
not a requirement, the binocular disparity between the direct and superimposed fields merely needs to 
not exceed the range for pyknostereopsis in order to permit sensory averaging of the fields. When two 
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VISUAL FACTORS ASSOCIATED WITH HEAD-MOUNTED DISPLAYS  25.5

views are overlaid with small disparity separations (<20 arc minutes), they are depth averaged to form 
a single depth plane (called pyknostereopsis).19,20 This sets an alignment tolerance of ±20 arc minutes 
(i.e., a maximum binocular disparity of 20 arc minutes). This limit is also within the disparity range 
required for maximum efficacy of oculomotor alignment of the eyes.21 Because of the poor sensitivity 
of the human visual system to absolute disparity,22 this amount of oculomotor misalignment will not 
influence the perception of absolute distances of objects in the display.

Vertical disparities do not result in local stereopsis, but they can have an effect on the overall ste-
reoscopic orientation of objects in the binocular field. This response to vertical disparity is known as 
the induced effect. The sensitivity to vertical disparity for extended targets is similar to that of the hori-
zontal disparity.23 The other factor to consider when establishing vertical tolerances is the dimension 
of Panum’s fusional area. Images falling within the Panum’s area will fuse even if these images do not 
match exactly on the corresponding points between the two eyes. The vertical dimension of Panum’s 
area can be as much as 2.5 times smaller than the horizontal dimension.24

The recommended cyclorotational tolerance is based on Ogle’s15 normal threshold value of ±6 arc
minutes, as discussed in the previous section. Because reflex cyclofusional would be restricted in trans-
parent HMD by the direct field, no relaxation for compensatory eye movements has been included in 
this tolerance recommendation.

In formulating the final recommendations, the range of pyknostereopsis was reduced by half to 
introduce a margin for individual differences. Summary recommendations for tolerance in transparent 
HMD are provided as follows:

Recommended Tolerances for Transparent HMD

 Tolerance (arc minutes)

Horizontal ±10
Vertical ±4
Cyclorotational ±6

Functionality

A larger field of view equates with larger optics and, hence, a heavier piece of equipment. As early as 
1962, optical engineers partially overlapped the individual telescopes to achieve a wider field of view 
without greatly increasing weight.25 The impact of partial overlap on image quality, however, was 
not fully addressed until recently.26,27 These psychophysical studies on binocular summation, rivalry, 
and stereopsis support a 40° binocular overlap in the middle of the field of view as both necessary 
and sufficient, with a divergent configuration of the two optical axes preferred over a convergent 
configuration (please note the visual axes are still parallel or convergent). Quantitative flight data 
(eye gaze) and pilots’ subjective assessment are consistent with laboratory predictions.28

Still, how large should the total field of view be? Everyday experience tells us that it should be as 
large as our visual field. On the other hand, most studies consistently show there is no significant 
human performance gain as the field of view extends beyond the 40° to 60° range.29 Restricting head 
movements or manipulating field-of-view aspect ratio30 does not seem to affect the performance 
except for the smaller field of view (from 15° to 30°). These studies suggest that (1) we are basically 
foviated beings,31–33 and (2) unless compensated by large target size, our peripheral sensitivity is very 
poor.34 Nevertheless, quantitative models for the useful field-of-view35,36 requirement are urgently 
needed so that HMD field of view is optimized to suit each application and scenario.

Image quality is perhaps the most important parameter for the acceptance of HMD since it is the 
aspect most noticeable by the users. Various image quality metrics have been devised (see Chap. 1 of 
this volume for reviews). The fundamental limitation on image quality in any display is either the loss 
of resolution, or lack thereof. Historically, the poor resolution of the miniature image source has ham-
pered HMD progress; soon, the expected higher pixel density should significantly improve perceived 
image quality. For example, with high-definition TV’s approximate 2000 pixels, a 50° field-of-view 
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25.6  VISION AND VISION OPTICS

HMD will have 20 cy/deg resolution or a respectable 20/30. The loss of resolution in visual optics is 
primarily caused by the defocus and lateral chromatic smearing of an image point.37 When the eye 
is centered in the exit pupil of a display, defocus is due to residual field curvature and astigmatism. 
As the eye is decentered (or off aperture) in the exit pupil, residual amounts of uncorrected spheri-
cal aberration and coma in the display cause additional astigmatism. Astigmatism is defined as the 
variation in focus as a function of orientation in the exit pupil. Recently, Mouroulis and Zhang38 
have shown that MTFa (the area under the modulation transfer function over a specified frequency 
range of from 5 to 24 cy/deg) gives good correlation with subjective sharpness judgment for all target 
orientations. There is another convenient approximation to use for image quality. Figure 2 shows 
plots of the variation in modulation transfer function (MTF) (see Chap. 1 of Vol. II for reviews) for 
a 3-mm aberration-free pupil out to a frequency of 1 arc minute per line pair (or 20/10) as its image 
is defocused from the best focus position. A 3-mm pupil has been chosen because the eye is generally 
considered to be diffraction-limited in image quality near this value; we conclude that for “each tenth 
of diopter defocus 1 arc minute of resolution is lost” (see Fig. 2). We arrived at the same conclusion 
using Greivendamp’s schematic eye.39 Greivendamp et al. showed their model correlates quite well 
with Snellen visual acuity. It should be noted that, for small defocus errors (<0.5 D), a real eye can see 
slightly better than our calculation predicts.40 This may be attributable to the residual spherical aber-
ration in the real eye. While this spherical aberration lowers the MTF for the exact in-focus image, it 
increases the depth-of-focus over which the maximum resolution is visible. Regardless, our rule of 
thumb is quite useful for the purpose of design evaluation.

Similarly, we approximate the residual chromatic smear as the sum of the lateral color plus the off-
aperture manifestation of the residual longitudinal color by using a pair of wedges with zero deviation 
at a middle wavelength but a specific chromatic spread between the C and F spectral lines. The loss 
of MTF for a 3-mm, otherwise aberration-free exit pupil is shown in Fig. 3. It can be seen that these 
defects have a very significant effect on the resolution capabilities at both the high and low spatial 
frequencies. Therefore, a rule of thumb of “²⁄³ arc minute of resolution is lost for each arc minute of 
chromatic spread between C and F lines” is applicable.

Spatial frequency in cy/deg

In-focus0.2D
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FIGURE 2 Loss of MTF in terms of resolution with defocus. The 
diopter values are the amount of defocus. At 30 percent modulation, the 
resolutions are about 1.1 arc minutes per line pair for in-focus, 2 for 0.2 D 
defocus, 3 for 0.3 D, 4.5 for 0.4 D, 6 for 0.5 D, and 12 for 1.0 D, respectively.
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VISUAL FACTORS ASSOCIATED WITH HEAD-MOUNTED DISPLAYS  25.7

25.4 CHARACTERIZING HMD

Traditionally, we design and evaluate the image at the focal plane of photographic lenses with 
a plane, aberration-free wavefront, entering the entrance pupil of the objective. This is likely the 
arrangement in which the photographic lens will be utilized. The design of visual optics is usually 
performed in a similar manner with a perfect wavefront at the exit pupil of the display (which is 
defined as the entrance pupil of the eye in the design process). However, the use and the real per-
formance of such a system is best defined, from a visual point of view, by ray tracing from a perfect 
object and evaluating the nature of the light exiting the system. There are at least two characteristics 
of this light that are of interest to the display designer.

The first of these is the direction of a ray that is defined as intersecting the center of the eye pupil 
that is viewing a particular point on the object. This datum is used for evaluation of the system mag-
nification (i.e., mapping and distortion). If the system is supposed to be displaying an image projected 
to infinity (collimated display), then the apparent direction of a point in the field of view should 
not change as the eyes move relative to the display. Any deviation of this ray direction across the
field of view will bring about an apparent change of the display distortion as well. This variation of the 
display distortion is often referred to as “dynamic distortion” or “swimming.” Next, if all the rays over 
the small (3 to 4 mm) entrance pupil of the eye are in focus, a relatively well-corrected display will 
demonstrate essentially diffraction-limited performance. However, if the eye cannot accommodate 
for the defocus, then this can cause a significant loss of modulation in the image.

Thus, our approach to evaluating the display image quality is to assess the instantaneous image 
quality available to the observer as he/she looks at different field angles from a particular point within 
the eye motion box. We define a small eye pupil at various positions in the larger exit pupil of the dis-
play; then we compute the apparent sagittal and tangential foci for various points in the field of view,
as seen from this particular eye point. Both the exit pupils and the field of view are defined in terms 
of a clock face, as shown in Fig. 4. The displacement of the small eye pupil is in the 12:00 direction 

Spatial frequency in cy/deg
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FIGURE 3 Loss of MTF with chromatic smear. The arc minute 
values represent smear between C and F lines. At 30 percent modulation, 
the resolutions are about 1.1 arc minutes per line pair for no chromatic 
spread, 2 for 3 arc minutes spread, 2.5 for 4′, 3.1 for 5′, and 6 for 10′, 
respectively.
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25.8  VISION AND VISION OPTICS

within the larger exit pupil of the display. This radial direction is the same as the direction of the 
off-axis point in the field of view. We make the following further definitions:

6:00 is the direction in the field-of-view opposite to the direction in which the eye pupil is displaced 
or off-aperture within the large exit pupil of the display.

3:00 and 9:00 are directions in the field perpendicular to the direction in which the eye pupil is off-
aperture in the large exit pupil of the display. These values are identical.

We simply trace a matrix of object points on the object and calculate the tangential and sagittal foci 
in diopters for each of these points. We are thus assuming that the aberration variation across the 
3- to 4-mm eye pupil is small and that the only residual defect is defocus. The three possibilities are 
as follows:

If the tangential and sagittal dioptric values are equal and the defocus is such that the observer can 
accommodate for this apparent distance, then the resolution potential of the display at this point in the 
field reverts to the diffraction limited potential of the aperture of his/her eye.

If the tangential and sagittal values are unequal but he/she can accommodate to either of the foci, 
then the image quality loss is defined by a focus halfway between the two foci.

If the tangential and/or sagittal values are such that the observer cannot accommodate for the defocus, 
then the loss of image quality is defined by this total defocus value.

In this manner, a particular optical design can be evaluated for image quality. An indication that 
the design is not sufficiently corrected is when focus conditions at various points in the field of view 
change rapidly for small displacements in the exit pupil. Our method for evaluating the potential dis-
play image quality is completely independent of their scale. It is valid for the 1.5-m focal length tilted 
mirrors used in the collimated displays for flight simulators, the 150- to 200-mm focal length refrac-
tive collimators used in heads-up displays, the 50- to 75-mm focal length eyepieces used in biocular 
magnifiers, and the 20-mm focal length erecting eyepiece systems used in HMD. However, for the 
HMD, the loss of image quality is likely to be the most severe. We will illustrate this method with a 50° 
field-of-view full-overlap binocular HMD, using only four elements to minimize weight. To conserve 
expense, all elements are simple spheres. The display has an overall focal length of 24.6 mm and is 

Display pupil
12:00

Field of view

Eye pupil

3:00

6:00

9:00

FIGURE 4 Spatial and directional relationships between display 
exit pupil and eye pupil with respect to field of view.
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VISUAL FACTORS ASSOCIATED WITH HEAD-MOUNTED DISPLAYS  25.9

dimensioned to provide a 19-mm exit pupil with a horizontal field of view of 50° provided by a 23-mm 
image source format. Our electronic driver bandwidth can only adequately display 1000 video lines, 
resulting in a resolution of slightly better than 20/60 (10 cy/deg). This resolution is deemed minimal 
in order to support flying nap-of-the-earth (terrain following) or contour flight.41 The prescription 
is given in Table 1.

Table 2 lists the optical defocus values exhibited by this display example. A negative value indicates 
that the light exiting the display is convergent and corresponds to images focused beyond infinity. 
Objective measurement of the display system confirms the defocus table. The display focus is then set 
to 0.87 D (see subsection entitled “Comfort”). Table 3 lists the visual defocus values according to the 

TABLE 1 Prescription for a 50° Field-of-View Display Optics

Surface Radius (mm) Thickness (mm) Glass

Object ∞ 0.519 Air
 1 ∞ 2.54 BK7
 2 20.559 5.715 Air
 3 ∞ 8.89 SK16
 4 −26.75 33.02 Air
 5 119.907 2.54 SF58
 6 30.384 11.43 LAF2
 7 −48.552 7.62 Air
 8 105.5 5.08 SK16
 9 −105.5 95.325 Air
 10 ∞ −38.1 Mirror
 11 98.298 76.2 Mirror
Stop ∞ 0 
Image ∞  

TABLE 2 Optical Defocus versus Pupil Displacements

 Pupil Displaced

 0 mm 2 mm 4 mm 6 mm

 Field Direction Field Angle (deg) 12–6 3–9 12–6 3–9 12–6 3–9 12–6 3–9

 12:00 25 −0.4∗ +0.2† −0.5 +0.1 −1.0 −0.1 −1.7 −0.5
 12:00 20 −0.6 0 −0.6 −0.1 −1.2 −0.3 −2.0 −0.6
 12:00 15 −0.4 −0.1 −0.6 −0.1 −1.2 −0.3 −2.0 −0.7
 12:00 10 −0.2 0 −0.4 −0.1 −1.1 −0.4 −2.0 −0.7
 12:00 5 −0.1 0 −0.3 −0.1 −1.1 −0.4 −2.1 −0.8
  0 0 0 −0.3 −0.1 −1.3 −0.4 −2.3 −0.9
 6:00 5 −0.1 0 −0.5 −0.1 −1.5 −0.5 −2.6 −1.0
 6:00 10 −0.2 0 −0.7 −0.2 −1.8 −0.6 −2.9 −1.1
 6:00 15 −0.4 −0.1 −0.9 −0.2 −2.0 −0.6 −3.1 −1.1
 6:00 20 −0.6 0 −1.1 −0.2 −2.1 −0.5 −2.9 −0.9
 6:00 25 −0.4 +0.2 −0.7 +0.1 −1.5 −0.2 −1.7 −0.5
 3:00 25 +0.2 −0.4 −0.2 −0.5 −1.0 −0.7 −1.8 −1.1
 3:00 20 0 −0.6 −0.3 −0.7 −1.2 −1.0 −2.1 −1.4
 3:00 15 −0.1 −0.4 −0.4 −0.5 −1.3 −0.9 −2.2 −1.3
 3:00 10 0 −0.2 −0.4 −0.3 −1.3 −0.7 −2.3 −1.1
 3:00 5 0 −0.1 −0.3 −0.2 −1.3 −0.5 −2.3 −1.0
  0 0 0 −0.3 −0.1 −1.3 −0.4 −2.3 −0.9

∗Negative diopters indicate convergent rays or farther than optical infinity.
†Positive diopters indicate divergent rays or closer than optical infinity.
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25.10  VISION AND VISION OPTICS

eye’s ability to accommodate. Most observers cannot relax their accommodation beyond infinity (or 
> −0.87 D in our example) and thus suffer a loss in resolution corresponding to the full amount of 
defocus. The subjective evaluations agree with the predictions. Namely, while performance is satisfac-
tory for the center of the field when the eye is positioned in the center of the display exit pupil, the 
performance falls off radically as the eye is decentered in the pupil. In addition, there is a significant 
falloff of performance across the field of view. We suspect the image quality would not be acceptable 
if the display resolution were much higher than the 20/60 used.42

25.5 SUMMARY

We have described various visual issues dealing with a 50° binocular HMD breadboard. Both optical 
axes point downward by 5° and converge and intersect at a point about 1 m in front. Preliminary 
evaluation of the breadboard in the laboratory has not revealed any problems with respect to usabil-
ity and comfort. However, the optics are undercorrected for both spherical aberration and astigma-
tism as shown by the defocus calculations. The astigmatism causes the variation of focus across the 
field of view when viewed from the center of the eye motion box. The spherical aberration causes 
the variation of focus when the eye pupil is decentered in the eye motion box. We found that using 
the defocus to predict display resolution is both valuable and intuitive in assessing HMD image 
quality during design and initial evaluation.

25.6 APPENDIX

There has been a concern43 with respect to the transparent HMD and heads-up display that virtual 
images appear closer than the directly viewed image, inducing an undesired accommodation of the 
viewer. After investigating the issue, we did not find any support for misaccommodation. First, let us 
define the following terms:

TABLE 3 Visual Defocus versus Pupil Displacements

 Pupil Displaced

 0 mm 2 mm 4 mm 6 mm

 Field Direction Field Angle (deg) 12–6 3–9 12–6 3–9 12–6 3–9 12–6 3–9

 12:00 25 −0.3∗ +0.3† −0.3 +0.3 −0.9 0 −1.3 0
 12:00 20 −0.3 +0.3 −0.3 +0.3 −0.2 0 −1.3 0
 12:00 15 −0.3 +0.3 −0.2 +0.2 −0.2 0 −1.3 0
 12:00 10 −0.1 +0.1 −0.2 +0.2 −0.1 0 −1.3 0
 12:00 5 0 0 −0.1 +0.1 −0.1 0 −1.3 0
  0 0 0 −0.1 +0.1 −0.3 0 −2.3 −0.9
 6:00 5 0 0 −0.2 +0.2 −1.0 0 −2.6 −1.0
 6:00 10 −0.1 +0.1 −0.3 +0.3 −1.2 0 −2.9 −1.1
 6:00 15 −0.3 +0.3 −0.7 0 −1.5 0 −3.1 −1.1
 6:00 20 −0.3 +0.3 −0.9 0 −1.5 0 −2.9 −0.9
 6:00 25 −0.3 +0.3 −0.4 +0.4 −1.3 0 −1.2 0
 3:00 25 +0.3 −0.3 +0.2 −0.2 −0.2 0 −1.8 −1.1
 3:00 20 +0.3 −0.3 +0.2 −0.2 −1.2 −1.0 −2.1 −1.4
 3:00 15 +0.2 −0.2 +0.1 −0.1 −0.4 0 −2.2 −1.3
 3:00 10 +0.1 −0.1 0 0 −0.6 0 −2.3 −1.1
 3:00 5 0 0 −0.1 +0.1 −0.8 0 −2.3 −1.0
  0 0 0 −0.1 +0.1 −0.8 0 −2.3 −0.9

∗Negative diopters indicate convergent rays or farther than where eye accommodates.
†Positive diopters indicate divergent rays or closer than where eye accommodates.
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VISUAL FACTORS ASSOCIATED WITH HEAD-MOUNTED DISPLAYS  25.11

Refractive error is defined by the eye’s far point, which is the farthest distance to which the eye 
can focus. Eye focus is the dioptric distance at which the eye is focused, making objects at that 
distance optically conjugate with the eye’s retina. Therefore, eye focus equals the dioptric sum of 
refractive error plus accommodation.

Accommodation is the eye’s ability to focus closer than the far point by increasing its optical 
power through the action of the ciliary muscles. The hyperope’s far point is beyond optical infin-
ity, and therefore negative in value. Hyperopes must accommodate to focus to optical infinity. 
Myopia has a positive refractive error—that is, the eye is optically too strong to focus on distance 
objects. Do not confuse this with the clinical convention of associating myopia with the negative 
lens power of the correcting spectacles.

How is refractive error44 determined? Optometers and clinical refraction optometers (e.g., infra-
red,45–48 laser,49,50 and stigmatoscopy51) measure eye focus, not accommodation. Optometers cannot 
distinguish between nonaccommodating 1-D myopes, emmetropes accommodating 1 D, or 1-D 
hyperopes accommodating 2 D since all are focused 1 m away. Optometers approximate refractive 
error (i.e., far point) only when accommodation is minimized under cycloplegia. Cycloplegia is the 
pharmaceutically induced paralysis of accommodation.

Thus, clinical refraction does not determine refractive error in the strict sense. Clinical refraction 
determines the most-plus lens power resulting in best binocular visual acuity based on a subjective 
blur criterion (see Chap. 12, “Assessment of Refraction and Refractive Errors and Their Influence 
on Optical Design” and Chap. 13, “Binocular Vision Factors That Influence Optical Design,” in this 
volume for general issues). Therefore, its theoretical endpoint places the distal end of the eye’s depth-
of-field (see Chap. 1, “Optics of the Eye,” in this volume for reviews) at the eye chart, and does not 
place eye focus at optical infinity. Since eye charts are usually located about 6 m (+0.17 D) away and 
the eye’s depth-of-field is +0.43 D for detecting blur of small sharp-edged high-contrast targets,52 
the clinical emmetrope is about +0.6 D myopic. This concept is supported by Morgan’s53 report that 
subjective tests tend to overcorrect by +0.75 D, and Bannon et al.’s51 report that apparent emmetropes 
focused from +0.5 to +0.75 D closer than a fixated distant target. The presumed benefit of a myopic 
endpoint is that the eye’s entire depth of field is maximized in real space when distant objects are 
viewed.

There are two potential causes for misaccommodation with transparent HMD: near-awareness of 
the virtual image and accommodative trap by the transparent combiner. While proximal accommo-
dation would be the result of the former, the latter may be related to the Mandelbaum’s phenomenon. 
However, Jones54 found that unless the exit pupil is abnormally constrained (<3 mm), proximal 
accommodation does not affect the accommodative accuracy for targets in virtual image displays. 
Therefore, those deleterious proximal effects in virtual image displays may be avoided by utilization 
of an exit pupil in binocular HMD sufficiently large to encompass a natural pupil (e.g., display exit 
pupil matches eye motion box).

Contrary to accepted opinion, Gleason55 found that Mandelbaum’s phenomenon is not caused 
by accommodative capture. Almost fifty years ago, Mandelbaum56 reported that distant scenery 
appears blurred when viewed through a window screen. The blur subsided with side-to-side head 
motion and returned after a delay when head motion ceased. These collective observations are 
called Mandelbaum’s phenomenon. Mandelbaum hypothesized that the eye reflexively focused on 
the intervening screen instead of the desired distant scenery. Indeed, the assumed disruption of 
voluntary accommodation by intervening objects is now called the Mandelbaum effect.57 Gleason 
investigated Mandelbaum’s phenomenon using objective and continuous measurements of accom-
modation. In each trial, subjects looked directly at the distant Ε and were instructed to keep the 
Ε as clear as possible. After 7 s, a mesh screen was placed in the line of sight at the distance of
either causing the greatest Mandelbaum phenomenon or at 40 cm in front. The 40-cm distance was 
near the subjects’ dark focus. At 15  s, subjects were instructed to focus on the screen. At 23 s, subjects 
were instructed to refocus on the distant E. After the trial, the experimenter shook the screen side 
to side to verify that Mandelbaum’s phenomenon was seen. Subjects were then questioned about 
what they saw during the trial. After each maximum Mandelbaum’s phenomenon trial, subjects 
reported the distant letter blurred within 1 s of screen interjection; the letter remained blurred until 
the experimenter shook the screen at trial’s end. These observations indicate that Mandelbaum’s 
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25.12  VISION AND VISION OPTICS

phenomenon occurred during the trial. Mandelbaum’s phenomenon was weak or nonexistent in 
40-cm trials.

A narrow range of screen distances (0.7 to 0.9 D) produced maximum Mandelbaum’s phenomenon. 
These results nearly match Mandelbaum’s report of from 0.6 to 1.1 D. The screen distance of maximum 
Mandelbaum’s phenomenon was at 0.8 D. At this distance, the screen strands subtended 0.8 arc minute 
and the nominal screen gap width was 5.5 arc minutes. Dark focus averaged 1.7 D, matching Leibowitz 
and Owens’58,59 reports of 1.7 and 1.5 D for 124 and 220 college-age observers, respectively.

Gleason found that eye focus was essentially equal for all viewing tasks requiring fixation of the 
distant letter. If Mandelbaum’s phenomenon were caused by the screen’s capture of accommoda-
tion, then accommodation would shift eye focus toward the screen. But the eye focus is essentially 
unchanged before and after the introduction of the intervening screen, indicating that the screen 
did not influence accommodation. Eye focus shifted to the screen only after the instruction to focus 
on the screen. Moreover, eye focus returned to its initial level after the instruction to refocus on the 
distant letter. Clearly, the intervening screen did not disrupt volitional accommodation, either. Even 
more interesting is the fact that accommodative accuracy was not diminished by the perceptual blur 
as eye focus shifted from the screen back to the distant letter. In fact, it turns out that clinical emme-
tropia promotes Mandelbaum’s phenomenon. Since clinical emmetropes are actually myopic (+0.6 D 
nearsighted), when they look at the mesh screen (placed at +0.8 D), the distant scenery (0.0 D) is 
defocused by 0.6 D, but the screen is only defocused by 0.2 D. Thus, the more blurred distant scen-
ery may be suppressed for the benefit of the screen. This imbalance of retinal blur increases with 
uncorrected clinical myopia and, consequently, less time is needed to initiate Mandelbaum’s phenom-
enon. On the other hand, an uncorrected hyperope can actually focus to the distant scenery, making 
the nearby screen blurrier. Now, the screen is suppressed instead of the distant scenery, precluding 
Mandelbaum’s phenomenon. In summary, all five subjects in Gleason’s study saw Mandelbaum’s phe-
nomenon without a concomitant shift in accommodation, which eliminates the misaccommodation 
concern over transparent HMD.
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properties of ocular aberrations, 15.4–15.7, 
15.5f, 15.6f

wavefront corrector, 15.9–15.12, 15.10f,
15.11f

wavefront sensor, 15.8–15.9, 15.8f
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in bovine lenses, 19.10
changes in the eye causing, 21.3–21.4
in color vision, 14.15, 14.17
and demographic changes in world, 

14.2–14.4, 14.2f
in depth and stereovision, 14.22
economic/social implications of, 14.4
and fluorescence, 1.21
and health implications of living longer, 
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life-span environmental radiation damage, 

14.22–14.23

Bass_v3Ind_p001-044.indd I.2 8/21/09 12:04:32 PM

DO
 N

OT
 D

UP
LI

CA
TE



INDEX I.3

Age-related changes in vision (Cont.):
in optics, 14.4–14.14

accommodation and presbyopia, 
14.8, 14.9f

anterior and posterior chambers, 
14.5, 14.6

cornea, 14.5, 14.6f
eye size, 14.11
lens, 14.7–14.8
pupil, 14.6–14.7, 14.7f
retina, 14.9–14.11
tears, 14.4–14.5
transparency/cataract, 14.8

presbyopic corrections for, 14.27–14.30
accommodation restoration, 14.29–14.30
contact lenses, 14.27–14.28
intraocular lenses, 14.28–14.29
noncataract related refractive surgeries, 

14.29
spectacles, 14.27

in pupil diameter, 1.8, 1.18
in retinal image quality, 14.11–14.14

chromatic aberration, 14.14
intraocular scatter, 14.12
monochromatic aberrations, 14.12–14.14, 

14.13f
in retinal reflectance, 1.11
and RMS wavefront error, 1.15–1.17, 1.16t
in scattering, 1.20
in sensitivity, 14.15, 14.16f
in spatial vision, 14.17–14.19, 14.18f
in temporal vision, 14.19–14.21, 14.20f
in transmittance, 1.9
in visual acuity, 4.13
in visual field, 14.21, 14.21f

Age-related macular degeneration (AMD), 
14.24–14.25

defined, 14.1
OFDI at 1050 nm in, 18.17, 18.17f
OFDI in diagnosis of, 18.8

Airy diffraction pattern, 1.12
Airy’s disk, 4.1, 4.4f, 4.5
Alignment:

of eye (see Eye alignment)
of photoreceptors, 8.5–8.8, 8.6f, 8.7f

A-line, 18.1
Allelotropia, 13.7
Amacrine cells, 2.10, 2.11
Amblyopia, 2.34, 2.35, 12.1, 12.16

American Conference of Governmental 
Industrial Hygienists (ACGIH), 7.9

American National Standard Institute (ANSI), 
7.9, 7.11

Ametropias, 1.6–1.7, 12.4, 16.4–16.5, 16.5f
astigmatism, 16.5–16.6
correcting, 12.16, 16.8f
defined, 12.1, 13.1
spherical, 16.5
uncorrected, 12.16

Amplification, in color CRTs, 22.6–22.9, 
22.7f

Angle a, 1.20
Angle of incidence, obliquity of, 8.20
Angular resolution, in diffraction-limited eye, 

1.12
Aniridia, 9.1
Aniseikonia, 1.41–1.42

binocular factors in, 12.16–12.17
defined, 9.1, 12.1, 13.1, 25.1
distortion from interocular aniso-

magnification, 13.17–13.18
Anisometropia, 1.7, 1.41, 1.42

binocular factors in, 12.16–12.17
defined, 12.1, 23.1
interocular blur suppression with, 

13.18–13.19
as problem with computer work, 

23.11
Anisophoria, optically induced, 13.26
Anterior chamber, 14.5, 14.6, 16.3
Aphakia, 12.14, 14.28

correction of, 12.14–12.15
defined, 9.1, 12.1, 14.1, 21.1

Apodization, 6.14, 21.17, 21.18
defined, 8.1
Stiles-Crawford effect, 8.8

Aqueous humor, 1.3f, 14.5, 14.6, 
14.26, 16.3

Aspheric intraocular lenses, 21.1, 21.10–21.12, 
21.11f, 21.12t

Aspheric lens design, 20.1, 20.20–20.23, 
20.21f–20.23f

Asthenopia (eyestrain), 23.2
Astigmatic dial, 12.7f
Astigmatism, 1.6, 1.7, 1.7f, 1.18f, 12.4, 

1.6.5–16.6
and binocular instrumentation, 

1.41–1.42
and contact lenses, 20.15
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Astigmatism (Cont.):
correction of, 16.9

cylindrical correction, 13.16, 13.17
with hydrogel contact lenses, 12.13
with spectacle lenses, 12.9, 15.2
with spherical contact lenses, 12.12

defined, 12.1, 23.1
determining axis of, 12.6
following cataract surgery, 21.13
irregular, 16.6
measuring, 12.7
off-axis, 1.18, 1.18f

Asymmetric color matching, 11.27, 11.29, 11.30f
and changes in overall intensity, 11.68
and chromatic adaptation, 11.69
and color constancy, 11.71

Atrophic (dry) age-related macular 
degeneration, 14.1

Attention, in human vision, 24.6, 24.7
Autocorrelation noise, 18.11–18.12
Autokeratometers, 12.6
Autorefractors, 12.6
Axial ametropia, 20.1
Axial aniseikonia, 13.17, 13.18
Axial edge lift, 20.1
Axial gradients, 19.5
Axial resolution, 18.1

Back central optical radius (BCOR), 20.3
Back vertex power (BVP), 12.1, 20.1

contact lenses, 20.7–20.8, 20.8t
spectacle lenses, 12.9

Base curve:
of contact lenses, 12.1, 12.12
of spectacle lenses, 12.1, 12.9

Base curve radius (BCR):
for contact lenses, 20.3, 20.4f, 20.5
defined, 20.1

Baseline, 13.1
Beam separators, 5.10
Beamsplitters, 5.9–5.10, 5.9f
Beer-Lambert law, 2.7
Bessel functions, 8.1, 8.13, 8.22
Best-correction, 1.6
Bezold-Brücke hue shift, 11.1, 11.67–11.68, 

11.67f
Bichromatic test mixtures, sensitivity to, 11.39, 

11.40
Bifocal jump, with monocular magnification, 

13.15–13.16, 13.15f

Bifocal lenses, 12.10f, 14.27
contact lenses, 12.13, 14.28
intraocular lenses, 14.28
for presbyopia, 12.8, 12.10
vertical prism introduced by, 13.28–13.29

Bimorph mirror, 15.1, 15.10, 15.10f, 15.11
Binocular cues, 13.3, 13.7
Binocular disparities, 2.40, 13.1, 13.4–13.5

induced by prisms or lenses, 13.28
and perceived direction, 13.7–13.8

Binocular field, 1.3
horizontal angular extent of, 1.38f
stereopsis in, 1.38–1.42

Binocular fusion, 13.1, 13.12–13.13
Binocular instrumentation:

and chromostereopsis, 1.20
differential focusing for, 1.7
tolerances in, 1.41–1.42

Binocular parallax, 13.1, 13.22
Binocular rivalry, 13.1, 13.19
Binocular rivalry suppression, 13.12, 13.33
Binocular stereoscopic discrimination, 

2.40–2.41, 2.41f
Binocular vision factors, 13.1–13.35

in computer work, 23.11
coordination of eyes, 13.20–13.25

binocular parallax, 13.22
cross-coupling and direction/distance of 

gaze, 13.23–13.24, 13.23f
defocus and efforts to clear vision, 

13.22–13.23
intrinsic stimuli to vergence, 13.21–13.22
perceived distance, 13.24
zone of clear and single binocular vision, 

13.24–13.25, 13.25f
distortion by monocular magnification, 

13.13–13.16
bifocal jump, 13.15–13.16, 13.15f
from convergence responses to prism, 

13.19
discrepant views of objects/images, 13.16
motion parallax, 13.14–13.15
perspective distortion, 13.13, 13.14f
stereopsis, 13.13, 13.14

distortion from interocular aniso-
magnification, 13.16–13.19

aniseikonia, 13.17–13.18
interocular blur suppression with 

anisometropia, 13.18–13.19
lenses and prisms, 13.16–13.17, 13.17f
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INDEX I.5

Binocular vision factors (Cont.):
eye alignment, 13.20–13.25

magnification induced errors of, 13.25–13.27
prism induced errors of, 13.27–13.29

eye movements, 13.19–13.20
focus and responses to distance, 13.30
fusion and suppression, 13.12–13.13
gaze control, 13.29–13.30
and head mounted visual display systems, 

13.31–13.35
distance conflicts, 13.31–13.32
optical errors, 13.34–13.35
spatial location conflicts, 13.33, 13.34f
visual-vestibular conflicts, 13.32–13.33

lens effects on vergence and phoria, 
13.25–13.27

perceived direction, 13.7–13.10
corresponding retinal points, 13.8
horopter, 13.8–13.9, 13.9f, 13.10f
vertical horopter, 13.9

perceived space, 13.3–13.7
binocular cues, 13.7
extraretinal information for eye 

movements, 13.7
kinetic cues, 13.4–13.7, 13.5f, 13.6f
monocular cues, 13.3–13.7

prisms
distortion from interocular aniso-

magnification, 13.16–13.17
effects on vergence and phoria, 

13.25–13.27
errors of alignment with, 13.25–13.29

in refractive errors, 12.15–12.17
aniseikonia, 12.16–12.17
anisometropia, 12.16–12.17
convergence and accommodation, 

12.15–12.16
stereopsis, 13.11–13.12, 13.11f
visual field, 13.3

Binocularity, 23.1
Biological waveguides, 8.1–8.29

in cochlear hair cells and human hair, 
8.24–8.26

in fiber-optic plant tissues, 8.26–8.28, 8.27f
models of, 8.8–8.15, 8.13f, 8.14f

physical assumptions in, 8.22
and propagation of light, 8.21, 8.22
retinal layer of rods and cones, 8.8–8.9, 

8.9f, 8.10f, 8.12–8.15
three-segment model, 8.9, 8.11–8.15

Biological waveguides (Cont.):
and photoreceptors, 8.3–8.5

modal patterns in monkey/human 
receptors, 8.19–8.24, 8.22f

orientation and alignment, 8.5–8.8, 8.6f,
8.7f

photoreceptor optics, 8.3
quantitative observations of single receptors, 

8.15, 8.16f, 8.17, 8.18f, 8.19f
in sponges, 8.28–8.29
and Stiles-Crawford effect of the first kind, 

8.3
Bipolar cells (retina), 2.9, 2.10
Bipolar mechanisms (color vision), 11.1, 

11.80–11.81
Birefringence, 1.10, 18.1, 18.20, 18.22, 

18.25, 18.27
Bitoric lenses, 20.1, 20.17–20.20, 

20.18f–20.20f
Blindness:

from cataract, 14.24, 21.3
from diabetic retinopathy, 14.25
economic impact of, 14.4
from glaucoma, 14.26
and increasing life span, 14.3
from uncorrected ametropia, 12.4

Bloch’s law, 2.28
Blue to red (B/R) ratio, 8.28
Blue-light photochemical injury, 7.4, 7.10
Blur, 1.28

in correction for SCE-1, 9.4–9.6, 9.14
with monovision, 14.28
suppression of, 13.18–13.19, 14.28
(See also Astigmatism; Defocus)

Born approximation, 8.1, 8.15
Bovine lenses, 19.8–19.11, 19.11f
Bowman’s layer, 16.4
Bowman’s membrane (cornea), 14.5
Boynton illusion, 11.72, 11.73f, 11.78
Brightness:

in color CRTs, 22.7, 22.19
defined, 11.1, 11.8, 23.1
and luminous efficiency, 11.70, 11.70f
in monochrome CRTs, 22.8f
in visual acuity tests, 4.8

Brightness matching, 10.43–10.45
Bruch’s membrane, 8.1, 14.25, 18.1
Bumper function, 11.59, 11.60f
Bunsen-Roscoe law of photochemistry, 

7.1–7.3, 7.7
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I.6  INDEX

C line, 25.1
Calibration:

of color CRTs, 22.20–22.21 (See also
Characterization, of CRTs)

errors in, and SCE-1 correction, 9.6–9.13
in Maxwellian viewing systems, 5.17–5.18, 

5.17f
Cameras:

adaptive optics retina cameras, 15.3, 15.12
(See also Ophthalmoscopes)

color, 10.38–10.40
Capillary, 18.1
Capsulorhexis, 21.1
Cardinal directions (color vision), 11.1, 11.56
Cardinal mechanisms (color vision), 11.1, 

11.54, 11.56
evidence for, 11.79
and sensitivity losses, 11.29

Cat lenses, 19.9
Cataract, 1.21, 14.8

in aging eyes, 14.24, 21.3–21.4
defined, 14.1, 19.1, 21.1, 23.1
infrared, 7.7, 7.10
postsurgical correction of, 12.14
from radiation, 7.4–7.6, 7.6f, 14.23
treatment of, 12.14

Cataract lenses, 12.15
Cataract surgery, 14.4, 14.24

intraocular lenses in, 21.4, 21.5 (See also
Intraocular lenses)

renormalization following, 14.17
Cathode ray tubes (CRTs), 23.1

color (see Color cathode ray tubes)
and Computer Vision Syndrome, 23.7, 23.8
monochrome, 22.3–22.4, 22.3f

controls for, 22.7, 22.8f
design and operation of, 22.3–22.4, 22.3f
standards for, 22.14

in optical systems, 5.16
screen reflections with, 23.5

Cauchy’s equation, 1.19, 1.20
Cavanagh, P., 11.80
Center of rotation (eye), 1.42, 13.1
Center thickness, for contact lenses, 20.6
Central visual processing, 2.12–2.14, 2.13f
Characterization:

of CRTs, 22.20–22.34
absolute vs. for interaction, 22.33
calibration vs., 22.20
choice of method for, 22.20–22.21

Characterization, of CRTs (Cont.):
exhaustive, 22.21–22.23
local, 22.24–22.27
model-dependent, 22.27–22.33

of head-mounted displays, 25.7–25.10, 25.8f,
25.9t–25.10t

Chief ray (retinal imaging), 4.3
Choroid, 18.1
Chromatic aberration, 1.19–1.20, 1.19f

and accommodation, 1.34
age-related, 14.14
correcting color coordinates for, 10.17
correction of, 1.25–1.26, 1.26f
longitudinal, 15.22
and macular pigment, 1.9
transverse, 15.22–15.23
with visual instruments, 1.28

Chromatic adaptation, 11.35f
achromatic detection and, 11.47–11.49, 

11.48f
color appearance and, 11.68
and luminous efficiency, 11.37
second-site, 11.17–11.18
and the Sloan notch, 11.49, 11.51

Chromatic contrast detection, 2.29–2.31, 2.30f
Chromatic CSFs, 2.29–2.31
Chromatic detection:

and color appearance, 11.69
on neutral fields, 11.34

Chromatic discrimination, 11.57–11.62
and chromatic adaptation, 11.69
and color appearance, 11.69
defined, 11.1
and gap effect, 11.72, 11.74
near detection threshold, 11.58–11.59
pedestal experiments, 11.59, 11.60f,

11.61–11.62
Chromatic mechanisms, 11.1, 11.80–11.81
Chromatic signals, multiplexing of achromatic 

signals and, 11.76–11.79, 11.78f
Chromatic spatial CSFs, 2.29
Chromatic temporal CSFs, 2.31
Chromatic valence data, 11.27, 11.28f
Chromaticity coordinates, 10.1, 10.4t,

10.20–10.21, 10.22f
Chromaticity diagrams, 10.20–10.21, 10.22f
Chromophores, 21.1, 21.20, 21.20f
Chromostereopsis, 1.20
CIE 1931 2° color-matching functions, 10.6, 

10.12
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INDEX I.7

CIE 1964 10° color-matching functions, 
10.12–10.13, 10.16

CIE luminous efficiency functions, 
10.44–10.45, 11.37, 11.38f

CIELAB, 10.42–10.43
Cilia, 8.1
Ciliary body, 1.3f
Ciliary muscle, 21.2
Ciliary photoreceptors, 8.3
Ciliary ring, 1.30–1.31
Circular polarization (OCT), 18.21
Clear lens extraction (CLE), 21.18
Closed HMDs, 25.3, 25.4
Cochlea, 8.1, 8.26
Cochlear hair cells, light guide effect in, 

8.24–8.26
Coherence length, 18.1
Coherent coupling, 1.27–1.28
Coherent illumination, pupil size and, 6.9–6.12, 

6.11t
Coleoptile, 8.1, 8.26
Collagen, 16.1, 16.4
Color:

in electronic imaging, 24.5–24.6, 24.8–24.9
and visual acuity, 4.10

Color appearance:
and chromatic adaptation, 11.68
and chromatic detection and discrimination, 

11.69
and color constancy, 11.71
and color opponency, 11.62–11.66

color-opponent response or valence 
functions, 11.63, 11.65f

hue scaling, 11.63, 11.64f
opponent-colors theory, 11.62–11.63
spectral properties of color-opponent 

mechanisms, 11.63
unique hues and equilibrium colors, 

11.63–11.66
defined, 11.2
and habituation, 11.69–11.70
phenomenological aspects of, 11.5
and postreceptoral mechanisms, 11.3, 11.4f,

11.5
and stabilized borders, 11.74–11.75
trichromacy vs., 11.5

Color assimilation, 11.2, 11.4f
Color balance and tracking, in color CRTs, 

22.19
Color cameras, 10.38–10.40

Color cathode ray tubes (color CRTs), 
22.1–22.34

colorimetric calibration/characterization, 
22.20–22.34

absolute vs. characterization for 
interaction, 22.33

choice of method for, 22.20–22.21
exhaustive methods, 22.21–22.23
local methods, 22.24–22.27
model-dependent methods, 22.27–22.33

design and operation of, 22.3–22.13
electronics and controls, 22.6–22.13, 

22.7f–22.13f
and monochrome CRTs, 22.3–22.4, 22.3f
shadowmask color CRTs, 22.4–22.6, 22.5f,

22.6f
operational characteristics of, 22.13–22.18

colorimetric standards, 22.14
spatial characteristics of emitted light, 

22.14–22.15
spatial uniformity, 22.17–22.18, 22.17f,

22.18f
stability of output, 22.16–22.17, 22.16f,

22.17f
temporal characteristics of emitted light, 

22.14–22.16
timing and synchronization standards, 

22.13–22.14
setup for image display, 22.18–22.19

brightness, 22.19
color balance and tracking, 22.19
contrast, 22.19
focus, 22.19

viewing environments, 22.19–22.20
Color constancy, 10.39–10.40, 11.2
Color constancy mechanisms, 

11.71–11.72
Color contrast, 11.2, 11.4f
Color convergence, 23.1
Color coordinate systems, 10.11–10.24

adjusting cone spectral sensitivities, 
10.17–10.18

colorimetric measurements, 10.23–10.24
color-matching functions, 10.11–10.13
cone fundamentals, 10.13–10.14
limits of color-matching data, 10.15–10.17
opponent and contrast spaces, 10.18–10.19
stimulus spaces, 10.11
visualizing color data, 10.19–10.23, 10.19f,

10.22f, 10.23f

Bass_v3Ind_p001-044.indd I.7 8/21/09 12:04:34 PM

DO
 N

OT
 D

UP
LI

CA
TE



I.8  INDEX

Color coordinates:
in color-deficient observers, 10.16
correcting for chromatic aberrations, 10.17
of different visual systems, 10.38–10.39
of surfaces, 10.36
transformation to CIELAB, 10.42–10.43

Color data representations, 11.31–11.33, 11.32f
Color direction, 11.12
Color discrimination, 10.40–10.43, 10.41f,

14.15, 14.17
Color LCDs, 22.37–22.40

colorimetry of color pixels, 22.38–22.39
controls and input standards, 22.39
geometry of color pixels, 22.37–22.38, 22.37f
spatial variations in output, 22.40
temporal variations in output, 22.39–22.40

Color matching, 10.6–10.10
in color-deficient observers, 10.16
consistency across observers, 10.9
critical properties of, 10.8–10.10
errors in, 10.43, 10.43f, 10.44
Grassmann’s laws, 10.8–10.9
maximum saturation method, 10.6–10.7, 

10.6f
Maxwell’s method, 10.8, 10.8f
persistence of, 10.9
trichromatic, 10.7–10.8
tristimulus values for arbitrary lights, 10.9
uniqueness in, 10.9

Color opponency:
and color appearance, 11.62–11.66
and “forbidden” colors, 11.74
implied by test measurements, 11.12–11.15, 

11.13f, 11.26–11.27, 11.28f
and multiplexing of color and luminance 

signals, 11.76–11.79
third-level, zero crossings of, 11.83, 11.84

Color space transformation matrix, 10.1, 10.31
Color spaces, 10.11, 10.18–10.19, 11.31–11.33

contrast, 10.19
defined, 11.2
different directions of, 11.39, 11.41–11.46, 

11.44f, 11.46f
detection contours in L, M plane, 11.40f,

11.41–11.42
detection in planes other than L,M, 

11.43–11.45, 11.44f
mechanism interactions, 11.42–11.43
spatial and temporal CSFs, 11.45–11.46, 

11.46f

Color spaces (Cont.):
DKL, 10.19, 11.32, 11.32f, 11.33
opponent, 10.19
specifying, 10.11
stimulus, 10.11
transformations between, 10.24t, 10.29–10.32
uniform, 10.40, 10.42

Color temperature, 23.2
Color valence, 11.2, 11.63, 11.65f, 11.66
Color vision, age-related changes in, 14.15, 

14.17
Color vision mechanisms, 11.1–11.85

basic model details and limits, 11.31
chromatic discrimination, 11.57–11.62

near detection threshold, 11.58–11.59
pedestal experiments, 11.59, 11.60f,

11.61–11.62
color and contours, 11.72–11.79, 

11.73f–11.75f
color appearance and stabilized borders, 

11.74–11.75
contours and after-effects, 11.75–11.76, 

11.75f
gap effect and luminance pedestals, 11.72, 

11.74
McCollough effect, 11.76, 11.77f
multiplexing chromatic and achromatic 

signals, 11.76–11.79, 11.78f
color appearance and color opponency, 

11.62–11.66
color-opponent response (valence func-

tions), 11.63, 11.65f
hue scaling, 11.63, 11.64f
opponent-colors theory, 11.62–11.63
spectral properties of color-opponent 

mechanisms, 11.63
unique hues and equilibrium colors, 

11.63–11.66
color constancy, 11.71–11.72
color data representations, 11.31–11.33, 

11.32f
color-appearance mechanisms, 11.26–11.31

color-discrimination mechanisms vs.,
11.5–11.8, 11.6f, 11.7f, 11.81–11.82

field measurements and first-site 
adaptation, 11.27, 11.29, 11.30f

field measurements and second-site 
adaptation, 11.29, 11.31

test measurements and opponency, 
11.26–11.27, 11.28f
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INDEX I.9

Color vision mechanisms (Cont.):
color-discrimination mechanisms, 

11.9–11.26
color-appearance mechanisms vs.,

11.5–11.8, 11.6f, 11.7f, 11.81–11.82
field method, 11.11–11.12
first-site adaptation, 11.15–11.17, 11.16f
opponency implied by test measurements, 

11.12–11.15, 11.13f
psychophysical test method, 11.9, 11.11, 

11.12
second-site adaptation, 11.17–11.22, 

11.18f, 11.19f
sites of limiting noise, 11.20, 11.23–11.26, 

11.23f, 11.25f
field sensitivities, 11.46–11.57

achromatic detection and chromatic 
adaptation, 11.47–11.49, 11.48f

chromatic adaptation and the Sloan 
notch, 11.49, 11.51

detection contours and field adaptation, 
11.53–11.54, 11.54f

field additivity, 11.51, 11.52f
first- and second-site adaptation, 11.51, 

11.52, 11.53f
habituation or contrast adaptation experi-

ments, 11.54–11.56, 11.55f
multiple cone inputs, 11.49, 11.50f
noise-masking experiments, 11.56–11.57
Stiles’ π-mechanisms, 11.46, 11.47, 

11.47f
guiding principles of, 11.8–11.9
linearity of color-opponent mechanisms, 

11.66–11.70
Bezold-Brücke effect and invariant hues, 

11.67–11.68, 11.67f
color appearance and chromatic 

adaptation, 11.68
color appearance and chromatic detection/ 

discrimination, 11.69
color appearance and habituation, 

11.69–11.70
luminance and brightness, 11.70, 11.70f
tests of linearity, 11.66–11.67

low-level and higher-order mechanisms, 
11.79–11.80

and mechanism concept, 11.9–11.11, 
11.10f

nomenclature for, 11.8
test sensitivities, 11.34–11.46

Color vision mechanisms, test sensitivities 
(Cont.):
to different directions of color space, 

11.39, 11.41–11.43, 11.44f,
11.45–11.46, 11.46f

luminance, 11.37–11.39, 11.38f, 11.40f
to spectral lights, 11.34, 11.35f, 11.36f, 11.37

three-stage zone models, 11.82–11.85, 11.85f
unipolar vs. bipolar chromatic mechanisms, 

11.80–11.81
Color-appearance mechanisms, 11.26–11.31

color-discrimination mechanisms vs.,
11.5–11.8, 11.6f, 11.7f, 11.81–11.82

defined, 11.2
field measurements

and first-site adaptation, 11.27, 11.29, 11.30f
and second-site adaptation, 11.29, 11.31

test measurements and opponency, 
11.26–11.27, 11.28f

Color-discrimination mechanisms, 11.9–11.26, 
11.10f

color-appearance mechanisms vs., 11.5–11.8, 
11.6f, 11.7f, 11.81–11.82

defined, 11.2
field method, 11.11–11.12
first-site adaptation, 11.15–11.17, 11.16f
low-level and higher-order, 11.79–11.80
opponency implied by test measurements, 

11.12–11.15, 11.13f
psychophysical test method, 11.9, 11.11, 11.12
second-site adaptation, 11.17–11.22, 11.18f,

11.19f
sites of limiting noise, 11.20, 11.23–11.26, 

11.23f, 11.25f
Colorimeters, 10.23
Colorimetry, 10.1–10.45

brightness matching and photometry, 
10.43–10.45

color cameras, 10.38–10.40
color coordinate systems, 10.11–10.24

adjusting cone spectral sensitivities, 
10.17–10.18

colorimetric measurements, 10.23–10.24
color-matching functions, 10.11–10.13
cone fundamentals, 10.13–10.14
limits of color-matching data, 10.15–10.17
opponent and contrast spaces, 10.18–10.19
stimulus spaces, 10.11
visualizing color data, 10.19–10.23, 10.19f,

10.22f, 10.23f
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I.10  INDEX

Colorimetry (Cont.):
color discrimination, 10.40–10.43, 10.41f
color matching, 10.6–10.10
conventional terms/notation, 10.4, 10.4t,

10.5
errors in color-matching functions, 10.43, 

10.43f, 10.44
image processing chain, 10.2f
matrix representations/calculations, 

10.24–10.32
stimulus representation, 10.24–10.27, 

10.25f, 10.26f
transformations between color spaces, 

10.24t, 10.29–10.32
vector representation of data, 10.25f,

10.27–10.29, 10.27f
metamerism, 10.36–10.38, 10.37f
scope of, 10.3
standards for color CRTs, 22.14
surfaces and illuminants, 10.32–10.36, 

10.33f, 10.34f
trichromacy, 10.4–10.6
univariance, 10.4
visual systems, 10.38–10.40

Color-matching functions (CMFs), 
10.11–10.13

defined, 10.1, 10.4t
limits of data, 10.15–10.17
and luminosity function, 10.10
and maximum saturation method, 10.7
online tabulation of, 10.11
specificity of, 10.9
standards for, 10.12–10.13
tailored to individuals, 10.15
transformation of, 10.10, 10.10f

Color-opponent mechanisms:
linearity of, 11.66–11.70

Bezold-Brücke effect and invariant hues, 
11.67–11.68, 11.67f

color appearance and chromatic 
adaptation, 11.68

color appearance and chromatic 
detection/discrimination, 11.69

color appearance and habituation, 
11.69–11.70

luminance and brightness, 11.70, 11.70f
tests of linearity, 11.66–11.67

and opponent-colors theory, 11.3
spectral properties of, 11.63

Commission Internationale de l’Éclairage (CIE), 
7.9, 10.1, 10.3, 10.27

Complex cells (cortical neurons), 2.14
Computer Vision Syndrome (CVS), 

23.1–23.12
disorders and eye conditions, 23.9–23.12

accommodation, 23.10–23.11
anisometropia, 23.11
binocular vision, 23.11
dry eyes, 23.9
presbyopia, 23.11–23.12
refractive error, 23.10

and work environment, 23.4–23.9
lighting, 23.4–23.5, 23.5t
monitor characteristics, 23.6–23.8
screen reflections, 23.5–23.6
work habits, 23.8–23.9
workstation arrangement, 23.8

Computer-Automatic Virtual Environment 
(CAVE), 13.32

Concomitant eye motion, 13.1
Cone contrast spaces, 11.2, 11.32, 

11.41–11.42
Cone contrasts, 11.2, 11.32
Cone coordinates, 10.1, 10.11 (See also

Tristimulus values)
Cone fundamentals, 10.13–10.14

adjusting cone spectral sensitivities, 
10.17–10.18

defined, 10.1, 10.4t
online tabulation of, 10.11
primaries yielding, 10.10
Smith-Pokorny, 10.12
Stockman and Sharpe, 10.12, 10.16
tailored to individuals, 10.15

Cone magno pathway, 2.9, 2.10f
Cone mechanisms, 11.10f, 11.11

defined, 11.2
and stimulus direction, 11.33
and test measurements, 

11.12–11.14
Cone parvo pathway, 2.9, 2.10f
Cone pathways, 2.9, 2.10, 2.10f
Cone polymorphism, 10.15
Cone-excitation spaces, 11.31–11.32
Cone-opponent mechanisms, 11.8

and bichromatic test mixtures, 11.39
defined, 11.2
sensitization in, 11.69
unipolar vs. bipolar, 11.80–11.81
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INDEX I.11

Cones (cone photoreceptors):
adaptation at, 11.52
and age-related photopic vision changes, 

14.15
alignment of, 8.4
densities and distributions of, 2.7
in dichromatic observers, 10.14
directional sensitivity of, 8.5
ideal “average,” 8.21, 8.21f
inner segments, 2.6f
light-collection area of, 2.8
linear density of, 2.6f
and maximum saturation color matching, 

10.7
measuring activity of, 15.24
optical waveguide properties of, 14.11
outer segments of, 2.6f
pedicules of, 8.20
photocurrent responses of, 2.8f
in retinal layer of rods and cones model of 

biological waveguides, 8.8–8.9, 8.9f,
8.10f, 8.12–8.15

S-cone flicker sensitivity, 11.74–11.75
spatial distribution of, 2.6
spectral sensitivities of, 10.3, 10.13, 11.8

adjusting for individual differences, 
10.17–10.18

estimates of, 10.14, 10.14f
loss hypothesis for, 10.14
in normal and dichromatic observers, 

10.13
time constant of photopigment 

regeneration, 2.7
types and functions of, 2.4, 2.6

Confocal microscopes, 17.1–17.10
clinical, 17.3, 17.6–17.9
clinical applications using, 17.8–17.9
defined, 17.1
development of, 17.3, 17.5
laser scanning, 17.3, 17.7–17.8
Nipkow disk, 17.4f, 17.5, 17.5f
scanning slit, 17.3, 17.6–17.9, 

17.6f, 17.7f
spatial filtering with, 17.3
Svishchev, 17.6, 17.6f
theory of confocal microscopy, 

17.3, 17.4f
ConfoScan 4 microscope, 17.6, 17.7, 17.9
Conjugate (version) eye movements/position, 

1.42, 1.43, 13.1, 13.7, 13.20

Contact lenses, 20.1–20.34
accommodation with, 20.26–20.30, 

20.27f–20.29f, 20.29t
anisophoria and, 13.26
for aphakic patients, 12.15
base curve of, 12.1
convergence with, 20.25–20.26
correction with, 12.11–12.14

hydrogel lenses, 12.12–12.13
for presbyopia, 12.13–12.14, 14.27–14.28
rigid lenses, 12.11–12.12

design considerations, 20.20–20.25
aberrations, 20.24–20.25, 20.25f
aspheric lenses, 20.20–20.23, 

20.21f–20.23f
posterior peripheral curve, 20.23–20.24, 

20.24t
design parameters, 20.2–20.6, 20.4t–20.5t

base curve radius (BCR), 20.3, 20.4f, 20.5
center thickness, 20.6
edge thickness, 20.6
optical zone diameter (OZD), 20.5
overall diameter (OAD), 20.5
posterior peripheral curve systems, 20.5, 

20.6
magnification, 20.31–20.33

relative spectacle, 20.32–20.33, 20.33f
spectacle, 20.31–20.32

materials for, 20.3
power of, 20.6–20.20

back and front vertex power, 20.7–20.8, 
20.8t

and contact lens as thick lens, 20.6–20.7
effective power, 20.8–20.12, 20.9t, 20.10f,

20.11f
lacrimal lens consideration, 20.12–20.15, 

20.12f–20.14f
residual astigmatism, 20.15
of soft lenses, 20.15–20.16
of toric lenses, 20.16–20.20, 20.16f–20.20f,

20.18t
prismatic effects with, 20.30–20.31

prism-ballasted contacted lenses, 20.30
unintentional (induced) prism, 20.31

(See also specific types of lenses)
Contours (color vision), 11.72–11.79, 

11.73f–11.75f
and after-effects, 11.75–11.76, 11.75f
color appearance and stabilized borders, 

11.74–11.75
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I.12  INDEX

Contours (color vision) (Cont.):
detection surface/contour, 11.12

defined, 11.2
and directions of color spaces, 11.40f
in equiluminant plane, 11.44f
and field adaptation, 11.53–11.54, 11.54f
in the L,M plane, 11.40f, 11.41–11.42

discrimination contours, 11.44f
gap effect and luminance pedestals, 11.72, 

11.74
McCollough effect, 11.76, 11.77f
multiplexing chromatic and achromatic 

signals, 11.76–11.79, 11.78f
threshold surface/contour, 11.12–11.15, 

11.13f
defined, 11.3
and loss of information, 11.20
and noise, 11.20, 11.23–11.26, 11.23f,

11.25f
and second-site adaptation to steady 

fields, 11.18f
Contrast:

in color CRTs, 22.19
defined, 23.2
in monochrome CRTs, 22.7, 22.8f
in retinal imaging, 15.21–15.22
in vision experiments, 3.4
and visual acuity, 4.12, 4.12f

Contrast coding:
first-site adaptation, 11.15–11.16
Weber’s law and, 11.15–11.16, 11.16f

Contrast (modulation) color spaces, 10.19
Contrast constancy, 2.33
Contrast detection, 2.19–2.31

adaptation and inhibition, 2.25–2.27, 2.25f
chromatic, 2.29–2.31, 2.30f
eye movements, 2.21
as function of spatial frequency, 2.20f
optical transfer function, 2.21–2.22, 2.22f
optical/retinal inhomogeneity, 2.24, 2.25f
receptors, 2.22–2.23
spatial channels, 2.23–2.24
temporal, 2.27–2.29, 2.27f, 2.29f

Contrast discrimination, 2.31–2.32, 2.31f
Contrast discrimination functions, 2.31–2.32, 

2.31f
Contrast estimation, 2.33
Contrast masking, 2.32–2.33, 2.32f
Contrast masking functions, 2.32, 2.32f
Contrast sensitivity, 15.1

Contrast sensitivity functions (CSFs), 
2.20–2.23, 2.20f, 2.22f, 24.3

and adaptation, 2.25–2.27, 2.25f
age-related changes in, 14.17, 14.19
chromatic, 2.29–2.31
in color vision, 11.45–11.46, 11.46f
at different retinal eccentricities, 2.24, 2.25f
of ideal observer, 2.24
for motion detection, 2.36, 2.37
spatial, 11.45–11.46, 11.46f
spatio-temporal, 2.28–2.29
for stereopsis, 2.40, 2.41
temporal, 2.27–2.29, 2.29f, 11.45

Contrast-transfer function, resolving capacity 
of the eye and, 4.5

Convergence, 13.21
in color CRTs, 22.12, 22.13
with contact lenses, 20.25–20.26
defined, 13.1, 23.2
and egocentric direction, 13.7
and refractive errors, 12.15–12.16

Convergence accommodation/convergence 
interaction (CA/C ratio), 13.24

Convergence micropsia, 13.19
Convergence responses to prism, 13.19
Copepod, 8.1
Copilia, 8.4
Cornea, 1.3f, 1.4–1.6, 16.3–16.4, 21.2

absorption of ultraviolet light at, 1.9
aging-related changes in, 14.5, 14.6f
asphericity in, 1.5f
and cataract (see Cataract)
confocal microscopy of (see Confocal 

microscopes)
as entrance pupil, 1.8
injury to, 7.4
keratometry of, 21.6
laser ablation, 16.11–16.19

ablation profiles, 16.14–16.15
ablation rate, 16.16–16.18, 16.18f
corneal photoablation, 16.16, 16.17f
Epi-LASIK, 16.12, 16.13, 16.13f
LASEK, 16.12, 16.13
LASIK, 16.13–16.14, 16.14f
photorefractive keratectomy (PRK), 

16.11–16.12, 16.11f, 16.12f
thermal, photochemical, and photoacous-

tic effects, 16.18–16.19
optical axis of, 9.5
optical power of, 16.2
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INDEX I.13

Cornea (Cont.):
and refraction in the eye, 12.3
refractive index of, 14.5
refractive surgery modalities

corneal incisions/implants, 16.9–16.11
laser corneal procedures, 16.11–16.15

and rigid contact lenses, 12.12
spatially modulated excimer laser ablation of, 

1.25
spectral sensitivities at, 10.18–10.19
stray light from, 1.20

Corneal endothelium, 16.4
Corneal epithelium, 16.4
Corneal hydration, 16.18
Corneal incisions/implants, 16.9–16.11, 16.10f
Corneal photoablation, 16.16–16.19, 16.17f

ablation rate, 16.16–16.18, 16.18f
thermal, photochemical, and photoacoustic 

effects, 16.18–16.19
Corneal relaxing incisions, 21.13
Corneal stroma, 16.4
Coroneo effect, 7.5, 7.6f, 7.7
Corresponding retinal points, 13.1, 13.8
Cortical cataract, 12.14, 14.8
Cortical neurons, 2.14
Cotyledons, 8.1, 8.26, 8.27f
Craik-O’Brien-Cornsweet illusion, 11.78
Critical fusion frequency (CFF), 14.19
Cross-coupling, direction/distance of gaze and, 

13.23–13.24, 13.23f
Crystallin proteins, 19.1
Crystalline lens, 1.3f, 16.3, 21.2

and accommodation, 1.30–1.31
aging-related changes in, 14.7–14.8, 14.17
cataract of, 12.14, 21.3 (See also Cataract; 

Intraocular lenses)
and cone spectral sensitivities, 10.17
contours of refractive index in, 1.5f
distribution of refractive index in, 1.5–1.6, 

1.5f
and fluctuations in accommodation, 1.32
fluorescence in, 1.21
gradient index structure of, 1.18, 21.2
growth of, 1.4
and refraction in the eye, 12.3
refractive index gradient of, 1.3, 19.12–19.13, 

19.13f, 19.14f
scattered light from, 1.20
UV absorption in, 1.9

Cyclopean eye, 13.1

Cyclopean locus, 13.7
Cyclophoria, 13.35
Cycloplegia, 1.25, 25.11
Cyclovergence, 13.1, 13.22, 13.27
Cytochrome oxidase “blobs,” 2.14

Da Vinci stereopsis, 13.4
Dark focus, 1.33, 1.34, 1.34f
De Valois De Valois zone model, 11.82
Decision tasks (in experiments), 3.2
Defocus:

and efforts to clear vision, 13.22–13.23
with head-mounted displays, 25.9–25.10, 

25.9t–25.10t
modulation transfer with, 1.29
with monovision, 14.28
off-axis, 1.18, 1.19
Rayleigh units of, 1.29
spectacles for, 15.2
and visual acuity, 4.9, 4.9f, 4.10f
with visual instruments, 1.28
(See also Blur)

Deformable mirrors, 15.1, 15.10, 15.10f
Degauss, in color CRTs, 22.9
Delta gun CRTs, 22.4, 22.13
Depth dependent sensitivity (OCT), 

18.13–18.14, 18.13f, 18.14f
Depth ordering, 13.4, 13.5, 13.10–13.12
Depth perception, 2.39–2.40

age-related changes in, 14.22
stereodepth, 13.11–13.12

Depth range:
with OFDI, 18.16
in SD-OCT, 18.6–18.7

Depth-of-focus (DOF):
in human eye, 1.28–1.29
and pupil diameter, 1.8, 1.29, 1.30f

Derrington Krauskopf Lennie (DKL) space, 
11.32, 11.32f, 11.33

defined, 11.2
equiluminant plane

hue scaling, 11.63
multiple mechanisms in, 11.57, 11.58

Descemet’s membrane, 14.5, 16.4
Detection surface or contour (color vision), 11.12

defined, 11.2
and directions of color spaces, 11.40f
in equiluminant plane, 11.44f
and field adaptation, 11.53–11.54, 11.54f
in the L,M plane, 11.40f, 11.41–11.42
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I.14  INDEX

Detection tasks, 2.15, 3.2
Detection threshold:

color vision
chromatic discrimination near, 

11.58–11.59
two-stage model of, 11.23f

and discrimination thresholds, 4.6–4.7
Detectors, light, 5.21, 5.22t
Deuteranopes, 10.16
DeVries-Rose law, 2.26
Diabetic retinopathy, 14.1, 14.25–14.26
Diaphany, 1.20
Diattenuation, 18.1
Dichroism, 18.1
Dichromatic vision, 10.13, 10.14, 10.16
Diffraction:

in multifocal optics, 21.15–21.18
and retinal image quality, 1.12–1.14, 

1.21
Diffraction limit, 4.1
Diffraction limited imaging, 17.1
Diffraction theory, 6.1
Diffractive contact lenses, 14.28
Diffusers, 5.10–5.11, 5.10f
Digital imaging:

color representations in, 10.35
displays for vision research

color cathode ray tubes (color CRTs), 
22.1–22.34

liquid crystal displays (LCDs), 
22.34–22.40

Digital Libraries, 24.7–24.8, 24.10
Diopter (D), 12.1, 12.4, 13.21, 25.1
Dioptric errors of focus, 1.13, 1.14, 1.28
Diplopia (double vision), 23.2
Dipper function, 11.59, 11.60f
Direct ophthalmoscope, 12.5–12.6
Direction, perception of, 13.7–13.10

corresponding retinal points, 13.8
horopter, 13.8–13.9, 13.9f, 13.10f
vertical horopter, 13.9

Direction discrimination, 2.37
Direction selectivity, 2.14n
Disability glare, 14.4, 14.12, 23.2
Discomfort glare, 14.12, 23.2
Disconjugate eye movements, 13.1
Discrete actuator deformable mirrors, 15.1, 

15.10, 15.10f
Discrimination contours (color vision), 

11.44f

Discrimination experiments (see Pedestal 
experiments)

Discrimination tasks, 2.15, 3.2
Discrimination thresholds, 4.6–4.7
Diseases of the eye:

age-related, 14.3
age-related macular degeneration, 14.1, 

14.24–14.25
cataract, 14.24
diabetic retinopathy, 14.25–14.26
glaucomas, 14.26–14.27
life-span environmental radiation damage, 

14.22–14.23
visual impairment secondary to, 14.4
(See also specific diseases)

Disjunctive eye movements (see Vergence eye 
movements)

Displays for vision research:
color cathode ray tubes (color CRTs), 22.1–22.34

colorimetric calibration of, 22.20–22.34
design and operation of, 22.3–22.13
operational characteristics of, 22.13–22.18
setup for image display, 22.18–22.19
viewing environments, 22.19–22.20

liquid crystal displays (LCDs), 22.34–22.40
color LCDs, 22.37–22.40
monochrome, operational principles of, 

22.34–22.37
Disruptive movements (see Vergence eye 

movements)
Distal stimuli (human vision), 4.2
Distance, perception of, 13.24
Distance conflicts, in head mounted display 

systems, 13.31–13.32
Distortion, with head-mounted displays, 25.7
Divergence, 13.21

defined, 13.1
in first 6 weeks of life, 13.21

DKL color space, 10.19
Doppler OCT, 18.18–18.19, 18.18f–18.20f
Dot matrix, 23.2
Dot pitch, 23.2
Double-pass methods (retinal image quality), 

1.22–1.23
Drift, 1.44
Droplet keratopathies, 7.6, 7.7
Dry age-related macular degeneration, 14.1
Dry eyes:

with increasing age, 14.5
as problem with computer work, 23.9
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INDEX I.15

Dysphotopsia:
defined, 21.1
with intraocular lenses, 21.21

Eccentricity, 2.3, 2.7, 2.24, 2.25f
Eclipse burn of the retina, 7.3
Edge clearance, 20.1
Edge image, in diffraction-limited eye, 1.13
Edge thickness, for contact lenses, 20.6
Effective power:

defined, 20.1
for spectacle and contact lenses, 20.8–20.12, 

20.9t, 20.10f, 20.11f
“Effective” troland, 8.7
Egocenter, 13.2, 13.7
Ego-motion, 13.8, 13.9
Electromagnetic radiation, 23.2
Electronic imaging:

human vision and (see Human vision and 
electronic imaging)

in ophthalmoscopic methods, 1.23
Ellipse blindness, 7.7
Ellipsoid, 8.1
Emmetropia, 1.6, 1.32, 12.4, 16.4, 16.5f

age-related, 14.11
defined, 6.1, 12.1, 13.2
and focus of collimated light, 12.3f
and Maxwellian viewing, 5.4–5.5

Emmetropization, 1.7
Emotional characteristics in electronic 

imaging (see Aesthetic and emotional 
characteristics)

Empirical horopter, 13.8
Empty field myopia, 1.33
Endothelium:

corneal, 16.4
defined, 16.1

Entrance pupil:
and correction for SCE-1, 9.4
defined, 13.2
in Maxwellian viewing, 5.7
in reflectometry, 8.6–8.7
and retinal illuminance, 1.12
and retinal irradiance, 2.4
and stimulus specification, 

4.2–4.3, 4.3f
Epicotyl, 8.26, 8.27f
Epi-LASIK (epithelial laser in situ 

keratomileusis), 16.12, 16.13, 16.13f
Epithelial layer (cornea), 14.5

Epithelium:
corneal, 16.4
defined, 16.1

Equatorial plane, 19.1
Equilibrium colors:

additivity with, 11.66
and unique hues, 11.63–11.66
white as, 11.63

Equilibrium level (accommodation), 
1.33

Equiluminance, difficulty in producing, 
11.80

Equiluminant plane:
detection and discrimination contours in, 

11.44f
of DKL space

hue scaling, 11.57
multiple mechanisms in, 11.57, 11.58

Equivalent reflectance, retinal, 1.11
“Equivalent” troland, 9.2
Equivalent veiling luminance, 1.20
Equivalent-sphere correction, 1.6
Ergonomics, 23.2
Erythema, 7.1
Estimation tasks, 2.15–2.16
Etiolated plant tissues, 8.26–8.28
Excimer lasers, 16.15–16.16
Exhaustive characterization methods (ECM) 

(color CRTs), 22.21–22.23
interpolation, 22.22–22.23
inverses, 22.23
out-of-gamut colors, 22.23
sampling, 22.21–22.22

Exit pupil, 2.3
measurement of power at, 5.17
in reflectometry, 8.6–8.7, 8.7f
and retinal illuminance, 1.12
and Stiles-Crawford effects, 1.11

Experimental conditions, 3.2
Exposure limits (ELs) (radiation), 7.9–7.11

exceeding, 7.11
for infrared, 7.10–7.11
for laser light, 7.12
for ultraviolet, 7.9–7.10
for visible light, 7.10

External limiting membrane (ELM), 8.8, 8.9, 
8.10f, 8.12

Extracapsular cataract extraction (ECCE), 
12.14, 21.4

Extraocular muscles, 1.42, 12.8, 12.16
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I.16  INDEX

Extraretinal cues:
defined, 13.2
for eye movements, 13.7
in space perception, 13.3

Exudative (wet) age-related macular 
degeneration, 14.1, 14.24–14.35

Eye alignment:
binocular parallax, 13.22
cross-coupling and direction/distance of 

gaze, 13.23–13.24, 13.23f
defocus and efforts to clear vision, 

13.22–13.23
intrinsic stimuli to vergence, 13.21–13.22
magnification induced errors of, 13.25–13.27
in Maxwellian viewing, 5.8
perceived distance, 13.24
prism induced errors of, 13.27–13.29
zone of clear and single binocular vision, 

13.24–13.25, 13.25f
Eye movements, 1.42–1.45, 13.19–13.20

analysis of, 24.7
characteristics of, 1.43–1.44
in contrast detection, 2.21
coordination of

binocular parallax, 13.22
cross-coupling and direction/distance of 

gaze, 13.23–13.24, 13.23f
defocus and efforts to clear vision, 

13.22–13.23
intrinsic stimuli to vergence, 13.21–13.22
perceived distance, 13.24
zone of clear and single binocular vision, 

13.24–13.25, 13.25f
defined, 13.2
extraretinal information for, 13.7
gaze control, 13.29–13.30
and optical flow, 2.39
stability of fixation, 1.44, 1.45f
types of, 13.19–13.20

Eye protectors, for laser hazards, 7.14
Eye relief, 1.7
Eyes:

bovine lenses, 19.8–19.11, 19.11f
cat lenses, 19.9
fish lenses, 19.6, 19.6f
gibbon lenses, 19.14
guinea pig lenses, 19.8
of invertebrate aquatic worms, 9.14
model, 21.13
octopus lenses, 19.7, 19.7f

Eyes (Cont.):
pig lenses, 19.11, 19.12f
porcine lenses, 19.11, 19.12f
primate eye lens, 19.13f, 19.14, 19.14f
rabbit lenses, 19.8
rat lenses, 19.7–19.8
(See also Human eye)

Eyesight, defined, 23.2
Eyestrain (asthenopia), 23.2

F line, 25.1
Far point, 12.1, 12.8, 16.5
Farsightedness, 23.2 (See also Hyperopia)
Fiber optic bundles, human receptors as, 

8.3–8.5
Fiber optic features:

of plant tissues, 8.26–8.28, 8.27f
of sponges, 8.28–8.29

Fibroblast, 16.1
Field additivity (color vision), 11.51, 11.52f
Field measurements (color vision):

and first-site adaptation, 11.27, 11.29, 11.30f
and second-site adaptation, 11.29, 11.31

Field method (color vision), 11.11–11.12
defined, 11.2
evidence for higher-order mechanisms from, 

11.79–11.80
Field of view, 8.4

for head-mounted displays, 25.2, 25.5, 
25.7–25.8, 25.9f

in Maxwellian viewing, 6.6–6.7, 6.6f
Field quality, in optical systems, 5.11
Field sensitivities (color vision), 11.46–11.57

achromatic detection and chromatic 
adaptation, 11.47–11.49, 11.48f

chromatic adaptation and the Sloan notch, 
11.49, 11.51

detection contours and field adaptation, 
11.53–11.54, 11.54f

field additivity, 11.51, 11.52f
first- and second-site adaptation, 11.51, 

11.52, 11.53f
habituation or contrast adaptation 

experiments, 11.54–11.56, 11.55f
multiple cone inputs, 11.49, 11.50f
noise-masking experiments, 11.56–11.57
Stiles’ π-mechanisms, 11.46, 11.47, 11.47f

“Field” sensitivity method (color vision), 
11.11–11.12

Fields, in color CRTs, 22.9–22.10, 22.9f, 22.10f
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INDEX I.17

Filters, intensity, 5.14, 5.14t
First-site adaptation (color vision), 11.11, 

11.15–11.17, 11.16f
defined, 11.2
field measurements and, 11.27, 11.29, 11.30f
and field sensitivities, 11.51, 11.52, 11.53f
incompleteness of, 11.17
signals reaching second site, 11.17
Weber’s law and contrast coding, 

11.15–11.16, 11.16f
Fish lenses, 19.6, 19.6f
Fish-eye lenses, 19.2–19.3
Fixation, 1.42

defined, 13.2
stability of, 1.44, 1.45f

Flexure, 20.16
Flicker photometrics, 10.34
Flood-illuminated AO ophthalmoscope, 15.3, 

15.16–15.17, 15.16f, 15.17f
Fluence, 8.26

corneal photoablation, 16.16, 16.17, 16.19f
defined, 8.1

Fluorescence:
lenticular, 1.21
stray light as result of, 1.21

Fluoro-silicone/acrylate (F-S/A), 20.1
Focal length, 23.2
Focimeter, 12.9
Focus:

in color CRTs, 22.19
in Maxwellian viewing, 5.4–5.5, 5.5f, 6.5–6.6
in monochrome CRTs, 22.7
and responses to distance, 13.30

Focus of expansion, 13.2
Font, 23.2
Foot-candle, 23.2
“Forbidden” colors, 11.74
Fourier approach to optics, 4.8
Fourier domain OCT (see Spectral domain 

OCT)
Fourier Theory of Optics:

defined, 6.1
in Maxwellian viewing, 6.10–6.12

Fourier transform, 2.23, 18.1
Fovea, 1.3, 1.3f, 1.9, 1.15, 2.5f, 14.9

and cone spectral sensitivities, 10.17
defined, 4.1, 18.1
disparities in, 2.40
function of, 13.3
receptor size in, 2.23

Foveal avascular zone, 14.9
Foveal pit, 14.11
Foves, 2.24
Frames, in color CRTs, 22.9–22.10, 22.9f, 22.10f
Fraunhofer diffraction pattern, 6.10, 6.12
Free (newtonian) viewing, 5.2–5.4, 5.3f

limitations of, 5.4
retinal illuminance, 5.2–5.3, 5.3f
the troland, 5.3–5.4

Fringe washout (OCT), 18.15
Front vertex power (FVP):

contact lenses, 20.7–20.8, 20.8t
defined, 20.1

Frontoparallel plane, 13.2

Gain control, in CRTs, 22.8
Ganglion cells, 2.10–2.11

contrast sensitivity functions of, 2.12f
density of, 2.11
and LGN, 2.12
linear density of, 2.6f
midget, 2.10–2.11, 2.10n
off-center, 2.10
on-center, 2.10
parasol, 2.10n
P-cells, 11.76, 11.79
physiology of, 2.11
transfer functions of, 2.11–2.12

Ganzfeld, 1.12
Gap effect (color vision), 11.72, 11.74
Gas permeable (GP) contact lenses, 12.12, 20.3

aberrations and, 20.24
aspheric, 20.22
base curve radius for, 20.3, 20.5
bitoric, power of, 20.17–20.20
center thickness of, 20.6
edge thickness of, 20.6
lacrimal or tear lens with, 20.12–20.15
OAD/OZD of, 20.5
posterior peripheral curve systems of, 

20.5, 20.6
and residual astigmatism, 20.15

Gaussian noise, 2.17, 2.18
Gaze control, 13.29–13.30
Gaze eccentricity, 13.8
Gaze holding, 1.42
Gaze shifting, 1.42
Generalized pupil function, 2.3
Geometric optics, 8.15
Gibbon lenses, 19.14, 19.14f
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I.18  INDEX

Glare:
with computer work, 23.4–23.5, 23.5t
defined, 23.2
in human eye, 1.20

Glass lenses, for spectacles, 12.9
Glaucoma, 14.3, 18.25–18.27

ìn aging eyes, 14.26–14.27
cause of, 14.6
defined, 14.1

Gradient index (GRIN), 19.1, 19.2
Gradient index optics, 19.1–19.15

axial gradients, 19.5
bovine lenses, 19.8–19.11, 19.11f
cat lenses, 19.9
eye lens, 19.5–19.6
fish lenses, 19.6, 19.6f
functional considerations, 19.14–19.15
guinea pig lenses, 19.8
human/primate lenses, 19.12–19.14, 19.13f,

19.14f
nature of index gradient, 19.21–19.15
octopus lenses, 19.7, 19.7f
pig lenses, 19.11, 19.12f
rabbit lenses, 19.8
radial gradients, 19.3–19.5, 19.4f, 19.5f
rat lenses, 19.7–19.8
spherical gradients, 19.2–19.3

Grassmann’s laws, 10.8–10.9, 10.28
Grating acuity tasks, 2.34, 2.34f, 2.35f
“Gray world” assumption, 10.39
Guinea pig lenses, 19.8

Habituation (color vision), 11.54–11.56, 
11.55f

and color appearance, 11.29, 11.69–11.70
defined, 11.2
second-site, 11.19–11.20, 11.19f, 11.21f,

11.22f
Half-bleaching constant, 2.7
Halftoning, low-level vision models in, 24.4
Halos, 1.21

in aging eyes, 14.13
with glaucoma, 14.6

Hankel functions, 8.1
in modal analysis, 8.22
for waveguides, 8.13

Haplopia, 13.2
Haptic, 21.1
Heading judgments, magnification and, 

13.14–13.15

Head-mounted displays (HMDs), 25.1–25.12
accommodation with, 25.10–25.12
binocular vision factors in design of, 

13.31–13.35
distance conflicts, 13.31–13.32
optical errors, 13.34–13.35
spatial location conflicts, 13.33, 13.34f
visual-vestibular conflicts, 13.32–13.33

characterizing, 25.7–25.10, 25.8f,
25.9t–25.10t

common design considerations for, 25.2–25.7
comfort, 25.2–25.5, 25.3f
functionality, 25.5–25.6, 25.6f, 25.7f
safety, 25.2
usability, 25.2

Heat sinks, 5.15
Heidelberg Retinal Tomograph (HRT), 

17.7, 17.9
Helmholtz’s reciprocity theorem, 8.1, 8.25, 8.27
Henle fibers, 8.2, 8.20
Hering’s law, 13.20, 13.26
Hertz (HZ), 23.2
Heterochromatic flicker photometry (HFP), 

11.37, 11.49
Heterochromatic modulation photometry 

(HMP), 11.37
Heterophoria, 13.2, 13.26
Higher-order aberrations, 16.6, 16.7

correction of, 16.9
defined, 15.1, 20.2

Higher-order mechanisms (color vision), 11.80
Homogenous index, 19.1
Horizontal cells (retina), 2.9
Horizontal scanning, in color CRTs, 22.10–22.11, 

22.11f
Horizontal/vertical size and position, in color 

CRTs, 22.12
Horopter, 2.40, 13.2, 13.8–13.9, 13.9f, 13.10f
Hue cancellation, 11.26–11.27
Hue scaling, 11.63, 11.64f
Human eye, 1.1–1.45, 1.3f

aberrations in, 1.3 (See also Aberrations 
[human eye])

accommodation response, 1.29–1.36
accuracy of, 1.32–1.34
age-dependent changes in, 1.35–1.36
application to instrumentation, 1.34–1.35
dynamics of, 1.31–1.32
stability of, 1.32
vergence input, 1.34
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INDEX I.19

Human eye (Cont.):
age-related changes in, 1.5, 1.7, 14.4–14.14

(See also Adaptive optics)
accommodation, 1.35–1.36, 1.35f
accommodation and presbyopia, 

14.8, 14.9f
anterior and posterior chambers, 

14.5, 14.6
cornea, 14.5, 14.6f
eye size, 14.11
fluorescence, 1.21
index of diffusion for, 1.23
lens, 14.7–14.8
and level of aberration, 1.18
pupil, 14.6–14.7, 14.7f
pupil diameter, 1.8, 1.18
retina, 14.9–14.11
retinal reflectance, 1.11
RMS wavefront error, 1.15–1.17, 1.16t
scattering, 1.20
tears, 14.4–14.5
transmittance, 1.9
transparency/cataract, 14.8

ametropia, 1.6–1.7
cornea, 16.3, 16.4, 16.4f
damage from light exposure, 5.18–5.19, 5.18f
depth-of-focus, 1.8, 1.28–1.29, 1.30f
models of, 1.36–1.38

paraxial, 1.36–1.37, 1.37f
wide-angle, 1.38

monochromatic ocular aberrations, 
1.4, 1.14–1.19

off-axis, 1.18–1.19, 1.18f
on the visual axis, 1.15–1.18

movements of, 1.42–1.45
characteristics of, 1.43–1.44
stability of fixation, 1.44, 1.45f

ocular parameters, 1.4–1.6, 1.4f, 1.5f
ocular radiometry, 1.11–1.12
optical components of, 2.2
optics of, 16.2–16.3, 16.3f
pupil diameter, 1.8–1.9
refractive elements in, 12.3
retinal illuminance, 1.11–1.12
retinal image quality, 1.12–1.28

in aberration-free eye, 1.12–1.14
calculation from aberration data, 

1.21–1.22
chromatic aberration, 1.19–1.20, 1.19f
comparison between methods, 1.23

Human eye, retinal image quality (Cont.):
effects of aberration correction, 1.25–1.26
intraocular scattered light, 1.20–1.21
lenticular fluorescence, 1.21
monochromatic ocular aberrations, 

1.14–1.19
observed optical performance, 1.23–1.25
ophthalmoscopic (double-pass) methods, 

1.22–1.23
psychophysical comparison method, 1.22
and pupil diameter, 1.8
on the visual axis, 1.21–1.28
with visual instruments, 1.27–1.28

retinal reflectance, 1.11
size of, 14.11
stereopsis, 1.38–1.42

aniseikonia, 1.41–1.42
stereoscopic and related instruments, 1.41
tolerances in binocular instrumentation, 

1.41–1.42
Stiles-Crawford effect, 1.10–1.11
structure of, 21.2–21.3
transmittance, 1.9–1.11
visual vs. optical axis orientation in, 1.3
(See also specific topics)

Human hair, light guide effect in, 8.24–8.26
Human vision and electronic imaging, 

24.1–24.11
analysis of image features, 24.6–24.9

attention and region of interest, 24.7
Digital Libraries applications, 24.7–24.8
user interface design, 24.8–24.9
visualization, 24.8

information sources for, 24.11
perception of imaging artifacts, 24.2–24.6

early color vision, 24.5
embedding digital watermarks, 24.5
image quality and compression, 24.3–24.4
limitations of early vision models, 

24.5–24.6
rendering and halftoning, 24.4
target detection in medical images, 24.5

representation of aesthetic and emotional 
characteristics, 24.9–24.10

color, art, and emotion, 24.10
image quality, 24.9
virtual reality and presence, 24.9

Hydrogel contact lenses (see Soft contact 
lenses)

Hydrophilic, defined, 16.1
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I.20  INDEX

Hyperacuity, 2.34, 2.35, 4.13–4.16, 4.14f
across ages, 14.22
defined, 4.1
and superresolution, 4.15

Hypermetropia (hyperopia), 1.6, 16.5, 16.5f, 16.8
Hyperopia, 1.18, 12.4

defined, 13.2
and focus of collimated light, 12.3f

Hypocotyl, 8.2, 8.26, 8.27f

Ideal observer, in judgment experiments, 3.6
Ideal-observer models (color vision), 11.26
Ideal-observer theory, 2.16–2.19, 2.19f, 2.24
Identification tasks, 2.15, 2.16
Illuminance:

defined, 23.2
measurement of, 5.17, 5.18
retinal, 1.11–1.12
SI units of, 5.3

Illuminants:
metamerism for, 10.38
reflected from surfaces, 10.32–10.36

Image artifacts:
and perceived fidelity, 24.5
perception of (see Perception, of imaging 

artifacts)
Image compression, early techniques for, 24.4
Image features in vision, 24.6–24.9

attention and region of interest, 24.7
Digital Libraries applications, 24.7–24.8
user interface design, 24.8–24.9
visualization, 24.8

Image formation, 2.2–2.4
Image overlap, 13.4
Image quality:

for head-mounted displays, 25.2, 25.5–25.7, 
25.7f

in human eye (see Retinal image quality)
subjective approach to, 24.9

Image sampling, by photoreceptors, 2.4–2.9
Imaging science, 24.1
Impulse response function (IRF), 14.19–14.21, 

14.20f
Incoherent light sources, 6.1
Incoherent targets, pupil size and, 6.7–6.9, 

6.8f, 6.9t
Increment contrast, 2.31, 2.32
Increment thresholds (color vision), 11.16f
Incremental cone-excitation space, 11.2, 11.31, 

11.32

Infants:
corneal endothelium in, 14.5
lenses in, 14.8
size of eye globe in, 14.11

Influence function, 15.1
Information theory, visual resolution and, 

4.15–4.16
Information-processing model, 2.15–2.16, 2.15f
Infrared (IR):

damage from, 7.2
exposure limits for, 7.10–7.11

Infrared cataract, 7.7, 7.10
Inhibition, 2.25–2.27, 2.25f
Injuries, radiation, 7.3–7.7, 7.5f

cataract, 7.5–7.6, 7.6f
droplet keratopathies, 7.6, 7.7
infrared cataract, 7.7
mechanisms of, 7.2–7.3

action spectra, 7.2, 7.4f
exposure duration and reciprocity, 7.2–7.3

photokeratitis, 7.4
photoretinitis, 7.7
pterygium, 7.6, 7.7

In-line gun CRTs, 22.5
Input standards, for color LCDs, 22.39
Instrument myopia, 1.34–1.35
Integrating spheres, 5.10, 5.11
Intensity (color vision):

defined, 11.2
dependence of hue on, 11.67–11.68, 11.67f
of test stimulus, 11.12

Intensity of light, controlling, 5.13–5.15, 5.14t
Intensity scaling (light), 10.24, 10.25, 10.25f
Interferometers, 5.24
Interlaced monitors, 23.2
International Commission on Illumination (see

Commission Internationale de l’Éclairage)
International Commission on Non-Ionizing 

Radiation Protection (ICNIRP), 7.9, 7.12
International Electrotechnical Commission 

(IEC), 7.9, 7.12
International Standardization Organization 

(ISO), 7.9
Interocular aniso-magnification, distortion 

from, 13.16–13.19
aniseikonia, 13.17–13.18
interocular blur suppression with anisome-

tropia, 13.18–13.19
lenses and prisms, 13.16–13.17, 13.17f

Interphotoreceptor matrix (IPM), 8.8, 8.9
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INDEX I.21

Interpupillary distance (IPD), 1.39–1.41, 1.40f
Interstitial matrix, 8.2
Intracapsular cataract extraction (ICCE), 12.14
Intracorneal ring segments, 16.10–16.11, 16.10f
Intraocular lenses (IOLs), 12.15, 16.9, 

21.1–21.22
accommodating, 14.29–14.30, 21.18–21.19
and aging of the eye, 21.3–21.4
aspheric, 21.10–21.12, 21.11f, 21.12t
for cataract correction, 14.8
and cataract surgery, 21.4
defined, 14.1–14.2, 21.1
design of, 21.5–21.20

accommodating lenses, 21.18–21.19
aspheric lenses, 21.10–21.12, 21.11f,

21.12t
chromophores, 21.20, 21.20f
IOL aberrations, 21.9–21.10, 21.10f
IOL power, 21.5–21.9, 21.7t, 21.8f
multifocal lenses, 21.14–21.18, 21.15f,

21.16f, 21.16t, 21.18f
phakic lenses, 21.19
testing IOLs, 21.13–21.14
toric lenses, 21.13, 21.12f

effective lens position (ELP), 21.7–21.9
multifocal, 21.14–21.18, 21.15f, 21.16f,

21.16t, 21.18f
phakic, 21.19
for presbyopic correction, 14.28–14.29
side effects of, 21.20–21.22

dysphotopsia, 21.21
posterior capsule opacification, 

21.21–21.22
and structure of the eye, 21.2–21.3
toric, 21.13, 21.12f

Intraocular pressure (IOP), 14.2, 14.26, 
14.27, 16.3

Intraocular scatter, age-related, 14.12
Invariant hues:

and Bezold-Brücke effect, 11.67–11.68, 
11.67f

defined, 11.2
Invertebrate aquatic worm, eye structures in, 

9.14
Iris, 1.3f, 16.3, 21.2
Irregular astigmatism, 16.6
Isoaccommodation circle, 13.23, 13.23f
Isochromatic CFSs, 2.30, 2.30f
Isodiscrimination contours, 10.40
Isoindicial contours, 19.1

Isolating direction (color vision), 
11.2, 11.33

Isoluminant CFSs, 2.30, 2.30f
Isoluminant patterns, 2.30
Isoplanatic patch, 15.5–15.7, 15.6f
Isovergence circle, 13.23, 13.23f

Jackson cross-cylinder check test, 12.7
Javal’s rule, 12.5
Jones matrix formalism, 18.1, 18.20, 

18.22–18.24
Judd’s three-stage Müller zone theory, 11.6, 

11.7f, 11.8
Judd-Vos modified 2° color-matching 

functions, 10.12, 10.45
Judgment tasks:

adjustment tasks vs., 3.2
psychophysical measurement of, 3.6–3.8

ideal observer, 3.6
rating scale, 3.6–3.8, 3.7f
response time, 3.8
two-alternative forced choice (2afc), 3.8
yes-no, 3.6

Just noticeable distortion level (JND), 24.4

“K,” 20.2
Keratoconus, 9.2, 20.24
Keratocytes, 16.1, 16.4
Keratometer mire, 12.5
Keratometry, 12.5, 21.6
Kinetic cues, for perceived space, 13.4–13.7, 

13.5f, 13.6f
Knapp’s law, 13.17, 13.26
Kohler illumination, 5.6

La Jolla colorimeters, 5.10
Lacrimal lens:

and contact lens power, 20.12–20.15, 
20.12f–20.14f

defined, 20.2
Lag, 23.2
Lamellas, 16.1, 16.4
Lamp safety standards, 7.14–7.15
Landolt C test, 4.8
Landolt ring target, 2.34
Large field (color matching):

defined, 10.9
standards for, 10.11, 10.12–10.13

LASEK (laser subepithelial keratomileusis), 
16.12, 16.13
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I.22  INDEX

Laser ablation, 16.11–16.19
ablation profiles, 16.14–16.15
ablation rate, 16.16–16.18, 16.18f
corneal photoablation, 16.16, 16.17f
Epi-LASIK, 16.12, 16.13, 16.13f
LASEK, 16.12, 16.13
LASIK, 16.13–16.14, 16.14f
photorefractive keratectomy (PRK), 

16.11–16.12, 16.11f, 16.12f
thermal, photochemical, and photoacoustic 

effects, 16.18–16.19
Laser photocoagulation, 14.26
Laser ray tracing, 16.7
Laser scanning confocal microscopes, 17.1, 

17.3, 17.7–17.8
Laser scanning ophthalmoscopes, 17.3
Lasers:

eye injury from, 7.3, 7.4
hazards related to, 7.11–7.14, 7.12f, 7.13f

accidents, 7.12–7.14
and eye protectors, 7.14
safety standards, 7.12

and speckle fields, 5.21
types of, 5.20t

LASIK (laser-assisted keratomileusis) surgery, 
1.6, 12.14, 16.13–16.14, 16.14f, 23.2

Lateral aniseikonia, 13.17
Lateral chromatic aberration (See Transverse 

chromatic aberration)
Lateral geniculate nucleus (LGN), 2.12–2.14

anatomy of, 2.12–2.13, 2.13f
physiology of, 2.13–2.14

Le Grand eye model, 2.3
LEDs, as light source, 5.15
Lens capsule, 21.1, 21.2, 21.21–21.22
Lens pigment density:

and color matches, 10.9
and variations in color matching, 10.15

Lenses:
bovine, 19.8–19.11, 19.11f
cat, 19.9
computer-assisted surfacing technologies 

for, 12.9
for correction of refractive error, 12.4
distortion from interocular aniso-

magnification, 13.16–13.17
effects on vergence and phoria, 13.25–13.27
fish, 19.6, 19.6f
fish-eye, 19.2–19.3
gibbon, 19.14, 19.14f

Lenses (Cont.):
guinea pig, 19.8
of human eye, 1.3f, 19.5–19.6 (See also

Cornea; Crystalline lens; Gradient index 
optics)

lacrimal, 20.2, 20.12–20.15, 20.12f–20.14f
for Maxwellian viewing systems, 5.4
octopus, 19.7, 19.7f
in optical systems, 5.11
porcine, 19.11, 19.12f
primate, 19.13f, 19.14, 19.14f
rabbit, 19.8
rat, 19.7–19.8
spherocylindrical, 12.4, 12.5
stimulus value of, 13.21
for vision correction (see Contact lenses; 

Intraocular lenses; Spectacles)
Wyszecki, 9.5

Lensometer, 12.9
Lenticular absorption, 1.9
Lenticular fluorescence, 1.21
Leray, P., 24.7
Letter acuity task, 2.34
Life-span environmental radiation damage, 

14.22–14.23
Light, defined, 4.1, 23.3
Light output:

in color CRTs
spatial characteristics of, 22.14–22.15
spatial uniformity of, 22.17–22.18, 22.17f,

22.18f
stability of, 22.16–22.17, 22.16f, 22.17f

in color LCDs
spatial variations in, 22.40
temporal variations in, 22.39–22.40

Light sources:
coherent, 5.19, 5.21
control of (see Optical generation of visual 

stimulus)
in Maxwellian viewing, 6.2
in vision laboratories, 5.19, 5.19t–5.20t

Lighting:
for aging individuals, 14.4
for computer work, 23.4–23.5, 23.5t

Limbal relaxing incisions, 21.13
Limbus, 21.1
Limiting noise, site of, 11.24
Linear colorimetry models, 10.26–10.27, 10.27f
Linear models (matrix algebra), 10.1, 

10.46–10.47
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INDEX I.23

Linear optics, 17.1
Linear perspective, 13.3
Linear polarization (OCT), 18.21
Linear visual mechanisms, 11.3
Linearity of color-opponent mechanisms, 

11.66–11.70
Bezold-Brücke effect and invariant hues, 

11.67–11.68, 11.67f
color appearance

and chromatic adaptation, 11.68
and chromatic detection and 

discrimination, 11.69
and habituation, 11.69–11.70

luminance and brightness, 11.70, 11.70f
tests of linearity, 11.66–11.67

Linearization, in optical systems, 5.15
Line-spread function (LSF), 1.21

in diffraction-limited eye, 1.13
in ophthalmoscopic methods, 1.23

Liou Brennan schematic eye, 15.6f, 15.7
Liquid crystal displays (LCDs), 22.34–22.40

color, 22.37–22.40
colorimetry of color pixels, 22.38–22.39
controls and input standards, 22.39
geometry of color pixels, 22.37–22.38, 

22.37f
spatial variations in output, 22.40
temporal variations in output, 

22.39–22.40
and Computer Vision Syndrome, 23.7–23.8
defined, 23.2
monochrome, operational principles of, 

22.34–22.37, 22.35f, 22.36f
in optical systems, 5.16
reflections from, 23.6

Liquid spatial light modulators (LC-SLMs), 
15.11

Local characterization methods (LCM) (color 
CRTs), 22.24–22.27

individual colors, 22.24–22.26
inverses, 22.25
local regions of color, 22.24–22.26
one-dimensional color spaces, 22.25, 22.26
out-of-gamut colors, 22.25

Localization, 4.14, 4.15, 8.4
Longitudinal (axial) chromatic aberration 

(LCA), 1.19, 1.20, 1.28, 8.8, 15.22
Longitudinal horopter, 13.8
Long-range motion discrimination 

mechanism, 2.38

Loss hypothesis, 10.14
Low-level mechanisms (color vision), 11.80
Low-order aberrations, 15.1
Luminance, 11.37–11.39

cone numerosity, 11.38
defined, 2.29n, 11.3, 23.3
luminous efficiency, 11.37
luminous efficiency functions, 11.37, 11.38f
multiple cone inputs, 11.49, 11.50f
multiple luminance signals, 11.38–11.39, 

11.40f, 11.70, 11.70f
and visual acuity, 4.11, 4.11f, 4.12

Luminance mechanism, 11.11
Luminance pedestals, 11.72, 11.74
Luminance ratios, for computer work, 23.5
Luminosity function, 10.10, 10.16
Luminous efficiency, 11.37

and brightness, 11.70, 11.70f
and chromatic adaptation, 11.48f
variations in, 11.33

Luminous efficiency functions, 10.13, 
10.44–10.45, 11.33, 11.37, 11.38f

Luminous flux, 23.3
Luminous intensity:

defined, 23.3
in stimulus specification, 4.3–4.4

Luneberg lens, 19.3
Lux, 23.3

MacAdam ellipses, 10.40
Mach-Zender interferometers, 5.24
Macula lutea (yellow spot), 7.1, 7.11
Macular pigment (MP), 1.9, 1.11, 14.9–14.10
Macular pigment density:

adjustments for individual differences, 10.17
and color matches, 10.9
and variations in color matching, 10.15

Magnetic resonance imaging (MRI), 19.1
Magnification, with contact lenses, 20.31–20.33

relative spectacle, 20.32–20.33, 20.33f
spectacle, 20.31–20.32

Magnification and translation of images:
distortion by monocular magnification, 

13.13–13.16
bifocal jump, 13.15–13.16, 13.15f
from convergence responses to prism, 13.19
discrepant views of objects/images, 13.16
motion parallax, 13.14–13.15
perspective distortion, 13.13, 13.14f
stereopsis, 13.13, 13.14
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I.24  INDEX

Magnification and translation of images (Cont.):
distortion from interocular aniso-

magnification, 13.16–13.19
aniseikonia, 13.17–13.18
interocular blur suppression with 

anisometropia, 13.18–13.19
lenses and prisms, 13.16–13.17, 13.17f

errors of eye alignment induced by, 
13.25–13.27

Magnitude (optical aberrations), 15.4
Magnitude estimation, in psychophysical 

measurement, 3.8
Magnitude production, in adjustment 

experiments, 3.5
Magnocellular laminae, 2.12, 2.13, 2.13f
Mandelbaum’s phenomenon, 25.11–25.12
Mandell-Moore bitoric lens guide, 20.17–20.19, 

20.18t, 20.19f
Maréchal criterion, 1.15
Masks (in experiments), 3.2
Matching:

in adjustment experiments, 3.4, 3.5
color (see Color matching)

Matrix algebra, 10.45–10.48
addition and multiplication, 10.45–10.46
colorimetry, 10.24–10.32

stimulus representation, 10.24–10.27, 
10.25f, 10.26f

transformations between color spaces, 
10.29–10.32

vector representation of data, 10.25f,
10.27–10.29, 10.27f

glossary of notation in, 10.5t
linear models, 10.46–10.47
matrix transposition, 10.46
simultaneous linear equations, 

10.47–10.48
singular value decomposition, 10.48
special matrices and vectors, 10.46
vectors and matrices, 10.45

Maximum saturation method (color 
matching), 10.6–10.7, 10.6f

Maxwellian view (viewing), 5.4–5.8, 5.5f,
6.1–6.14

advantages of, 5.7
control of focus, 5.4–5.5, 5.5f
defined, 7.1
field of view, 6.6–6.7, 6.6f
focus, 6.5–6.6
interferometers, 5.24

Maxwellian view (viewing) (Cont.):
partial coherence, 6.12–6.14
positioning of pupil in, 5.9
pupil size, 6.7–6.12

coherent illumination, 6.9–6.12, 6.11t
incoherent target, 6.7–6.9, 6.8f, 6.9t

retinal conjugate plane, 5.5f
retinal illuminance, 5.6–5.7, 6.3–6.5
size, 5.5–5.6
spatial frequency content of stimuli, 5.8
two-channel, 5.21, 5.23–5.24, 5.23f

Maxwell’s method, for color matching, 
10.8, 10.8f

McCollough effect, 11.76, 11.77f
Mean-sphere correction, 1.6
Measured horopter, 13.8
Mechanism direction (color vision), 11.3, 11.33
Mechanist approach (color vision) (see Color 

vision mechanisms)
Melanin, 14.9–14.10
Membrane mirrors (AO), 15.1, 15.10–15.12, 

15.10f
Mesocotyl, 8.2
Metamerism, 10.7, 10.36–10.38, 10.37f
Metamers, 10.1, 10.7
Method of constant stimuli, 3.9
MHz (MegaHertz), 23.3
Michaelis-Menton function, 2.14
Michelson contrast, in vision experiments, 3.4
Michelson formula, 4.8
Michelson interferometer, 18.1
Microelectromechanical systems (MEMS), 

15.11
Microkeratomes, 16.13, 16.14
Microlens Nipkow disk confocal microscope, 

17.1–17.2
Micromachined membrane MEMS mirrors, 15.11
Microsaccades, 1.44
Midget ganglion cells, 2.10–2.11, 2.10n
Midsagittal plane, 13.2
Miniature eye movements, 1.44
Minimally distinct border (MDB), 11.37
Minimum motion (MM), 11.37
Mode:

defined, 8.2
and energy density distribution, 8.15
in hair cells, 8.25–8.26
in human photoreceptors, 8.16f, 8.18f
in monkey/human retinal receptors, 

8.19–8.24, 8.22f
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Model eyes, 21.13
Model-dependent characterization methods 

(MDCM) (color CRTs), 22.27–22.33
conditions for use, 22.30
gun independence, 22.27–22.28
inverse transformations, 22.32
measurement of parameters, 22.31
normalization coefficients, 22.31–22.32
out-of-gamut colors, 22.32–22.33
partial models, 22.30
phosphor constancy, 22.28–22.29, 22.32
phosphor output models, 22.29–22.30

Modulation (contrast) color spaces, 10.19
Modulation thresholds, 1.22
Modulation transfer:

with defocus, 1.29
TCA effect on, 1.20

Modulation transfer function (MTF):
aberration-derived, 1.22
in aging eyes, 14.13
in diffraction-limited eye, 1.13, 1.13f
double-pass, 1.23
and observed optical performance, 1.24–1.25
and off-axis image quality, 1.26–1.27
in ophthalmoscopic methods, 1.23
and optical quality of IOLs, 21.14
and scattered light, 1.21
of visual instruments, 1.28
in young adult eyes, 1.24f

Modulators, intensity, 5.14
Monitors:

and Computer Vision Syndrome, 23.6–23.8
interlaced, 23.2
noninterlaced, 23.3
in optical systems, 5.16

Monkey photoreceptors, 8.19–8.24, 8.22f
Monochromatic ocular aberrations, 1.4, 

1.14–1.19
age-related, 14.12–14.14, 14.13f
correction of, 1.25, 1.26, 1.26f
off-axis, 1.18–1.19, 1.18f
on the visual axis, 1.15–1.18

Monochromatic vision, 10.16
Monochrome CRTs, 22.3–22.4, 22.3f

controls for, 22.7, 22.8f
design and operation of, 22.3–22.4, 22.3f
standards for, 22.14

Monochrome LCDs, operational principles of, 
22.34–22.37

Monocular cues, for perceived space, 13.3–13.7

Monocular field:
horizontal angular extent of, 1.38f
and stereopsis, 1.38–1.42

Monocular magnification, distortion by, 
13.13–13.16

bifocal jump, 13.15–13.16, 13.15f
from convergence responses to prism, 13.19
discrepant views of objects/images, 13.16
motion parallax, 13.14–13.15
perspective distortion, 13.13, 13.14f
stereopsis, 13.13, 13.14

Monovision:
with contact lenses, 14.28
defined, 12.13
with head mounted visual displays, 13.32

Motion artifacts (OCT), 18.15
Motion detection/discrimination, 2.36–2.40

optic flow fields, 2.39f
thresholds, 2.37f

Motion parallax, 13.4, 13.5
defined, 13.2
with monocular magnification, 13.14–13.15

Motion perception, 13.6–13.7
Moving entry and exit pupils method (photo-

receptor directionality), 8.6
Mueller matrix formalism, 18.1, 18.20, 18.22
Müller cells, 8.20–8.21, 14.11
Müller zone model, 11.65f, 11.84, 11.85f
Müller zone theories, 11.6, 11.7f
Multifocal lenses:

contact lenses, 14.28, 20.2
intraocular lenses, 21.1, 21.14–21.18, 21.15f,

21.16f, 21.16t, 21.18f
Multiplicative adaptation, 2.26
Multizone intraocular lenses, 14.28–14.29
Munnerlyn’s equations, 16.15
Musculoskeletal, 23.3
Myoid, 8.2
Myopia (nearsightedness), 1.6, 1.18, 12.4, 16.5

correction of, 13.17–13.18, 16.7–16.8
defined, 13.2, 19.1, 23.3
and early presbyopia, 12.8
empty field, 1.33
and focus of collimated light, 12.3f
instrument, 1.34–1.35
night (twilight), 1.34
refractive surgery for, 12.14

Naperian absorption coefficient, 8.9
Near triad, 1.30
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Nearpoint, 23.3
Nearsightedness (see Myopia)
Neuronal receptive fields, resolving capacity of 

the eye and, 4.6
Newtonian viewing (see Optical generation of 

visual stimulus, free (newtonian) viewing)
Night (twilight) myopia, 1.34
Nipkow disk tandem-scanning confocal micro-

scope, 17.2, 17.4f, 17.5, 17.5f
Noise (color vision), threshold contours for, 

11.20, 11.23–11.26, 11.23f, 11.25f
Noise masking (color vision):

defined, 11.3
experiments in, 11.56–11.57

Nomogram, 16.1
Nonconcomitant movement of eyes, 13.2
Nonexudative (dry) age-related macular 

degeneration, 14.1, 14.24–14.35
Noninterlaced monitors, 23.3
Nonlinear optics, 17.2, 17.3
Nonlinear visual mechanisms, 11.3
Nuclear cataract, 7.5, 12.14, 14.8
Nulling, in adjustment experiments, 3.4
Numerical aperture, 17.2
Nyquist limit, 2.6, 2.7, 2.11, 2.22–2.23

Obedience to Abney’s law, 10.44, 11.37 (See also
Additivity)

Objective amplitude of accommodation, 1.32
Objective tasks, 2.15n
Oblique effect (pattern discrimination), 2.35
Octopus lenses, 19.7, 19.7f
Ocular motility, 23.3
Ocular parameters, 1.4–1.6
Ocular radiation hazards, 7.1–7.15

examples of, 7.8–7.9
exposure limits, 7.9–7.11

exceeding, 7.11
guidelines for visible light, 7.10
IR, 7.10–7.11
UV, 7.9–7.10

injury mechanisms, 7.2–7.3
action spectra, 7.2, 7.4f
exposure duration and reciprocity, 7.2–7.3

lamp safety standards, 7.14–7.15
laser hazards, 7.11–7.14, 7.12f, 7.13f

accidents, 7.12–7.14
and eye protectors, 7.14
safety standards, 7.12

retinal irradiance calculations, 7.7–7.8, 7.8f

Ocular radiation hazards (Cont.):
types of injury, 7.3–7.7, 7.5f

cataract, 7.5–7.6, 7.6f
droplet keratopathies, 7.6, 7.7
infrared cataract, 7.7
photokeratitis, 7.4
photoretinitis, 7.7
pterygium, 7.6, 7.7

Ocular radiometry, 1.11–1.12
Ocular wavefronts, 16.6–16.7, 16.7t
Off-axis image quality, 1.18–1.19, 1.18f,

1.26–1.27, 1.27f
Olympus water immersion microscope, 17.10
One mode components analysis, 10.34
Ophthalmoheliosis, 7.1, 7.5
Ophthalmoscopes:

defined, 15.1
flood-illuminated AO, 15.3, 15.16–15.17
scanning laser, 15.2, 15.3, 15.17–15.19, 

15.18f, 15.19f
Ophthalmoscopic (double-pass) methods 

(retinal image quality), 1.22–1.23
Opponent color spaces, 10.18–10.19
Opponent-colors theory, 11.3, 11.5, 11.6f,

11.62–11.63
Optic disc, 1.3f
Optic fiber, defined, 19.1
Optic flow, 13.4

and bifocal jump, 13.15, 13.16
defined, 13.2

Optic flow fields, 2.38–2.39, 2.39f
Optic nerve head, 18.2
Optical aberrations:

categories of, 17.2
in human eyes (see Aberrations [human 

eye])
Optical axis, 1.3f
Optical circulator, 18.2
Optical coherence tomography (OCT), 15.3, 

15.19, 18.1–18.30
at 1050 nm, 18.15–18.17, 18.15f–18.17f
autocorrelation noise, 18.11–18.12
combined with adaptive optics, 15.19–15.21, 

15.20f, 15.21f
defined, 15.2, 18.2
depth dependent sensitivity, 18.13–18.14, 

18.13f, 18.14f
Doppler OCT, 18.18–18.19, 18.18f–18.20f
fringe washout, 18.15
motion artifacts, 18.15
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Optical coherence tomography (OCT) (Cont.):
optical frequency domain imaging, 

18.7–18.9, 18.7f, 18.8f
polarization sensitive OCT, 18.18, 18.20–18.27, 

18.21f, 18.23f, 18.25f–18.27f
shot-noise-limited detection, 18.12–18.13
signal to noise ratio, 18.11
spectral domain OCT, 18.5–18.7, 18.5f,

18.6f, 18.9
noise analysis of, 18.9–18.10, 18.12f
retinal imaging with, 18.27–18.29, 18.28f,

18.29f
sensitivity advantage of, 18.9

Stratus OCT 3, 15.20–15.21, 15.21f
time domain OCT, 18.3–18.5, 18.4f

Optical design:
binocular vision factors in, 13.1–13.35
and refractive errors, 12.1–12.17

assessment of, 12.5–12.8
binocular factors, 12.15–12.17
correction of, 12.8–12.15
types of, 12.4–12.5

Optical errors, in head mounted display 
systems, 13.34–13.35

Optical fiber perform, 19.1
Optical fibers, 5.10, 5.11, 19.4
Optical frequency domain imaging (OFDI), 

18.3, 18.7–18.9, 18.7f, 18.8f
at 1050 nm, 18.15–18.17
defined, 18.2
SD-OCT vs., 18.9

Optical generation of visual stimulus, 
5.1–5.25

building an optical system, 5.8–5.18
alternating of source and retinal planes, 

5.8–5.9
calibration, 5.17–5.19, 5.17f
combining lights, 5.9–5.11, 5.9f, 5.10f
controlling intensity, 5.13–5.15
controlling wavelength, 5.11–5.13, 5.12t
field quality, 5.11
generating complex patterns, 5.16, 5.16f
lenses, 5.11
turning field on/off, 5.13, 5.13t

coherent radiation, 5.19, 5.21
detectors, 5.21, 5.22t
free (newtonian) viewing, 5.2–5.4, 5.3f

limitations of, 5.4
retinal illuminance, 5.2–5.3, 5.3f
the troland, 5.3–5.4

Optical generation of visual stimulus (Cont.):
light exposure and optical safety, 5.18–5.19, 

5.18f
light sources, 5.19, 5.19t–5.20t
Maxwellian viewing, 5.4–5.8, 5.5f

advantages of, 5.7
control of focus, 5.4–5.5, 5.5f
interferometers, 5.24
positioning of pupil in, 5.9
retinal conjugate plane, 5.5f
retinal illuminance, 5.6–5.7
size, 5.5–5.6
spatial frequency content of stimuli, 5.8
two-channel, 5.21, 5.23–5.24, 5.23f

size of stimulus, 5.2
Optical power (of cornea), 16.2
Optical safety, 5.18–5.19, 5.18f
Optical Stiles-Crawford effect, 9.2
Optical transfer function (OTF), 2.21–2.22, 

2.22f
defined, 4.1
for human eye, 1.21–1.22
in ophthalmoscopic methods, 1.23
and optical quality of IOLs, 21.14
with visual instruments, 1.27

Optical zone diameter (OZD):
for contact lenses, 20.5
defined, 20.2

Opticaldiagnostics.com, 12.17
Optics:

of aging eyes, 14.4–14.14
accommodation and presbyopia, 

14.8, 14.9f
anterior and posterior chambers, 14.5, 14.6
cornea, 14.5, 14.6f
eye size, 14.11
lens, 14.7–14.8
pupil, 14.6–14.7, 14.7f
retina, 14.9–14.11
tears, 14.4–14.5
transparency/cataract, 14.8

of photoreceptors, 8.3, 8.10f
(See also Adaptive optics)

Optokinetic nystagmus, 1.44
Optokinetic reflex, 13.20
Organ of Corti, 8.2, 8.24–8.26
Orthokeratology, 12.12
Overall diameter (OAD):

for contact lenses, 20.5
defined, 20.2

Bass_v3Ind_p001-044.indd I.27 8/21/09 12:04:42 PM

DO
 N

OT
 D

UP
LI

CA
TE



I.28  INDEX

Overscan, in color CRTs, 22.12
Oxygen permeability (Dk), 20.2

Panum’s fusional area (PFA), 12.15, 13.12, 25.5
Parabolic louver, 23.3
Parasol ganglion cells, 2.10n
Paraxial models (of human eye), 1.36–1.37, 

1.37f
Partial coherence, in Maxwellian viewing, 

6.12–6.14
Partial coherence interferometry, 21.7
Parvocellular laminae, 2.12, 2.13, 2.13f
Pattern discrimination, 2.35–2.36
Pedestal contrast, 2.31
Pedestal control, in CRTs, 22.8
Pedestal effects (color vision), 11.60f

and chromatic discrimination, 11.69
in crossed conditions, 11.59
defined, 11.3
and gap effect, 11.72, 11.74
in uncrossed conditions, 11.59, 11.61

Pedestal experiments, 3.2, 11.59–11.62, 11.60f
Pedicules (cones), 8.2, 8.20
Percept rivalry suppression, 13.14
Perception:

of color, 14.17
defined, 13.2, 23.3
of direction, 13.7–13.10

corresponding retinal points, 13.8
horopter, 13.8–13.9, 13.9f, 13.10f
vertical horopter, 13.9

of distance, 13.24
Gestalt principles in, 24.8
of imaging artifacts in vision, 24.2–24.6

early color vision, 24.5
embedding digital watermarks, 24.5
image quality and compression, 

24.3–24.4
limitations of early vision models, 

24.5–24.6
rendering and halftoning, 24.4
target detection in medical images, 24.5

measuring (see Psychophysical 
measurement)

of size, 13.19
of space, 13.3–13.7

binocular cues, 13.7
distortion of, 13.16–13.19
extraretinal information for eye 

movements, 13.7

Perception, of space (Cont.):
kinetic cues, 13.4–13.7, 13.5f, 13.6f
monocular cues, 13.3–13.7

and visual effects created by artists, 24.10
Percepts:

3-D, 13.3
defined, 13.2

Perceptual Subband Image Coder (PIC), 24.4
Perceptually based image compression, 24.4
Performance, measuring (see Psychophysical 

measurement)
Perimetry, 14.21
Peripheral field, 1.3

and retinal illuminance, 1.12
TCA in, 1.20

Peripheral retina, 13.3, 14.10
Perspective:

defined, 13.2
distorted, with monocular magnification, 

13.13, 13.14f
Phacoemulsification, 12.14, 21.2, 21.4, 21.5
Phakia, 14.2
Phakic lenses:

defined, 21.2
intraocular, 16.9, 21.19

Phase discrimination, 2.36
Phase retardation, 18.2
Phase stability, Doppler OCT and, 18.18–18.19, 

18.18f–18.20f
Phase transfer function (PTF):

in diffraction-limited eye, 1.13
and off-axis image quality, 1.26, 1.27
in ophthalmoscopic methods, 1.23

Phoria, 13.21–13.22
defined, 13.2
effect of lenses and prisms on, 13.25–13.27

Phoropter, 12.6
Phosphor, 23.3
Photocoagulation, 7.4
Photographic recording, in ophthalmoscopic 

methods, 1.23
Photokeratitis, 1.9, 7.4f

defined, 7.1
from radiation, 7.4
UV, 7.3

Photometric efficiency (PE) factor, 9.3
Photometry, 9.1–9.15, 10.10, 10.43–10.45, 

11.37 (See also Chapter 37 in Volume II)
Photon noise, 2.4
Photon-flux irradiance (retina), 2.4, 2.7
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Photophobia, 23.3
Photopic luminosity function, 10.1, 10.4t
Photopic luminous efficiency function, 10.44
Photopic retinal illuminance, 2.4
Photopic troland, 9.2
Photopic vision:

accommodation response, 1.32–1.34, 
1.33f, 1.34f

age-related changes in, 14.15, 14.16f
color, 10.3
Stiles-Crawford effect, 1.10, 1.10f

Photopigment opsin genes, 10.14
in color-deficient observers, 10.16
and variations in color matching, 10.15

Photopigment optical density:
and adjustment of cone spectral sensitivities, 

10.17
adjustments for individual differences, 10.18
and color matches, 10.9

Photopigments:
absorption spectra of, 2.7
adjustments for individual differences, 10.18
and color matches, 10.9
in color-deficient observers, 10.16
time constant of regeneration, 2.7
variability in, 10.15

Photoreceptors, 10.3, 10.4
biological waveguide models of, 8.8–8.9, 

8.9f, 8.10f, 8.12–8.15
and color appearance, 11.62
and contrast detection, 2.22–2.23
defined, 15.2
directional sensitivity of, 8.5
dynamic range of, 2.9
image sampling by, 2.4–2.9
inhomogeneous, 10.16
length of outer segments, 2.7–2.8
modal patterns in, 8.16f, 8.18f, 8.19–8.24, 

8.22f
for neighboring waveguides, 8.22
radial distribution of transmitted energy, 

8.22–8.23, 8.23f
Snyder and Pask cone model, 8.21f
transfer function, 8.24f

optical waveguide properties of, 14.11
optics of, 8.3, 8.10f
orientation and alignment of, 8.5–8.8, 

8.6f, 8.7f
quantitative observations of, 8.15, 8.16f,

8.17, 8.18f, 8.19f

Photoreceptors (Cont.):
and resolving capacity of the eye, 4.5, 4.6f
schematic diagram of, 8.9f
temporal response properties of, 2.8–2.9
types and functions of, 2.4, 2.6
waveguiding in, 8.3–8.5
(See also Cones; Rods)

Photorefractive keratectomy (PRK), 12.14, 
16.11–16.12, 16.11f, 16.12f

Photoretinitis, 7.1, 7.7
Phototropism, 8.2
Physiological optics, 2.2
Pig lenses, 19.11, 19.12f
Pigments:

macular, 1.9, 1.11, 14.9–14.10
of the retina, 14.9–14.11

Pixel, 23.3
Plant tissues, fiber-optic, 8.26–8.28
Plastic lenses, for spectacles, 12.9
Poincaré sphere, 18.2
Point-spread function (PSF), in human eye, 

1.21
defined, 4.1, 15.2
in diffraction-limited eye, 1.12–1.14
direct measurements of, 2.3–2.4
and image formation, 2.3
and resolving capacity of the eye, 4.4, 4.5

Polarity, 23.3
Polarization, of light entering eye, 1.10
Polarization sensitive OCT (PS-OCT), 18.18, 

18.20–18.27, 18.21f, 18.23f, 18.25f–18.27f
Polycarbonate lenses, for spectacles, 12.9
Polymethylmethacrylate (PMMA) contact 

lenses, 12.11–12.12, 20.3
Porcine lenses, 19.11, 19.12f
Posterior capsule opacification (PCO):

defined, 21.2
with intraocular lenses, 21.21–21.22

Posterior chamber, 14.5, 14.6, 16.3
Posterior limiting lamina (see Descemet’s 

membrane)
Posterior peripheral curve (contact lenses), 

20.5, 20.6, 20.23–20.24, 20.24t
Posterior subcapsular cataract, 14.8
Prentice’s rule, 12.16, 13.15, 13.18, 13.28, 20.31
Presbyopia (old eye/old sight), 1.7, 12.3, 16.5

accommodation restoration for, 14.29–14.30
as age-related, 14.8, 14.9f
assessment of, 12.7–12.8
clinical onset of, 12.3, 12.7–12.8
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Presbyopia (old eye/old sight) (Cont.):
correction of, 14.27–14.30

accommodation restoration, 14.29–14.30
bifocals for, 12.8
contact lenses for, 12.13–12.14, 

14.27–14.28
hyperchromatic lens design for, 14.14
intraocular lenses for, 14.28–14.29
noncataract related refractive surgeries for, 

14.29
spectacles for, 12.10–12.11, 14.27

defined, 12.1, 14.2, 21.2, 23.3
as problem with computer work, 23.11–23.12
and UV radiation exposure, 14.23

Primary lights (primaries), 10.4
additive mixing of, 10.4, 10.5f
CMFs for, 10.10, 10.11
in color matching, 10.6, 10.7
defined, 10.1, 10.4t
for DKL color space, 10.19
imaginary, 10.10
in Maxwell’s matching method, 10.8, 10.8f
perceptual vs. physical matches of, 10.7
for stimulus spaces, 10.11
in trichromatic color matching, 10.7, 10.8
and vector representations, 10.27–10.29

Primary position, 1.42, 13.2
Primary visual cortex, 2.12, 2.14
Primate eye lens, 19.13f, 19.14, 19.14f
Prism(s):

in contact lenses, 20.2
distortion from interocular aniso-magnifica-

tion, 13.16–13.17, 13.17f
effects on vergence and phoria, 13.25–13.27
errors of alignment with, 13.27–13.29
nonuniform magnification of, 13.10f
stimulus value of, 13.21

Prism diopter, 12.2, 25.1
Prismatic effects, 12.8

and bifocal jump, 13.15
with contact lenses, 20.30–20.31

prism-ballasted contacted lenses, 20.30
unintentional (induced) prism, 20.31

with corrected ametropia, 12.16
defined, 12.2

Prism-ballasted contacted lenses, 20.30
Progressive addition lenses (PALs), 12.10–

12.11, 12.11f
Proportionality (color matching), 10.8
Protanopes, 10.16

Proximal (psychic) convergence, 1.35
Proximal stimuli (human vision), 4.2
Pseudoaccommodation, 14.27, 14.29, 14.30
Pseudophakia, 12.15, 14.28

correction of, 12.14–12.15
defined, 14.2, 21.2

Psychic convergence, 1.35
Psychophysical comparison method (retinal 

image quality), 1.22
Psychophysical measurement, 3.1–3.10

of adjustment tasks, 3.4–3.5
magnitude production, 3.5
matching, 3.4–3.5
nulling, 3.4
threshold, 3.4, 3.5f

definitions related to, 3.2–3.3
of judgment tasks, 3.6–3.8

ideal observer, 3.6
rating scale, 3.6–3.8, 3.7f
response time for, 3.8
two-alternative forced choice (2afc), 3.8
yes-no, 3.6

magnitude estimation in, 3.8
professional tips for, 3.10
stimulus sequencing in, 3.9

method of constant stimuli, 3.9
sequential estimation methods, 3.9

of visual acuity, 4.6–4.7
visual stimuli, 3.3–3.4

Psychophysical test method (color vision), 11.9, 
11.11, 11.12

Psychophysics, 4.1, 15.2
Pterygium, 7.1, 7.6, 7.7
Punctum remotum, 12.8
Pupil:

center of, 1.20
defined, 6.1
diameter of (see Pupil diameter/size)
interpupillary distance, 1.39–1.41, 1.40f
in Maxwellian viewing, 5.9
in ophthalmoscopic methods, 1.23
and retinal illuminance, 1.12
true area of, 1.10
and visual acuity, 4.9
and visual instruments, 1.27–1.28
(See also Entrance pupil; Exit pupil)

Pupil conjugate plane:
in Maxwellian viewing, 5.8–5.9
rotating a mirror in, 5.16, 5.16f
shutters at, 5.13, 5.13t
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Pupil diameter/size, 1.8–1.9, 1.8f
age-related changes in, 1.18, 14.6–14.7, 14.7f,

14.14
change in, 16.3
and correction for refractive error, 1.23, 1.24
and correction for SCE-1, 9.4, 9.13
and depth-of-focus, 1.29, 1.30f
in Maxwellian viewing, 6.3–6.5, 6.7–6.12

coherent illumination, 6.9–6.12, 6.11t
incoherent target, 6.7–6.9, 6.8f, 6.9t

optimal, 15.22
and RMS wavefront error, 1.15–1.16
and Stiles-Crawford effect, 1.10
variation in parameters as function of, 1.13

Pupil function, OTF and, 1.21
Purity, in color CRTs, 22.9
Pursuit movements, 1.43

QUEST, 3.9

Rabbit lenses, 19.8
Radial edge lift, 20.2
Radial gradients, 19.3–19.5, 19.4f,

19.5f
Radial keratotomy, 12.14, 16.9–16.10, 

16.10f
Radiation damage, life-span, 14.22–14.23
Radiation hazards (see Ocular radiation 

hazards)
Radiometry (See also Chapter 37 in Volume II):

for color matching, 10.12
correction for SCE-1 in, 9.1–9.15
ocular, 1.11–1.12

Raman microspectroscopy, 19.1
Random-dot stereograms, 2.40
Raster CRTs, 22.9–22.13, 22.13f
Raster scanning, to despeckle light sources, 

5.21
Rat lenses, 19.7–19.8
Rating scale judgments, 3.6–3.8, 3.7f
Ray optics, 8.15
Ray tracing, 19.1
Rayleigh units, 1.13, 1.29
Receiver operating characteristic (ROC) curves, 

3.7–3.8, 3.7f
Reciprocity theorem of optics (Helmholtz), 

8.25, 8.27
Red to far-red (R/FR) ratio, 8.28
Reduced eye model, 1.36, 1.37, 2.3, 2.4
Reflectance, retinal, 1.11

Reflection:
from computer screens, 23.5–23.6
in fiber-optic plant tissues, 8.26, 8.28
upon interfaces separating different media, 

8.14–8.15, 8.14f
Reflection model, 10.32
Reflective apertures, 5.10
Reflectometric sensors, 19.1
Refraction:

in human eye, 12.3, 16.1
and retinal image quality, 1.21
subjective, 12.6–12.7
upon interfaces separating different media, 

8.14–8.15, 8.14f
Refractive, defined, 23.3
Refractive ametropia, 20.2
Refractive error correction, 12.8–12.15, 

16.7–16.19
ametropias, 16.8f
aphakia and pseudophakia, 12.14–12.15
with contact lenses, 12.11–12.14

hydrogel, 12.12–12.13
for presbyopia, 12.13–12.14
rigid, 12.11–12.12

with laser ablation, 16.11–16.19
ablation rate, 16.16–16.18, 16.18f
corneal photoablation, 16.16, 16.17f
refractive surgery modalities, 16.11–16.15, 

16.11f–16.14f
thermal, photochemical, and photoacoustic 

effects, 16.18–16.19
prescribing, 12.8
with refractive surgery, 12.14, 16.9–16.15

corneal incisions/implants, 16.9–16.11, 16.10f
intraocular lenses, 16.9
laser ablation modalities, 16.11f–16.14f
modalities for, 16.11–16.15

with spectacles, 12.9–12.11, 12.10f, 12.11f
Refractive errors, 12.1–12.17, 12.3f, 12.4f,

16.4–16.19, 16.5f
assessment of, 12.5–12.8

objective tests, 12.5–12.6
presbyopia, 12.7–12.8
subjective techniques, 12.6–12.7

astigmatism, 16.5–16.6
binocular factors, 12.15–12.17

aniseikonia, 12.16–12.17
anisometropia, 12.16–12.17
convergence and accommodation, 

12.15–12.16
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Refractive errors (Cont.):
consequences for optical design, 12.18
correction of (see Refractive error correction)
ocular wavefronts, 16.6–16.7, 16.7t
as problem with computer work, 23.10
spherical ametropias, 16.5
types of, 12.4–12.5

Refractive index, 8.12
of cornea, 14.5
defined, 19.1
in lens of human eye, 1.5–1.6, 1.5f
(See also Gradient index optics)

Refractive lens exchange (RLE), 21.18
Refractive power, defined, 19.1
Refractive surgery, 1.15, 1.25, 12.14, 16.9–16.15

change in cornea with, 16.3
corneal incisions/implants, 16.9–16.11, 

16.10f
intraocular lenses, 16.9
laser corneal procedures, 16.11–16.15

ablation profiles, 16.14–16.15
Epi-LASIK, 16.12, 16.13, 16.13f
LASEK, 16.12, 16.13
LASIK, 16.13–16.14, 16.14f
photorefractive keratectomy (PRK), 

16.11–16.12, 16.11f, 16.12f
for presbyopic correction, 14.29

Refresh rate, 23.3
Region of interest, in human vision, 24.7
Regular astigmatism, 1.6
Relative directional sensitivity, 9.6
Relative intensity noise (RIN):

defined, 18.2
with SD-OCT, 18.10

Relative spectacle magnification (RSM), 20.2, 
20.32–20.33

Rendering, low-level vision models in, 24.4
Residual astigmatism:

and contact lens power, 20.15
defined, 20.2

Resolution (visual acuity):
defined, 23.3
and information theory, 4.15–4.16
optics of resolving capacity, 4.4–4.5, 4.4f

contrast-transfer function, 4.5
point-spread function, 4.4, 4.5
spatial-frequency coordinates, 4.5

in retinal imaging, 15.21
and superresolution, 4.15
thresholds of, 4.6–4.7, 4.15

Response time, as measure of performance, 3.8
Response to direction (gaze control), 13.29–13.30
Resting point of accommodation (RPA), 23.3
Resting positions (eyes), 13.21
Resting state (accommodation), 1.33
Retina, 1.3f, 21.2

aging-related changes in, 14.9–14.11
anatomy of, 2.9–2.11
AO-controlled light delivery to, 15.22–15.24

alignment, 15.23
in an AO SLO, 15.23
conventional AO vision systems, 15.23
to generate aberrations, 15.24
longitudinal chromatic aberration, 15.22
measuring activity of individual cones, 

15.24
transverse chromatic aberration, 15.22–15.23
uses of, 15.23–15.24

control of alignment in, 8.7
direction-corresponding points, 13.8
fovea, 2.24
injury to, 7.4
neural pathways in, 2.9, 2.10f
nonfoveal areas of, 2.24
OCT image of, 18.4f
optic flow fields, 2.38–2.39, 2.39f
physiology of, 2.11–2.12
pigments of, 14.9–14.11
and refraction in the eye, 12.3
and resolving capacity of the eye, 4.5–4.6, 

4.6f
schematic diagram of, 8.9f, 8.10f
UV light damage to, 14.23

Retina cameras, AO, 15.3, 15.12 (See also
Ophthalmoscopes)

Retina pigment epithelium (RPE), 8.12
Retinal burn, 7.7
Retinal conjugate plane, in Maxwellian 

viewing, 5.5f, 5.8–5.9
Retinal disorders, photoreceptor orientation/

realignment after, 8.7
Retinal disparity, 13.2
Retinal eccentricity, visual acuity and, 

4.10–4.11, 4.11f
Retinal illuminance, 1.11–1.12

in free (newtonian) viewing, 5.2–5.4, 5.3f
maximum permissible, 5.18f
in Maxwellian viewing, 5.6–5.7, 6.3–6.5
in normal viewing, 6.3
and pupil diameter, 1.8, 1.9
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Retinal image:
AO ophthalmic applications, 15.16–15.22

contrast and resolution, 15.21–15.22
flood-illuminated AO ophthalmoscope, 

15.16–15.17, 15.16f, 15.17f
optical coherence tomography, 

15.19–15.21, 15.20f, 15.21f
scanning laser ophthalmoscope, 

15.17–15.19, 15.18f, 15.19f
light spread in, 4.4–4.5
relating actual object and, 4.2

Retinal image disparity, 13.22
Retinal image quality, 1.12–1.28

in aberration-free eye, 1.12–1.14, 1.13f, 1.14f
aging-related changes in, 14.11–14.14

chromatic aberration, 14.14
intraocular scatter, 14.12
monochromatic aberrations, 14.12–14.14, 

14.13f
chromatic aberration, 1.19–1.20
computing, 2.3
intraocular scattered light, 1.20–1.21
lenticular fluorescence, 1.21
monochromatic ocular aberrations, 

1.14–1.19
off-axis, 1.18–1.19, 1.18f, 1.26–1.27, 1.27f
on the visual axis, 1.15–1.18

in peripheral field, 1.3
and pupil diameter, 1.8
variation with field location, 15.5
on the visual axis, 1.21–1.28

calculation from aberration data, 
1.21–1.22

comparison between methods, 1.23
effects of aberration correction, 

1.25–1.26
observed optical performance, 

1.23–1.25
ophthalmoscopic (double-pass) methods, 

1.22–1.23
psychophysical comparison method, 1.22

Retinal imaging, with spectral domain OCT, 
18.27–18.29, 18.28f, 18.29f

Retinal irradiance, 2.4, 7.7–7.8, 7.8f
Retinal layer of rods and cones model of 

biological waveguides, 8.8–8.9, 8.9f, 8.10f,
8.12–8.15

assumptions and approximations for, 8.9, 
8.12–8.13

electromagnetic validity of, 8.13

Retinal microscopy:
adaptive optics in, 15.1–15.24

AO-controlled light delivery to the retina, 
15.22–15.24

control system, 15.12–15.15
history of, 15.2–15.3
imaging of the retina, 15.16–15.22
implementation of, 15.7–15.15
in ophthalmic applications, 15.15–15.24
properties of ocular aberrations, 

15.4–15.7, 15.5f, 15.6f
wavefront corrector, 15.9–15.12, 15.10f,

15.11f
wavefront sensor, 15.8–15.9, 15.8f

defined, 15.2
Retinal nerve fiber layer (RNFL), 18.25–18.27
Retinal neurons, 2.5f

ganglion cells, 2.10–2.11
information transmission by, 2.11

Retinal pigmented epithelium (RPE), 
14.25, 18.2

Retinal processing, 2.9–2.12
Retinal reflectance, 1.11

layers of occurrence for, 1.23
and ophthalmoscopic methods, 1.23
and stray light, 1.20

Retinex theory (Land), 11.71, 11.72
Retinopathy:

diabetic, 14.1, 14.25–14.26
solar, 7.1, 7.3

Retinoscopy, 12.5–12.6
Rhabdomeric photoreceptors, 8.3
Rigid contact lenses:

correction of refractive errors with, 
12.11–12.12

early types of, 20.2, 20.3
(See also Gas permeable contact lenses)

Rimless mounting, 12.2, 12.9
RMS (root mean square) contrast, 3.4
Rod amacrine cells, 2.5f
Rod bipolar cells, 2.5f
Rod pathway, 2.9, 2.10, 2.10f
Rods, 2.5f, 10.3

and age-related scotopic vision changes, 
14.15

alignment of, 8.4
amacrine cells, 2.10
and color matching, 10.17
in color-deficient observers, 10.16
diameter of, 2.6f
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Rods (Cont.):
directional sensitivity of, 8.5
function of, 2.4
linear density of, 2.6f
and maximum saturation color matching, 

10.7
optical standing waves in, 8.17, 

8.19f
optical waveguide properties of, 

14.11
photocurrent responses of, 2.8f
in retinal layer of rods and cones model of 

biological waveguides, 8.8–8.9, 8.9f,
8.10f, 8.12–8.15

spatial distribution of, 2.6
spectral sensitivities of, 10.18
time constant of photopigment 

regeneration, 2.7
Root-mean-square (RMS) wavefront error, 

1.15–1.17, 1.16f
Rostock Cornea Module (RCM) microscope, 

17.7, 17.9
Runs (trial sequences), 3.9

Saccades, 1.42, 1.43, 1.43f, 13.20
Saccadic suppression, 1.43
Safety, of head-mounted displays, 25.2
Safety standards, for laser hazards, 7.12
Sagittal plane, 19.1
Scanning laser ophthalmoscope (SLO), 15.3, 

15.17, 17.9
applying adaptive optics to, 15.17–15.19, 

15.18f, 15.19f, 15.23
AO-controlled stimulus delivery, 

15.17–15.19
visual acuity with, 15.23–15.24

defined, 15.2
Scanning slit confocal microscopes, 17.2, 17.3, 

17.6–17.9, 17.6f, 17.7f
Scattered light:

with cataracts, 14.24
intraocular, 1.20–1.21
and OTF calculation, 1.21
and psychophysical comparison method, 

1.22
Schematic eye model, 1.36, 1.37
Schlemm’s canal, 14.5
Sclera, 16.3, 21.2
Scotoma, 7.7
Scotopic troland, 9.2

Scotopic vision, 10.3
age-related changes in, 14.15, 14.16f
in color-deficient observers, 10.16
Stiles-Crawford effect, 1.10, 1.10f

Screen reflections, with computer work, 
23.5–23.6

Second-harmonic generation (SHG), 17.2, 
17.9–17.10

Second-site adaptation (color vision), 
11.17–11.22, 11.18f, 11.19f

desensitization by steady fields, 11.17, 11.18, 
11.18f

field measurements and, 11.29, 11.31
and field sensitivities, 11.51, 11.52, 11.53f
habituation, 11.19–11.20, 11.19f, 11.21f,

11.22f
Second-site desensitization (color vision):

defined, 11.3
by steady fields, 11.17, 11.18, 11.18f, 11.54f

Segmented corrector, 15.2
Segmented piston and piston/tip/tilt wavefront 

correctors, 15.10, 15.10f
Seidel aberrations, 12.9
Self-motion, 13.8, 13.9
Semiconductor optical amplifiers, 18.2
Senescent changes in vision (see Age-related 

changes in vision)
Sequential stimulus sequencing, 3.9
Shack-Hartmann wavefront sensing (SHWS), 

15.3, 15.8–15.9, 15.8f
Shack-Hartmann wavefront sensors, 

15.2, 16.7
Shadowmask color CRTs, 22.4–22.6

common problems in, 22.5, 22.6
geometry of, 22.4–22.5, 22.5f, 22.6f

Shear, 13.2
Short-range motion discrimination 

mechanism, 2.38
Shot noise, 18.9

defined, 18.2
with SD-OCT, 18.10

Shot-noise-limited detection, 18.12–18.13
Signal detection theory, 2.17, 11.20, 11.23f,

11.24
Signal to noise ratio (SNR), 18.11

defined, 18.2
for in-vivo high speed human retinal 

imaging, 18.15
and preferred frequency, 2.24
with SD-OCT, 18.7, 18.10
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Silicone hydrogel contact lenses, 20.2, 20.3
Simple cells (cortical neurons), 2.14
Simplified schematic eye model, 1.36, 1.37
Simultaneous vision contact lenses, 

12.13–12.14, 14.28, 20.22
Site of limiting noise, 11.24
Size, perceived, 13.19
Skew movement, 13.2
Slit-lamp microscopes, 17.2
Slit-scanning arrangements, in 

ophthalmoscopic methods, 1.23
Sloan notch, 11.34, 11.35f, 11.37

and chromatic adaptation, 11.49, 11.51
and chromatic discrimination, 11.57, 11.58

Small field (color matching):
defined, 10.9
standards for, 10.11, 10.12

Snakes, effect of laser exposures in, 9.13
Snellen letters, 4.1, 4.8
Snell’s law, biological waveguides and, 

8.14, 8.15
Snow blindness, 1.9, 7.3, 7.4
Soft (hydrogel) contact lenses:

aberrations and, 20.24
base curve radius for, 20.3, 20.5
center thickness of, 20.6
correction of refractive errors with, 

12.12–12.13
edge thickness of, 20.6
OAD/OZD of, 20.5
posterior peripheral curve systems of, 20.6
power of, 20.15–20.16
toric lenses

defined, 20.2
power of, 20.16–20.17

Solar keratitis, 14.23
Solar retinitis, 7.7
Solar retinopathy, 7.1, 7.3
Space, perception of, 13.3–13.7

binocular cues, 13.7
distortion of, 13.16–13.19
extraretinal information for eye movements, 

13.7
kinetic cues, 13.4–13.7, 13.5f, 13.6f
monocular cues, 13.3–13.7

Spatial channels, in contrast detection, 
2.23–2.24

Spatial equichromatic CSFs, 11.45–11.46, 
11.46f

Spatial equiluminant CSFs, 11.45–11.46, 11.46f

Spatial fidelity (optical aberrations), 15.4
Spatial filtering:

with confocal microscopes, 17.3
to despeckle light sources, 5.21

Spatial frequency, 4.1
Spatial frequency channels (in vision), 3.2
Spatial impulse response, of photoreceptors, 8.23
Spatial location conflicts, in head mounted 

display systems, 13.33, 13.34f
Spatial sinusoids, 2.20
Spatial vision, age-related changes in, 14.7, 

14.17–14.19, 14.18f
Spatial-frequency coordinates, resolving 

capacity of the eye and, 4.5
Spatially-modulated excimer laser ablation of 

cornea, 1.25
Spatio-temporal CSFs, 2.29
Speckle fields, 5.19, 5.21
Spectacle blur, 12.12
Spectacle lenses:

anisophoria and, 13.26
base curve of, 12.1, 12.9
effective power of, 20.8, 20.9t
and gaze control, 13.29–13.30
materials for, 12.9–12.10
optical power of, 12.4
power of, 20.6

Spectacle magnification (SM), 20.2, 20.31–20.32
Spectacles, 15.2

correction by (See also Spectacle lenses)
for anisometropia, 12.16, 13.17–13.18
aphakia, 12.15
for presbyopia, 14.27
for refractive errors, 12.9–12.11, 12.10f, 12.11f

defined, 15.2
and response to distance, 13.30

Spectral color sensitivities:
test method for, 11.34, 11.35f, 11.36f, 11.37
in three-stage Müller zone model, 11.7f
two-color measurements, 11.34

Spectral (Fourier) domain OCT, 18.5–18.7, 
18.5f, 18.6f, 18.9

defined, 18.2
noise analysis of, 18.9–18.10, 18.12f
OFDI vs., 18.9
retinal imaging with, 18.27–18.29, 18.28f,

18.29f
sensitivity advantage of, 18.9

Spectral power density, vector representation of, 
10.24, 10.25f
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I.36  INDEX

Spectral power distribution, 10.3
in colorimetric measurements, 10.23
and tristimulus values, 10.11, 10.36–10.37

Specular microscopes, 17.2
Specular reflection, 23.3
Speed discrimination, 2.37
Spherical ametropias, 1.6–1.7, 16.5

hypermetropia, 16.5
myopia, 16.5

Spherical gradients, 19.2–19.3
Spherocylindrical lenses, 12.4, 12.5
Spherule, 8.2
Sponges, 8.28–8.29
Square root law, 2.26
Stability of fixation, 1.44, 1.45f
Standard Notation (lenses), 12.5
Standard observer:

CIE 1931, 10.12
CIE 1964, 10.13
defined, 10.1, 10.4t
limitations of, 10.15
standardized CMFs as, 10.9

“Star” patterns (human vision), 1.21
Steradian, 6.3
Stereoacuity, 2.41
Stereopsis, 1.38–1.42, 2.40

acuity, 1.39–1.40
age-related changes in, 14.22
aniseikonia, 1.41–1.42
Da Vinci, 13.4
defined, 13.2
factors affecting, 2.40, 2.41
with head mounted visual displays, 13.31, 

13.32
with monocular magnification, 13.13, 13.14
with monovision, 14.28
in perception of depth, 13.11–13.12, 13.11f
stereoscopic and related instruments, 1.41
tolerances in binocular instrumentation, 

1.41–1.42
Stereoscopic instruments, 1.41
Stiles and Burch (1955) 2° color-matching 

functions, 10.12
Stiles and Burch (1959) 10° color-matching 

functions, 10.12, 10.13
Stiles’ π-mechanisms, 11.16, 11.16f, 11.46, 

11.47, 11.47f
and contrast coding, 11.16, 11.16f
and field additivity, 11.51
limitation of, 11.34

Stiles-Crawford effect, 1.29, 2.8
of the first kind, 1.21, 8.5 (See also Stiles-

Crawford effect of the first kind)
correction for, 9.1–9.15

just prior to phototransduction, 6.14
and Maxwellian viewing, 6.2
optical, 9.2
and pupil size, 6.7
of the second kind, 8.3, 8.5, 9.2

and human eye, 1.11
and waveguide models, 8.21

Stiles-Crawford Effect of the first kind 
(SCE I/SCE-1), 1.21, 8.5

and biological waveguides, 8.3, 8.6f
correction for, 9.1–9.15

adaptive optics techniques for, 9.5
application of approach, 9.13–9.14
confounds in, 9.4–9.5
history of, 9.5
with nonmonochromatic stimulus to 

vision, 9.5
Photometric efficiency factor, 9.3
sample point-by-point SCE-1 estimates, 

9.6–9.13, 9.7f, 9.9f–9.13f
teleological and developmental factors in, 

9.14
and trolands, 9.2, 9.3
without adaptive optics, 9.5–9.6

defined, 9.2
and human eye, 1.10, 1.10f, 1.11
and photoreceptor directionality, 8.6–8.8
and waveguide analysis, 8.21

Stimulus color spaces (colorimetry), 10.11
Stimulus sequencing, in psychophysical 

measurement, 3.9
Stimulus specification (visual acuity), 4.2–4.4, 

4.3f
Stokes parameters, 18.20
Stokes vector, 18.2
Strabismus, 13.2
Strehl ratio, 1.23–1.24, 1.24f, 1.28, 15.2
Stroma (cornea), 14.5
Subadditivity, 11.51, 11.52f
Subjective amplitude of accommodation, 1.32
Subjective refraction, 12.6–12.7
Subjective tasks, 2.15n
Subtractive adaptation, 2.26
Superadditivity, 11.51, 11.52f
Superposition (colorimetry), 10.25, 10.26f
Superresolution (visual acuity), 4.1, 4.15

Bass_v3Ind_p001-044.indd I.36 8/21/09 12:04:45 PM

DO
 N

OT
 D

UP
LI

CA
TE



INDEX I.37

Suppression (binocular vision), 13.12–13.13
of blur, 13.18–13.19
defined, 23.3
with head mounted visual displays, 13.33

Suprathreshold models (color vision), 11.41
Surface micromachined MEMS devices, 15.11
Surfaces:

illuminants reflected from, 10.32–10.36
metamerism for, 10.38

Surround, visual acuity and, 4.12, 4.13f
SVGA (super video graphics array), 23.3
Svishchev confocal microscope, 17.6, 17.6f
Swept Source OCT (SS-OCT), 18.2 (See also

Optical frequency domain imaging)
Symmetry (color matching), 10.8
Synchronization standards, for color CRTs, 

22.13–22.14

TABO, 12.5, 12.7
Taflove, A., 8.17
“Target” sensitivity method (color vision) 

(see Test sensitivity method (color vision))
Tear lens, 12.12
Tears, aging-related changes in, 14.4–14.5
Telecentric principle, 6.6–6.7
Temporal coherence, 18.2
Temporal contrast detection, 2.27–2.29, 2.27f,

2.29f
Temporal despeckling, 5.21
Temporal vision, age-related changes in, 

14.19–14.21, 14.20f
Test (“target”) sensitivity method (color 

vision), 11.11, 11.12, 11.34–11.46
defined, 11.3
and different directions of color space, 11.39, 

11.41–11.43, 11.44f, 11.45–11.46, 11.46f
luminance, 11.37–11.39, 11.38f, 11.40f
and spectral lights, 11.34, 11.35f, 11.36f, 11.37

Tests of visual acuity, 4.7–4.8, 4.7f
for infants, 4.8
traditional visual acuity chart, 4.6

Theoretical horopter, 13.8, 13.9f
Third-harmonic generation (THG), 17.2, 

17.9–17.10
Three-dimensional color data, 10.19–10.20, 10.20f
Three-segment model of biological waveguides, 

8.9, 8.11–8.15, 8.11f
assumptions and approximations for, 8.9, 

8.12–8.13
electromagnetic validity of, 8.13

Three-stage zone models (color vision), 11.6, 
11.82–11.85, 11.85f

De Valois and De Valois model, 11.82
Müller model, 11.6, 11.7f, 11.65f, 11.84, 

11.85f
Threshold experiments, 11.17
Threshold surface or contour (color vision), 

11.12–11.15, 11.13f
defined, 11.3
and loss of information, 11.20
and noise, 11.20, 11.23–11.26, 11.23f, 11.25f
and second-site adaptation to steady fields, 

11.18f
Threshold-limit values (TLVs), 7.9
Thresholds, 3.3f

in adjustment experiments, 3.4
defined, 3, 3.2
detection (color vision)

chromatic discrimination near, 
11.58–11.59

two-stage model of, 11.23f
discrimination, 4.6–4.7
estimation of, 3.9
increment (color vision), 11.16f
modulation, 1.22
for motion detection/discrimination, 2.37f
in psychophysics, 3.2–3.3
suprathreshold models (color vision), 11.41
of visual resolution, 4.6–4.7, 4.15

Tilt, 13.2
Time, visual acuity and, 4.12, 4.13f
Time domain OCT, 18.2–18.5, 18.4f
Timing standards, for color CRTs, 22.13–22.14
Tonic level of accommodation, 1.33–1.34
Toric lenses:

for astigmatism, 12.13
bitoric, 20.17–20.20, 20.18f–20.20f, 20.18t
intraocular, 21.13, 21.12f
power of, 20.16–20.20, 20.16f, 20.17f
prism with, 20.30

Torsion, 13.2, 13.8, 13.22
Torsional vergence, 13.22, 13.27
Transfer function (human vision), 2.3

defined, 6.1
of photoreceptors, 8.23–8.24, 8.24f
temporal and spatial components of, 2.11, 

2.12f
Transitivity (color matching), 10.8
Transmittance, in the human eye, 1.9–1.11, 1.9f

Bass_v3Ind_p001-044.indd I.37 8/21/09 12:04:45 PM

DO
 N

OT
 D

UP
LI

CA
TE



I.38  INDEX

Transparency, aging-related changes in, 14.8
(See also Cataract)

Transparent HMDs, 25.4–25.5
Transverse (lateral) chromatic aberration 

(TCA), 1.19, 1.20, 15.22–15.23
measurement of, 8.8
with visual instruments, 1.28

Tremor, 1.44
Trials, experimental, 3.2
Trichromacy (trichromatic vision), 10.4–10.6

color appearance vs., 11.5
in color matching, 10.7–10.9
in color-deficient observers, 10.16

Trifocal lenses, 12.10, 14.27
Trinitron CRTs, 22.5
Tristimulus values (cone coordinates), 10.4

for arbitrary lights, 10.9
in colorimetric measurements, 10.23
and consistency across observers, 10.9
defined, 10.1, 10.4t
in maximum stimulus method, 10.7
negative, 10.7
and spectral power distribution, 10.11
spectral power distributions from, 

10.36–10.37
tailored to individuals, 10.15
uniqueness of, 10.9
in vector representations, 10.27–10.29

Tritanopes, 10.16
Trivex lenses, 12.9
The troland, 5.3–5.4, 6.3

defined, 2.7n
“effective,” 8.7
“equivalent,” 9.2
limitations of, 9.3
as unit of retinal illuminance, 9.2

Twilight myopia, 1.34
Two-alternative forced choice (2afc), 3.8
Two-channel Maxwellian viewing, 5.21, 

5.23–5.24, 5.23f
Two-color threshold experiments, 11.34, 11.37

Ultraviolet (UV) radiation, 14.23
cataract from, 7.5–7.6
damage from, 7.2
exposure limits for, 7.9–7.10
pterygium and droplet keratopathies from, 

7.6, 7.7
Unaccommodated eye, 16.5
Underscan, in color CRTs, 22.12, 22.13f

Uniform color spaces, 10.40, 10.42
Unintentional (induced) prism, with contact 

lenses, 20.31
Unipolar chromatic mechanisms, 

11.80–11.81
Unipolar mechanism (color vision), 11.3
Unique hues, 11.27

in color discrimination vs. color appearance 
tests, 11.81–11.82

defined, 11.3
and equilibrium colors, 11.63–11.66
zero crossings, 11.62–11.63

Unitary matrix, 18.2
Univariance, 10.4
Univariant mechanism (color vision):

defined, 11.3
flicker, 11.45
suprathreshold, 11.58

User interfaces, human image features and, 
24.8–24.9

Van Cittert-Zernike theorem, 6.12
Vanishing point, 13.4, 13.4f
Vantage point, 13.2
Vergence (disjunctive) eye movements, 1.42, 

1.44, 13.20, 13.21
Vergence system, 1.29, 1.30, 1.32, 1.34, 

1.43–1.44
binocular parallax, 13.22
defocus and effort to clear vision, 

13.22–13.23
effect of lenses and prisms on, 13.25–13.27
with head mounted visual displays, 

13.31–13.32
intrinsic stimuli to, 13.21–13.22
and variations of cross-coupling, 

13.23–13.24
zone of clear and single binocular vision, 

13.24–13.25, 13.25f
Vernier acuity, 4.1
Vernier acuity task, 2.34, 2.35f
Version eye movements (see Conjugate eye 

movements/position)
Vertex distance, 12.9, 16.8
Vertical horopter, 13.9
Vertical scanning, in color CRTs, 22.11–22.12, 

22.12f
Vestibulo-ocular reflex (VOR), 13.20
Vestibulo-ocular responses, 1.42
Video display terminal (VDT), 23.3

Bass_v3Ind_p001-044.indd I.38 8/21/09 12:04:46 PM

DO
 N

OT
 D

UP
LI

CA
TE



INDEX I.39

Video head sets (see Head-mounted displays)
Video monitors, in optical systems, 5.16
Video Quality Experts Group (VQEG), 24.4
Vieth-Müller circle, 13.8, 13.9, 13.9f
Vieth-Müller horopter, 2.40
Viewing environments:

for color CRTs, 22.19–22.20
for computer work, 23.4–23.9

lighting, 23.4–23.5, 23.5t
monitor characteristics, 23.6–23.8
screen reflections, 23.5–23.6
work habits, 23.8–23.9
workstation arrangement, 23.8

Virtual reality:
head-mounted displays for, 25.1–25.12

characterizing, 25.7–25.10, 25.8f,
25.9t–25.10t

design considerations, 25.2–25.7
research in development of, 24.9

Visible light, hazards from, 7.10
Vision, defined, 23.4
Vision experiments/research:

displays for, 22.1–22.40
color cathode ray tubes (color CRTs), 

22.1–22.34
liquid crystal displays (LCDs), 

22.34–22.40
using Maxwellian view in (see Maxwellian 

view)
(See also Psychophysical measurement)

Vision laboratories, control of light sources in 
(see Optical generation of visual stimulus)

Vision therapy, 23.4
Visual acuity, 2.33–2.35, 2.34f, 2.35f, 4.1–4.13, 

12.6, 12.7
age-related changes in, 14.17, 14.19
and color, 4.10
and contrast, 4.12, 4.12f
defined, 4.1, 12.2, 15.2, 23.1
and defocus, 4.9, 4.9f, 4.10f
factors affecting, 4.9–4.13
hyperacuity, 4.13–4.16, 4.14f

defined, 4.1
and superresolution, 4.15

and luminance, 4.11, 4.11f, 4.12
practice effect on, 4.12
and pupil, 4.9
resolution

and information, 4.15–4.16
and superresolution, 4.15

Visual acuity (Cont.):
resolving capacity of the eye, 

4.4–4.5, 4.4f
contrast-transfer function, 4.5
point-spread function, 4.4, 4.5
spatial-frequency coordinates, 4.5

and retinal eccentricity, 4.10–4.11, 
4.11f

retinal limitations, 4.5–4.6, 4.6f
and stage of development/aging, 4.13
stimulus specification, 4.2–4.4, 4.3f
and surround, 4.12, 4.13f
tests of visual acuity, 4.7–4.8, 4.7f
and time, 4.12, 4.13f
visual resolution threshold determination, 

4.6–4.7
Visual angles:

angular extent, 5.2
defined, 2.3, 4.1, 10.1, 10.4t
degrees of, 10.9
and image formation, 2.3
steradian of, 6.3

Visual axis, 2.3
Visual differences predictor, 24.3
Visual displays, measuring performance of 

(see Psychophysical measurement)
Visual fields:

age-related changes in, 14.21, 14.21f
binocular overlap of, 13.7
defined, 13.2
perception of, 13.3

Visual instruments:
and accommodation response in eye, 

1.34–1.35
and chromostereopsis, 1.20
exit pupil of, 1.27–1.28
retinal image quality with, 1.27–1.28
stereoscopic, 1.41

Visual performance, 2.1–2.41
aging-related changes in, 14.14–14.22

color vision, 14.15, 14.17
depth and stereovision, 14.22
minimal, 14.22
sensitivity under scotopic and photopic 

conditions, 14.15, 14.16f
spatial vision, 14.17–14.19, 14.18f
temporal vision, 14.19–14.21, 14.20f
visual field, 14.21, 14.21f

binocular stereoscopic discrimination, 
2.40–2.41, 2.41f
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Visual performance (Cont.): 
central visual processing, 2.12–2.14

anatomy of LGN, 2.12–2.13, 2.13f
physiology of LGN, 2.13–2.14

contrast detection, 2.19–2.31
adaptation and inhibition, 2.25–2.27
chromatic, 2.29–2.31, 2.30f
eye movements, 2.21
as function of spatial frequency, 2.20f
optical transfer function, 2.21–2.22, 

2.22f
optical/retinal inhomogeneity, 

2.24, 2.25f
receptors, 2.22–2.23
spatial channels, 2.23–2.24
temporal, 2.27–2.29, 2.27f, 2.29f

contrast discrimination, 2.31–2.32, 2.31f
contrast estimation, 2.33
contrast masking, 2.32–2.33, 2.32f
ideal-observer theory, 2.16–2.19, 

2.19f
image formation, 2.2–2.4
image sampling by photoreceptors, 

2.4–2.9
information-processing model for, 

2.15–2.16, 2.15f
motion detection/discrimination, 

2.36–2.40
optic flow fields, 2.39f
thresholds, 2.37f

pattern discrimination, 2.35–2.36
retinal processing, 2.9–2.12

anatomy of retina, 2.9–2.11
physiology of retina, 2.11–2.12

visual acuity, 2.33–2.35, 2.34f, 2.35f
Visual plane, 13.2
Visual resolution threshold, determination of, 

4.6–4.7
Visual stimuli:

in decision tasks, 3.2
optical generation of (see Optical generation 

of visual stimulus)
in psychophysical experiments, 3.3–3.4
spatial frequency content of, 5.8

Visual stress, 23.4
Visual systems (colorimetry), 10.38–10.40
Visual tasks, 2.15
Visualization, in electronic imaging, 24.8
Visual-vestibular conflicts, in head mounted 

display systems, 13.32–13.33

Vitreous humor/gel, 1.3f, 14.9, 16.3, 18.2
Von Bezold spreading, 11.3, 11.4f
Von Kries adaptation, 11.3, 11.49, 

11.51, 11.68

Watercolor illusion/effect, 11.72, 11.73f
Wave aberration, 15.2
Wavefront aberration, 1.15–1.19, 1.16f, 1.16t,

1.17f
and defocus of visual instruments, 1.28
and final retinal image quality, 

1.21–1.22
Wavefront correctors (AO systems for the eye), 

15.3, 15.7f, 15.9–15.12, 15.10f, 15.11f
Wavefront sensor (AO systems for the eye), 

15.3, 15.7f, 15.8–15.9, 15.8f
Waveguide parameter (V-parameter), 8.2, 8.17, 

8.20–8.21
Waveguides, biological (see Biological 

waveguides)
Wavelength:

color data as functions of, 10.21, 10.23, 10.23f
in optical systems, 5.11–5.13, 5.12t

Weber contrast, in vision experiments, 3.4
Weber’s law, 11.16f

and cone contrast spaces, 11.32
and contrast coding, 11.15–11.16, 11.16f
defined, 11.3
first-site adaptation, 11.15, 11.16f
second-site adaptation, 11.18

Webvision, 11.5
Welder’s flash, 1.9, 7.4
Wet age-related macular degeneration, 14.1, 

14.24
White balance, in color CRTs, 22.9
White noise, 18.2
Wide-angle models (of human eye), 1.38
With-the-rule astigmatism, 1.6
Wood lens, 19.3–19.4, 19.4f
Working distance (retinoscopy), 

12.2, 12.6
Workstation arrangement, for computer work, 

23.8
World Health Organization (WHO), 7.9
Wyszecki lens, 9.5

Yes-no judgments, 3.6
Yoked eye movements, 13.2, 13.20
Young-Helmholtz trichromatic theory, 11.5
Young’s fringes, 1.22

Bass_v3Ind_p001-044.indd I.40 8/21/09 12:04:46 PM

DO
 N

OT
 D

UP
LI

CA
TE



INDEX I.41

Z-dependent oscillary term, 8.22, 8.23
Zernike coefficient, for RMS wavefront error, 

1.15–1.19, 1.16t, 1.17f
Zernike polynomials:

defined, 15.2
for representing ocular aberrations, 15.4, 

15.5f, 16.6–16.7, 16.7t

ZEST, 3.9
Zonal refractive lenses (IOLs), 21.15
Zone models (color vision), 11.5

three-stage, 11.6, 11.7f, 11.8, 11.82–11.85, 
11.85f

two-stage, 11.5, 11.6f
Zonules, 1.3f, 21.2
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COVER ILLUSTRATIONS

Left: Photograph of a femtosecond optical parametric oscillator pumped in the blue by the second 
harmonic of a Ti:sapphire laser and operating in the orange. The oscillator can deliver femtosecond 
pulses across the entire visible range from the blue-green to yellow-red by simple rotation of the non-
linear crystal. (Courtesy of Radiantis, S. L., Barcelona, Spain.) See Chapter 19.

Middle: Photograph of a thin-fi lm-based sculpture showing the beautiful colors of thin fi lms seen 
in refl ection and transmission. The variety of properties one may achieve with optical thin fi lms is 
demonstrated in this photo by the different colors of refl ected and transmitted light seen as a result 
of different coating design and angle of incidence. See Chapter 7.

Right: This is an optical micrograph of the end face of a hollow core photonic crystal fi ber with 
super continuum white light launched at the far end. It shows the separation of colors accord-
ing to the lifetimes of Mie resonances in the hollow channels. This illustrates nonlinear optical 
phenomena as discussed in several chapters of this volume, but also uses fi bers as discussed in 
Chapter 11 of Vol. V. 
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xxi

EDITORS’ PREFACE

The third edition of the Handbook of Optics is designed to pull together the dramatic developments 
in both the basic and applied aspects of the field while retaining the archival, reference book value 
of a handbook. This means that it is much more extensive than either the first edition, published 
in 1978, or the second edition, with Volumes I and II appearing in 1995 and Volumes III and IV in 
2001. To cover the greatly expanded field of optics, the Handbook now appears in five volumes. Over 
100 authors or author teams have contributed to this work.

Volume I is devoted to the fundamentals, components, and instruments that make optics possible. 
Volume II contains chapters on design, fabrication, testing, sources of light, detection, and a new section 
devoted to radiometry and photometry. Volume III concerns vision optics only and is printed entirely 
in color. In Volume IV there are chapters on the optical properties of materials, nonlinear, quantum and 
molecular optics. Volume V has extensive sections on fiber optics and x ray and neutron optics, along 
with shorter sections on measurements, modulators, and atmospheric optical properties and turbulence. 
Several pages of color inserts are provided where appropriate to aid the reader. A purchaser of the print 
version of any volume of the Handbook will be able to download a digital version containing all of the 
material in that volume in PDF format to one computer (see download instructions on bound-in card). 
The combined index for all five volumes can be downloaded from www.HandbookofOpticsOnline.com.

It is possible by careful selection of what and how to present that the third edition of the 
Handbook could serve as a text for a comprehensive course in optics. In addition, students who take 
such a course would have the Handbook as a career-long reference.

Topics were selected by the editors so that the Handbook could be a desktop (bookshelf) general 
reference for the parts of optics that had matured enough to warrant archival presentation. New 
chapters were included on topics that had reached this stage since the second edition, and existing 
chapters from the second edition were updated where necessary to provide this compendium. In 
selecting subjects to include, we also had to select which subjects to leave out. The criteria we applied 
were: (1) was it a specific application of optics rather than a core science or technology and (2) was it 
a subject in which the role of optics was peripheral to the central issue addressed. Thus, such topics as 
medical optics, laser surgery, and laser materials processing were not included. While applications of 
optics are mentioned in the chapters there is no space in the Handbook to include separate chapters 
devoted to all of the myriad uses of optics in today’s world. If we had, the third edition would be 
much longer than it is and much of it would soon be outdated. We designed the third edition of the 
Handbook of Optics so that it concentrates on the principles of optics that make applications possible.

Authors were asked to try to achieve the dual purpose of preparing a chapter that was a worth-
while reference for someone working in the field and that could be used as a starting point to 
become acquainted with that aspect of optics. They did that and we thank them for the outstanding 
results seen throughout the Handbook. We also thank Mr. Taisuke Soda of McGraw-Hill for his help 
in putting this complex project together and Mr. Alan Tourtlotte and Ms. Susannah Lehman of the 
Optical Society of America for logistical help that made this effort possible.

We dedicate the third edition of the Handbook of Optics to all of the OSA volunteers who, since 
OSA’s founding in 1916, give their time and energy to promoting the generation, application, 
archiving, and worldwide dissemination of knowledge in optics and photonics.

Michael Bass, Editor-in-Chief 
Associate Editors: 

Casimer M. DeCusatis
Jay M. Enoch

Vasudevan Lakshminarayanan
Guifang Li

Carolyn MacDonald
Virendra N. Mahajan

Eric Van Stryland

00-Bass-V4_Fm_pi-xxx.indd xxi 9/18/09 9:34:25 AM

DO
 N

OT
 D

UP
LI

CA
TE



This page intentionally left blank.

DO
 N

OT
 D

UP
LI

CA
TE



xxiii

PREFACE TO VOLUME IV

Volume IV is a compendium of articles on properties (Chapters 1 to 9), nonlinear optics 
(Chapters 10 to 19), and quantum and molecular optics (Chapters 20 to 23). As with the rest of the 
Handbook, articles were chosen for their archival nature. Clearly, optical properties of materials fit 
into the archival category well. This volume devotes a large number of pages to explain and describe 
the optical properties of water, crystals and glasses, metals, semiconductors, solids in general, thin 
films and coatings including optical blacks, and photonic bandgap materials. These articles have been 
updated to include new materials and understanding developed since the previous edition including, 
among other things, advances in thin-film materials. Nonlinear optics is a mature field, but with 
many relatively new applications, much of them driven by advances in optical materials. Areas cov-
ered here are frequency conversion via second-order nonlinearities including optical parametric 
oscillators, third-order nonlinearities of two-photon absorption and nonlinear refraction, as well as 
stimulated Raman and Brillouin scattering, photorefractive materials and devices, coherent optical 
transients, electromagnetically induced transparency, optical limiting, and laser-induced damage. 
Nonlinear optical processes for ultrashort pulses is included here and has been a major part of the 
revolution in sources for obtaining laser pulses now down to attoseconds; however, other chapters 
on these ultrashort pulses are included in Volume II. Clearly, advances in fiber optic telecommuni-
cations have been greatly impacted by nonlinear optics, thus much work in this field is included in 
the fiber optics chapters in Volume V. The new chapter on laser-induced damage is a much needed 
addition to the Handbook covering a problem from the earliest days of the laser. Chapters on 
quantum optics in general cover some more modern aspects of optics that have become archival: 
laser cooling and trapping, where multiple Nobel prizes have recently been awarded; high-field 
physics that result from the availability of the extreme irradiance produced by lasers; slow light, topics
related to being able to slow and even stop light propagation in materials; and correlated states or 
quantum entanglement, the unusual behavior of quantum systems where optics has played a pivotal 
role in its understanding as well as some interesting applications in secure communication/cryptography. 
The chapter on the quantum theory of lasers is, however, included in Volume II. We thank all of the 
many authors who gave their input to this volume of the Handbook of Optics.

Guifang Li and Eric Van Stryland
Associate Editors
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xxv

GLOSSARY AND FUNDAMENTAL 
CONSTANTS

Introduction

This glossary of the terms used in the Handbook represents to a large extent the language of optics. 
The symbols are representations of numbers, variables, and concepts. Although the basic list was 
compiled by the author of this section, all the editors have contributed and agreed to this set of sym-
bols and definitions. Every attempt has been made to use the same symbols for the same concepts 
throughout the entire Handbook, although there are exceptions. Some symbols seem to be used for 
many concepts. The symbol a is a prime example, as it is used for absorptivity, absorption coeffi-
cient, coefficient of linear thermal expansion, and more. Although we have tried to limit this kind of 
redundancy, we have also bowed deeply to custom.

Units

The abbreviations for the most common units are given first. They are consistent with most of the 
established lists of symbols, such as given by the International Standards Organization ISO1 and the 
International Union of Pure and Applied Physics, IUPAP.2

Prefixes

Similarly, a list of the numerical prefixes1 that are most frequently used is given, along with both the 
common names (where they exist) and the multiples of ten that they represent.

Fundamental Constants

The values of the fundamental constants3 are listed following the sections on SI units.

Symbols

The most commonly used symbols are then given. Most chapters of the Handbook also have a glos-
sary of the terms and symbols specific to them for the convenience of the reader. In the following 
list, the symbol is given, its meaning is next, and the most customary unit of measure for the quan-
tity is presented in brackets. A bracket with a dash in it indicates that the quantity is unitless. Note 
that there is a difference between units and dimensions. An angle has units of degrees or radians and 
a solid angle square degrees or steradians, but both are pure ratios and are dimensionless. The unit 
symbols as recommended in the SI system are used, but decimal multiples of some of the dimen-
sions are sometimes given. The symbols chosen, with some cited exceptions, are also those of the 
first two references.

RATIONALE FOR SOME DISPUTED SYMBOLS

The choice of symbols is a personal decision, but commonality improves communication. This sec-
tion explains why the editors have chosen the preferred symbols for the Handbook. We hope that this 
will encourage more agreement.

00-Bass-V4_Fm_pi-xxx.indd xxv 9/18/09 9:34:25 AM

DO
 N

OT
 D

UP
LI

CA
TE



Fundamental Constants

It is encouraging that there is almost universal agreement for the symbols for the fundamental con-
stants. We have taken one small exception by adding a subscript B to the k for Boltzmann’s constant.

Mathematics

We have chosen i as the imaginary almost arbitrarily. IUPAP lists both i and j, while ISO does not 
report on these.

Spectral Variables

These include expressions for the wavelength l, frequency v, wave number s, ω for circular or 
radian frequency, k for circular or radian wave number and dimensionless frequency x. Although 
some use f for frequency, it can be easily confused with electronic or spatial frequency. Some use 
n~ for wave number, but, because of typography problems and agreement with ISO and IUPAP, we 
have chosen s ; it should not be confused with the Stefan-Boltzmann constant. For spatial frequen-
cies we have chosen x and h, although fx and fy are sometimes used. ISO and IUPAP do not report 
on these.

Radiometry

Radiometric terms are contentious. The most recent set of recommendations by ISO and IUPAP are L for 
radiance [Wcm–2sr–1], M for radiant emittance or exitance [Wcm–2], E for irradiance or incidance [Wcm–2],
and I for intensity [Wsr–2]. The previous terms, W, H, N, and J, respectively, are still in many texts, notably 
Smith4 and Lloyd5 but we have used the revised set, although there are still shortcomings. We have tried to 
deal with the vexatious term intensity by using specific intensity when the units are Wcm–2sr–1, field intensity
when they are Wcm–2, and radiometric intensity when they are Wsr–1.

There are two sets to terms for these radiometric quantities, which arise in part from the terms 
for different types of reflection, transmission, absorption, and emission. It has been proposed that 
the ion ending indicate a process, that the ance ending indicate a value associated with a particu-
lar sample, and that the ivity ending indicate a generic value for a “pure” substance. Then one also 
has reflectance, transmittance, absorptance, and emittance as well as reflectivity, transmissivity, 
absorptivity, and emissivity. There are now two different uses of the word emissivity. Thus the words 
exitance, incidence, and sterance were coined to be used in place of emittance, irradiance, and radi-
ance. It is interesting that ISO uses radiance, exitance, and irradiance whereas IUPAP uses radiance 
excitance [sic], and irradiance. We have chosen to use them both, i.e., emittance, irradiance, and 
radiance will be followed in square brackets by exitance, incidence, and sterance (or vice versa). 
Individual authors will use the different endings for transmission, reflection, absorption, and emis-
sion as they see fit.

We are still troubled by the use of the symbol E for irradiance, as it is so close in meaning 
to electric field, but we have maintained that accepted use. The spectral concentrations of these 
quantities, indicated by a wavelength, wave number, or frequency subscript (e.g., Ll) represent 
partial differentiations; a subscript q represents a photon quantity; and a subscript v indicates 
a quantity normalized to the response of the eye. Thereby, Lv is luminance, Ev illuminance, and 
Mv and Iv luminous emittance and luminous intensity. The symbols we have chosen are consis-
tent with ISO and IUPAP.

The refractive index may be considered a radiometric quantity. It is generally complex and is 
indicated by ñ = n – ik. The real part is the relative refractive index and k is the extinction coefficient. 
These are consistent with ISO and IUPAP, but they do not address the complex index or extinction 
coefficient.

xxvi  GLOSSARY AND FUNDAMENTAL CONSTANTS
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Optical Design

For the most part ISO and IUPAP do not address the symbols that are important in this area.
There were at least 20 different ways to indicate focal ratio; we have chosen FN as symmetri-

cal with NA; we chose f and efl to indicate the effective focal length. Object and image distance, 
although given many different symbols, were finally called so and si since s is an almost universal 
symbol for distance. Field angles are q and f ; angles that measure the slope of a ray to the optical 
axis are u; u can also be sin u. Wave aberrations are indicated by Wijk, while third-order ray aberra-
tions are indicated by si and more mnemonic symbols.

Electromagnetic Fields

There is no argument about E and H for the electric and magnetic field strengths, Q for quantity 
of charge, r for volume charge density, s for surface charge density, etc. There is no guidance from 
Refs. 1 and 2 on polarization indication. We chose � and || rather than p and s, partly because s is 
sometimes also used to indicate scattered light.

There are several sets of symbols used for reflection transmission, and (sometimes) absorption, 
each with good logic. The versions of these quantities dealing with field amplitudes are usually 
specified with lower case symbols: r, t, and a. The versions dealing with power are alternately given 
by the uppercase symbols or the corresponding Greek symbols: R and T versus r and t. We have 
chosen to use the Greek, mainly because these quantities are also closely associated with Kirchhoff ’s 
law that is usually stated symbolically as a = �. The law of conservation of energy for light on a sur-
face is also usually written as a + r + t = 1.

Base SI Quantities

length m meter
time s second
mass kg kilogram
electric current A ampere
temperature K kelvin
amount of substance mol mole
luminous intensity cd candela

Derived SI Quantities

energy J joule
electric charge C coulomb
electric potential V volt
electric capacitance F farad
electric resistance Ω ohm
electric conductance S siemens
magnetic flux Wb weber
inductance H henry
pressure Pa pascal
magnetic flux density T tesla
frequency Hz hertz
power W watt
force N newton
angle rad radian
angle sr steradian

GLOSSARY AND FUNDAMENTAL CONSTANTS  xxvii
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Prefixes

Symbol Name Common name Exponent of ten
F exa  18
P peta  15
T tera trillion 12
G giga billion 9
M mega million 6
k kilo thousand 3
h hecto hundred 2
da deca ten 1
d deci tenth –1
c centi hundredth –2
m milli thousandth –3
m micro millionth –6
n nano billionth –9
p pico trillionth –12
f femto  –15
a atto  –18

Constants

c speed of light vacuo [299792458 ms–1]
c1 first radiation constant = 2pc2h = 3.7417749 × 10–16 [Wm2]
c2 second radiation constant = hc/k = 0.014838769 [mK]
e elementary charge [1.60217733 × 10–19 C]
gn free fall constant [9.80665 ms–2]
h Planck’s constant [6.6260755 × 10–34 Ws]
kB Boltzmann constant [1.380658 × 10–23 JK–1]
me mass of the electron [9.1093897 × 10–31 kg]
NA Avogadro constant [6.0221367 × 1023 mol–1]
R• Rydberg constant [10973731.534 m–1]
�o vacuum permittivity [mo

–1c –2]
s Stefan-Boltzmann constant [5.67051 × 10–8 Wm–1 K–4]
mo vacuum permeability [4p × 10–7 NA–2]
mB Bohr magneton [9.2740154 × 10–24 JT–1]

General

B magnetic induction [Wbm–2, kgs–1 C–1]
C capacitance [f, C2 s2 m–2 kg–1]
C curvature [m–1]
c speed of light in vacuo [ms–1]
c1 first radiation constant [Wm2]
c2 second radiation constant [mK]
D electric displacement [Cm–2]
E incidance [irradiance] [Wm–2]
e electronic charge [coulomb]
Ev illuminance [lux, lmm–2]
E electrical field strength [Vm–1]
E transition energy [J]
Eg band-gap energy [eV]
f focal length [m]
fc Fermi occupation function, conduction band
fv Fermi occupation function, valence band
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FN focal ratio (f/number) [—]
g gain per unit length [m–1]
gth gain threshold per unit length [m1]
H magnetic field strength [Am–1, Cs–1 m–1]
h height [m]
I irradiance (see also E) [Wm–2]
I radiant intensity [Wsr–1]
I nuclear spin quantum number [—]
I current [A]
i −1
Im() imaginary part of
J current density [Am–2]
j total angular momentum [kg m2 s–1]
J1() Bessel function of the first kind [—]
k radian wave number =2p/l [rad cm–1]
k wave vector [rad cm–1]
k extinction coefficient [—]
L sterance [radiance] [Wm–2 sr–1]
Lv luminance [cdm–2]
L inductance [h, m2 kg C2]
L laser cavity length
L, M, N direction cosines [—]
M angular magnification [—]
M radiant exitance [radiant emittance] [Wm–2]
m linear magnification [—]
m effective mass [kg]
MTF modulation transfer function [—]
N photon flux [s–1]
N carrier (number)density [m–3]
n real part of the relative refractive index [—]
ñ complex index of refraction [—]
NA numerical aperture [—]
OPD optical path difference [m]
P macroscopic polarization [C m–2]
Re() real part of [—]
R resistance [Ω]
r position vector [m]
S Seebeck coefficient [VK–1]
s spin quantum number [—]
s path length [m]
So object distance [m]
Si image distance [m]
T temperature [K, C]
t time [s]
t thickness [m]
u slope of ray with the optical axis [rad]
V Abbe reciprocal dispersion [—]
V voltage [V, m2 kgs–2 C–1]
x, y, z rectangular coordinates [m]
Z atomic number [—]

Greek Symbols

a absorption coefficient [cm−1]
a (power) absorptance (absorptivity)
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� dielectric coefficient (constant) [—]
� emittance (emissivity) [—]
� eccentricity [—]
�1 Re (�)
�2 lm (�)
t (power) transmittance (transmissivity) [—]
n radiation frequency [Hz]
w circular frequency = 2pn [rads−1]
w plasma frequency [H2]
l wavelength [μm, nm]
s wave number = 1/l [cm–1]
s Stefan Boltzmann constant [Wm−2K−1]
r reflectance (reflectivity) [—]
q, f angular coordinates [rad, °]
x, h rectangular spatial frequencies [m−1, r−1]
f phase [rad, °]
f lens power [m−2]
Φ flux [W]
c electric susceptibility tensor [—]
Ω solid angle [sr]

Other

ℜ responsivity
exp (x) ex

loga (x) log to the base a of x
ln (x) natural log of x
log (x) standard log of x: log10 (x)
Σ summation
Π product
Δ finite difference
dx variation in x
dx total differential
∂x partial derivative of x
d(x) Dirac delta function of x
dij Kronecker delta
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OPTICAL PROPERTIES
OF WATER

Curtis D. Mobley
Applied Electromagnetics and Optics Laboratory
SRI International
Menlo Park, California

1.1 INTRODUCTION

This article discusses the optical properties of three substances: pure water, pure sea water, and natu-
ral water. Pure water (i.e., water molecules only) without any dissolved substances, ions, bubbles, or 
other impurities, is exceptionally difficult to produce in the laboratory. For this and other reasons, 
definitive direct measurements of its optical properties at visible wavelengths have not yet been 
made. Pure sea water—pure water plus various dissolved salts—has optical properties close to those 
of pure water. Neither pure water nor pure sea water ever occur in nature. Natural waters, both fresh 
and saline, are a witch’s brew of dissolved and particulate matter. These solutes and particulates are 
both optically significant and highly variable in kind and concentration. Consequently, the optical 
properties of natural waters show large temporal and spatial variations and seldom resemble those 
of pure water.

The great variability of the optical properties of natural water is the bane of those who desire 
precise and easily tabulated data. However, it is the connections between the optical properties and 
the biological, chemical, and geological constituents of natural water and the physical environment 
that define the critical role of optics in aquatic research. For just as optics utilizes results from the 
biological, chemical, geological, and physical subdisciplines of limnology and oceanography, so do 
those subdisciplines incorporate optics. This synergism is seen in such areas as bio-optical ocean-
ography, marine photochemistry, mixed-layer dynamics, laser bathymetry, and remote sensing of 
biological productivity, sediment load, or pollutants.

1.2 TERMINOLOGY, NOTATION, AND DEFINITIONS

Hydrologic optics is the quantitative study of the interactions of radiant energy with the earth’s 
oceans, estuaries, lakes, rivers, and other water bodies. Most past and current research within hydro-
logic optics has been within the subfield of oceanic optics, in particular the optics of deep ocean 
waters, as opposed to coastal or estuarine areas. This emphasis is reflected in our uneven under-
standing of the optical properties of various water types.

1.3

1

01_Bass_V4_Ch01_p001-054.indd 1.3 9/14/09 10:46:32 AM

DO
 N

OT
 D

UP
LI

CA
TE



1.4  PROPERTIES

Although the optical properties of different water bodies can vary greatly, there is an overall simi-
larity that is quite distinct from, say, the optical properties of the atmosphere. Therefore, hydrologic 
and atmospheric optics have developed considerably different theoretical formulations, experimen-
tal methodologies, and instrumentation as suited to each field’s specific scientific issues. Chapter 3, 
“Atmospheric Optics,” by Dennis K. Killinger, James H. Churnside, and Laurence S. Rothman in Vol. V 
discusses atmospheric optics. The text by Mobley1 gives a comprehensive treatment of hydrologic optics.

Radiative transfer theory is the framework that connects the optical properties of water with 
the ambient light field. A rigorous mathematical formulation of radiative transfer theory as 
applicable to hydrologic optics has been developed by Preisendorfer2 and others. Preisendorfer 
found it convenient to divide the optical properties of water into two classes: inherent and 
apparent. Inherent optical properties (IOPs) are those properties that depend only upon the 
medium and therefore are independent of the ambient light field within the medium. The two 
fundamental IOPs are the absorption coefficient and the volume scattering function(VSF). 
Other IOPs include the attenuation coefficient and the single-scattering albedo. Apparent optical 
properties (AOPs) are those properties that depend both on the medium (the IOPs) and on the 
geometric (directional) structure of the ambient light field and that display enough regular fea-
tures and stability to be useful descriptors of the water body. Commonly used AOPs are the irra-
diance reflectance, the average cosines, and the various attenuation functions (K functions). (All 
of these quantities are defined below.) The radiative transfer equation provides the connection 
between the IOPs and the AOPs. The physical environment of a water body—waves on its surface, 
the character of its bottom, the incident radiance from the sky—enters the theory via the boundary 
conditions necessary for solution of the radiative transfer equation.

The IOPs are easily defined but they can be exceptionally difficult to measure, especially in 
situ. The AOPs are generally much easier to measure, but they are difficult to interpret because 
of the confounding environmental effects. (A change in the sea surface wave state or in the 
sun’s position changes the radiance distribution, and hence the AOPs, even though the IOPs are 
unchanged.)

Hydrologic optics employs standard radiometric concepts and terminology, although the notation 
adopted by the International Association for Physical Sciences of the Ocean (IAPSO3) differs some-
what from that used in other fields. Table 1 summarizes the terms, units, and symbols for those quan-
tities that have proven most useful in hydrologic optics. These quantities are defined and discussed in 
Secs. 1.3 to 1.5. Figure 1 summarizes the relationships among the various inherent and apparent opti-
cal properties. In this figure, note the central unifying role of radiative transfer theory. Note also that 
the spectral absorption coefficient and the spectral volume scattering function are the fundamental 
inherent optical properties in the sense that all inherent optical properties are derivable from those 
two. Likewise, spectral radiance is the parent of all radiometric quantities and apparent optical prop-
erties. The source term S in the radiative transfer equation accounts both for true internal sources 
such as bioluminescence and for radiance appearing at the wavelength of interest owing to inelastic 
scattering from other wavelengths.

Most radiative transfer theory assumes the radiant energy to be monochromatic. In this 
case the associated optical properties and radiometric quantities are termed spectral and carry a 
wavelength (l) argument or subscript [e.g., the spectral absorption coefficient a(l) or al, or the 
spectral downward irradiance Ed(l)]. Spectral radiometric quantities have the SI unit nm−1 added 
to the units shown in Table 1 [e.g., Ed(l) has units W m−2 nm−1]. Many radiometric on the other 
hand, respond to a fairly wide bandwidth, which complicates the comparison of data and theory.

1.3 RADIOMETRIC QUANTITIES USEFUL 
IN HYDROLOGIC OPTICS

Consider an amount ΔQ of radiant energy incident in a time interval Δt centered on time t, onto 
a surface of area ΔA located at (x, y, z). The energy arrives through a set of directions contained in 
a solid angle ΔΩ about the direction ( , )θ φ  normal to the area ΔA and is produced by photons in 
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OPTICAL PROPERTIES OF WATER  1.5

TABLE 1 Terms, Units, and Symbols for Quantities Commonly Used in Hydrologic Optics

  IAPSO  Historic
  Recommended Symbol†

Quantity SI Units Symbol∗ (if different)

Fundamental quantities

Most of the fundamental quantities are not defined by IAPSO, in which case common usage is given.

geometric depth below water surface m z
polar angle of photon travel radian or degree q 
wavelength of light (in vacuo) nm l 
 cosine of polar angle dimensionless m ≡ cos q 
optical depth below water surface dimensionless t 
azimuthal angle of photon travel radian or degree φ  
scattering angle radian or degree y, g or Θ q
solid angle sr Ω or w Ω

Radiometric quantities

The quantities as shown represent broadband measurements. For narrowband (monochromatic) measurements add the adjective 
“spectral” to the term, add nm−1 to the units, and add a wavelength index l to the symbol [e.g., spectral radiance, Ll or L(l)] with units 
W m−2 sr−1 nm−1. PAR is always broadband.

(plane) irradiance W m−2 E H
 downward irradiance W m−2 Ed H(−)
 upward irradiance W m−2 Ev H(+)
 net (vertical) irradiance W m−2 

E H
scalar irradiance W m−2 E0 h
 downward scalar irradiance W m−2 E0d h(−)
 upward scalar irradiance W m−2 E0u h(+)
radiant intensity W sr−1 I J
radiance W m−2 sr−1 L N
radiant excitance W m−2 M W
photosynthetically available radiation photons s−1 m−2 PAR or EPAR 
quantity of radiant energy J Q U
radiant power W Φ P

Inherent optical properties

absorptance dimensionless A
absorption coefficient m−1 a
scatterance dimensionless B
scattering coefficient m−1 b s
 backward scattering coefficient m−1 bb b
 forward scattering coefficient m−1 bf f
attenuance dimensionless C
attenuation coefficient m−1 c a
(real) index of refraction dimensionless n
transmittance dimensionless T
volume scattering function m−1 sr−1 b s
scattering phase function sr−1 �β  P
single-scattering albedo dimensionless w0 or �ω  

Apparent optical properties

(vertical) attenuation coefficients

 of downward irradiance Ed(z) m−1 Kd K(−)
 of total scalar irradiance E0(z) m−1 K0 k

(Continued)
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1.6  PROPERTIES

a wavelength interval Δl centered on wavelength l. Then an operational definition of the spectral 
radiance is

 L x y z t
Q

t A
( , , , , , , )θ φ λ

λ
≡ − − − −Δ

Δ Δ ΔΩΔ
Js m sr nm1 2 1 1

 

In practice, one takes Δt, ΔΑ, ΔΩ, and Δl small enough to get a useful resolution of radiance over 
the four parameter domains but not so small as to encounter diffraction effects or fluctuations 
from photon shot noise at very low light levels. Typical values are Δt ~ 10−3 to 103 s (depending on 
whether or not one wishes to average out sea surface wave effects), ΔA ~ 10−3 m2, ΔΩ ~ 10−2 sr, and 
Δl ~ 10 nm. In the conceptual limit of infinitesimal parameter intervals, the spectral radiance is 
defined as

 L x y z t
Q

t A
( , , , , , , )θ φ λ

λ
≡ ∂

∂ ∂ ∂ ∂
− − − −

4
1 2 1 1

Ω
Js m sr nm  

Spectral radiance is the fundamental radiometric quantity of interest in hydrologic optics: it 
specifies the positional (x, y, z), temporal (t), directional ( , )θ φ  and spectral (l) structure of the 
light field. For typical oceanic environments, horizontal variations (on a scale of tens to thousands 
of meters) of inherent and apparent optical properties are much less than variations with depth, and 
it is usually assumed that these properties vary only with depth z. Moreover, since the time scales for 
changes in IOPs or in the environment (seconds to seasons) are much greater than the time required 
for the radiance field to reach steady state (microseconds) after a change in IOPs or boundary con-
ditions, time-independent radiative transfer theory is adequate for most hydrologic optics studies. 
The spectral radiance therefore usually is written L z( , , , ).θ φ λ  The exceptions are applications such 
as time-of-flight lidar.

There are few conventions on the choice of coordinate systems. Oceanographers usually measure 
the depth z positive downward from z = 0 at the mean water surface. In radiative transfer theory 
it is convenient to let ( , )θ φ  denote the direction of photon travel (especially when doing Monte 
Carlo simulations). When displaying data it is convenient to let ( , )θ φ  represent the direction in 
which the instrument was pointed (the viewing direction) in order to detect photons traveling in 

TABLE 1 Terms, Units, and Symbols for Quantities Commonly Used in Hydrologic Optics (Continued)

  IAPSO  Historic
  Recommended Symbol†

Quantity SI Units Symbol∗ (if different)

Apparent optical properties

 of downward scalar irradiance E0d(z) m−1 K0d k(−)
 of upward scalar irradiance E0u(z) m−1 K0u k(+)
 of PAR m−1 KPAR 
 of upward irradiance Eu(z) m−1 Ku K(+)
 of radiance L(z, q, φ) m−1 K( , )θ φ  

irradiance reflectance (ratio) dimensionless R R(−)

average cosine of light field dimensionless μ  

 of downwelling light dimensionless μd  D d( ) /− =1 μ
 of upwelling light dimensionless μu  D u( ) /+ =1 μ
distribution function dimensionless  D =1/ μ

∗References 1 and 3.
†Reference 2.
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OPTICAL PROPERTIES OF WATER  1.7

Absorption coefficient
a(l)

Volume scattering function
b(y, l)

Scattering coefficient

b(l) = ∫y b dΩ

Beam attenuation
coefficient

c(l) = a(l) + b(l)

Single-scattering
albedo
wo = b/c

Phase function

b∼= b/b

Inherent optical properties

Radiometric quantities

Radiance distribution
L(z, q, f, l)

Enviornmental conditions

Incident radiance

Sea state

Bottom condition

Boundary
condition

Internal
sources S

Apparent optical properties

Radiative transfer equation

cosq dL
cdz

= –L + wo ∫Ξ, b∼L dΩ′ + S

Downwelling
scalar irrad.

= ∫ΞdLdΩE0d

Downwelling
average cosine

= Ed/E0dmd

Upwelling
average cosine

= Eu/E0umu

Irradiance
reflectance

= Eu/EdR

Upwelling
scalar irrad.

= ∫Ξ
M

LdΩE0u

Photosynthetic
avail. radiation

= ∫Λ∫Ξ LdΩdlEPAR

Downwelling
plane irrad.

= ∫ΞdL |m| dΩEd

Upwelling
plane irrad.

= ∫Ξ
M

L |m| dΩEu

Down. scalar
irrad. atten.

1
E0d

dE0d
dz

= –K0d 

Radiance
attenuation

1
L(q, f)

dL(q, f)
dz

= –K(q, f)

PAR
attenuation

1
EPAR

dEPAR
dz

= –KPAR

Down. plane
irrad. atten.

1
Ed

dEd
dz

= –Kd

Up. plane
irrad. atten.

1
Eu

dEu
dz

= –Ku

Up. scalar
irrad. atten.

1
E0u

dE0u*
dz

= –K0u

FIGURE 1 Relationships between the various quantities commonly used in hydrologic optics.
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1.8  PROPERTIES

the opposite direction. Some authors measure the polar angle q from the zenith (upward) direction, 
even when z is taken as positive downward; others measure q from the + z axis (nadir, or down-
ward, direction). In the following discussion Ξu denotes the hemisphere of upward directions (i.e., 
the set of directions ( , )θ φ such that 0 ≤ q ≤ p/2 and 0 2≤ ≤φ π if q is measured from the zenith 
direction) and Ξd denotes the hemisphere of downward directions. The element of solid angle is 
d d dΩ = sinθ θ φ  with units of steradian. The solid angle measure of the set of directions Ξu or Ξd is 
Ω Ξ Ω Ξ( ) ( )u d= = 2π sr.

Although the spectral radiance completely specifies the light field, it is seldom measured both 
because of instrumental difficulties and because such complete information often is not needed 
for specific applications. The most commonly measured radiometric quantities are various 
irradiances.

Consider a light detector constructed so as to be equally sensitive to photons of a given wave-
length l traveling in any direction ( , )θ φ within a hemisphere of directions.4 If the detector is located 
at depth z and is oriented facing upward, so as to collect photons traveling downward, then the 
detector output is a measure of the spectral downward scalar irradiance at depth z, E0d(z, l). Such an 
instrument is summing radiance over all the directions (elements of solid angle) in the downward 
hemisphere Ξd. Thus E0d(z, l) is related to L z( , , , )θ φ λ by

 
E z L z dd

d
0

2 1( , ) ( , , , )λ θ φ λ= ∫ − −
Ξ

Ω W m nm
 

The symbolic integral over Ξd can be evaluated as a double integral over q and φ after a specific 
coordinate system is chosen.

If the same instrument is oriented facing downward, so as to detect photons traveling upward, 
then the quantity measured is the spectral upward scalar irradiance E0u(z, l):

 E z L z du
u

0
2 1( , ) ( , , , )λ θ φ λ= ∫ − −

Ξ
Ω W m nm  

The spectral scalar irradiance E0(z, l) is just the sum of the downward and upward components:

 
E z E z E z L z dd u0 0 0

2( , ) ( , ) ( , ) ( , , , )λ λ λ θ φ λ≡ + = ∫ − −
Ξ

Ω W m nm 11

 

Here Ξ Ξ Ξ= ∪d u  is the set of all directions; Ω(Ξ) = 4p sr. E0(z, l) is useful2 because it is proportional 
to the spectral radiant energy density (J m−3 nm−1) at depth z.

Now consider a detector designed4 so that its sensitivity is proportional to |cos q |, where q is the 
angle between the photon direction and the normal to the surface of the detector. This is the ideal 
response of a “flat plate” collector of area ΔA, which when viewed at an angle q to its normal appears 
to have an area of ΔA |cos q|. If such a detector is located at depth z and is oriented facing upward, 
so as to detect photons traveling downward, then its output is proportional to the spectral downward 
plane irradiance Ed(z, l) (usually called spectral downwelling irradiance). This instrument is sum-
ming the downwelling radiance weighted by the cosine of the photon direction:

 
E z L z dd

d

( , ) ( , , , ) | cos |λ θ φ λ θ= ∫ − −Ω
Ξ

W m nm2 1

 

Turning this instrument upside down gives the spectral upward plane irradiance (spectral upwelling 
irradiance) Eu(z, l):

 E z L zu
u

( , ) ( , , , ) | cos |λ θ φ λ θ= ∫ − −d W m nmΩ
Ξ

2 1
 

Ed and Eu are useful because they give the energy flux (power per unit area) across the horizontal 
surface at depth z owing to downwelling and upwelling photons, respectively.
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OPTICAL PROPERTIES OF WATER  1.9

The spectral net irradiance at depth z, E z( , )λ is the difference in the downwelling and upwelling 
plane irradiances:

 E z E z E zd u( , ) ( , ) ( , )λ λ λ= −  

Photosynthesis is a quantum phenomenon (i.e., it is the number of available photons rather than 
the amount of radiant energy that is relevant to the chemical transformations). This is because if a 
photon of, say, l = 350 nm, is absorbed by chlorophyll it induces the same chemical change as does a 
photon of l = 700 nm, even though the 350-nm photon has twice the energy of the 700-nm photon. 
Only a part of the photon energy goes into photosynthesis; the excess is converted to heat or reradi-
ated. Moreover, chlorophyll is equally able to absorb and utilize a photon regardless of the photon’s 
direction of travel. Therefore, in studies of phytoplankton biology the relevant measure of the light 
field is the photosynthetically available radiation, PAR or EPAR, defined by

 PAR photons s m
nm

nm
( ) ( , )z

hc
E z d≡ ∫ − −λ λ λ

350

700

0
1 2  

where h = 6.6255 × 10−34 J s is Planck’s constant and c = 3.0 × 1017 nm s−1 is the speed of light. The 
factor l/hc converts the energy units of E0 (watts) to quantum units (photons per second). Bio-optical 
literature often states PAR values in units of mol photons s−1 m−2 or einst s−1 m−2. Morel and Smith5 
found that over a wide variety of water types from very clear to turbid, with corresponding variations 
in the spectral nature of the irradiance, the conversion factor for energy to quanta varied by only 
±10 percent about the value 2.5 × 1018 photons s−1 W−1 (4.2 μeinst s−1 W−1).

For practical reasons related to instrument design, PAR is sometimes estimated using the spectral 
downwelling plane irradiance and the visible wavelengths only:

 PAR photons s m
nm

nm
( ) ( , )z

hc
E z dd≈ ∫ − −λ λ λ

400

700 1 2  

However, it is now recognized6,7 that the use of Ed rather than E0 can lead to errors of 20 to 100 percent 
in computations of PAR. Omission of the 350–400-nm band is less troublesome since those wave-
lengths are rapidly absorbed near the water surface, except in very clear waters.

1.4 INHERENT OPTICAL PROPERTIES

Consider a small volume ΔV of water of thickness Δr as seen by a narrow collimated beam of mono-
chromatic light of spectral radiant power Φi(l) W nm−1 as schematically illustrated in Fig. 2. Some 
part Φa(l) of the incident power Φi(l) is absorbed within the volume of water. Some part Φs(y, l) 
is scattered out of the beam at an angle y, and the remaining power Φt(l) is transmitted through 
the volume with no change in direction. Let Φs(l) be the total power that is scattered into all direc-
tions. Furthermore, assume that no inelastic scattering occurs (i.e., assume that no photons undergo 
a change in wavelength during the scattering process). Then by conservation of energy,

 Φ Φ Φ Φi a s t( ) ( ) ( ) ( )λ λ λ λ= + +  

The spectral absorptance A(l) is the fraction of incident power that is absorbed within the volume:

 A a

i

( )
( )

( )
λ

λ
λ

≡
Φ
Φ
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1.10  PROPERTIES

Likewise the spectral scatterance B(l) is the fractional part of the incident power that is scattered out 
of the beam,

 B s

i

( )
( )

( )
λ

λ
λ

≡
Φ
Φ

 

and the spectral transmittance T(l) is

 
T t

i

( )
( )

( )
λ

λ
λ

≡
Φ
Φ  

Clearly, A(l) + B(l) + T(l) = 1. A quantity easily confused with the absorptance A(l) is the absor-
bance D(l) (also called optical density) defined as8

 
D Ai

s t

( ) log
( )

( ) ( )
log [ ( )]λ

λ
λ λ

λ≡
+

= − −10 10 1
Φ

Φ Φ  

D(l) is the quantity actually measured in a spectrophotometer.
The inherent optical properties usually employed in hydrologic optics are the spectral absorption 

and scattering coefficients which are, respectively, the spectral absorptance and scatterance per unit 
distance in the medium. In the geometry of Fig. 2, the spectral absorption coefficient a(l) is defined as

 a
A

rr
( ) lim

( )λ λ≡
→

−
Δ Δ0

1m  

and the spectral scattering coefficient b(l) is

 b
B

rr
( ) lim

( )λ λ≡
→

−
Δ Δ0

1m  

The spectral beam attenuation coefficient c(l) is defined as

 c a b( ) ( ) ( )λ λ λ≡ +  

Hydrologic optics uses the term attenuation rather than extinction.
Now take into account the angular distribution of the scattered power, with B(y, l) being 

the fraction of incident power scattered out of the beam through an angle y into a solid angle 

Φa (l) Φt (l)Φi (l)

Φs (y, l)

ΔV

Δr

y

ΔΩ

FIGURE 2 Geometry used to define inherent optical 
properties.
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OPTICAL PROPERTIES OF WATER  1.11

ΔΩ centered on y as shown in Fig. 2. Then the angular scatterance per unit distance and unit 
solid angle, b(y, l), is

 β ψ λ ψ λ
( , ) lim lim

( , )
lim lim≡ =

→ → → →Δ ΔΩ Δ ΔΩΔ ΔΩ
Φ

r r

B
r0 0 0 0

ss

i r
( , )

( )
ψ λ

λΦ Δ ΔΩ m sr− −1 1  

The spectral power scattered into the given solid angle ΔΩ is just the spectral radiant intensity scat-
tered into direction y times the solid angle: Φs(y, l) = Is(y, l) ΔΩ. Moreover, if the incident power 
Φi(l) falls on an area ΔA, then the corresponding incident irradiance E Ai i( ) ( ) /λ λ= Φ Δ . Noting 
that ΔV = Δr ΔA is the volume of water that is illuminated by the incident beam gives

 β ψ λ ψ λ
λ( , ) lim

( , )
( )

=
→Δ ΔV

s

i

I
E V0

 

This form of b(y, l) suggests the name spectral volume scattering function and the physical interpre-
tation of scattered intensity per unit incident irradiance per unit volume of water; b(y, l) also can 
be interpreted as the differential scattering cross section per unit volume. Integrating b(y, l) over all 
directions (solid angles) gives the total scattered power per unit incident irradiance and unit volume 
of water or, in other words, the spectral scattering coefficient:

 b d d( ) ( , ) ( , )sinλ β ψ λ π β ψ λ ψ ψ
π

= =∫ ∫Ω
Ξ

2
0

 

The last equation follows because scattering in natural waters is azimuthally symmetric about the 
incident direction (for unpolarized sources and for randomly oriented scatterers). This integration 
is often divided into forward scattering, 0 ≤ y ≤ p/2, and backward scattering, p/2 ≤ y ≤ p, parts. 
The corresponding spectral forward and backward scattering coefficients are, respectively,

 

b d

b

f

b

( ) ( , )sin

( ) ( , )sin

/
λ π β ψ λ ψ ψ

λ π β ψ λ ψ

π
≡

≡

∫2

2

0

2

ddψ
π

π

/2∫  

The preceding discussion has assumed that no inelastic (transpectral) scattering processes 
are present. However, transpectral scattering does occur in natural waters attributable to fluo-
rescence by dissolved matter or chlorophyll and to Raman or Brillouin scattering by the water 
molecules themselves (see Sec. 1.23). Power lost from wavelength l by scattering into wavelength 
l′ ≠ l appears in the above formalism as an increase in the spectral absorption.9 In this case, a(l) 
accounts for “true” absorption (e.g., conversion of radiant energy into heat) as well as for the loss 
of power at wavelength l by inelastic scattering to another wavelength. The gain in power at l′ 
appears as a source term in the radiative transfer formalism.

Two more inherent optical properties are commonly used in hydrologic optics. The spectral 
single-scattering albedo w0(l) is

 ω λ λ
λ0 ( )

( )
( )

≡ b
c

 

The single-scattering albedo is the probability that a photon will be scattered (rather than absorbed) 
in any given interaction; hence, w0(l) is also known as the probability of photon survival. The spectral
volume scattering phase function, �β ψ λ( , ) is defined by

 �β ψ λ β ψ λ
λ( , )

( , )
( )

≡ −
b

sr 1  
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1.12  PROPERTIES

Writing the volume scattering function b(y, l) as the product of the scattering coefficient b(l) and 
the phase function �β ψ λ( , ) partitions b(y, l) into a factor giving the strength of the scattering, b(l) 
with units of m−1, and a factor giving the angular distribution of the scattered photons, �β ψ λ( , )  
with units of sr−1.

1.5 APPARENT OPTICAL PROPERTIES

The quantity

 μ λ
θ φ λ θ

θ φ λd z
L z d

L z d
d

u

( , )
( , , , ) | cos |

( , , , )
≡

∫ Ω

Ω
Ξ

Ξ∫∫
≡

E z
E z

d

d

( , )
( , )

λ
λ0

 

is called the spectral downwelling average cosine. The definition shows that μ λd z( , ) is the average 
value of the cosine of the polar angle of all the photons contributing to the downwelling radiance at 
the given depth and wavelength. The spectral upwelling average cosine is defined analogously:

 μ λ
λ
λu

u

u

z
E z
E z

( , )
( , )
( , )

≡
0

 

The average cosines are useful one-parameter measures of the directional structures of the downwelling 
and upwelling light fields. For example, if the downwelling light field (radiance distribution) is col-
limated in direction ( , )θ φ0 0 so L L( , ) ( ) ( ),θ φ δ θ θ δ φ φ= − −0 0 0  where d is the Dirac d function, then 
μ θd = |cos |.0  If the downwelling radiance is completely diffuse (isotropic), L L( , )θ φ = 0  and μd = 1

2 . 
Typical values of the average cosines for waters illuminated by the sun and sky are μd ≈ 3

4  and μu ≈ 3
8 . 

Older literature generally refers to distribution functions, Dd and Du, rather than to average cosines. The 
distribution functions are just reciprocals of the average cosines:

 D z
z

z
zd

d
u

u

( , )
( , )

( , )
( , )

λ μ λ λ μ λ= =1 1
and D  

The spectral irradiance reflectance (or irradiance ratio) R(z, l) is the ratio of spectral upwelling to 
downwelling plane irradiances:

 R z
E z
E z

u

d

( , )
( , )
( , )

λ
λ
λ≡  

R(z, l) just beneath the sea surface is of great importance in remote sensing (see Sec. 1.22).
Under typical oceanic conditions for which the incident lighting is provided by the sun and sky, 

the various radiances and irradiances all decrease approximately exponentially with depth, at least 
when far enough below the surface (and far enough above the bottom, in shallow water) to be free 
of boundary effects. For example, it is convenient to write the depth dependence of Ed(z, l) as

 E z E K z dz Ed d d

z

d( , ) ( , )exp ( , ) (λ λ λ≡ − ′ ′⎡
⎣⎢

⎤
⎦⎥

≡∫0
0

00, )exp[ ( ) ]λ λ−K zd  

where Kd(z, l) is the spectral diffuse attenuation coefficient for spectral downwelling plane irradiance 
and Kd ( )λ  is the average value of Kd(z, l) over the depth interval 0 to z. Solving for Kd(z, l) gives

 K z
d E z

dz E z
dE z

dzd
d

d

d( , )
ln ( , )

( , )
( , )

λ
λ

λ
λ

= − = − −1
m 11  
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OPTICAL PROPERTIES OF WATER  1.13

The distinction between beam and diffuse attenuation coefficients is important. The beam atten-
uation coefficient c(l) is defined in terms of the radiant power lost from a single, narrow, collimated 
beam of photons. The downwelling diffuse attenuation coefficient Kd(z, l) is defined in terms of 
the decrease with depth of the ambient downwelling irradiance Ed(z, l), which comprises photons 
heading in all downward directions (a diffuse or uncollimated light field). Kd(z, l) clearly depends 
on the directional structure of the ambient light field and so is classified as an apparent optical 
property. Other diffuse attenuation coefficients, e.g., Ku, K0d, K0u, KPAR, and K( , )θ φ are defined in an 
analogous manner, using the corresponding radiometric quantities.

In homogeneous waters, these “K functions” depend only weakly on depth and therefore can serve 
as convenient, if imperfect, descriptors of the water body. Smith and Baker10 have pointed out other 
reasons why K functions are useful:

1. The K’s are defined as ratios and therefore do not require absolute radiometric measurements.

2. The K’s are strongly correlated with chlorophyll concentration (i.e., they provide a connection 
between biology and optics).

3. About 90 percent of the diffusely reflected light from a water body comes from a layer of water of 
depth l/Kd(0, l) (i.e., Kd has implications for remote sensing).

4. Radiative transfer theory provides several useful relations between the K’s and other quantities 
of interest, such as absorption and beam attenuation coefficients, the irradiance reflectance, and 
the average cosines.

5. Instruments are available for routine measurement of the K’s.

It must be remembered, however, that in spite of their utility K functions are apparent optical 
properties—a change in the environment (e.g., solar angle or sea state) changes their value, some-
times by a negligible amount but sometimes greatly. However, numerical simulations by Gordon11 
show how with a few additional but easily made measurements measured values of Kd(z, l) and 
Kd ( )λ  can be “normalized” to remove the effects of solar angle and sea state. The normalized Kd and Kd  
are equal to the values that would be obtained if the sun were at the zenith and the sea surface were 
calm. If this normalization is performed, the resulting Kd(z, l) and Kd ( )λ  can be regarded as inher-
ent optical properties for all practical purposes. It is strongly recommended that Gordon’s procedure 
be routinely followed by experimentalists.

1.6 THE OPTICALLY SIGNIFICANT CONSTITUENTS 
OF NATURAL WATERS

Dissolved Substances

Pure sea water consists of pure water plus various dissolved salts, which average about 35 parts per 
thousand (%) by weight. These salts increase scattering above that of pure water by 30 percent 
(see Table 10 in Sec. 1.17). It is not well established what, if any, effect these salts have on absorption, 
but it is likely that they increase absorption somewhat at ultraviolet wavelengths.

Both fresh and saline waters contain varying concentrations of dissolved organic compounds. 
These compounds are produced during the decay of plant matter and consist mostly of various 
humic and fulvic acids.8 These compounds are generally brown in color and in sufficient concentra-
tions can color the water yellowish brown. For this reason the compounds are generically referred 
to as yellow matter, Gelbstoff, or gilvin. Yellow matter absorbs very little in the red, but absorption 
increases rapidly with decreasing wavelength. Since the main source of yellow matter is decayed ter-
restrial vegetation, concentrations are generally greatest in lakes, rivers, and coastal waters influenced 
by river runoff. In such waters yellow matter can be the dominant absorber at the blue end of the 
spectrum. In mid-ocean waters absorption by yellow matter is usually small compared to absorption 
by other constituents, but some yellow matter is likely to be present as the result of decaying phyto-
plankton, especially at the end of a bloom.
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1.14  PROPERTIES

Particulate Matter

Particulate matter in the oceans has two distinct origins: biological and physical. The organic particles of 
optical importance are created as bacteria, phytoplankton, and zooplankton grow and reproduce by 
photosynthesis or by eating their neighbors. Particles of a given size are destroyed by breaking apart after 
death, by fiocculation into larger aggregate particles, or by settling out of the water column. Inorganic par-
ticles are created primarily by weathering of terrestrial rocks and soils. These particles can enter the water 
as wind-blown dust settles on the sea surface, as rivers carry eroded soil to the sea, or as currents resuspend 
bottom sediments. Inorganic particles are removed from the water by settling, aggregating, or dissolving. 
This particulate matter usually is the major determiner of both the absorption and scattering properties of 
natural waters and is responsible for most of the temporal and spatial variability in these optical properties.

Organic Particles These occur in many forms.

Viruses Natural marine waters contain virus particles12 in concentrations of 1012 to 1015 parti-
cles m−3. These particles are generally much smaller (2–200 nm) than the wavelength of visible light, 
and it is not known what, if any, direct effect viruses have on the optical properties of sea water.

Colloids Nonliving collodial particles in the size range 0.4–1.0 μm are found13 in typical num-
ber concentrations of 1013 m−3 and colloids of size ≤ 0.1 μm are found14 in abundances of 1015 m−3. 
Some of the absorption traditionally attributed to dissolved matter may be due to colloids, some of 
which strongly resemble fulvic acids in electron micrographs.14

Bacteria Living bacteria in the size range 0.2–1.0 μm occur in typical number concentrations of 
1011–1013 m−3. It only recently has been recognized15–17 that bacteria can be significant scatterers and 
absorbers of light, expecially at blue wavelengths and in clean oceanic waters where the larger phyto-
plankton are relatively scarce.

Phytoplankton These ubiquitous microscopic plants occur with incredible diversity of species, size, 
shape, and concentration. They range in cell size from less than 1 μm to more than 200 μm, and some 
species form even larger chains of individual cells. It has long been recognized that phytoplankton are 
the particles primarily responsible for determining the optical properties of most oceanic waters. Their 
chlorophyll and related pigments strongly absorb light in the blue and red and thus when concentrations 
are high determine the spectral absorption of sea water. These particles are generally much larger than 
the wavelength of visible light and are efficient scatterers, especially via diffraction, thus influencing the 
scattering properties of sea water.

Organic detritus Nonliving organic particles of various sizes are produced, for example, when 
phytoplankton die and their cells break apart. They may also be formed when zooplankton graze on 
phytoplankton and leave behind cell fragments and fecal pellets. Even if these detrital particles contain 
pigments at the time of their production, they can be rapidly photo-oxidized and lose the characteristic 
absorption spectrum of living phytoplankton, leaving significant absorption only at blue wavelengths.

Large particles Particles larger than 100 μm include zooplankton (living animals with sizes from 
tens of micrometers to two centimeters) and fragile amorphous aggregates18 of smaller particles 
(“marine snow,” with sizes from 0.5 mm to tens of centimeters). Such particles occur in highly vari-
able numbers from almost none to thousands per cubic meter. Even at relatively large concentra-
tions these large particles tend to be missed by optical instruments that randomly sample only a 
few cubic centimeters of water or that mechanically break apart the aggregates. However, these large 
particles can be efficient diffuse scatterers of light and therefore may significantly affect the optical 
properties (especially backscatter) of large volumes of water, e.g., as seen by remote sensing instru-
ments. Although such optical effects are recognized, they have not been quantified.

Inorganic Particles These generally consist of finely ground quartz sand, clay minerals, or metal 
oxides in the size range from much less than 1 μm to several tens of micrometers. Insufficient atten-
tion has been paid to the optical effects of such particles in sea water, although it is recognized that 
inorganic particles are sometimes optically more important than organic particles. Such situations 
can occur both in turbid coastal waters carrying a heavy sediment load and in very clear oceanic 
waters which are receiving wind-blown dust.19
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OPTICAL PROPERTIES OF WATER  1.15

At certain stages of its life, the phytoplankton coccolithophore species Emiliania huxleyi is a most 
remarkable source of crystalline particles. During blooms E. huxleyi produces and sheds enormous 
numbers of small (2–4 μm) calcite plates; concentrations of 3 × 1011 plates m−3 have been observed.20 
Although they have a negligible effect on light absorption, these calcite plates are extremely efficient 
light scatterers: irradiance reflectances of R = 0.39 have been observed20 at blue wavelengths during 
blooms (compared with R = 0.02 to 0.05 in the blue for typical ocean waters, discussed in Sec. 1.22). 
Such coccolithophore blooms give the ocean a milky white or turquoise appearance.

1.7 PARTICLE SIZE DISTRIBUTIONS

In spite of the diverse mechanisms for particle production and removal, observation shows that a 
single family of particle size distributions often suffices to describe oceanic particulate matter in the 
optically important size range from 0.1 to 100 μm. Let N(x) be the number of particles per unit vol-
ume with size greater than x in a sample of particles; x usually represents equivalent spherical diameter 
computed from particle volume, but also can represent particle volume or surface area. The Junge 
(also called hyperbolic) cumulative size distribution21 is then

 N x k
x
x

m

( ) =
⎛
⎝⎜

⎞
⎠⎟

−

0

 

where k sets the scale, x0 is a reference size, and −m is the slope of the distribution when log N is 
plotted versus log x; k, x0, and m are positive constants.

Oceanic particle size distributions usually have m values between 2 and 5, with m = 3 to 4 being 
typical; such spectra can be seen in McCave,22 Fig. 7. It often occurs that oceanic particle size spectra 
are best described by a segmented distribution in which a smaller value of m is used for x less than 
a certain value and a larger value of m is used for x greater than that value. Such segmented spectra 
can be seen in Bader,21 and in McCave,22 Fig. 8.

The quantity most relevant to optics, e.g., in Mie scattering computations for polydisperse sys-
tems, is not the cumulative size distribution N(x), but rather the number size distribution n(x). The 
number distribution is defined such that n(x) dx is the number of particles in the size interval from 
x to x + dx. The number distribution is related to the cumulative distribution by n(x) = |dN(x)/dx|, 
so that for the Junge distribution

 n x kmx x Kxm m s( ) = ≡− − − −
0

1  

where K kmx m≡ −
0  and s m≡ +1; s is commonly referred to as the slope of the distribution. Figure 3 

shows the number distribution of biological particles typical of open ocean waters; note that a value 
of s = 4 gives a reasonable fit to the plotted points.

It should be noted, however, that the Junge distribution sometimes fails to represent oceanic 
conditions. For example, during the growth phase of a phytoplankton bloom the rapid increase in 
population of a particular species may give abnormally large numbers of particles in a particular size 
range. Such bloom conditions therefore give a “bump” in n(x) that is not well modeled by the simple 
Junge distribution. Moreover, Lambert et al.23 found that a log-normal distribution sometimes bet-
ter described the distributions of inorganic particles found in water samples taken from near the 
bottom at deep ocean locations. These particles were principally aluminosilicates in the 0.2- to 10.0-μm 
size range but included quartz grains, metal oxides, and phytoplankton skeletal parts such as coc-
colithophore plates. Based on the sampling location it was assumed that the inorganic particles 
were resuspended sediments. Lambert et al. found that the size distributions of the individual par-
ticle types (e.g., aluminosilicates or metal oxides) obeyed log-normal distributions which “flattened 
out” below 1 μm. For particles larger than ~1 μm, log-normal and Junge distributions gave nearly 
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1.16  PROPERTIES

equivalent descriptions of the data. Biological particles were not as well described by the log-normal 
distribution, especially for sizes greater than 5 μm.

1.8 ELECTROMAGNETIC PROPERTIES OF WATER

In studies of electromagnetic wave propagation at the level of Maxwell’s equations it is convenient 
to specify the bulk electromagnetic properties of the medium via the electrical permittivity e, 
the magnetic permeability m, and the elecrical conductivity s. Since water displays no significant 
magnetic properties, the permeability can be taken equal to the free-space (in vacuo) value at all 
frequencies: m = m0 = 4p × 10−7 N A−2. Both e and s depend on the frequency w of the propagating 
electromagnetic wave as well as on the water temperature, pressure, and salinity. Low-frequency 
(w → 0) values for the permittivity are of order e ≈ 80e0, where e0 = 8.85 × 10−12 A2 s2 N−1 m−2 is the 
free-space value. This value decreases to e ≈ 1.8e0 at optical frequencies. Extensive tabulations of e/e0 
as a function of temperature and pressure are given for pure water in Archer and Wang.24 The low-
frequency conductivity ranges from s ≈ 4 × 10−6 siemen m−1 for pure water to s ≈ 4.4 siemen m−1 
for sea water.

The effects of e, m, and s on electromagnetic wave propagation are compactly summarized 
in terms of the complex index of refraction, m = n − ik, where n is the real index of refraction, 
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OPTICAL PROPERTIES OF WATER  1.17

k is the dimensionless electrodynamic absorption coefficient, and i = −( );1  n and k are collec-
tively called the optical constants of water (a time dependence convention of exp(+iwt) is used 
in deriving wave equations from Maxwell’s equations). The explicit dependence of m on e, m, and 
s is given by25

 
m c i

c

n k n k nk

2 2
2

2 2 2 2

= −

= − = − −

με μσ
ω

( )i i

 

where c = (e0 m0)
−1/2 is the speed of light in vacuo. These equations can be used to relate n and k to 

the bulk electromagnetic properties. The optical constants are convenient because they are directly 
related to the scattering and absorbing properties of water. The real index of refraction n(l) governs 
scattering both at interfaces (via the laws of reflection and refraction) and within the medium (via 
thermal or other fluctuations of n(l) at molecular and larger scales). The spectral absorption coef-
ficient a(l) is related to k(l) by25

 a
k

( )
( )λ π λ

λ
= 4

 

Here l refers to the in vacuo wavelength of light corresponding to a given frequency w of electro-
magnetic wave.

Figure 4 shows the wavelength dependence of the optical constants n and k for pure water. 
The extraordinary feature seen in this figure is the narrow “window” in k(l), where k(l) 
decreases by over nine orders of magnitude between the near ultraviolet and the visible and then 
quickly rises again in the near infrared. This behavior in k(l) gives a corresponding window in 
the spectral absorption coefficient a(l) as seen in Table 2. Because of the opaqueness of water 
outside the near-UV to near-IR wavelengths, hydrologic optics is concerned only with this small 
part of the electromagnetic spectrum. These wavelengths overlap nicely with the wavelengths of 
the sun’s maximum energy output and with a corresponding window in atmospheric absorption, 
much to the benefit of life on earth.
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1.18  PROPERTIES

1.9 INDEX OF REFRACTION

Seawater

Austin and Halikas27 exhaustively reviewed the literature on measurements of the real index of 
refraction of sea water. Their report contains extensive tables and interpolation algorithms for the 
index of refraction (relative to air), n(l, S, T, p), as a function of wavelength (l = 400 to 700 nm), 
salinity (S = 0 to 43‰), temperature (T = 0 to 30°C), and pressure (p = 105 to 108  Pa, or 1 to 
1080 atm). Figure 5 illustrates the general dependence of n on these four parameters: n decreases 
with increasing wavelength or temperature and increases with increasing salinity or pressure. Table 
3 gives the values of n for the extreme values of each parameter. The extreme values of n, 1.329128 
and 1.366885, show that n varies by less than 3 percent over the entire parameter range relevant to 
hydrologic optics. Table 4 gives selected values of n(l, T) for fresh water (S = 0) and for typical sea 
water (S = 35‰) at atmospheric pressure (p = 105 Pa). The values in Table 4 can be multiplied by 
1.000293 (the index of refraction of dry air at STP and l = 538 nm) if values relative to vacuum are 

TABLE 2 Absorption Coefficient a of Pure Water As a Function 
of Wavelength l∗

  l a (m−1) l a (m−1)

 0.01 nm 1.3 × 101 700 nm 0.650
 0.1 6.5 × 102 800 2.07
 1 9.4 × 104 900 nm 7.0
  10 3.5 × 106 1 μm 3.3 × 101

100 5.0 × 107 10 7.0 × 104

200 3.07 100 μm 6.5 × 104

300 0.141 0.001 m 1.3 × 104

400 0.0171 0.01 3.6 × 103

500 0.0257 0.1 5.0 × 101

600 nm 0.244 1 m 2.5

∗Data for 200 nm ≤ l ≤ 800 nm taken from Table 6. Data for other wave-
lengths computed from Fig. 4.
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OPTICAL PROPERTIES OF WATER  1.19

TABLE 3 Index of Refraction of Water n for the Extreme Values of Pressure p, 
Temperature T, Salinity S, and Wavelength l Encountered in Hydrologic Optics∗

  p (Pa) T (ºC) S (‰) l (nm) n

1.01 × 105 0 0 400 1.344186
1.01 0 0 700 1.331084
1.01 0 35 400 1.351415
1.01 0 35 700 1.337906
1.01 30 0 400 1.342081
1.01 30 0 700 1.329128
1.01 30 35 400 1.348752
1.01 30 35 700 1.335316
1.08 × 108 0 0 400 1.360076
1.08 0 0 700 1.346604
1.08 0 35 400 1.366885
1.08 0 35 700 1.352956
1.08 30 0 400 1.356281
1.08 30 0 700 1.342958
1.08 30 35 400 1.362842
1.08 30 35 700 1.348986

∗Reproduced from Austin and Halikas.27

TABLE 4 Index of Refraction of Fresh Water and of Sea Water at Atmospheric Pressure for Selected Temperatures and 
Wavelengths∗

 Fresh water (S = 0)
 wavelength (nm)

Temp (ºC) 400 420 440 460 480 500 520 540

  0 1.34419 1.34243 1.34092 1.33960 1.33844 1.33741 1.33649 1.33567
  10 1.34390 1.34215 1.34064 1.33933 1.33817 1.33714 1.33623 1.33541
  20 1.34317 1.34142 1.33992 1.33860 1.33745 1.33643 1.33551 1.33469
  30 1.34208 1.34034 1.33884 1.33753 1.33638 1.33537 1.33445 1.33363

 Wavelength (nm)

Temp (ºC) 560 580 600 620 640 660 680 700

  0 1.33494 1.33424 1.33362 1.33305 1.33251 1.33200 1.33153 1.33108
  10 1.33466 1.33399 1.33336 1.33279 1.33225 1.33174 1.33127 1.33084
  20 1.33397 1.33328 1.33267 1.33210 1.33156 1.33105 1.33059 1.33016
  30 1.33292 1.33223 1.33162 1.33106 1.33052 1.33001 1.32955 1.32913

 Sea water (S = 35‰)
 wavelength (nm)

Temp (ºC) 400 420 440 460 480 500 520 540

  0 1.35141 1.34961 1.34804 1.34667 1.34548 1.34442 1.34347 1.34263
  10 1.35084 1.34903 1.34747 1.34612 1.34492 1.34385 1.34291 1.34207
  20 1.34994 1.34814 1.34657 1.34519 1.34401 1.34295 1.34200 1.34116
  30 1.34875 1.34694 1.34539 1.34404 1.34284 1.34179 1.34085 1.34000

 Wavelength (nm)

Temp (ºC) 560 580 600 620 640 660 680 700

  0 1.34186 1.34115 1.34050 1.33992 1.33937 1.33885 1.33836 1.33791
  10 1.34129 1.34061 1.33997 1.33938 1.33882 1.33830 1.33782 1.33738
  20 1.34039 1.33969 1.33904 1.33845 1.33791 1.33739 1.33690 1.33644
  30 1.33925 1.33855 1.33790 1.33731 1.33676 1.33624 1.33576 1.33532

∗Data extracted from Austin and Halikas.
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1.20  PROPERTIES

desired. Millard and Seaver28 have developed a 27-term formula that gives the index of refraction to 
part-per-million accuracy over most of the oceanographic parameter range.

Particles

Suspended particulate matter in sea water often has a bimodal index of refraction distribution. 
Living phytoplankton typically have “low” indices of refraction in the range 1.01 to 1.09 relative to 
the index of refraction of seawater. Detritus and inorganic particles generally have “high” indices in 
the range of 1.15 to 1.20 relative to seawater.29 Typical values are 1.05 for phytoplankton and 1.16 for 
inorganic particles.

Table 5 gives the relative index of refraction of terrigenous minerals commonly found in river 
runoff and wind-blown dust. Only recently has it become possible to measure the refractive indices 
of individual phytoplankton cells.30 Consequently, little is yet known about the dependence of refrac-
tive index on phytoplankton species, or on the physiological state of the plankton within a given spe-
cies, although it appears that the dependence can be significant.31

1.10 MEASUREMENT OF ABSORPTION

Determination of the spectral absorption coefficient a(l) for natural waters is a difficult task for 
several reasons. First, water absorbs only weakly at near-UV to blue wavelengths so that very sensi-
tive instruments are required. More importantly, scattering is never negligible so that careful consid-
eration must be made of the possible aliasing of the absorption measurements by scattering effects. 
In pure water at wavelengths of l = 370 to 450 nm, molecular scattering provides 20 to 25 percent 
(Table 10) of the total beam attenuation, c(l) = a(l) + b(l). Scattering effects can dominate absorp-
tion at all visible wavelengths in waters with high particulate loads. Additional complications arise 
in determining the absorption of pure water because of the difficulty of preparing uncontaminated 
samples.

Many techniques have been employed in attempts to determine the spectral absorption coeffi-
cient for pure water, aw(l); these are reviewed in Smith and Baker.32 The most commonly employed 
technique for routine determination of a(l) for oceanic waters consists of filtering a sample of 
water to retain the particulate matter on a filter pad. The spectral absorption of the particulate 
matter, ap(l), is then determined in a spectrophotometer. The absorption of pure water, aw(l), 
must be added to ap(l) to obtain the total absorption of the oceanic water sample. Even though 
this technique for determining absorption has been in use for many years, the methodology is still 
evolving33–35 because of the many types of errors inherent in the ap(l) measurements (e.g., inability 
of filters to  retain all particulates, scattering effects within the sample cell, absorption by dissolved 
matter retained on the filter pad, and decomposition of pigments during the filtration process). 

TABLE 5 Index of Refraction Relative to 
Water, n, of Inorganic Particles Found in Sea Water

 Substance n

Quartz 1.16
Kaolinite 1.17
Montmorillonite 1.14
Hydrated mica 1.19
Calcite 1.11/1.24
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OPTICAL PROPERTIES OF WATER  1.21

Moreover, this methodology for determining total absorption assumes that absorption by dissolved 
organic matter (yellow substances) is negligible, which is not always the case. If the absorption by 
yellow matter, ay(l), is desired, then the absorption of the filtrate is measured, and ay(l) is taken to 
be afiltrate(l) − aw(l). Several novel instruments under development36–38 show promise for circum-
venting the problems inherent in the filter-pad technique as well as for making in situ measurements 
of total absorption which at present is difficult.39

1.11 ABSORPTION BY PURE SEA WATER

Table 2 showed the absorption for pure water over the wavelength range from 0.01 nm (x-rays) 
to 1 m (radio waves). As is seen in the table, only the near-UV to near-IR wavelengths are of 
interest in hydrologic optics. Smith and Baker32 made a careful but indirect determination of 
the upper bound of the spectral absorption coefficient of pure sea water, aw(l), in the wavelength 
range of oceanographic interest, 200 nm ≤ l ≤ 800 nm. Their work assumed that for the clearest 
natural waters (1) absorption by salt or other dissolved substances was negligible, (2) the only 
scattering was by water molecules and salt ions, and (3) there was no inelastic scattering (i.e., no 
fluorescence or Raman scattering). With these assumptions the inequality (derived from radia-
tive transfer theory)

 a K bw d m( ) ( ) ( )λ λ λ≤ − 1
2

sw  

holds. Here bm
sw ( )λ is the spectral scattering coefficient for pure sea water; bm

sw ( )λ  was taken as 
known (Table 10). Smith and Baker then used measured values of the diffuse attenuation function 
Kd(l) from very clear waters (e.g., Crater Lake, Oregon, U.S.A., and the Sargasso Sea) to estimate 
aw(l). Table 6 gives their self-consistent values of aw(l), Kd(l), bm

sw ( )λ .
The Smith and Baker absorption values are widely used. However, it must be remembered that 

the values of aw(l) in Table 6 are upper bounds; the true absorption of pure water is likely to be 
somewhat lower, at least at violet and blue wavelengths.40 Smith and Baker pointed out that there 
are uncertainties because Kd, an apparent optical property, is influenced by environmental condi-
tions. They also commented that at wavelengths below 300 nm, their values are “merely an educated 
guess.” They estimated the accuracy of aw(l) to be within +25 and −5 percent between 300 and 
480 nm and +10 to −15 percent between 480 and 800 nm. Numerical simulations by Gordon11 indi-
cate that a more restrictive inequality,

 a
K

D
bw

d
m( )

( )

( )
. ( )λ

λ
λ

λ≤ −
0

0 62 sw  

could be used. Here D0(l) is a measurable distribution function [D0(l) > 1] that corrects for the 
effects of sun angle and sea state on Kd(l) (discussed earlier). Use of the Gordon inequality could 
reduce the Smith and Baker absorption values by up to 20 percent at blue wavelengths. And finally, 
the Smith and Baker measurements were not made in optically pure water but rather in the “clearest 
natural waters.” Even these waters contain a small amount of dissolved and particulate matter which 
will contribute something to both absorption and scattering.

There is evidence41 that absorption is weakly dependent on temperature, at least in the red and 
near infrared ( ∂ ∂ − −a T/ m C~ . º0 0015 1 1  at l = 600 nm and ∂ ∂ − −a T/ m C~ . º0 01 1 1  at l = 750 nm) 
and perhaps also slightly dependent on salinity; these matters are under investigation.
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1.22  PROPERTIES

1.12 ABSORPTION BY DISSOLVED
ORGANIC MATTER

Absorption by yellow matter is reasonably well described by the model42

 a ay y( ) ( )exp[ . ( )]λ λ λ λ= − −0 00 014  

over the range 350 nm ≤ l ≤ 700 nm. Here l0 is a reference wavelength usually chosen to be 
l0 = 440 nm and ay(l0) is the absorption due to yellow matter at the reference wavelength. The value 
of ay(l) of course depends on the concentration of yellow matter in the water. The exponential 
decay constant depends on the relative proportion of specific types of yellow matter; other studies 
have found exponents of −0.014 to −0.019 (Roesler et al.,43 table 1). Both total concentration and 
proportions are highly variable. Table 7 gives measured values of ay(440) for selected waters. Because 
of the variability in yellow matter concentrations, the values found in Table 7 have little general 

TABLE 6 Spectral Absorption Coefficient of Pure Sea Water, aw, As Determined by Smith and Baker 
(Values of the molecular scattering coefficient of pure sea water, bm

sw , and of the diffuse attenuation 
coefficient Kd used in their computation of aw are also shown.∗)

l (nm) aw (m−1) bm
sw m( )−1  Kd (m−1) l (nm) aw (m−1) bm

sw m( )−1  Kd (m−1)

 200 3.07 0.151 3.14 500 0.0257 0.0029 0.0271
 210 1.99 0.119 2.05 510 0.0357 0.0026 0.0370
 220 1.31 0.0995 1.36 520 0.0477 0.0024 0.0489
 230 0.927 0.0820 0.968 530 0.0507 0.0022 0.0519
 240 0.720 0.0685 0.754 540 0.0558 0.0021 0.0568
 250 0.559 0.0575 0.588 550 0.0638 0.0019 0.0648
 260 0.457 0.0485 0.481 560 0.0708 0.0018 0.0717
 270 0.373 0.0415 0.394 570 0.0799 0.0017 0.0807
 280 0.288 0.0353 0.306 580 0.108 0.0016 0.109
 290 0.215 0.0305 0.230 590 0.157 0.0015 0.158
 300 0.141 0.0262 0.154 600 0.244 0.0014 0.245
 310 0.105 0.0229 0.116 610 0.289 0.0013 0.290
 320 0.0844 0.0200 0.0944 620 0.309 0.0012 0.310
 330 0.0678 0.0175 0.0765 630 0.319 0.0011 0.320
 340 0.0561 0.0153 0.0637 640 0.329 0.0010 0.330
 350 0.0463 0.0134 0.0530 650 0.349 0.0010 0.350
 360 0.0379 0.0120 0.0439 660 0.400 0.0008 0.400
 370 0.0300 0.0106 0.0353 670 0.430 0.0008 0.430
 380 0.0220 0.0094 0.0267 680 0.450 0.0007 0.450
 390 0.0191 0.0084 0.0233 690 0.500 0.0007 0.500
 400 0.0171 0.0076 0.0209 700 0.650 0.0007 0.650
 410 0.0162 0.0068 0.0196 710 0.839 0.0007 0.834
 420 0.0153 0.0061 0.0184 720 1.169 0.0006 1.170
 430 0.0144 0.0055 0.0172 730 1.799 0.0006 1.800
 440 0.0145 0.0049 0.0170 740 2.38 0.0006 2.380
 450 0.0145 0.0045 0.0168 750 2.47 0.0005 2.47
 460 0.0156 0.0041 0.0176 760 2.55 0.0005 2.55
 470 0.0156 0.0037 0.0175 770 2.51 0.0005 2.51
 480 0.0176 0.0034 0.0194 780 2.36 0.0004 2.36
 490 0.0196 0.0031 0.0212 790 2.16 0.0004 2.16
    800 2.07 0.0004 2.07

∗Reproduced from Smith and Baker,32 with permission.
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OPTICAL PROPERTIES OF WATER  1.23

validity even for the particular water bodies sampled, but they do serve to show representative values 
and the range of influence of yellow matter in determining the total absorption. Although the above 
model allows the determination of spectral absorption by yellow matter if the absorption is known 
at one wavelength, no model yet exists that allows for the direct determination of ay(l) from given 
concentrations of yellow matter constituents.

1.13 ABSORPTION BY PHYTOPLANKTON

Phytoplankton cells are strong absorbers of visible light and therefore play a major role in determin-
ing the absorption properties of natural waters. Absorption by phytoplankton occurs in various 
photosynthetic pigments of which the chlorophylls are best known to nonspecialists. Absorption 
by chlorophyll itself is characterized by strong absorption bands in the blue and in the red (peak-
ing at l ≈ 430 and 665 nm, respectively, for chlorophyll a), with very little absorption in the green. 
Chlorophyll occurs in all plants, and its concentration in milligrams of chlorophyll per cubic meter 
of water is commonly used as the relevant optical measure of phytoplankton abundance. (The term 
“chlorophyll concentration” usually refers to the sum of chlorophyll a, the main pigment in phy-
toplankton cells, and the related pigment pheophytin a.) Chlorophyll concentrations for various 
waters range from 0.01 mg m−3 in the clearest open ocean waters to 10 mg m−3 in productive coastal 
upwelling regions to 100 mg m−3 in eutrophic estuaries or lakes. The globally averaged, near-surface, 
open-ocean value is in the neighborhood of 0.5 mg m−3.

The absorbing pigments are not evenly distributed within phytoplankton cells but are local-
ized into small “packages” (chloroplasts) which are distributed nonrandomly throughout the cell. 
This localized distribution of pigments means8 that the spectral absorption by a phytoplankton 
cell or by a collection of cells in water is “flatter” (has less-pronounced peaks and reduced overall 
absorption) than if the pigments were uniformly distributed throughout the cell or throughout 
the water. This so-called “pigment packaging effect” is a major source of both inter- and intraspe-
cies variability in spectral absorption by phytoplankton. This is because the details of the pigment 

TABLE 7 Measured Absorption Coefficient at l = 440 nm Due 
to Yellow Matter, ay(440 nm), for Selected Waters∗

  Water Body ay (440 nm) (m−1)

Oceanic waters 
 Sargasso Sea ≈ 0
 off Bermuda 0.01
 Gulf of Guinea 0.024–0.113
 oligotrophic Indian Ocean 0.02
 mesotrophic Indian Ocean 0.03
 eutrophic Indian Ocean 0.09
Coastal and estuarine waters 
 North Sea 0.07
 Baltic Sea 0.24
 Rhone River mouth, France 0.086–0.572
 Clyde River estuary, Australia 0.64
Lakes and rivers 
 Crystal Lake, Wisconsin, U.S.A. 0.16
 Lake George, Australia 0.69–3.04
 Lake George, Uganda 3.7
 Carrao River, Venezuela 12.44
 Lough Napeast, Ireland 19.1

∗Condensed from Kirk,8 with permission.
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packaging within cells depend not only on species but also on a cell’s size and physiological state 
(which in turn depends on environmental factors such as ambient lighting and nutrient avail-
ability). Another source of variability in addition to chlorophyll a concentration and packaging is 
changes in pigment composition (the relative proportions of accessory pigments, namely, chloro-
phylls b and c, pheopigments, biliproteins, and carotenoids) since each pigment displays a charac-
teristic absorption curve.

A qualitative feel for the nature of phytoplankton absorption can be obtained from Fig. 6 which 
is based on absorption measurements from eight different single-species laboratory phytoplankton 
cultures.44 Measured spectral absorption coefficients for the eight cultures, ai(l), i = 1 to 8, were first 
reduced by subtracting ai(737) to remove the effects of absorption by detritus and cell constituents 
other than pigments: the assumption is that pigments do not absorb at l = 737 nm and that the 
residual absorption is wavelength independent (which is a crude approximation). The resulting 
curves were then normalized by the chlorophyll concentrations of the respective cultures to generate 
the chlorophyll-specific spectral absorption curves for phytoplankton, ai

* ( )λ .

 a
a a

Ci
i i

i

*( )
( ) ( )λ λ

=
−

=
−

−
−737 1

3
2 1m

mg m
m mg  

which are plotted in Fig. 6.
Several general features of phytoplankton absorption are seen in Fig. 6:

1. There are distinct absorption peaks at l ≈ 440 and 675 nm.

2. The blue peak is one to three times as high as the red one (for a given species) due to the contri-
bution of accessory pigments to absorption in the blue.

3. There is relatively little absorption between 550 and 650 nm, with the absorption minimum near 
600 nm being 10 to 30 percent of the value at 440 nm.

Similar analysis by Morel45 yielded the average specific absorption curve shown in Fig. 7. Morel’s 
curve is an average of spectra from 14 cultured phytoplankton species. The Morel curve is qualitatively 
the same as the curves of Fig. 6 and is as good a candidate as any for being called a “typical” phyto-
plankton specific absorption curve. The a∗(l) values of Fig. 7 are tabulated in Table 8 for reference.
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FIGURE 6 Chlorophyll-specific spectral absorption 
coefficients for eight species of phytoplankton. (Redrawn 
from Sathyendranath et al.,44 with permission.)
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1.14 ABSORPTION BY ORGANIC DETRITUS

Only recently has it become possible to determine the relative contributions of living phytoplankton 
and nonliving detritus to the total absorption by particulates. Iturriaga and Siegel46 used micro-
spectrophotometric techniques capable of measuring the spectral absorption of individual particles 
as small as 3 μm diameter to examine the absorption properties of particulates from Sargasso sea 
waters. Roesler et al.43 employed a standard filter-pad technique with measurements made before 
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FIGURE 7 Average chlorophyll-specific spectral absorption 
coefficient for 14 species of phytoplankton. (Redrawn from Morel,45

with permission.)

TABLE 8 Average Chlorophyll-Specific Spectral Absorption Coefficient a∗ for 14 
Species of Phytoplankton As Plotted in Fig. 7 (The standard deviation is ~30% of the 
mean except in the vicinity of 400 nm, where it is ~50%.∗)

l (nm) a∗ (m2 mg−1) l (nm) a∗ (m2 mg−1) l (nm) a∗ (m2 mg−1)

400 0.0394 500 0.0274 600 0.0053
 405 0.0395 505 0.0246 605 0.0053
 410 0.0403 510 0.0216 610 0.0054
 415 0.0417 515 0.0190 615 0.0057
 420 0.0429 520 0.0168 620 0.0059
 425 0.0439 525 0.0151 625 0.0061
 430 0.0448 530 0.0137 630 0.0063
 435 0.0452 535 0.0125 635 0.0064
 440 0.0448 540 0.0115 640 0.0064
 445 0.0436 545 0.0106 645 0.0066
 450 0.0419 550 0.0098 650 0.0071
 455 0.0405 555 0.0090 655 0.0084
 460 0.0392 560 0.0084 660 0.0106
 465 0.0379 565 0.0078 665 0.0136
 470 0.0363 570 0.0073 670 0.0161
 475 0.0347 575 0.0068 675 0.0170
 480 0.0333 580 0.0064 680 0.0154
 485 0.0322 585 0.0061 685 0.0118
 490 0.0312 590 0.0058 690 0.0077
 495 0.0297 595 0.0055 695 0.0046
    700 0.0027

∗Data courtesy of A. Morel.45
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and after pigments were chemically extracted to distinguish between absorption by pigmented and 
nonpigmented particles from fjord waters in the San Juan Islands, Washington, U.S.A. Each of these 
dissimilar techniques applied to particles from greatly different waters found very similar absorption 
spectra for nonpigmented organic particles derived from phytoplankton.

Figure 8 shows the microspectrophotometrically determined contributions of absorption by 
phytoplankton, aph(l), and of absorption by detritus, adet(l), to the independently measured (by the 
filter-pad technique) total particulate absorption, ap(l), for two depths at the same Atlantic loca-
tion. The small residual, Δap(l) = ap(l) − aph(l) − adet(l) shown in the figure is attributed either to 
errors in the determination of the phytoplankton and detrital parts (particles smaller than ~3 μm 
were not analyzed) or to contamination by dissolved organic matter of the filter-pad measurements 
of total particulate absorption. Note that at the shallow depth the phytoplankton are relatively more 
important at blue wavelengths whereas the detritus is slightly more important at the deeper depth. 
There is no generality in this result (other locations showed the reverse)—it merely illustrates the 
variability possible in water samples taken only 60 vertical meters apart.

The important feature to note in Fig. 8 is the general shape of the spectral absorption curve for detri-
tus. Roesler et al. found essentially identical curves in their determination of adet(l). These curves are 
reminiscent of the absorption curves for yellow matter and, indeed, Roesler et al. found that the model

 a adet det( ) ( )exp[ . ( )]λ λ= − −400 0 011 400  
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FIGURE 8 Examples of the relative contributions of absorp-
tion by phytoplankton aph(l), and by organic detritus adet(l), to 
the total particulate absorption ap(l), from Sargasso Sea waters. 
(Redrawn from Iturriaga and Siegel,46 with permission.)
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provides a satisfactory fit to detrital absorption curves. Other studies have found coefficients of 
−0.006 to −0.014 (Roesler et al.,43 table 1) instead of −0.011.

1.15 BIO-OPTICAL MODELS FOR ABSORPTION

Depending on the concentrations of dissolved substances, phytoplankton, and detritus, the total 
spectral absorption coefficient of a given water sample can range from almost identical to that of 
pure water to one which shows orders-of-magnitude greater absorption than pure water, especially 
at blue wavelengths. Figure 9 shows some a(l) profiles from various natural waters. Figure 9a shows 
absorption profiles measured in phytoplankton-dominated waters where chlorophyll concentra-
tions ranged from C = 0.2 to 18.4 mg m−3. In essence, the absorption is high in the blue because 
of absorption by phytoplankton pigments and high in the red because of absorption by the water. 
Figure 9b shows the absorption at three locations where C ≈ 2 mg m−3 but where the scattering 
coefficient b varied from 1.55 to 3.6 m−1 indicating that nonpigmented particles were playing an 
important role in determining the shape of a(l). Figure 9c shows curves from waters rich in yellow 
matter, which is causing the high absorption in the blue. One of the goals of bio-optics is to develop 
predictive models for absorption curves such as those seen in Fig. 9.

Case 1 waters are waters in which the concentration of phytoplankton is high compared to non-
biogenic particles.47 Absorption by chlorophyll and related pigments therefore plays a major role in 
determining the total absorption coefficient in such waters, although detritus and dissolved organic 
matter derived from the phytoplankton also contribute to absorption in case 1 waters. Case 1 water 
can range from very clear (oligotrophic) water to very turbid (eutrophic) water, depending on the 
phytoplankton concentration. Case 2 waters are “everything else,” namely, waters where inorganic 
particles or dissolved organic matter from land drainage dominate so that absorption by pigments 
is relatively less important in determining the total absorption. (The cases 1 and 2 classifications 
must not be confused with the Jerlov water types 1 and 2, discussed later.) Roughly 98 percent of the 
world’s open ocean and coastal waters fall into the case 1 category, and therefore almost all bio-optical 
research has been directed toward these phytoplankton-dominated waters. However, near-shore and 
estuarine case 2 waters are disproportionately important to human interests such as recreation, fish-
eries, and military operations.

Prieur and Sathyendranath48 developed a pioneering bio-optical model for the spectral absorp-
tion coefficient of case 1 waters. Their model was statistically derived from 90 sets of spectral 
absorption data taken in various case 1 waters and included absorption by phytoplankton pigments, 
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FIGURE 9 Examples of spectral absorption coefficients a(l) for various waters. 
Panel (a) shows a(l) for waters dominated by phytoplankton, panel (b) is for waters 
with a high concentration of nonpigmented particles, and panel (c) is for waters rich 
in yellow matter. (Based on Prieur and Sathyendranath,48 with permission.)
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by nonpigmented organic particles derived from deceased phytoplankton, and by yellow matter 
derived from decayed phytoplankton. The contribution of phytoplankton to the total absorption 
was parametrized in terms of the chlorophyll concentration C (i.e., chlorophyll a plus pheophytin a). 
The contributions of nonpigmented particles and of yellow matter were parametrized in terms of 
both the chlorophyll concentration and the total scattering coefficient at l = 550 nm, b(550). The 
essence of the Prieur-Sathyendranath model is contained in a more recent and simpler variant given 
by Morel:6

 a a a Cw c( ) [ ( ) . ( ) ][ . exp( .* .λ λ λ= + ′ + −0 06 1 0 2 0 00 65 114 440( ))]λ −  (1)

Here aw(l) is the absorption coefficient of pure water and ac
* ( )′ λ is a nondimensional, statisti-

cally derived chlorophyll-specific absorption coefficient; aw(l) and ac
* ( )′ λ values are given in Table 9 

[these aw(l) values are slightly different than those of Table 6]. When C is expressed in mg m−3 and l 
is in nm, the resulting a(l) is in m−1.

Another simple bio-optical model for absorption has been developed independently by 
Kopelevich.49 It has the form50

 a a C aw c( ) ( ) [ ( ) . exp[ . ( )]λ λ λ λ= + + − −0 0 1 0 015 400  

where ac
0 ( )λ is the chlorophyll-specific absorption coefficient for phytoplankton (m2 mg−1), and 

aw(l) and C are defined as for Eq. (1). The Kopelevich model as presently used49 takes aw(l) from 
Smith and Baker32 (Table 6) and takes ac

0 ( )λ from Yentsch.51

Although these and similar bio-optical models for absorption are frequently used, caution is 
advised in their application. Both models assume that the absorption by yellow matter covaries with 
that due to phytoplankton; i.e., each implies that a fixed percentage of the total absorption at a given 
wavelength always comes from yellow matter. The general validity of this assumption is doubtful 
even for open ocean waters: Bricaud et al.42 show data (Fig. 5) for which a(375), used as an index 
for yellow matter concentration, is uncorrelated with chlorophyll concentration even in oceanic 
regions uninfluenced by freshwater runoff. Gordon52 has developed a model that avoids assum-
ing any relation between yellow matter and phytoplankton. However, his model becomes singular 
as C → 0.01 mg m−3 and cannot be expected to work well for C much less than 0.1 mg m−3. The 
Kopelevich model has the chlorophyll contribution proportional to C, whereas the Morel model 
has C0.65. The exponent of 0.65 is probably closer to reality, since it reflects a change in the relative 
contributions to absorption by phytoplankton and by detritus as the chlorophyll concentration 
changes (absorption by detritus is relatively more important at low chlorophyll concentra-
tions52). Moreover, the chlorophyll-specific absorption curve of Yentsch51 used in the Kopelevich 

TABLE 9 Absorption by Pure Sea Water, aw, and the Nondimensional Chlorophyll-Specific Absorption 
Coefficient ac

*′  Used in the Prieur-Sathyendranath-Morel Model for the Spectral Absorption Coefficient a(l)∗

l (nm) aw (m−1) ac
*′  l (nm) aw (m−1) ac

*′  l (nm) aw (m−1) ac
*′

 400 0.018 0.687 500 0.026 0.668 600 0.245 0.236
 410 0.017 0.828 510 0.036 0.618 610 0.290 0.252
 420 0.016 0.913 520 0.048 0.528 620 0.310 0.276
 430 0.015 0.973 530 0.051 0.474 630 0.320 0.317
 440 0.015 1.000 540 0.056 0.416 640 0.330 0.334
 450 0.015 0.944 550 0.064 0.357 650 0.350 0.356
 460 0.016 0.917 560 0.071 0.294 660 0.410 0.441
 470 0.016 0.870 570 0.080 0.276 670 0.430 0.595
 480 0.018 0.798 580 0.108 0.291 680 0.450 0.502
 490 0.020 0.750 590 0.157 0.282 690 0.500 0.329
      700 0.650 0.215

∗Condensed with permission from Prieur and Sathyendranath,48 who give values every 5 mm.
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model is based on laboratory cultures of phytoplankton, whereas the later work by Prieur and 
Sathyendranath used in situ observations to derive the ac

* ( )′ λ values of Table 9—an additional 
point in favor of Eq. (1). Either of these bio-optical models is useful but clearly imperfect. They 
may (or may not) give correct average values, but they give no information about the variability of 
a(l). It can be anticipated that the simple models now available will be replaced, perhaps by models 
designed for specific regions and seasons, as better understanding of the variability inherent in spec-
tral absorption is achieved.

1.16 MEASUREMENT OF SCATTERING

Scattering in natural waters is caused both by small scale (<<l) density fluctuations attributable 
to random molecular motions and by the ubiquitous large (>l) organic and inorganic particles. 
Scattering by water molecules (and salt ions, in seawater) determines the minimum values for the 
scattering properties. However, as is the case for absorption, the scattering properties of natural 
waters are greatly modified by the particulate matter that is always present.

Scattering measurements are even more difficult than absorption measurements. The conceptual 
design of an instrument for measuring the volume scattering function b(y, l) is no more com-
plicated than Fig. 2 and the defining equation b(y, l) = Is(y, l)/[Ei(l) ΔV]: a collimated beam of 
known irradiance Ei illuminates a given volume of water ΔV and the scattered intensity Is is mea-
sured as a function of scattering angle and wavelength. However, the engineering of instruments 
capable of the in situ determination of b(y, l) is quite difficult. The magnitude of the scattered 
intensity typically increases by five or six orders of magnitude in going from y = 90° to y = 0.1° for 
a given natural water sample, and scattering at a given angle y can vary by two orders of magnitude 
among water samples. The required dynamic range of an instrument is therefore great. Corrections 
must be made for absorption within the sample volume and also along the incident and scattered 
beam paths for in situ instruments. The rapid change in b(y, l) at small scattering angles requires 
very precise alignment of the optical elements, but rolling ships seem designed to knock things out 
of alignment. Because of these design difficulties only a few one-of-a-kind instruments have been 
built for in situ measurement of the volume scattering function, and measurements of b(y, l) are 
not routinely made. Petzold53 gives the details of two such instruments, one for small scattering 
angles (y = 0.085, 0.17, and 0.34°) and one for larger angles (10° ≤ y ≤ 170°); these are the instru-
ments used to obtain the data presented in Sec. 1.18. Other instruments are referenced in Kirk8 and 
in Jerlov.29

Commercial instruments are available for laboratory measurement of b(y, l) at fixed scatter-
ing angles (e.g., y every 5° from ~20° to ~160°). These instruments are subject to their own prob-
lems, such as degradation of samples between the times of collection and measurement. Moreover, 
measurements of b(y, l) over a limited range of y are not sufficient for determination of b(l) by 
integration. In practice, the scattering coefficient b(l) is usually determined by the conservation of 
energy relation b(l) = c(l) − a(l) after measurements of beam attenuation and absorption have 
been made.

Both in situ and laboratory instruments sample (~cm3) volumes of water and therefore may fail 
to detect the presence of optically significant large aggregates (marine snow) if such particles are too 
few in number to be reliably captured in the sample volume. However, such particles can affect the 
scattering properties of large volumes of water (e.g., as seen in remote sensing or underwater vis-
ibility studies).

Measurements at near forward (y < 1°) and near backward (y > 179°) angles are exception-
ally difficult to make, yet the behavior of b(y, l) at these extreme angles is of considerable interest. 
Accurate determination of b at small angles is crucial to the determination of b by integration since 
typically one-half of all scattering takes place at angles of less than a few degrees. Scattering at small 
angles is important in underwater imaging and it is of theoretical interest for its connections to scat-
tering theory, particle optical properties, and particle size distributions. The behavior of b very near 
y = 180° is important in laser remote-sensing applications.
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Spinrad et al.54 and Padmabandu and Fry55 have reported measurements at very small angles 
on suspensions of polystyrene spheres but no such measurements have been published for natural 
water samples. The Padmabandu and Fry technique is notable in that it allows the measurement 
of b at y = 0° exactly by use of the coupling of two coherent beams in a photorefractive crystal to 
measure the phase shift that corresponds to 0° scattering. Measurement of b(0, l) is of theoretical 
interest because of its relation to attenuation via the optical theorem. Enhanced backscatter has been 
reported56 in suspensions of latex spheres; a factor-of-two increase in scattered intensity between 
y = 179.5 and 180.0° is typical. Whether or not such backscattering enhancement ever occurs in 
natural waters is a subject of heated debate.

1.17 SCATTERING BY PURE WATER AND BY PURE 
SEA WATER

Morel57 has reviewed in detail the theory and observations pertaining to scattering by pure water 
and by pure sea water. In pure water random molecular motions give rise to rapid fluctuations in 
the number of molecules in a given volume ΔV, where ΔV is small compared to the wavelength 
of light but large compared to atomic scales (so that the liquid within the volume is adequately 
described by statistical thermodynamics). The Einstein-Smoluchowski theory of scattering relates 
these fluctuations in molecular number density to associated fluctuations in the index of refraction, 
which give rise to scattering. In sea water the basic theory is the same but random fluctuations in the 
concentrations of the various ions (Cl−, Na+, etc.) give somewhat greater index of refraction fluctua-
tions, and hence greater scattering. The net result of these considerations is that the volume scatter-
ing function for either pure water or for pure sea water has the form

 β ψ λ β λ
λ
λw w( , ) ( , ) ( . cos

.

= ° ⎛
⎝⎜

⎞
⎠⎟

+90 1 0 8350
0

4 32

2 ψψ ) m s r− −1 1  (2)

which is reminiscent of the form for Rayleigh scattering. The wavelength dependence of l−432 rather 
than l−4 (for Rayleigh scattering) results from the wavelength dependence of the index of refraction. The 
0.835 factor is attributable to the anisotropy of the water molecules. The corresponding phase function is

 �β ψ ψw( ) . ( . cos )= + −0 06225 1 0 835 2 1sr  

and the total scattering coefficient bw(l) is given by

 bw w( ) . ( º , )
.

λ
λ
λ β λ= ⎛
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−16 06 900
4 32

0
1m  (3)

Table 10 gives values of bw(90°, l) and bw(l) for selected wavelengths for both pure water and 
pure sea water (S = 35 to 39‰). Note that the pure sea water values are about 30 percent greater 
than the pure water values at all wavelengths. Table 11 shows the dependence of bw(546) on pres-
sure, temperature, and salinity. Note that molecular scattering decreases as decreasing temperature 
or increasing pressure reduce the smallscale fluctuations.

1.18 SCATTERING BY PARTICLES

Heroic efforts are required to obtain water of sufficient purity that a Rayleigh-like volume scattering 
function is observed. As soon as there is a slight amount of particulate matter in the water—always 
the case for even the clearest natural water—the volume scattering function becomes highly peaked 
in the forward direction, and the scattering coefficient increases by at least a factor of 10.
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Even for the most numerous oceanic particles (e.g., colloids at a concentration of 1015 m−3) the 
average distance between particles is greater than ten wavelengths of visible light. For the optically 
most significant phytoplankton the average separation is thousands of wavelengths. Moreover, these 
particles usually are randomly distributed and oriented. Ocean water therefore can be treated as a 
very dilute suspension of random scatterers and consequently the intensity of light scattered by an 
ensemble of particles is given by the sum of the intensities due to the individual particles. Coherent 
scattering effects are negligible except perhaps at extremely small scattering angles.58 An overview of 
scattering by particles is given in Chap. 7 “Scattering by Particles” by Craig F. Bohren in Vol. I.

The contribution of the particulate matter to the total volume scattering function b(y, l) is 
obtained from

 β ψ λ β ψ λ β ψ λp w( , ) ( , ) ( , )≡ −  

Here the subscript p refers to particles, and w refers to pure water (if b is measured in fresh water) 
or pure sea water (for oceanic measurements). Figure 10 shows several particle volume scattering 
functions determined from in situ measurements of b(y, l) in a variety of waters ranging from 
very clear to very turbid. The particles cause at least a four-order-of-magnitude increase in scatter-
ing between y ≈ 90° and y ≈ 1°. The contribution of molecular scattering to the total is therefore 
completely negligible except at backscattered directions (y ≥ 90°) in the clearest natural waters. The 
top curve in Fig. 10 is shown for small scattering angles in Fig. 11. The scattering function shows 

TABLE 10 The Volume Scattering Function at y = 90°, bw(90°, l), and the Scattering Coefficient bw(l) for 
Pure Water and for Pure Sea Water (S = 35–39%)∗

 Pure water Pure sea water

l (nm) bw(90°) (10−4 m−1 sr−1) bw
† (10−4 m−1) b(90°) (10−4 m−1 sr−1) bw

† (10−4 m−1)

  350 6.47 103.5 8.41 134.5
  375 4.80 76.8 6.24 99.8
  400 3.63 58.1 4.72 75.5
  425 2.80 44.7 3.63 58.1
  450 2.18 34.9 2.84 45.4
  475 1.73 27.6 2.25 35.9
  500 1.38 22.2 1.80 28.8
  525 1.12 17.9 1.46 23.3
  550 0.93 14.9 1.21 19.3
  575 0.78 12.5 1.01 16.2
  600 0.68 10.9 0.88 14.1

∗Reproduced from Morel,57 with permission. 
†Computed from b(l) = 16.0b (90°, l).

TABLE 11 Computed Scattering Coefficient b of Pure Water (S = 0) and of Pure Sea Water (S = 35‰) at 
l = 546 nm as a Function of Temperature T and Pressure p (Numbers in the body of the table have units of m−1.∗)

 p = 105 Pa (1 atm) p = 107 Pa (100 atm) p = 108 Pa (1000 atm)

T (°C) S = 0 S = 35‰ S = 0 S = 35‰ S = 0 S = 35‰

 0 0.00145 0.00195 0.00140 0.00192 0.00110 0.00167
 10 0.00148 0.00203 0.00143 0.00200 0.00119 0.00176
 20 0.00149 0.00207 0.00147 0.00204 0.00125 0.00183
 40 0.00150 0.00213 0.00149 0.00212 0.00136 0.00197

∗Data extracted from the more extensive table of Shifrin,58 with permission.
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no indication of “flattening out” even at angles as small as 0.5°. Note that the scattering function 
increases by a factor of 100 over only a one-degree range of scattering angle.

Highly peaked forward scattering such as that seen in Figs. 10 and 11 is characteristic of diffraction-
dominated scattering in a polydisperse system. Scattering by refraction and reflection from particle 
surfaces becomes important at large scattering angles (y >∼ 15°). Mie scattering calculations are well 
able to reproduce observed volume scattering functions given the proper optical properties and size 
distributions. Early efforts along these lines are seen in Kullenberg59 and in Brown and Gordon.60 
Brown and Gordon were unable to reproduce observed backscattering values using measured par-
ticle size distributions. However, their instruments were unable to detect submicrometer particles. 
They found that the Mie theory properly predicted backscattering if they assumed the presence of 
numerous, submicrometer, low-index-of-refraction particles. It is reasonable to speculate that bac-
teria and the recently discovered colloidal particles are the particles whose existence was inferred by 
Brown and Gordon. Recent Mie scattering calculations61 have used three-layered spheres to model 
the structure of phytoplankton (cell wall, chloroplasts, and cytoplasm core) and have used polydis-
perse mixtures of both organic and inorganic particles.
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permission.)
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The most carefully made and widely cited scattering measurements are found in Petzold.53 Figure 
12 shows three of his b(y, l) curves displayed on a log-log plot to emphasize the forward scattering 
angles. The instruments had a spectral response centered at l = 514 nm with an FWHM of 75 nm. The 
top curve was obtained in the very turbid water of San Diego Harbor, California; the center curve comes 
from near-shore coastal water in San Pedro Channel, California; and the bottom curve is from very 
clear water in the Tongue of the Ocean, Bahama Islands. The striking feature of these volume scattering 
functions (and those of Fig. 10) from very different waters is the similarity of their shapes. Although 
the scattering coefficients b of the curves in Fig. 12 vary by a factor of 50 (Table 13), the uniform shapes 
suggest that it is reasonable to define a “typical” particle phase �β ψ λp ( , ). This has been done62 with 
three sets of Petzold’s data from waters with a high particulate load (one set being the top curve of 
Fig. 12), as follows: (1) subtract bw(y, l) from each curve to get three particle volume scattering func-
tions β ψ λp

i ( , ), i = 1, 2, 3; (2) compute three particle phase functions via �β ψ λ β ψ λ λp
i

p
i ib( , ) ( , ) / ( );=

(3) average the three particle phase functions to define the typical particle phase function �β ψ λp ( , ). 
Table 12 displays the three Petzold volume scattering functions plotted in Fig. 12, the volume scatter-
ing function for pure sea water, and the average particle phase function computed as just described. 
This particle phase function satisfies the normalization 2 10π β ψ λ ψ ψπ∫ =�

p d( , )sin  if a behavior of 
�β ψp

m~ −  is assumed for y < 0.1° (m is a positive constant between zero and two, determined from �βp  at 
the smallest measured angles), and a trapezoidal rule integration is used for y ≥ 0.1°, with linear inter-
polation used between the tabulated values. This average particle phase function is adequate for many 
radiative transfer calculations. However, the user must remember that significant deviations from the 
average can be expected in nature (e.g., in waters with abnormally high numbers of either large or small 
particles), although the details of such deviations have not been quantified.

Table 13 compares several inherent optical properties for pure sea water and for the three Petzold 
water samples of Fig. 12 and Table 12. These data show how greatly different even clear ocean water 
is from pure sea water. Note that natural water ranges from absorption-dominated (w0 = 0.247) to 
scattering-dominated (w0 = 0.833) at l = 514 nm. The ratio of backscattering to total scattering is 
typically a few percent in natural water. However, there is no clear relation between bb/b and the water 
type, at least for the Petzold data of Table 13. This lack of an obvious relation is likely the result of 
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1.34  PROPERTIES

TABLE 12 Volume Scattering Functions b(y, l) for Three Oceanic Waters and for Pure Sea Water and a Typical Particle 
Phase �β ψp( , ),λ  All at l = 514 nm

Scattering
 Volume scattering functions (m−1 sr−1) 

Angle (deg) Clear Ocean∗ Coastal Ocean∗ Turbid Harbor∗ Pure Sea Water† Particle Phase Function‡ (sr−1)

 0.100 5.318 × 101 6.533 × 102 3.262 × 103 2.936 × 10−4 1.767 × 103

 0.126 4.042 4.577 2.397 2.936 1.296
 0.158 3.073 3.206 1.757 2.936 9.502 × 102

 0.200 2.374 2.252 1.275 2.936 6.991
 0.251 1.814 1.579 9.260 × 102 2.936 5.140
 0.316 1.360 1.104 6.764 2.936 3.764
 0.398 9.954 × 10 7.731 × 101 5.027 2.936 2.763
 0.501 7.179 5.371 3.705 2.936 2.012
 0.631 5.110 3.675 2.676 2.936 1.444
 0.794 3.591 2.481 1.897 2.936 1.022
 1.000 2.498 1.662 1.329 2.936 7.161 × 101

 1.259 1.719 1.106 9.191 × 101 2.935 4.958
 1.585 1.171 7.306 × 100 6.280 2.935 3.395
 1.995 7.758 × 10−1 4.751 4.171 2.934 2.281
 2.512 5.087 3.067 2.737 2.933 1.516
 3.162 3.340 1.977 1.793 2.932 1.002
 3.981 2.196 1.273 1.172 2.930 6.580 × 100

 5.012 1.446 8.183 × 10−1 7.655 × 100 2.926 4.295
 6.310 9.522 × 10−2 5.285 5.039 2.920 2.807
 7.943 6.282 3.402 3.302 2.911 1.819
 10.0 4.162 2.155 2.111 2.896 1.153
 15.0 2.038 9.283 × 10−2 9.041 × 10−1 2.847 4.893 × 10−1

 20.0 1.099 4.427 4.452 2.780 2.444
 25.0 6.166 × 10−3 2.390 2.734 2.697 1.472
 30.0 3.888 1.445 1.613 2.602 8.609 × 10−2

 35.0 2.680 9.063 × 10−3 1.109 2.497 5.931
 40.0 1.899 6.014 7.913 × 10−2 2.384 4.210
 45.0 1.372 4.144 5.858 2.268 3.067
 50.0 1.020 2.993 4.388 2.152 2.275
 55.0 7.683 × 10−4 2.253 3.288 2.040 1.699
 60.0 6.028 1.737 2.548 1.934 1.313
 65.0 4.883 1.369 2.041 1.839 1.046
 70.0 4.069 1.094 1.655 1.756 8.488 × 10−3

 75.0 3.457 8.782 × 10−4 1.345 1.690 6.976
 80.0 3.019 7.238 1.124 1.640 5.842
 85.0 2.681 6.036 9.637 × 10−3 1.610 4.953
 90.0 2.459 5.241 8.411 1.600 4.292
 95.0 2.315 4.703 7.396 1.610 3.782
100.0 2.239 4.363 6.694 1.640 3.404
105.0 2.225 4.189 6.220 1.690 3.116
110.0 2.239 4.073 5.891 1.756 2.912
115.0 2.265 3.994 5.729 1.839 2.797
120.0 2.339 3.972 5.549 1.934 2.686
125.0 2.505 3.984 5.343 2.040 2.571
130.0 2.629 4.071 5.154 2.152 2.476
135.0 2.662 4.219 4.967 2.268 2.377
140.0 2.749 4.458 4.822 2.384 2.329
145.0 2.896 4.775 4.635 2.497 2.313

(Continued)
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OPTICAL PROPERTIES OF WATER  1.35

differing particle types in the three waters. Since refraction and reflection are important processes at 
large scattering angles, the particle indices of refraction are important in determining bb. Total scat-
tering is dominated by diffraction and so particle composition has little effect on b values. The last 
row of Table 13 gives the angle y such that one-half of the total scattering occurs at angles between 0 
and y. This angle is rarely greater than 10° in natural waters.

1.19 WAVELENGTH DEPENDENCE OF SCATTERING: 
BIO-OPTICAL MODELS

The strong l−4.32 wavelength dependence of pure-water scattering is not seen in natural waters. This 
is because scattering is dominated by diffraction from polydisperse particles that are usually much 
larger than the wavelength of visible light. Although diffraction depends on the particle size-to-
wavelength ratio, the presence of particles of many sizes diminishes the wavelength effects that are 
seen in diffraction by a single particle. Moreover, diffraction does not depend on particle composi-
tion. However, some wavelength dependence is to be expected, especially at backward scattering 
angles where refraction, and hence particle composition, is important. Molecular scattering also 
contributes something to the total scattering and can even dominate the particle contribution at 
backscatter angles in clear water.63

Morel64 presents several useful observations on the wavelength dependence of scattering. Figure 13 
shows two sets of volume scattering functions, one from the very clear waters of the Tyrrhenian Sea 
and one from the turbid English Channel. Each set displays b(y, l)/b(90°, l) for l = 366, 436, and 

TABLE 12 Volume Scattering Functions b(y, l) for Three Oceanic Waters and for Pure Sea Water and a Typical Particle 
Phase �β ψp( , ),λ All at l = 514 nm (Continued)

Scattering
 Volume scattering functions (m−1 sr−1) 

Angle (deg) Clear Ocean∗ Coastal Ocean∗ Turbid Harbor∗ Pure Sea Water† Particle Phase Function‡ (sr−1)

 150.0 3.088 5.232 4.634 2.602 2.365
 155.0 3.304 5.824 4.900 2.697 2.506
 160.0 3.627 6.665 5.142 2.780 2.662
 165.0 4.073 7.823 5.359 2.847 2.835
 170.0 4.671 9.393 5.550 2.896 3.031
 175.0 4.845 9.847 5.618 2.926 3.092
 180.0 5.109 1.030 × 10−3 5.686 2.936 3.154

∗Data reproduced from Petzold.53

†Computed from Eq. (2) and Table 10.
‡Courtesy of H. R. Gordon; see also Ref. 62.

TABLE 13 Selected Inherent Optical Properties for the Waters Presented in Fig. 12 and in Table 12 (All 
values are for l = 514 nm except as noted.)

 Water a (m−1) b (m−1) c  (m−1) w0 bb/b ψ for 1
2

b(deg)

Pure sea water 0.0405∗ 0.0025† 0.043 0.058 0.500 90.00
Clear ocean 0.114‡ 0.037 0.151§ 0.247 0.044 6.25
Coastal ocean 0.179‡ 0.219 0.398§ 0.551 0.013 2.53
Turbid harbor 0.366‡ 1.824 2.190§ 0.833 0.020 4.68

∗Value obtained by interpolation in Table 6.
†Value obtained by interpolation in Table 10.
‡Estimated by Petzold53 from c(530 nm) – b(514 nm).
§Measured by Petzold at l = 530 nm.
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1.36  PROPERTIES

546 nm. The clear water shows a definite dependence of the shape of b(y, l) on l whereas the particle-
rich turbid water shows much less wavelength dependence. In each case the volume scattering function of 
shortest wavelength is most nearly symmetric about y = 90°, presumably because symmetric molecular 
scattering is contributing relatively more to the total scattering at short wavelengths.

Figure 14 shows a systematic wavelength dependence of particle volume scattering functions. 
Figure 14a shows average values of bp(y, 366 nm)/bp(y, 546 nm) for N samples as labeled in 
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OPTICAL PROPERTIES OF WATER  1.37

the figure. The vertical bars are one standard deviation of the observations. Figure 14b shows the 
ratio for l = 436 to 546 nm. These ratios clearly depend both on wavelength and scattering angle. 
Assuming that bp(y, l) has a wavelength dependence of

 β ψ λ β ψ λp p

n

( , ) ( , )= ⎛
⎝⎜

⎞
⎠⎟

546
546 nm

 

the data of Fig. 14 imply values for n as seen in Table 14. As anticipated, the wavelength dependence 
is strongest for backscatter (y = 150°) and weakest for forward scatter (y = 30°).

Kopelevich49,65 has statistically derived a two-parameter model for spectral volume scattering func-
tions (VSFs). This model separates the contributions by “small” and “large” particles to the particulate 
scattering. Small particles are taken to be mineral particles less than 1 μm in size and having an index 
of refraction of n = 1.15; large particles are biologic particles larger than 1 μm in size and having an 
index refraction of n = 1.03. The model is defined by

 β ψ λ β ψ λ β ψ λ β( , ) ( , ) ( )*

.

= + ⎛
⎝⎜

⎞
⎠⎟

+w s sv v
550

1 7
nm

� �
**

.

( )ψ λ
550

0 3
nm⎛

⎝⎜
⎞
⎠⎟

 (4)

with the following definitions:

bw(y, l) the VSF of pure sea water, given by Eq. (2) with l0 = 550 nm and an exponent of 4.30

vs  the volume concentration of small particles, with units of cm3 of particles per m3 of 
water, i.e., parts per million (ppm)

v�  the analogous volume concentration of large particles

β ψs
* ( )   the small-particle VSF per unit volume concentration of small particles, with units of 

m−1 sr−1 ppm−1

β ψ�
* ( )  the analogous large-particle concentration-specific VSF

The concentration-specific VSFs for small and large particles are given in Table 15. Equation (4) can 
be evaluated as if the two parameters vs and v� are known; the ranges of values for oceanic waters are 
0.01 ≤ vs ≤ 0.20 ppm 0 01 0 40. .≤ ≤v� ppm.  However, these two parameters are themselves param-
etrized in terms of the total volume scattering function measured at l = 550 nm for y = 1 and 45°:

 
vs = − × ° + ° −−1 45 10 1 550 0 0024. ( , .β βnm) 10.2 (45, 550 nm)

vv� = × ° − °−2 2 10 1 550 1 2 45 5502. ( , ) . ( , )β βnm nm
 (5)

Thus b(y, l) can also be determined from two measurements of the total VSF.
The mathematical form of the Kopelevich model reveals its underlying physics. Large particles 

give diffractive scattering at very small angles; thus β ψ�
* ( )  is highly peaked for small y and the 

wavelength dependence of the large particle term is weak (l−0.3). Small particles contribute more to 

TABLE 14 Exponents n Required to Fit the Data of 
Fig. 14 Assuming That bp(y, l) = bp(y, 546)(546/l)n

 Scattering angle y

Wavelength l (nm) 30° 90° 150°

   366 0.84 1.13 1.73
   436 0.99 1.33 1.89
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scattering at large angles and thus have a more symmetric VSF and a stronger wavelength depen-
dence (l−1.7). This model gives a reasonably good description of VSFs observed in a variety of waters 
(Shifrin,58 fig. 5.20).

Several simple models are available for the scattering coefficient b(l). A commonly employed 
bio-optical model for b(l) is that of Gordon and Morel66 (see also Ref. 6):

 b b Cw( ) ( ) . .λ λ λ= + ⎛
⎝⎜

⎞
⎠⎟

−550
0 30 0 62 1nm

m  (6)

Here bw(l) is given by Eq. (3) and Table 10. l is in nm and C is the chlorophyll concentration in 
mg m−3. A related bio-optical model for the backscatter coefficient bb(l) is found in Morel.45

 b b Cb w( ) ( ) . . ( logλ λ λ= + + − ⎛
⎝⎜

1
2

1
2

1
40 002 0 02

500 nm⎞⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥
0 30 0 62. .C  

The 1
2

1
4−( )logC  factor gives bb(l) a l−1 wavelength dependence in very clear (C = 0.01 mg m−1) 

water and no wavelength dependence in very turbid (C = 100 mg m−3) water. These empirically 
derived models are intended for use only in case 1 waters.

A feeling for the accuracy of the b(l) model of Eq. (6) can be obtained from Fig. 15, which 
plots measured b (550 nm) values versus chlorophyll concentration C in both case 1 and case 2 
waters. Note that even when the model is applied to the case 1 waters from which it was derived, the 
predicated b(550 nm) value easily can be wrong by a factor of 2. If the model is misapplied to case 2 
waters, the error can be an order of magnitude. Note that for a given C value, b(550 nm) is higher in 
case 2 waters than in case 1 waters, presumably because of the presence of additional particles that 
do not contain chlorophyll.

Integration over y of the Kopelevich b(y, l) model of Eq. (4) yields another model for b(l):

 b vs( ) . .
.

λ λ λ= ⎛
⎝⎜

⎞
⎠⎟ + ⎛

⎝⎜
⎞0 0017

500
1 34

5504 3nm nm
⎠⎠⎟ + ⎛

⎝⎜
⎞
⎠⎟

−
1 7 0 3

10 312
550. .

. v�
nm

mλ
 

where vs and v�  are given by Eq. (5). Kopelevich claims that the accuracy of this model is ~30 percent.

TABLE 15 The Concentration-Specific Volume Scattering Functions for Small ( )βs
∗  and Large ( )β�

∗  
Particles As a Function of the Scattering Angle y for Use in the Kopelevich Model for Spectral Volume Scattering 
Functions, Eq. (4)∗

y (deg) βs
∗ m sr

ppm

− −⎛
⎝⎜

⎞
⎠⎟

1 1

 β�
∗ n sr

ppm

− −⎛
⎝⎜

⎞
⎠⎟

1 1

 y (deg) βs
∗ m sr

ppm

− −⎛
⎝⎜

⎞
⎠⎟

1 1

 β�
∗ m sr

ppm

− −⎛
⎝⎜

⎞
⎠⎟

1 1

 0 5.3 140 45 9.8 × 10−2 6.2 × 10−4

 0.5 5.3 98 60 4.1 3.8
 1 5.2 46 75 2.0 2.0
 1.5 5.2 26 90 1.2 6.3 × 10−5

 2 5.1 15 105 8.6 × 10−3 4.4
 4 4.6 3.6 120 7.4 2.9
 6 3.9 1.1 135 7.4 2.0
 10 2.5 0.20 150 7.5 2.0
 15 1.3 5.0 × 10−2 180 8.1 7.0
 30 0.29 2.8 × 10−3 b∗ = 1.34 m−1/ppm 0.312 m−1/ppm

∗Reproduced from Kopelevich.49
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A bio-optical model related to the Kopelevich model is found in Haltrin and Kattawar50 (their 
notation):

 b b b P b Pw s p( ) ( ) ( ) ( )λ λ λ λ= + +ps
0 0

� �  

Here bw(l) is given by

 bw ( ) .
.

λ
λ

= ×
⎛
⎝⎜

⎞
⎠⎟

−5 826 10
4003

4 322

 

which is essentially the same as Eq. (3) and the data in Table 10. The terms bps
0 ( )λ and bp�

0 ( )λ are 
the specific scattering coefficients for small and large particles, respectively, and are given by

 

b

bp

ps m g0
1 7

2 1

0

1 1513
400

0 3

( ) .

( ) .

.

λ λ

λ

= ⎛
⎝⎜

⎞
⎠⎟

=

−

� 4411
400 0 3

2 1

λ
⎛
⎝⎜

⎞
⎠⎟

−
.

m g

 

Ps and P�  are the concentrations in g m−3 of small and large particles, respectively. These quantities 
are parametrized in terms of the chlorophyll concentration C, as shown in Table 16. This work also 
presents a model for backscattering:

 b b B b P B b Pb w s s p( ) ( ) ( ) ( )λ λ λ λ= + +1
2

0 0
ps � � �  

Case 2 waters

Case 1 waters

bw (550) + 0.30C 0.62

0.01
0.01

0.1

0.1

1
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1

C (mg m–3)

b 
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50
) 

(m
–1

)
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FIGURE 15 Measured scattering coefficients at l = 550 nm, 
b(550), as a function of chlorophyll concentration C. Case 1 waters 
lie between the dashed lines. Case 2 waters lie above the upper 
dashed line, which is defined by b(550) = 0.45C 0.62. The solid line 
is the model of Eq. (6). (Redrawn from Gordon and Morel,66 with 
permission.)
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1.40  PROPERTIES

Here Bs = 0.039 is the backscattering probability for small particles and B� = 0 00064. is the back-
scattering probability for large particles.

The bio-optical models for scattering just discussed are useful but very approximate.
The reason for the frequent large discrepancies between model predictions and measured reality 

likely lies in the fact that scattering depends not just on particle concentration (as parameterized in 
terms of chlorophyll concentration), but also on the particle index of refraction and on the details of 
the particle size distribution which are not well parameterized in terms of the chlorophyll concen-
tration alone. Whether or not the Kopelevich model or its derivative Haltrin-Kattawar form which 
partition the scattering into large and small particle components is in some sense better than the 
Gordon-Morel model is not known at present. Another consequence of the complexity of scattering 
is seen in the next section.

1.20 BEAM ATTENUATION

The spectral beam attenuation coefficient c(l) is just the sum of the spectral absorption and scat-
tering coefficients: c(l) = a(l) + b(l). Since both a(l) and b(l) are highly variable functions of the 
nature and concentration of the constituents of natural waters so is c(l). Beam attenuation near 
l = 660 nm is the only inherent optical property of water that is easily, accurately, and routinely 
measured. This wavelength is used both for engineering reasons (the availability of a stable LED 
light source) and because absorption by yellow matter is negligible in the red. Thus the quantity

 c c a b cp w w( ) ( ) ( ) ( ) (660 660 660 660 66nm nm nm nm≡ − − ≡ 00 660nm nm) ( )− cw
 

is determined by the nature of the suspended particulate matter. The particulate beam attenuation 
cp (660 nm) is highly correlated with total particle volume concentration (usually expressed in parts 
per million), but it is much less well correlated with chlorophyll concentration.67 The particulate 
beam attenuation can be used to estimate the total particulate load (often expressed as g m−3).68 
However, the dependence of the particulate beam attenuation on particle properties is not simple. 
Spinrad69 used Mie theory to calculate the dependence of the volume-specific particulate beam 
attenuation (particulate beam attenuation coefficient cp in m−1 per unit suspended particulate vol-
ume in parts per million) on the relative refractive index and on the slope s of an assumed Junge size 
distribution for particles in the size range from 1 to 80 μm; the result is shown in Fig. 16. Although 
the details of the figure are sensitive to the choice of upper and lower size limits in the Mie calcula-
tions, the qualitative behavior of the curves is generally valid and supports the statements made in 
the closing paragraph of Sec. 1.19.

TABLE 16 Parameterization of Small (Ps) and 
Large ( )P�  Particle Concentrations in Terms of the 
Chlorophyll Concentration C for Use in the Kopelevich-
Haltrin-Kattawar Models for b(l) and bb(l)∗

C (mg m−3) Ps (g m−3) P� (g m−3)

 0.00 0.000 0.000
 0.03 0.001 0.035
 0.05 0.002 0.051
 0.12 0.004 0.098
 0.30 0.009 0.194
 0.60 0.016 0.325
 1.00 0.024 0.476
 3.00 0.062 1.078

∗Reproduced from Haltrin and Kattawar,50 with permission
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OPTICAL PROPERTIES OF WATER  1.41

Because of the complicated dependence of scattering and hence of beam attenuation on particle 
properties, the construction of bio-optical models for c(l) is not easy. The reason is that chlorophyll 
concentration alone is not sufficient to parametrize scattering.70 Figure 17 illustrates this insuf-
ficiency. The figure plots vertical profiles of c(665 nm), water density (proportional to the oceano-
graphic variable st), and chlorophyll concentration (proportional to fluorescence by chlorophyll and 
related pigments). Note that the maximum in beam attenuation at 46 m depth coincides with the 
interface (pycnocline) between less dense water above and more dense water below. Peaks in beam 
attenuation are commonly observed at density interfaces because particle concentrations are often 
greatest there. The maximum in chlorophyll concentration occurs at a depth of 87 m. The chloro-
phyll concentration depends not just on the number or volume of chlorophyll-bearing particles but 
also on their photoadaptive state, which depends on nutrient availability and ambient lighting. Thus 
chlorophyll concentration cannot be expected to correlate well with total scattering or with particu-
late beam attenuation cp(l).

Voss71 has developed an empirical model for c(l) given a measurement of c at l = 490 nm:

 c c c cw w( ) ( ) [ ( ) ( )][ . .λ λ= + − −490 490 1 563 1 149nm nm ×× −10 3 λ]  

where l is in nm and c is in m−1. The attenuation coefficient for pure sea water, cw = aw + bw, is given 
by the Smith-Baker data of Table 6. This model was statistically derived from data of global extent. 
Testing of the model with independent data usually gave errors of less than 5 percent, although 
occasional errors of ~20 percent were found.

Voss also determined a least-squares fit of c(490 nm) to the chlorophyll concentration. The result

 c C( ) . .490 0 39 0 57nm =  (7)

is similar in form to the chlorophyll dependence of the a(l) and b(l) models seen in Eqs. (1) and 
(6), respectively. Figure 18 shows the spread of the data points used to determine Eq. (7). Note that 
for a given value of C there is an order-of-magnitude spread in values of c(490 nm). The user of Eq. (7) 
or of the models for b(l) must always keep in mind that large deviations from the predicted values 
will be found in natural waters.
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1.42  PROPERTIES

1.21 DIFFUSE ATTENUATION AND JERLOV
WATER TYPES

As seen in Fig. 1 and in Table 1 there is a so-called diffuse attenuation coefficient for any radiometric 
variable. The most commonly used diffuse attenuation coefficients are those for downwelling plane 
irradiance, Kd(z, l), and for PAR, KPAR(z). Although the various diffuse attenuation coefficients 
are conceptually distinct, in practice they are often numerically similar and they all asymptotically 
approach a common value at great depths in homogeneous water.2 The monograph by Tyler and 
Smith72 gives tabulations and plots of Ed(z, l), Eu(z, l) and the associated Kd(z, l), Ku(z, l), and R(z, l) 
measured in a variety of waters.

Observation shows that Kd(z, l) varies systematically with wavelength over a wide range of 
waters from very clear to very turbid. Moreover, Kd(z, l) is often rather insensitive to environmental 
effects73 except for extreme conditions74 (such as the sun within 10° of the horizon) and in most 
cases correction can be made11 for the environmental effects that are present in Kd. Kd therefore is 
regarded as a quasi-inherent optical property whose variability is governed primarily by changes in the 
inherent optical properties of the water body and not by changes in the external environment.

Jerlov29 exploited this benign behavior of Kd to develop a frequently used classification scheme 
for oceanic waters based on the spectral shape of Kd. The Jerlov water types are in essence a classifi-
cation based on water clarity as quantified by Kd(zs, l), where zs is a depth just below the sea surface. 
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of the depth dependence of beam attenuation (solid 
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from Kitchen and Zaneveld,70 with permission.)
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OPTICAL PROPERTIES OF WATER  1.43

This classification scheme can be contrasted with the case 1 and case 2 classification described earlier, 
which is based on the nature of the suspended matter within the water. The Jerlov water types are 
numbered I, IA, IB, II, and III for open ocean waters, and 1 through 9 for coastal waters. Type I is the 
clearest and type III is the most turbid open ocean water. Likewise, for coastal waters type 1 is clear-
est and type 9 is most turbid. The Jerlov types I to III generally correspond to case 1 water since 
phytoplankton predominate in the open ocean. Types 1 to 9 correspond to case 2 waters where yel-
low matter and terrigenous particulates dominate the optical properties. A rough correspondence 
between chlorophyll concentration and Jerlov oceanic water type is given by45

 
C: mg m

water typ

0 0 01 0 05 0 1 0 5 1 5 2 0 3− − −. ~ . ~ . ~ . ~ . .

ee: I IA IB II III
 

Austin and Petzold75 reevaluated the Jerlov classification using an expanded database and slightly 
revised the Kd(l) values used by Jerlov in his original definition of the water types. Table 17 gives the 
revised values for Kd(l) for the water types commonly encountered in oceanography. These values 
are recommended over those found in Jerlov.29 Figure 19 shows the percent transmittance of Ed(l) 
per meter of water for selected Jerlov water types. Note how the wavelength of maximum transmit-
tance shifts from blue in the clearest open ocean water (type I) to green (types III and 1) to yellow in 
the most turbid, yellow-matter-rich coastal water (type 9).

Austin and Petzold also presented a simple model that allows the determination of Kd(l) at all 
wavelengths from a value of Kd measured at any single wavelength. This model is defined by

 K
M
M

K K Kd d( )
( )
( )

[ ( ) ( )] ( )λ λ
λ λ λ λ= − +

0
0 0dw dw

 

Here l0 is the wavelength at which Kd is measured and Kdw, refers to values for pure sea water. 
Kdw(l) and the statistically derived coefficients M(l) are given in Table 18. (These Kdw values differ 
slightly from those seen in Table 6.) This model is valid in waters where Kd(490) ≤ 0.16 m−1 which 
corresponds to a chlorophyll concentration of C ≤ 3 mg m−3.

TABLE 17 Downwelling Irradiance Diffuse Attenuation Coefficients Kd(l) Used to 
Define the Jerlov Water Types As Determined by Austin and Petzold∗ (All quantities in 
the body of the table have units of m−1.)

 Jerlov water type 

l (nm) I IA IB II III 1

 350 0.0510 0.0632 0.0782 0.1325 0.2335 0.3345
 375 0.0302 0.0412 0.0546 0.1031 0.1935 0.2839
 400 0.0217 0.0316 0.0438 0.0878 0.1697 0.2516
 425 0.0185 0.0280 0.0395 0.0814 0.1594 0.2374
 450 0.0176 0.0257 0.0355 0.0714 0.1381 0.2048
 475 0.0184 0.0250 0.0330 0.0620 0.1160 0.1700
 500 0.0280 0.0332 0.0396 0.0627 0.1056 0.1486
 525 0.0504 0.0545 0.0596 0.0779 0.1120 0.1461
 550 0.0640 0.0674 0.0715 0.0863 0.1139 0.1415
 575 0.0931 0.0960 0.0995 0.1122 0.1359 0.1596
 600 0.2408 0.2437 0.2471 0.2595 0.2826 0.3057
 625 0.3174 0.3206 0.3245 0.3389 0.3655 0.3922
 650 0.3559 0.3601 0.3652 0.3837 0.4181 0.4525
 675 0.4372 0.4410 0.4457 0.4626 0.4942 0.5257
 700 0.6513 0.6530 0.6550 0.6623 0.6760 0.6896

∗Reproduced from Austin and Petzold,75 with permission.
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1.44  PROPERTIES

Unlike the beam attenuation coefficient c(l), the diffuse attenuation Kd(z, l) is highly correlated 
with chlorophyll concentration. The reason is seen in the approximate formula11

 K
a b

d
b( )

( ) ( )

cos
λ

λ λ
θ

≈
+

sw

 

where qsw is the solar angle measured within the water. Since a(l) >> bb(l) for most waters, Kd(l) is 
largely determined by the absorption properties of the water, which are fairly well parametrized by 
the chlorophyll concentration. Beam attenuation on the other hand is proportional to the total scat-
tering which is not well parametrized by chlorophyll concentration. Observations show76 that the 
beam attenuation at 660 nm is not in general correlated with diffuse attenuation.

A bio-optical model for Kd(l) is given by Morel:45

 K K Cd
e( ) ( ) ( ) ( )λ λ χ λ λ= +dw  

Here Kdw(l) is the diffuse attenuation for pure sea water, and c(l) and e(l) are statistically derived 
functions that convert the chlorophyll concentration C in mg m−3 into Kd values in m−1. Table 19 

TABLE 18 Values of the Coefficient M(l) and of the Downwelling Diffuse Attenuation Coefficient for 
Pure Sea Water, Kdw(l), for Use in the Austin and Petzold Model for Kd(l)∗

l (nm) M (m−1) Kdw (m−1) l (nm) M (m−1) Kdw (m−1) l (nm) M (m−1) Kdw (m−1)

 350 2.1442 0.0510 470 1.1982 0.0179 590 0.4840 0.1578
 360 2.0504 0.0405 480 1.0955 0.0193 600 0.4903 0.2409
 370 1.9610 0.0331 490 1.0000 0.0224 610 0.5090 0.2892
 380 1.8772 0.0278 500 0.9118 0.0280 620 0.5380 0.3124
 390 1.8009 0.0242 510 0.8310 0.0369 630 0.6231 0.3296
 400 1.7383 0.0217 520 0.7578 0.0498 640 0.7001 0.3290
 410 1.7591 0.0200 530 0.6924 0.0526 540 0.7300 0.3559
 420 1.6974 0.0189 540 0.6350 0.0577 660 0.7301 0.4105
 430 1.6108 0.0182 550 0.5860 0.0640 670 0.7008 0.4278
 440 1.5169 0.0178 560 0.5457 0.0723 680 0.6245 0.4521
 450 1.4158 0.0176 570 0.5146 0.0842 690 0.4901 0.5116
 460 1.3077 0.0176 580 0.4935 1.1065 700 0.2891 0.6514

∗Condensed with permission from Austin and Petzold,75 who give values every 5 nm.
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OPTICAL PROPERTIES OF WATER  1.45

gives the Kdw, c , and e values used in the Morel model. This model is applicable to case 1 waters 
with C ≤ 30 mg m−3, although the c and e values are somewhat uncertain for l > 650 nm because 
of sparse data available for their determination. Some feeling for the accuracy of the Morel Kd(l) 
model can be obtained from Fig. 20 which shows predicted (the line) and observed Kd(450) values 
as a function of C. Errors can be as large as a factor of 2 in case 1 waters (dots) and can be much 
larger if the model is misapplied to case 2 waters (open circles). The Morel model allows the determina-
tion of Kd(l) if C is measured; the Austin and Petzold model determines Kd(l) from a measurement 
at one wavelength.

TABLE 19 Values of the Coefficients c(l) and e(l) and of the Downwelling Diffuse Attenuation 
Coefficient for Pure Sea Water, Kdw(l), for Use in the Morel Model for Kd(l)∗

l (nm) c(l) e(l) Kdw(l) (m−1) l (nm) c(l) e(l) Kdw(l) (m−1)

 400 0.1100 0.668 0.0209 550 0.0410 0.650 0.0640
 410 0.1125 0.680 0.0196 560 0.0390 0.640 0.0717
 420 0.1126 0.693 0.0183 570 0.0360 0.623 0.0807
 430 0.1078 0.707 0.0171 580 0.0330 0.610 0.1070
 440 0.1041 0.707 0.0168 590 0.0325 0.618 0.1570
 450 0.0971 0.701 0.0168 600 0.0340 0.626 0.2530
 460 0.0896 0.700 0.0173 610 0.0360 0.634 0.2960
 470 0.0823 0.703 0.0175 620 0.0385 0.642 0.3100
 480 0.0746 0.703 0.0194 630 0.0420 0.653 0.3200
 490 0.0690 0.702 0.0217 640 0.0440 0.663 0.3300
 500 0.0636 0.700 0.0271 650 0.0450 0.672 0.3500
 510 0.0578 0.690 0.0384 660 0.0475 0.682 0.4050
 520 0.0498 0.680 0.0490 670 0.0515 0.695 0.4300
 530 0.0467 0.670 0.0518 680 0.0505 0.693 0.4500
 540 0.0440 0.660 0.0568 690 0.0390 0.640 0.5000
    700 0.0300 0.600 0.6500

∗Condensed with permission from Morel,45 who gives values every 5 nm.
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1.46  PROPERTIES

Morel45 also presents a very simple bio-optical model for K zPAR eu( , )0  the value of KPAR(z) aver-
aged over the euphotic zone 0 ≤ z ≤ zeu:

 K z CPAR eu( , ) . .0 0 121 0 428=  

where C is the mean chlorophyll concentration in the euphotic zone in mg m−3 and KPAR  is in m−1. 
The euphotic zone is the region where there is sufficient light for photosynthesis to take place; it 
extends roughly to the depth where EPAR(z) is 1 percent of its surface value [i.e., EPAR(zeu) = 0.01 EPAR(0)]. 
Table 20 gives zeu as a function of C as determined by the Morel model.

1.22 IRRADIANCE REFLECTANCE AND
REMOTE SENSING

The spectral irradiance reflectant R E Eu d( ) ( ) ( )λ λ λ≡ /  is an important apparent optical property. 
Measurements of R(z, l) within the water have been used77 to estimate water quality parameters 
such as the chlorophyll concentration, the particle backscattering coefficient, and the absorption 
coefficient of yellow matter. More importantly, R(l) just below the water surface can be related to 
the radiance leaving the water;78 this radiance is available for detection by aircraft- or satellite-borne 
instruments. Understanding the dependence of R(l) upon the constituents of natural waters is 
therefore one of the central problems in remote sensing of water bodies.

Figure 21 illustrates the variability of R(l) in natural waters. Figure 21a shows R(l) in percent 
for various case 1 waters. For low-chlorophyll concentrations R(l) is highest at blue wavelengths, 
hence the blue color of clean ocean water. As the chlorophyll concentration increases, the maximum 
in R(l) shifts to green wavelengths. The enhanced reflectance near l = 685 nm is due to chlorophyll 
fluorescence. Also note the exceptionally high values measured20 within a coccolithophore bloom; 
R(l) is high there because of the strong scattering by the numerous calcite particles (see Sec. 1.6). 
Figure 21b shows R(l) from waters dominated by suspended sediments (i.e., by nonpigmented 
particles). For high-sediment concentrations R(l) is nearly flat from blue to yellow wavelengths, 
and therefore the water appears brown. Figure 21c is from waters with high concentrations of yellow 
substances; the peak in R(l) lies in the yellow. With good reason the term “ocean color” is often used 
as a synonym for R(l).

One of the main goals of oceanic remote sensing is the determination of chlorophyll concentra-
tions in near-surface waters because of the fundamental role played by phytoplankton in the global 
ecosystem. Gordon et al.78 define the normalized water-leaving radiance [Lw(l)]N as the radiance 
that would leave the sea surface if the sun were at the zenith and the atmosphere were absent; this 

TABLE 20 Approximate Depth of the Euphotic Zone, zeu, 
in Homogeneous Case 1 Water As a Function of Chlorophyll 
Concentration C.∗

C (mg m−3) zeu (m) C (mg m−3) zeu (m)

  0.0 183 1 39
  0.01 153 2 29
  0.03 129 3 24
  0.05 115 5 19
  0.1 95 10 14
  0.2 75 20 10
  0.3 64 30 8
  0.5 52

∗Data extracted from Morel,45 with permission.
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OPTICAL PROPERTIES OF WATER  1.47

quantity is fundamental to remote sensing. They then show that [Lw]N is directly proportional to R 
and that R is proportional to bb/(a + bb) (i.e., to bb/Kd). Although a or Kd are reasonably well mod-
eled in terms of chlorophyll concentration C in case 1 waters, bb is not well described in terms of C. 
Thus poor agreement is to be expected between observed values of [Lw(l)]N and values predicted by 
a model parametrized in terms of C. This is indeed the case as is seen in Fig. 22a and b which shows 
observed and predicted [Lw(443 nm)]N and [Lw(550 nm)]N values as a function of chlorophyll con-
centration. Based on these figures there seems to be little hope of being able to reliably retrieve C 
from a remotely sensed [Lw(l)]N value. However, in spite of the noise seen in Fig. 22a and b, the ratios 
of normalized water-leaving radiances for different wavelengths can be remarkably well-behaved 
functions of C. Figure 22c shows predicted (the line) and observed (dots) values of [Lw(443 nm)]N/
[Lw(550 nm)]N; the agreement between prediction and observation is now rather good. Thus, mea-
surement of [Lw(l)]N at two (carefully chosen) wavelengths along with application of a bio-optical 
model for their ratio can yield a useful estimate of chlorophyll concentration. Such models are the 
basis of much remote sensing.

1.23 INELASTIC SCATTERING AND POLARIZATION

Although the basic physics of inelastic scattering and polarization is well understood, only recently 
has it become computationally practicable to incorporate these effects into predictive numerical 
models of underwater radiance distributions. For this reason as well as because of the difficulty of 
making needed measurements, quantitative knowledge about the significance of inelastic scattering 
and polarization in the underwater environment is incomplete.

Inelastic scattering processes are often negligible in comparison to sunlight or artificial lights as 
sources of underwater light of a given wavelength. However, in certain circumstances transpectral 
scatter is the dominant source of underwater light at some wavelengths. Figure 23 illustrates just such 
a circumstance.

Figure 23 shows a measured depth profile from the Sargasso Sea of irradiance reflectance at 
l = 589 nm (yellow-orange light); note that R(589 nm) increases with depth. Because of the fairly 
high absorption of water at this wavelength [aw(589 nm) = 0.152 m−1] most of the yellow-orange 
component of the incident solar radiation is absorbed near the surface and monochromatic radia-
tive transfer theory shows that the reflectance should approach a value of R(589 nm) ≈ 0.04 for the 
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FIGURE 21 Measured spectral irradiance reflectances R(l) from various waters. Panel (a) is from 
case waters with different quantities of phytoplankton; the dotted line is R(l) for pure sea water. The heavy 
dots give values measured within a coccolithophore bloom.20 Panel (b) is from case 2 waters dominated 
by suspended sediments and panel (c) is from case 2 waters dominated by yellow matter. (Redrawn from 
Sathyendranath and Morel,79 with permission.)
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1.48  PROPERTIES

water body of Fig. 22. Calculations by Marshall and Smith80 explain the paradox. Light of blue-green 
wavelengths (l ~ 500 nm) can penetrate to great depth in the clear Sargasso Sea water [aw(500 nm) ≈ 
0.026 m−1]. Some of this light is then Raman scattered from blue-green to yellow-orange wavelengths 
providing a source of yellow-orange light at depth. Moreover, since the phase function for Raman scattering 
is symmetric in the forward and backward hemispheres Raman scattered photons are equally likely to be 
heading upward [and thus contribute to Eu(589 nm)] or downward [and thus contribute to Ed(589 nm)] 
even though most of the blue-green light at depth is heading downward [e.g., Ed(500 nm) >> Eu(500 nm)]. 
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FIGURE 22 In panels (a) and (b) the solid lines are 
values of the normalized water-leaving radiances [Lw(l)]N 
at l = 443 and 550 nm, respectively, as predicted by various 
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OPTICAL PROPERTIES OF WATER  1.49

Thus as depth increases and Raman scattering becomes increasingly important relative to transmit-
ted sunlight as a source of ambient yellow-orange light, Eu(589 nm) and Ed(589 nm) become more 
nearly equal and the irradiance reflectance R(589 nm) increases. Such an increase is not seen at 
blue-green wavelengths since Ed transmitted from the surface remains much greater than Eu at 
great depths. Since Raman scattering is by the water molecules themselves this process is present 
(and indeed relatively more important) even in the clearest waters. Another oceanographic effect of 
Raman scattering occurs in the filling of Fraunhofer lines in the solar spectrum as seen underwater; 
this matter is just now coming under detailed investigation.81

Fluorescence by chlorophyll or other substances can be significant if the fiuorescing material is 
present in sufficient quantity. Chlorophyll fiuoresces strongly near l = 685 nm; this source of red 
light is responsible82 for the enhanced reflectance near 685 nm noted in Fig. 21a. The spectral signa-
ture of fluorescence is a useful tool for analyzing many of the constituents of natural waters.83

Relatively little attention has been paid to the state of polarization of underwater light fields.84 
Some use of polarized light has been made in enhancing underwater visibility85 and it is well 
established that many oceanic organisms sense polarized light when navigating.86 Voss and Fry87 
measured the Mueller matrix for ocean water and Quinby-Hunt et al.88 have studied the propen-
sity of certain phytoplankton to induce circular polarization in unpolarized or linearly polarized 
light. Kattawar and Adams89 have shown that errors of up to 15 percent can occur in calculations 
of underwater radiance if scalar (unpolarized) radiative transfer theory is used instead of vector 
(polarized) theory.
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2.1 GLOSSARY

 A, B, C, D, E, G dispersion equation constants
 a, b partial dispersion equation constants
 a, b, c crystal axes
 B inverse dielectric constant (=1/e = 1/n2)
 B bulk modulus
 C heat capacity
 c speed of light
 c elastic stiffness tensor
 D electric displacement
 D dispersion
 d piezoelectric coefficient
 dij

( )2  nonlinear optical coefficient
 E Young’s modulus
 E energy
 E electric field
 e strain
 G shear modulus
 G thermal optical constant
 g degeneracy
 Hi Hilbert transform
 h heat flow
 k Index of absorption
 kB Boltzmann constant
 �  phonon mean free path
 L length
 MW molecular weight
 m Integer, mass
 N( ) occupation number density
 n refractive index

2.1

2
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 �n  complex refractive index = n + ik
 P electric polarization
 P relative air pressure = air pressure/one atmosphere (dimensionless)
 P pyroelectric constant
 Px,y relative partial dispersion
 p elasto-optic tensor
 q piezo-optic tensor
 r electro-optic coefficient
 r amplitude reflection coefficient
 rij electro-optic coefficient
 S( ) oscillator strength
 s elastic compliance tensor
 T temperature
 t amplitude transmission coefficient
 U enthalpy
 u atomic mass unit
 V Volume
 v velocity of sound
 x displacement
 x variable of integration
 Z formulas per unit cell
 a linear thermal expansion coefficient
 a intensity (power) absorptance
 am macroscopic polarizability

a, b, g crystal angles
 b power absorption coefficient
 g ( ) line width
 g Gruneisen parameter
 e relative dielectric constant, permittivity
 e emittance
 qD Debye temperature
 k thermal conductivity
 l wavelength
 Λ( ) complex function
 m permeability
 n wave number (w/2pc)
 nd Abbe number (constringence)
 r density
 r intensity reflectance
 s stress
 t intensity (power) transmittance
 c susceptibility
 c(2) second-order susceptibility
 Ω solid angle
 w frequency

Subscripts

 ABS absorptance
abs absolute

 bb blackbody
 C 656.3 nm
 d 587.6 nm
 EXT extinctance
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 F 486.1 nm
 i integers
 P constant pressure
 r relative
 SCA scatterance
 V constant volume
 0 vacuum or constant terms (or T = 0)
 1, 2, 3 principal axes

2.2 INTRODUCTION

Nearly every nonmetallic crystalline and glassy material has potential use in transparent optics. If 
a nonmetal is sufficiently dense and homogeneous, it will have good optical properties. Generally, a 
combination of desirable optical properties, good thermal and mechanical properties, and cost and 
ease of manufacture dictate the number of readily available materials. In practice, glasses dominate 
the available optical materials for several important reasons. Glasses are easily made of inexpensive 
materials, and glass manufacturing technology is mature and well-established. The resultant glass 
products can have very high optical quality and meet most design requirements.

Common glasses, however, are composed of low-atomic-weight oxides and therefore will not 
transmit beyond about 2.5 μm or below 0.3 μm. Some crystalline materials transmit at wavelengths 
longer (e.g., heavy-metal halides and chalcogenides) or shorter (e.g., fluorides) than common, 
oxide-based glasses. Crystalline materials are also used for situations that require the material to have 
very low scatter, high thermal conductivity, or exceptionally high hardness and strength, especially at 
high temperature. Other applications of crystalline optical materials make use of their directional 
properties, particularly those of noncubic (uni- or biaxial) crystals. Phase matching (e.g., in wave 
mixing) and polarization (e.g., in wave plates) are example applications. For these reasons, crystalline 
solids are used for a wide variety of specialized applications.

Polycrystalline materials form an intermediate class. Typically engineered from powders, poly-
crystalline materials approach the properties of crystals with reduced cost, particularly when made 
into complex shapes. Most polycrystalline materials are made with large grains (>>l) to reduce 
scatter, and the properties of crystalline materials in this chapter are obtained from samples with 
large grains or single crystals. Recent work has produced materials with sub-micrometer grains 
(<<l) for applications such as laser gain media and highly durable windows.

This chapter gives the physical, mechanical, thermal, and optical properties of selected crystal-
line, polycrystalline, and glassy materials. Crystals are chosen based on availability of property data 
and usefulness of the material. Unfortunately, for many materials, property data are imprecise, 
incomplete, or not wholly applicable to optical-quality material. Glasses are more accurately and 
uniformly characterized, but their optical property data are usually limited to wavelengths below 
1.06 μm. Owing to the preponderance of glasses, only a small, representative fraction of available 
glasses are included below. SI-derived units, as commonly applied in material characterization, are 
used.

Property data are accompanied with brief explanations and useful functional relationships. We 
have updated the previous version of this chapter1 by extracting property data from standard com-
pilations2–12 as well as recent literature. Unfortunately, property data are often sparse. For example, 
refractive index data may be available for only a portion of the transparent region or the tempera-
ture dependence of the index may not be known. Strength of many materials is poorly characterized. 
Thermal conductivity is frequently unavailable and other thermal properties are usually sketchy.

For brevity, we have reduced the number of materials in this chapter. Many seldom-used or 
no-longer-produced materials have been eliminated. New materials, principally used for laser gain 
media or wave mixing were added. Glasses have been updated to their new arsenic- and lead-free 
analogs.
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2.3 OPTICAL MATERIALS

Crystalline and amorphous (including glass) materials are differentiated by their structural (crys-
tallographic) order. The distinguishing structural characteristic of amorphous substances is the 
absence of long-range order; the distinguishing characteristic of crystals is the presence of long-
range order. This order, in the form of a periodic structure, can cause directional-dependent (aniso-
tropic) properties that require a more complex description than needed for isotropic, amorphous 
materials. The periodic structure of crystals are used to classify them into six crystal systems,∗ and 
further arrange them into 14 (Bravais) space lattices, 32 point groups, and 230 space groups based 
on the characteristic symmetries found in a crystal.

Glass is by far the most widely used optical material, accounting for more than 90 percent of 
all optical elements manufactured. Traditionally, glass has been the material of choice for optical 
systems designers, owing to its high transmittance in the visible-wavelength region, high degree of 
homogeneity, ease of molding, shaping, and machining, relatively low cost, and the wide variety of 
index and dispersion characteristics available.

Under proper conditions, glass can be formed from many different inorganic mixtures. Primary 
glass-forming compounds include oxides, halides, and chalcogenides with the most common mix-
tures being the oxides of silicon, boron, and phosphorous used for glasses transmitting in the visible 
spectrum. By varying the chemical composition of glasses (glasses are not fixed stoichiometrically), 
the properties of the glass can be modified. For optical applications, glass compositions are altered 
to vary the refractive index, dispersion, and thermo-optic coefficient, allowing glasses to be used in 
combination to make optics with excellent performance over wide spectral and temperature ranges.

Historically, emphasis was placed on optimizing optics for the visible spectrum. The approach 
was to produce a wide variety of glass and selecting the best combination of glasses to optimize a 
design. Early glass technologists found that adding BaO offered a high-refractive-index glass with 
lower than normal dispersion, B2O3 offered low index and very low dispersion, and by replacing 
oxides with fluorides, glasses could be obtained with very low index and very low dispersion. Later, 
others developed very high index glasses with relatively low dispersions by introducing rare-earth 
elements, especially lanthanum, to glass compositions. Other compounds are added to silica-based 
glass mixtures to help with chemical stabilization, typically the alkaline earth oxides and in particu-
lar Al2O3 to improve the resistance to attack by water.

Advances in detector and source technology pushed the design spectrum into both the UV 
and IR. To extend the transmission range of glasses into the ultraviolet, a number of fluoride and 
fluorophosphate glasses were developed. Nonoxide glasses are used for infrared applications requir-
ing transmission beyond the transmission limit of typical optical glasses (cf., 2.4 to 2.7 μm for an 
absorption coefficient of <1 cm−1). These materials include chalcogenides such as As2S3 glass and 
heavy-metal fluorides such as ZrF4-based glasses.

With today’s computing power, optical designs are becoming far more elegant and simple, and 
require fewer optical glass types. Advances in polishing and use of aspheres have introduced a new 
design variable, reducing the dependence on a continuous range material properties. An increased 
awareness of the environment has led to the elimination of many hazardous materials from optical 
glasses. These factors lead to a major reduction of the glass library available from manufacturers.

Crystalline materials include naturally occurring minerals and manufactured crystals. Both 
single crystals and polycrystalline forms are available for many materials. Polycrystalline optical 
materials are typically composed of many small (cf., 50 to 200 μm) individual crystals (“grains”) 
with random orientations and grain boundaries between them. These grain boundaries are a form of 
material defect arising from the lattice mismatch between individual grains. Polycrystalline materi-
als are made by diverse means such as pressing powders (usually with heat applied), sintering, or 
chemical vapor deposition. Single crystals are typically grown from dissolved or molten material 
using a variety of techniques. Usually, polycrystalline materials offer greater hardness and strength at 
the expense of increased scatter and reduced thermal conductivity.

∗Cubic (or isometric), hexagonal (including rhombohedral), tetragonal, orthorhombic, monoclinic, and triclinic are the 
crystallographic systems.
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PROPERTIES OF CRYSTALS AND GLASSES  2.5

Uniformity of the refractive index throughout an optical element is a prime consideration in 
selecting materials for high-performance lenses, elements for coherent optics, laser harmonic genera-
tion, and acousto-optical devices. In general, highly pure, single crystals achieve the best uniformity, 
followed by glasses (especially those specially manufactured for homogeneity), and lastly polycrys-
talline materials. Similarly, high-quality single crystals have very low scatter, typically one-tenth that 
of the best glasses.

Applications requiring optical elements with direction-dependent properties, such as polarizers 
and phase-matching materials for harmonic generation, frequently use single crystals.

Purity of starting materials is a prime factor in determining the quality of the final product. High 
material quality and uniformity of processing is required to avoid impurity absorption, index non-
uniformity, voids, cracks, and bubbles, and excess scatter. Practical manufacturing techniques limit 
the size of optics produced from a given material (glasses are typically limited by the moduli, i.e., 
deformation caused by the weight of the piece). Some manufacturing methods, such as hot pressing, 
also produce significantly lower quality material when size becomes large (especially when the thin-
nest dimension is significantly increased). Cost of finished optical elements is a function of size, raw 
material cost, and the difficulty of machining, polishing, and coating the material. Any one of these 
factors can dominate cost.

Information on general optical glass properties and classification can be found on select manu-
facturer’s websites13-15 and in the literature.16,17 General information on the manufacturing methods 
for glasses and crystalline materials is available in several sources.10,12,18,19 Information on cutting 
and polishing of optical elements can be found in the literature.3,20,21 Further information on appli-
cations of optical material are found in this section of this Handbook and a variety of sources.2,18,22,23

2.4 PROPERTIES OF MATERIALS

Symmetry Properties

The description of the properties of solids depends on structural symmetry. The structural sym-
metry of crystalline materials dictates the number of appropriate directional-dependent terms that 
describe a property.24 Neumann’s principle states that physical properties of a crystal must possess 
at least the symmetry of the point group of the crystal. Amorphous (glassy) materials, having no 
long-range symmetry, are generally considered isotropic,∗ and require the least number of property 
terms. Macroscopic material properties are best described in tensor notation; the rank of the prop-
erty tensors can range from zero (scalar property) up to large rank. Table 1 summarizes common 
material properties and the rank of the tensor that describes them.

The rank of the property tensor and the symmetry of the material (as determined by the point 
group for crystals) determine the number of terms needed to describe a property. Table 2 summa-
rizes both the number of terms needed to describe a property and the number of unique terms as 
a function of property tensor rank and point group. Another important term in the definition of 
tensor characteristics is the principal values of a second-rank tensor property. The principal values 
of a property are those values referenced to (measured along) the crystal axes as defined in Table 2. 
For example, a second-rank tensor of a triclinic crystal has nine nonzero coefficients, and because of 
symmetry, six independent coefficients. These six coefficients can be separated into (1) three prin-
cipal values of the quantity (e.g., thermal expansion coefficient, dielectric constant, refractive index, 
and stress), and (2) the three angles describing the orientation of the crystal axes (a, b, g).

Properties of materials depend on several fundamental constants that are listed in Table 3.25 
These constants are defined as follows.

∗Glass properties are dependent on cooling rate. Nonuniform cooling will result in density variation and residual stress 
which cause anisotropy in all properties. Such nonisotropic behavior is different from that of crystals in that it arises from ther-
mal gradients rather than periodic structure order. Hence, the nature of anisotropy in glasses varies from sample to sample.
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2.6  PROPERTIES

Optical Properties: Introduction

Refractive Index Important optical properties, definitions, formulas, and basic concepts are 
derived from a classical description of propagation based on the macroscopic Maxwell’s equations.22 
The standard wave equation for the electric field E is obtained from Faraday, Gauss, and Ampere 
laws in Maxwell’s form:∗

 ∇ = − −2E E( )iωμσ ω με2  (1)

where s, e, and μ are the frequency-dependent conductivity, permittivity, and permeability, respec-
tively. These quantities are scalars in an isotropic medium. To simplify notation, a generalized per-
mittivity is sometimes defined as:

 ε ω ε ω σ ω
ωε ωc r( ) ( )

( )
( )

= +
⎡

⎣
⎢

⎤

⎦
⎥1 i  (2)

where ec(w) is a generalized relative permittivity of dielectric constant (i.e., with e0 removed from
e = e0ec) that includes contributions from free charges [via the conductivity s(w)] and bound 
charges [via the relative permittivity, er(w)]. Assuming a nonmagnetic material (μr = 1), and using 
the preceding generalized dielectric constant, the plane-wave solution to the wave equation is

 E E( ) ( ) ( ) ( )z, i z c cω ω ε ω= ⎡
⎣

⎤
⎦0 exp /  (3)

TABLE 1 Tensor Characteristics and Definitions of Properties

Tensor rank Property Symbol Units Relationship

  0 Enthalpy (energy) U J/mole —
 Temperature T K —
 Heat capacity C J/(mole · K) C = ∂U/∂T
   1 Displacement x m —
 Heat flow h W/m2 —
 Electric field E V/m —
 Electric polarization P C/m2 P = e0 c E
 Electric displacement D C/m2 D = e0 E + P
 Pyroelectric constant p C/(m2 · K) DP = p Δ T
   2 Stress s Pa —
 Strain e — —
 Thermal expansion a K–1 e = a T
 Thermal conductivity k W/(m · K) h = −k (∂ T/∂x)
 Dielectric constant (relative permittivity) e — D = e0eyE
 Inverse dielectric tensor B — B r= −ε 1

 Susceptibility c — ε χr = +1
   3 Piezoelectric coefficient (modulus) d m/V ≡ C/N P = d · s
 (converse piezoelectric effect) d m/V ≡ C/N e = d · E
 Electro-optic coefficient (linear) r m/V ΔB = r · E
 Second-order susceptibility c(2) m/V P = C– 0c(2) E1 E2
   4 Elastic stiffness c Pa s = c · e; c = 1/s
 Elastic compliance s Pa−1 e = s · s; s = 1/c
 Elasto-optic tensor p — ΔB = p · e; p = q · c
 Piezo-optic tensor q Pa−1 ΔB = q · s; q = p · s

∗The definition of the dielectric constant and refractive index in this section is based on a harmonic field of the form
exp (–iwt). Other definitions lead to different sign conventions (e.g., n = n − ik) and care must be taken to ensure consistency.
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2.8  PROPERTIES

In optics, it is frequently convenient to define a complex refractive index, n , the square root of the com-
plex dielectric constant (henceforth, the symbol e will be used for the relative complex dielectric constant):

 

n n ik i

n k

n

= + = = ′+ ′′
′ = − ′′ =

= ′+ ′ + ′

ε ε ε
ε ε

ε ε

  2 2

2

; 2

1
2

2

nk

′′⎡
⎣⎢

⎤
⎦⎥

= − ′+ ′ + ′′⎡
⎣⎢

⎤
⎦⎥= ′′⎛

⎝
⎜

⎞
⎠
⎟

ε

ε ε ε ε

2

2 2

2
1
2 2

k
n

2

 (4)

where n is the (real) index of refraction and k is the index of absorption (or imaginary part of the 
complex refractive index). (The index of absorption is also called the absorption constant, index of 
extinction, or some other combination of these terms.) Using this definition of the complex index of 
refraction and the solution of the wave equation [Eq. (3)], the optical power density (proportional 
to 1/2| |E 2 from Poynting’s vector) is

 Power density (0)| exp0 0
2

0 0
2= =1

2
1
2

n nμ ε μ ε/ /| ( )| |E Ez (( )−2ωkz c/  (5)

where the exponential function represents the attenuation of the wave. The meanings of n and k are 
clear: n contributes to phase effects (time delay or variable velocity) and k contributes to attenuation 
by absorption. In practice, attenuation is conveniently described by a power absorption coefficient, 
bABS, which describes the internal transmittance over a distance z, i.e.,

 τ ω β=
=

= =− −| |

| |
/E

E
( )

( 0)

2

2

z

z
e e2 kz c zABS  (6a)

and bABS (with units of reciprocal length, usually cm−1) is

 β ω πABS /= =2 4k c vk  (6b)

where v is the wave number in reciprocal length, usually cm–1.

Kramers–Krönig and Sum Rule Relationships The principal of causality—that a material cannot 
respond until acted upon—when applied to optics, produces important symmetry properties and 
relationships that are very useful in modeling and analyzing optical properties. As a consequence of 
these symmetry properties, the real and imaginary parts of the dielectric constant (and of the com-
plex index of refraction) are Hilbert transforms of each other. The Hilbert transform, Hi[Λ(w)], of 
the complex function Λ(w) is defined as (the symbol P denotes the principal value of the integral)

 Hi[ ( )]
( )Λ Λω

π
ω

ω ω
ω=

− ′
′

−∞

∞

∫i
dP  (7)

TABLE 3 Fundamental Physical Constants (2006 CODATA Values25)

          Constant Symbol Value Unit

Atomic mass unit (amu) u 1.660 538 782(83) × 10−27 kg
Avogadro constant NA 6.022 141 79(30) × 1023 mole–1

Boltzmann constant kB 1.380 6504(24) × 10–23 J/K
Elementary charge e 1.602 176 487(40) × 10–19 C
Permeability of vacuum m0 4p · 10−7 = 12.566 370 614 × 10−7 N/A2 or H/m
Permittivity of vacuum e0 8.854 187 187 × 10−12 F/m
Planck constant h 6.626 068 96(33) × 10−34 J · s
Speed of light c 299 792 458 m/s
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PROPERTIES OF CRYSTALS AND GLASSES  2.9

and the relationships between the components of the dielectric constant or index of refraction are

 

′ − = ′′

′′ = ′ −
− =

=

−

−

ε ε
ε ε

1 Hi

Hi 1

1 Hi

Hi

[ ]

[ ]

[ ]

[

1

1

n k

k n −−1]

 (8)

These are the Kramers–Krönig relationships (abbreviated KK). Usually the Hilbert transforms for 
the refractive index are written in single-sided form:

 n P
k

d( ) 1
2

2 2
0

ω
π

ω ω
ω ω

ω− = ′ ′
′ −

′
∞

∫ ( )
 (9a)

with the inverse transform given by

 k P
n

d( )
2 ( ) 1

2 2
ω ω

π
ω

ω ω
ω= ′ −

′
′−

∞

∫
0

 (9b)

These are fundamental relationships of any causal system.
A number of useful integral relationships, or sum rules result from Fourier transforms and the 

Kramers–Krönig relationship.26 For example, the real part of the refractive index satisfies

 [ ( ) ]n dω ω− =
∞

∫ 1 0
0

 (10a)

and
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 (10b)

The dielectric constant and the refractive index also have the following symmetry properties:

 
ε ω ε ω

ω ω
( ) ( )= −

= −
*

( ) *( )n n
 (10c)

Practical models of the dielectric constant or refractive index must satisfy these fundamental sym-
metry properties and integral relationships.

Optical Properties: Origin and Models

Intrinsic optical properties of a material are determined by three basic physical processes: electronic tran-
sitions, lattice vibrations, and free-carrier effects.5-7,27,28 However, the dominant physical process depends 
on the material and spectral region of interest. All materials have contributions to the complex index of 
refraction from electronic transitions. Insulators and semiconductors also require the characterization 
of the lattice vibrations (or phonons) to fully understand the optical properties. Transparency of semi-
conductors, particularly those with small bandgaps, is additionally influenced by free-carrier effects. The 
strength of the free-carrier influence on transmission and absorption depends on the free-carrier concen-
tration; thus free-carrier effects dominate the optical properties of metals in the visible and infrared.

In the range of transparency of a bulk material, more subtle effects such as multiphonon pro-
cesses (see later discussion; also refer to Chap. 16, “Third-Order Nonlinearities,” by Mansoor Sheik-Bahae 
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2.10  PROPERTIES

and Michael P. Hasselbeck), impurity and defect absorption, and scattering become the important 
loss mechanisms. Intrinsic atomic (Rayleigh) scattering is a very weak effect, but is important in 
long-path optical fibers and ultraviolet materials (refer to Chap. 9, “Volume Scattering in Random 
Media,” by Aristide Dogariu and Jeremy Ellis in Vol. I). Extrinsic scattering, caused by density (local com-
position) variations, defects, or grains in polycrystalline solids, is typically much larger than intrinsic scattering 
in the visible and infrared spectral regions. Impurity and defect (electronic or vibrational) absorption features 
can be of great concern depending on the spectral region, incident radiation intensity, or material tem-
perature required by the application.

Figure 1 illustrates the frequency dependence of n and k for an insulating polar crystal.29 The value 
of n (w, T) is essentially the sum of the contributions of all electronic and lattice vibration resonances, 
and is dominated by those with fundamental oscillation frequencies above w. Figure 1a indicates 
regions of validity for the popular Sellmeier model (see discussion under “Electronic Transitions”). The 
frequency dependence of the imaginary part of the index of refraction k (w, T) requires consideration of 
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FIGURE 1 The wave number (frequency) dependence of the 
complex refractive index of Yttria29 (a) shows the real part of the 
refractive index, n(w). The real part is high at low frequency and 
monotonically increases, becomes oscillatory in the lattice vibration 
(phonon) absorption bands, increases monotonically (normal disper-
sion) in the optical transparent region, and again becomes oscillatory 
in the electronic absorption region; (b) shows the imaginary part of 
the refractive index, in terms of the absorption coefficient, b(v) = 
4pvk(v). The absorption coefficient is small in the transparent regions 
and very high in the electronic and vibrational (phonon) absorption 
bands. The optical transparent region is bounded by the “Urbach tail” 
absorption at high frequency and by multiphonon absorption at low 
frequency (wave number). In between, loss is primarily due to impuri-
ties and scatter. (Reprinted by permission of McGraw-Hill, Inc.)
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PROPERTIES OF CRYSTALS AND GLASSES  2.11

not only the dominant physical processes but also higher-order processes, impurities, and defects as 
illustrated in Fig. 1b. The spectral regions of the fundamental resonances are opaque. The infrared 
edge of transparency is controlled by multiphonon transitions. Transparent regions for insulators are 
divided in two regions: microwave and visible/infrared.

Lattice Vibrations Atomic motion, or lattice vibrations, accounts for many material properties, 
including heat capacity, thermal conductivity, elastic constants, and optical and dielectric properties. 
Lattice vibrations are quantized; the quantum of lattice vibration is called a phonon. In crystals, the 
number of lattice vibrations is equal to three times the number of atoms in the primitive unit cell (see 
further discussion); three of these are acoustic vibrations (translational modes in the form of sound 
waves), the remainder are optical vibrations (or modes or phonons) for materials with more than one 
type atom per unit cell. For most practical temperatures, only the acoustic phonons are thermally 
excited because optical phonons are typically of much higher frequency, hence acoustic modes play a 
dominant role in thermal and elastic properties. There are three types of optical modes: infrared-ac-
tive, Raman-active, and optically inactive. Infrared-active modes, typically occurring in the spectral 
region from 100 to 1000 cm−1, are those that (elastically) absorb light (photon converted to phonon) 
through an interaction between the electric field and the light and the dipole moment of the crystal. 
Raman modes∗ (caused by phonons that modulate the polarizability of the crystal to induce a dipole 
moment) weakly absorb light through an inelastic mechanism (photon converted to phonon and 
scattered photon) and are best observed with intense (e.g., laser) light. Optically inactive modes have 
no permanent or induced dipole moment and therefore do not interact with light. Optically active 
modes can be simultaneously infrared- and Raman-active and are experimentally observed by either 
infrared or Raman spectroscopy, as well as by x-ray or neutron scattering.

Crystal symmetries reduce the number of unique lattice vibrations (i.e., introduce vibrational 
degeneracies). Group theory analysis determines the number of optical modes of each type for an 
ideal material. Defects and impurities will increase the number of observed infrared-active and 
Raman-active modes in a real material. As structural disorder increases (nonstoichiometry, defects, 
variable composition), the optical modes broaden and additional modes appear. Optical modes in 
noncrystalline (amorphous) materials such as glasses are very broad compared to those of crystals.

Lattice vibration contributions to the static dielectric constant, e(0), are determined from the 
longitudinal-mode (LO) and transverse-mode (TO) frequencies of the optical modes using the 
Lyddane-Sachs-Teller (LST) relationship30 as extended by Cochran and Cowley31 for materials with 
multiple optical modes:

 ε ε
ω
ω

(0) = ( )∞ ∏ j

jj

j 2

2

( )

( )

max LO

TO
 (11)

where w is frequency (also expressible in wave numbers) and e(∞) is the high-frequency (electronic 
transition) contribution to the dielectric constant (not the dielectric constant at infinite frequency). 
This relationship holds individually for each principal axis. The index j denotes infrared-active lat-
tice vibrations with minimum value usually found from group theory (discussed later). This LST 
relationship has been extended to include the frequency dependence of the real dielectric constant 
(in transparent, i.e., nonabsorbing, spectral regions):

 ε ω ε
ω ω
ω ω
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A modified form of this fundamental equation, including absorption, is used by Gervais and 
Piriou32 and others to model the complete dielectric constant in the infrared:
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j

∏  (12b)

∗Brillouin scattering is a term applied to inelastic scattering of photons by acoustic phonons.
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2.12  PROPERTIES

where g is the line width of the longitudinal and transverse modes as denoted by the symbol in 
parentheses. This form of the dielectric constant is known as the semiquantum four-parameter 
model.

Frequently, the infrared dielectric constant is modeled in a three-parameter classical oscillator 
form (or Maxwell–Helmholtz–Drude33 dispersion formula), namely

 ε ω ε
ω

ω ω ωγ
( ) ( )

( )

max

= ∞ + − −∑
S

i
j j

j jj

2

2 2

(TO)

TO

j

 (13)

where Sj (=Δej) is the oscillator strength and gj is the full width of the jth mode. This model assumes 
no coupling between modes and provides a good representation of the dielectric constant, espe-
cially if the modes are weak [small separation between w(TO) and w(LO)] and uncoupled. The 
static dielectric constant e(0) is merely the sum of the high-frequency dielectric constant e(∞) and 
strengths Sj of the individual, IR-active modes. This formulation has been widely used to model 
infrared dispersion. This model can also be used to represent the high-frequency dielectric constant 
using additional modes [i.e., e(∞) is replaced by 1, the dielectric constant of free space, plus the con-
tribution of electronic modes; see later discussion in this chapter]. Strengths and line widths for the 
classical dispersion model can be derived from the values of the four-parameter model.34

Both the classical and four-parameter dispersion models satisfy the Kramers–Krönig relationship 
[Eqs. (7) and (8)] and are therefore physically realizable. The frequencies w (TO) and w (LO) arise 
from the interaction of light with the material, correspond to solutions of the Maxwell wave equation, 
∇∇⋅⋅D = 0 (no free charges), and are obtained from measurements. A transverse field corresponds to an 
electromagnetic wave with E perpendicular to the wave vector. At higher frequencies [w > w (TO)], 
the external electric field counters the internal polarization field of the material until the real part of 
the dielectric constant is zero, hence D = 0 at w (LO). The longitudinal frequency w (LO) is always 
greater than the transverse frequency w (TO). The separation of w (LO) and w (TO) is a measure of 
the strength (Sj or Δej) of the optical mode. Raman modes are, by their nature, very weak and therefore 
w (LO) ≈ w (TO), hence Raman modes do not contribute appreciably to dielectric properties.

In Eq. (12a), the w (TO) frequencies correspond to the poles and the w (LO) frequencies corre-
spond to the zeros of the dielectric constant. The real part of the dielectric constant continuously rises 
with frequency [except for a discontinuity at w (TO)] and the dielectric constant is real and negative [i.e., 
highly absorbing, Eq. (3)] between the transverse and longitudinal frequencies. When damping is added 
to the dielectric constant model to represent the response of real materials [e.g., Eq. (12b) or (13)], the 
transverse and longitudinal frequencies become the maxima and minima of the dielectric constant. With 
damping, a negative dielectric constant is not a necessary condition for absorption, and the material will 
also absorb outside the region bounded by w (TO) and w (LO). Furthermore, damping allows the real 
part of the dielectric constant (and also the refractive index) to decrease with frequency near w (TO). This 
dispersive condition is called anomalous dispersion and can only occur in absorptive regions.

As an example of lattice vibrations, consider the simple case of crystalline sodium chloride 
(NaCl) which has four molecules (eight atoms) per unit cell. Since the sodium chloride structure is 
face-centered cubic, a primitive cell has one molecule or two atoms. The number of unique vibra-
tions is further reduced by symmetry: for sodium chloride, the lattice vibrations consist of one 
(triply degenerate) acoustic mode and one (triply degenerate) optical mode. Many metals have one 
atom per primitive unit cell and therefore have no optical modes. Group IV cubic materials (dia-
mond, silicon, germanium) have two atoms per unit cell with one (triply degenerate) optical mode 
that is Raman-active only. Therefore, to first order, these nonpolar materials are transparent from 
their bandgap to very low frequencies. In practice, multiphonon vibrations, defects, impurities, and 
free carriers introduce significant absorption.

Figure 2 shows a typical crystal infrared spectrum and the corresponding classical oscillator35 and 
four parameter model36 fits to the data. Parameters for both the extended LST [Eq. (12)] and classical 
oscillator [Eq. (13)] vibration models are given at the end of this chapter for many materials.

Electronic Transitions Electronic transitions in a solid begin at the material’s bandgap. This point 
generally marks the end (upper frequency) of a material’s useful transparency. Above the bandgap, the 
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PROPERTIES OF CRYSTALS AND GLASSES  2.13

material is highly reflective. The large number of possible electronic transitions produces broad-
featured spectra. However, electronic structure is fundamental to understanding the nature of the 
bonds forming the solid and thus many of the material properties. In three dimensions, the band struc-
ture becomes more complicated, because it varies with direction just as lattice vibrations do. This point 
is illustrated in Fig. 3 for the case of the electronic k-space diagram for sapphire.37 Also included in this 
figure is the corresponding electronic density of states that determines the strength of the absorption.
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FIGURE 2 The infrared spectrum of sapphire (Al2O3) 
showing the fit to data of the three-parameter classic oscil-
lator model of Barker (dashed line35) and the four-param-
eter model of Gervais (solid line36). The four-parameter 
model better fits experimental data (triangles) in the 650 to 
900-cm−1 region.

FIGURE 3 Electronic energy band diagram for sap-
phire at room temperature37 (a) shows the complex k-
space energy levels of the electrons of sapphire. The arrow 
denotes the direct bandgap transition and (b) shows the 
density of electronic states as a function of energy level. The 
many direct and indirect electronic transitions give rise to a 
broad electronic absorption with few features. (Reprinted by 
permission of the American Ceramic Society.)
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2.14  PROPERTIES

In polar insulators, no intraband electronic transitions are allowed, and the lowest frequency 
electronic absorption is often caused by creation of an exciton, a bound electron-hole pair. The pho-
ton energy required to create this bound pair is lower than the bandgap energy. Excitons have many 
properties similar to that of a hydrogen atom. The absorption spectrum of an exciton is similar to 
that of hydrogen and occurs near the bandgap of the host material. The bond length between the 
electron-hole pair, hence the energy required to create the exciton, depends on the host medium. 
Long bond lengths are found in semiconductors (low-energy exciton) and short bond lengths are 
found in insulating materials.

Other lower-frequency transitions are caused by interband transitions between the anion valence 
band and the cation conduction band. For sapphire (see Fig. 3), the lowest energy transitions are 
from the upper valence band of oxygen (2p6) to the conduction band of aluminum (3s + 3p). There 
are typically many of these transitions which appear as a strong, broad absorption feature. Higher 
energy absorption is caused by surface and bulk plasmons (quanta of collective electronic waves), 
and still higher energy absorption is attributable to promotion of inner electrons to the conduction 
band and ultimately liberation of electrons from the material (photoemission).

Classical electronic polarization theory produces a model of the real part of the dielectric constant 
similar to the model used for the real dielectric constant of lattice vibrations [Eq. (13)]. General prop-
erties of the real dielectric constant (and real refractive index) can be deduced from this model. Bound 
electrons oscillate at a frequency proportional to the square root of the binding energy divided by the 
electronic mass. Oscillator strength is proportional to the inverse of binding energy. This means that 
insulators with light atoms and strong bonding have large bandgaps, hence good UV transmission 
(cf., LiF). Furthermore, high bonding energy (hence high-energy bandgap) means low refractive index 
(e.g., fluorides).

When both electronic and lattice vibrational contributions to the dielectric constant are modeled 
as oscillations, the dielectric constant in the transparent region between electronic and vibrational 
absorption is (mostly) real and the real part takes the form

 ′ − = − =
−∑ε ω ω
ω

ω ω
( ) ( )1 12

2

2 2
n

Sj j

jj

 (14)

which is the widely used Sellmeier dispersion formula.38 The sum includes both electronic (UV) 
and vibrational (IR or polar or ionic) contributions. Most other dispersion formulas (such as the 
Schott glass power series) are recast, series expanded, or simplified forms of the Sellmeier model. 
The refractive index of most materials with good homogeneity can be modeled to a few parts in 105 
over their entire transparent region with a Sellmeier fit of a few terms. The frequency (wj) term(s) in 
a Sellmeier fit are not necessarily TO modes, but are correlated to the strong TOs nearest the trans-
parent region, with adjustments to the constants made to account for weaker modes, multiphonon 
effects, and impurities. The Sellmeier model works well because it is (1) based on a reasonable phys-
ical model and (2) adjusts constants to match data. The relationship between the Sellmeier equation 
and other dispersion formulas is discussed later.

The Urbach tail model is successfully applied to model the frequency and temperature depen-
dence of the ultraviolet absorption edge in a number of materials, particularly those with a direct 
bandgap, over several orders of magnitude in absorption. Urbach39 observed an exponential absorp-
tion edge in silver halide materials (which have an indirect bandgap). Further development added 
temperature dependence in the form

 β β σABS( , ) exp ( )
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E T T
E E
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PROPERTIES OF CRYSTALS AND GLASSES  2.15

where E0 is the bandgap energy (typically the energy of an exciton) at T = 0 K, T temperature in 
kelvins, and Ep a characteristic phonon energy. The interpretation of the Urbach tail is a broad-
ening of the electronic bandgap by phonon interactions, and several detailed theories have been 
proposed.28,40

Below the Urbach tail, absorption continues to decrease exponentially, albeit much slower 
than predicted by the Urbach formula. This region of slowly decreasing absorption is sometimes 
called the “weak tail,” and has been observed in both semiconductor41 and crystalline materials.42,43 
Typically, the weak tail begins at the point when the absorption coefficient falls to 0.1 cm−1.

Unfortunately, the optical properties of the electronic transitions, which drive optoelectronic 
device performance, can not be modeled in a straightforward manner like the vibrational transi-
tion models because most electronic transitions are coupled together to form broad homogeneous 
absorption bands. Thus, the shape of the density-of-states function that determines the spectral 
response is seldom in the simple functional form of a classical oscillator model.

Adachi44 has developed models that successfully represent the complex permittivity of electronic 
transitions as a function of both frequency and temperature by considering the effect of various 
electronic interband transitions from valence to conduction band. These transitions peak at various 
critical point locations (e.g., Γ and L) and include energy level shifts caused by spin-orbit coupling. 
Various density-of-state models are used, including the classical oscillator to represent several closely 
spaced transitions.

The Adachi model accounts for first-order electronic transitions, and represents the complex 
refractive index over a wide frequency and temperature range. Model predictions agree well with 
experimental complex index of refraction data in transparent spectral regions ending at the band-
gap. Model parameters are available for CdTe, GaAs, GaP, GaSb, InAs, InP, InSb, ZnTe, AlGaAs, 
InGaAsP, and others.44-51

The electronic transitions have a very different functional form than the vibrational modes, yet 
a Sellmeier model, an approximate form to the classical oscillator model, is commonly used to rep-
resent the real part of the relative permittivity in transparent spectral regions ending at the bandgap. 
However, a polynomial expansion of the electronic susceptibility functions shows similar structure to 
an expansion of the Sellmeier equation. It is expected that when high precision is needed (e.g., <10–5) 
in the refractive index, the more physically correct (Adachi) model should be used. This is certainly 
the case for absorption near the bandgap.

Free Carriers Free carriers, such as electrons in metals, or electrons and holes in semiconductors, 
also affect the optical properties of materials. For insulators or wide-bandgap semiconductors 
(i.e., bandgap greater than 0. 5 eV) with a low number of free carriers at room temperature (low con-
ductivity), the effect of free carriers on optical absorption is small [see Eq. (2)]. For nonmetals, the free-
carrier concentration grows with temperature so that even an “insulator” has measurable conductivity 
(and free-carrier absorption) at very high temperature. Commonly used optical materials such as silicon 
and germanium have a significant increase in free-carrier absorption at moderately high temperature as 
illustrated in Fig. 4.52

Free-carrier effects can be modeled as an additional contribution to the dielectric constant 
model. For example, the classical model [Eq. (13)] takes the form
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∑  (16)

where wp is the plasma frequency, proportional to the square root of the free-carrier density, and gc 
is the damping frequency (i.e., determines the effective width of the free-carrier influence). Such a 
model is well known to accurately predict the far-infrared (≥10 μm) refractive index of metals53 and 
also has been used to model the free-carrier contribution to the optical properties of semiconductors.

Multiphonon Absorption and Refraction Absorption at the infrared edge of insulators is principally 
caused by anharmonic terms in the lattice potential leading to higher harmonics of the lattice reso-
nances. This phenomenon is called multiphonon absorption because the frequencies are harmonics 
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2.16  PROPERTIES

of the characteristic lattice phonons (vibrations). For absorption in the infrared, each successively 
higher multiple of the fundamental frequency is weaker (and broader) leading to decreasing absorp-
tion beyond the highest fundamental absorption frequency (maximum transverse optical frequency). 
At about three times w(TO) the absorption coefficient becomes small and a material with thickness of 
1 to 10 μm is reasonably transparent. The infrared absorption coefficient of materials (especially highly 
ionic insulators) can be characterized by an exponential absorption coefficient,54 bABS, of the form

 β β γ ω
ωABS = −

⎛
⎝⎜

⎞
⎠⎟0

0

exp  (17a)

where b0 is a constant (dimensions same as the absorption coefficient, typically cm−1), g is a dimen-
sionless constant (typically found to be near 4), w0 is frequency or wave number of the maximum 
transverse optical frequency (units are cm−1 for wave numbers; values are given in the property data 
tables), and w is the frequency or wave number of interest. This formula works reasonably well for 
ionic materials at room temperature for the range of absorption coefficients from 0.001 to 10 cm−1.

In the classical (continuum) limit, the temperature dependence of multiphonon absorption 
has a T n−1 dependence, where n is the order of the multiphonon process,55 that is n ≈ w/w0. At low 
temperature, there is no temperature dependence since only transitions from the ground state occur. 
Once the temperature is sufficiently high (e.g., approaching the Debye temperature), transitions 
that originate from excited states become important and the classical temperature dependence is 
observed. Bendow et al.56 has developed a simple model of the temperature dependence of multi-
phonon absorption based on a Bose–Einstein distribution of states:
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where N(w, T) is the phonon occupation density from Bose–Einstein statistics.
Thomas et al.57 have successfully developed a semiempirical, quantum mechanical model of 

(sum band) multiphonon absorption based on the Morse interatomic potential and a gaussian 
function for the phonon density of states. Use of the Morse potential leads to an exact solution to 
the Schrödinger equation and includes anharmonic effects to all orders. The model contains param-
eters derived from room-temperature measurements of absorption, is computationally efficient, and 
has been applied to many ionic substances. Figure 5 shows a typical result compared to experimental 
data. Model parameters are available for oxides,57 diamond,58 glasses,59 and semiconductors.60
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FIGURE 4 Decreased transmission of germanium and 
silicon with temperature is attributable to an increase in 
free-carrier concentration resulting in increased absorption.52 
The absorption is greater at longer wave lengths; see Eq. (16). 
(Reprinted by permission of the Optical Society of America.)
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PROPERTIES OF CRYSTALS AND GLASSES  2.17

Multiphonon absorption modeling also contributes to the real refractive index. Although multipho-
non contributions to the real index are small compared to one-phonon contributions, they are important 
for two cases in the infrared: (1) when the refractive index must be known beyond two decimal places, 
or (2) at high temperature. In the first case, multiphonon contributions to the index are significant over 
a large spectral region. In the second case, the contribution of multiphonon modes to the real refractive 
index grows rapidly at high temperature because of the T n−1 dependence of the nth mode strength.

Absorption in the Transparent Region In the transparent region, away from the electronic and 
vibrational resonances, absorption is governed by impurities and defects. The level of absorption is 
highly dependent on the purity of the starting materials, conditions of manufacture, and subsequent 
machining and polishing. For example, OH impurities are common in oxides,∗ occurring at fre-
quencies below the fundamental (nonbonded) OH vibration at 3735 cm−1. OH can be removed by 
appropriate heat treatment.

Low-level absorption coefficient measurements are typically made by laser calorimetry or photo-
acoustic techniques. Data are available for a number of materials in the visible,42,61 at 1.3 μm,62 and 
at 2.7 and 3.8 μm.63

Optical Properties: Applications

Dielectric Tensor and Optical Indicatrix Many important materials are nonisotropic (e.g., the 
crystals Al2O3, SiO2, and MgF2), and their optical properties are described by tensor relationships 
(see earlier section, “Symmetry Properties”). The dielectric constant, e, a second-rank tensor, relates 
the electric field E to the electric displacement D:
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FIGURE 5 Temperature-dependent change of absorption 
in insulators is principally confined to the absorption edges, 
especially the infrared multiphonon absorption edge. This figure 
shows measured and predicted absorption coefficients at the 
infrared edge of transparency for the ordinary ray of crystalline 
sapphire. Increasing temperature activates higher multiphonon 
processes, resulting in a rapid increase in absorption. The mul-
tiphonon model of Thomas et al.57-59 accurately predicts the fre-
quency- and temperature-dependence of infrared absorption in 
highly ionic materials such as oxides and halides.

∗The OH vibrational impurity absorption in oxides is known for Al2O3, ALON, MgAl2O4, MgO, SiO2, Y2O3, and Yb2O3.
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From the symmetry of properties, this is a symmetric tensor with eab = eba. Usually, the dielectric 
constant components are given as principal values, that is, those values along the unit cell of the 
appropriate crystal class. In this case, the principal dielectric constants are
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z z
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 (18b)

where the primes on the subscripts denote principal values (i.e., along the crystallographic axes, pos-
sible in a nonorthogonal coordinate system) and the subscripts 1, 2, and 3 denote reduced notation 
for these values (see “Elastic Properties”). The relationship between dielectric constant and refractive 
index, Eq. (4), means there are similarly three principal values for the (complex) refractive index. 
Also, the components of the dielectric tensor are individually related to the corresponding compo-
nents of the refractive index. (Subscripts a, b, and c or x, y, and z as well as others may be used for 
the principal values of the dielectric constant or refractive index.)

Three important cases arise:

1. Isotropic and cubic materials have only one dielectric constant, e, (hence one refractive n). 
Therefore e1 = e2 = e3 = e n 2 .

2. Hexagonal (including trigonal) and tetragonal crystals have two principal dielectric constants,
e1 and e3 (hence two refractive indices, n  and n3

). Therefore e1 = e2 ≠ e3. Such materials are 
called uniaxial; the unique crystallographic axis is the c axis, which is also called the optical axis. 
One method of denoting the two unique principal axes is to state the orientation of the electric 
field relative to the optical axis. The dielectric constant for the E ⊥ c situation is e1 or e . This 
circumstance is also called the ordinary ray, and the corresponding symbol for the refractive index 
is n n no1 , ,⊥  (for ordinary ray), and nω  or w (primarily in the older literature). The dielectric 
constant for E || c situation is e3 or e||. This condition is called the extraordinary ray, and the cor-
responding symbol for the refractive index is n n ne3, ,

||
 (for extraordinary ray), and nε  or e (again, 

primarily in the older literature). Crystals are called positive uniaxial when ne − no > 0, and nega-
tive uniaxial otherwise. Since the dispersions of the ordinary and extraordinary wave are differ-
ent, a crystal can be positive uniaxial in one wavelength region and negative uniaxial in another 
(AgGaS2 is an example).

3. Orthorhombic, monoclinic, and triclinic crystals have three principal dielectric constants, e1, e2, 
and e3 (hence, three refractive indices, n n n1 2 3, , and ). Therefore e1 ≠ e2 ≠ e3 ≠ e1. These crystals 
are called biaxial. Confusion sometimes arises from the correlation of the principal dielectric 
constants with the crystallographic orientation owing to several conventions in selecting the 
crystal axes. [The optical indicatrix (see following discussion) of a biaxial material has two circu-
lar sections that define optical axes. The orientation of these axes are then used to assign a posi-
tive- or negative-biaxial designation.]

The existence of more than one dielectric constant or refractive index means that, for radiation 
with arbitrary orientation with respect to the crystal axes, two plane-polarized waves, of different 
speed, propagate in the crystal. Hence, for light propagating at a random orientation to the principal 
axes, a uniaxial or biaxial crystal exhibits two effective refractive indices different from the individual 
principal values. The refractive index of the two waves is determined from the optical indicatrix or 
index ellipsoid, a triaxial ellipsoidal surface defined by

 
x

n

x

n

x

n
1
2

1
2

2
2

2
2

3
2

3
2

1+ + =  (19a)

where the x1, x2, and x3 are the principal axes of the dielectric constant. The indicatrix is illustrated 
in Fig. 6: for a wave normal in an arbitrary direction (OP), the two waves have refraction indices 
equal to the axes of the ellipse perpendicular to the wave normal (OA and OB). The directions 
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PROPERTIES OF CRYSTALS AND GLASSES  2.19

represented by OA and OB are the vibrational planes of the electric displacement vector D of the 
two waves. When the wave normal is parallel to an optic axis, the two waves propagate with principal 
refractive indices. For uniaxial materials and the wave normal parallel to the x3 (or z or c crystallo-
graphic or optical) axis, the vibrational ellipsoid is circular and the two waves have the same refractive 
index (no), and there is no double refraction. Equation (19a) can also be written

 B x B x B x1 1
2

2 2
2

3 3
2 1+ + =  (19b)

where B ni i= =1 11
2/ /ε is called the inverse dielectric tensor. The inverse dielectric tensor is used in 

defining electro-optic, piezo-optic, and elasto-optic relationships (see Table 1).
Fresnel formulas, found elsewhere in this Handbook, use the complex refractive index to calculate 

reflection and transmission at a material boundary as a function of incident angle, polarization, and 
(crystal) orientation (for uni- and biaxial crystals).

Total Power Law Incident light on a material is reflected, transmitted, or absorbed. Scattering is a 
term used to describe diffuse reflectance (surface scatter) and diffuse transmittance (bulk scatter). 
Conservation of energy dictates that the fractional amount reflected r, absorbed aABS, transmitted t, 
and scattered aSCA total to unity, hence

 1= + + +ρ ω α ω α ω τ ω( , ) ( , ) ( , ) ( , )Ω Ω Ω Ωi i i iSCA ABS  (20)

where these time-averaged quantities, illustrated in Fig. 7, are

 ρ ω
ω

ω
( , )

( , )

( )
Ω

Φ Ω
Φi
r i

i

= = total integrated reflecttance  (21a)

 α ω
ω

ωSCA total integrated sca( , )
( , )

( )
Ω

Φ Ω
Φi
s i

i

= = ttterance  (21b)

 α ω
ω

ωABS total integrated abs( , )
( , )

( )
Ω

Φ Ω
Φi
s i

i

= = oorptance  (21c)

B
x3

x2x1

P

O

A

FIGURE 6 The optical indicatrix or index ellipsoid used to deter-
mine the effective refractive index for an arbitrary wave normal in a 
crystal. The axes of the ellipsoid correspond to the principal axes of 
the crystal, and the radii of the ellipsoid along the axes are the princi-
pal values of the refractive indices. For propagation along an arbitrary 
wave normal (OP), the effective refractive indices are the axes of the 
ellipse whose normal is parallel to the wave normal. In the illustrated 
case, the directions OA and OB define the effective refractive indices.24 
(Reprinted by permission of Oxford University Press.)
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and

 τ ω
ω

ω
( , )

( , )

( )
Ω

Φ Ω
Φi
t i

i

= = total integrated transmiittance  (21d)

Notice that these quantities are functions of the angle of incidence and frequency only.
The sum of total integrated scatterance and total integrated absorptance can be defined as the 

total integrated extinctance aEXT,

 α ω α ω α ωEXT ABS SCA( , ) ( , ) ( , )Ω Ω Ωi i i= +  (22)

and the total power law becomes

 1= + +ρ ω α ω τ ω( , ) ( , ) ( , )Ω Ω Ωi i iEXT  (23)

Another useful quantity is emittance, which is defined as

 ε ω
ω

ω
( , )

( , )

( )
Ω

Φ Ω
Φi
e i= =

bb

total integrated emittaance  (24a)

where Φbb is the blackbody function representing the spectral emission of a medium which totally 
absorbs all light at all frequencies. When Φi(w) = Φbb(w), then the total integrated emittance equals 
the total integrated absorptance:

 ε ω α ω( , ) ( , )Ω Ωi i= ABS  (24b)

FIGURE 7 Geometry of incident, transmitted, and reflected 
beams for a plane transparent slab of thickness d. The power equals 
the reflected, refracted, and absorbed components, assuming no 
scatter.
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Dispersion Formulas for Refractive Index The dielectric constant and refractive index are func-
tions of frequency, hence wavelength. The frequency or wavelength variation of refractive index is 
called dispersion. Dispersion is an important property for optical design (i.e., correction of chro-
matic aberration) and in the transmission of information (i.e., pulse spreading). Other optical 
properties are derived from the change in refractive index with other properties such as temperature 
(thermo-optic coefficient), stress or strain (piezo-optic or elasto-optic coefficients), or applied field 
(electro-optic or piezo-electric coefficients). Since the dielectric constant is a second-order tensor with 
three principal values, the coefficients defined here are also tensor properties (see Table 1).

Precise refractive index measurements give values as functions of wavelength. Frequently, it is 
desirable to have a functional form for the dispersion of the refractive index (i.e., for calculations 
and value interpolation). There are many formulas used for representing the refractive index. One 
of the most widely used is the Sellmeier (or Drude or Maxwell-Helmholtz-Drude) dispersion model 
[Eq. (14)], which arises from treating the absorption like simple mechanical or electrical resonances. 
Sellmeier38 proposed the following dispersion formula in 1871–1872 (although Maxwell had also 
considered the same derivation in 1869). The usual form of this equation for optical applications 
gives refractive index as a function of wavelength rather than wave number, frequency, or energy. In 
this form, the Sellmeier equation is

 n
Ai

ii

2
2

2
1( )λ

λ
λ λ

− =
⋅
−∑ 2

=1

 (25a)

The Sellmeier formula has the appropriate physical basis to accurately represent the refractive index 
throughout the transparent region in the simplest manner. The Sellmeier constants have physical 
meaning, particularly for simple substances. Most other dispersion formulas are closely related to 
(or are a disguised form of) the Sellmeier equation. Many of these other dispersion formulas are 
unable to cover as wide a spectral region, and unlike the Sellmeier form, do not lend themselves to 
extrapolation outside the interval of available measurements. For these reasons, we strongly urge 
that the Sellmeier model be universally used as the standard representation of the refractive index.

Modifications of the Sellmeier terms that include composition variation64,65 and tempera-
ture dependence66 have been applied to successfully model refractive index. The variation of the 
Sellmeier Ai and li constants is usually modeled as linearly dependent on the mole fraction of the 
components and temperature.

An often-used, slight modification of this formula puts the wavelength of the shortest wavelength 
resonance at zero (l1 = 0), that is, the first term is a constant. This constant term represents contri-
butions to refractive index from electronic transitions at energies far above the bandgap. Sellmeier 
terms with small li (representing electronic transitions) can be expanded as a power series,
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…  (25b)

and the terms with large li (representing vibrational transitions) are expanded as:
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i

…  (25c)

The first term of this expansion is occasionally used to represent the long-wavelength (infrared) 
contribution to the index of refraction (instead of the Sellmeier term).

A generalized form of the short-wavelength approximation to the Sellmeier equation is the 
Cauchy formula, developed in 1836. This was the first successful attempt to represent dispersion by 
an equation:

 n A
A

or n A
Ai

i
i

i
i

i

= + = ′ +
′

= =
∑ ∑0 2

1

2
0 2

1λ λ
 (26)
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Power series approximations to the Sellmeier equation are expressed in many forms. One common 
form is the Schott glass formula used for glasses:

 n A A A A A A2
0 1

2
2

2
3

4
4

6
5

8= + + + + + +− − − −λ λ λ λ λ …  (27)

For typical high-quality glasses, this equation is accurate to ±3 · 10−6 in the visible (400–765 nm) 
and within ±5 · 10−6 from 365 to 1014 nm. A comparison of the Schott power series formula with 
a three-term Sellmeier formula showed equivalent accuracy of the range of the Schott fit, but that 
the Sellmeier model was accurate over a much wider wavelength range.67 A number of other power 
series dispersion formulas (e.g., Ketteler–Neumann68) are occasionally used.

Frequently, Sellmeier terms are written in altered fashion such as this form used by Li69 and others:

 
A A Ai

i

i i

i

i

i( )

( / )

( )λ λ
λ λ

λ λ λ2 2

2 2

2 2 2−
=

−
−  (28a)

which is the equivalent of the combination of two Sellmeier terms, one located at zero wavelength and 
the other at li. The Zernike formula70 also uses a term in this form. Another way to modify Sellmeier 
terms is to convert the wavelength of the resonances to wave number or energy [see Eq. (14)].

Another common formula for the index of refraction is the Hartmann43 or Cornu equation:

 n A
B= +
−λ λ0

 (28b)

This equation is more distantly related to the Sellmeier formulation. Note that a two-term Sellmeier 
formula (with l1 = 0) can be written as

 ( ) ( ) ( ) ( ) ( ) (n n n n n n2
0
2 2

0
2

0 0 0− ⋅ − = − ⋅ − ⋅ + ⋅ +λ λ λ λ λ λ00) = constant  (28c)

and the Hartmann formula can be written as a hyperbola

 ( ) ( )n n− ⋅ − =0 0λ λ constant  (28d)

Note that in a limited spectral region, the difference terms of the Sellmeier formula of Eq. (28c) 
vary much more rapidly than do the sum terms, hence the Hartmann and Sellmeier forms will have 
nearly the same shape in a limited spectral range.

Other equations that combine Sellmeier and power series terms (cf., Wemple formula) are 
often used. One such formulation is the Herzberger equation, first developed for glasses71 and later 
applied to infrared crystalline materials:72

 n A
B C

D E= +
−

+
−

+ +
( . ) ( . )λ λ

λ λ
2 2 2

2 4

0 028 0 028
 (28e)

where the choice of the constant λ0
2 0 028= .  is arbitrary in that it is applied to all materials.

The Pikhtin-Yas’kov formula73 is nearly the same as the Sellmeier form with the addition of 
another term representing a broadband electronic contribution (which is equal to the real part of 
one of the terms in Adachi’s model44):

 n
A E

E

G

E
i

ii

2 1
2 2

0
2 2 2 2

1− =
−
−

+
−∑π

ω
ω ω

ln
( )

( ) ( )

�
� �

 (28f)

This formulation has been applied to some semiconductor materials. The unique term arises from 
assuming that the imaginary part of the dielectric constant is a constant between energies E0 and E1, 
and that infinitely narrow resonances occur at Ei. The formula is then derived by applying the 
Kramers–Krönig relationship to this model.
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Dispersion Formulas Used for Glasses Dispersion in glasses (and most other materials) is accurately 
represented by a Sellmeier model [Eq. (25a)] with three terms, two representing electronic (short 
wavelength) absorption and one representing lattice vibration (long wavelength) absorption contribu-
tion to the refractive index. Typically for glasses, the Abbe number, or constringence vd, is also given. The 
Abbe number is a measure of dispersion in the visible and is defined as vd = (nd − 1)/(nF − nC), where
nd, nF, and nC are refractive indices at 587.6, 486.1, and 656.3 nm, respectively. The quantity (nF − nC) is 
known as the principle dispersion. A relative partial dispersion Px,y can be calculated at any wavelengths x 
and y from

 P
n n

n nx y

x y

F C
,

( )

( )
=

−
−

 (29a)

For so-called “normal” glasses, the partial dispersions obey a linear relationship, namely

 P a b vx y x y x y d, , ,= +  (29b)

where ax,y and bx,y are empirical constant characteristics of normal glasses. However, for correction 
of secondary spectrum in an optical system (i.e., achromatization for more than two wavelengths), 
it is necessary to employ a glass that does not follow the glass line. Glass manufacturers usually list 
ΔPx,y for a number of wavelength pairs as defined by:

 P a b v Px y x y x y d x y, , , ,= + + Δ  (29c)

The deviation term ΔPx,y is a measure of the dispersion characteristics differing from the normal 
glasses. Schott glasses F2 and K7 define the normal glass line.

In the transparent region, refractive index decreases with increasing wavelength, and the mag-
nitude of dn/dl is a minimum between the electronic and vibrational absorptions. The wavelength 
(l0) of minimum dn/dl, called the “zero”-dispersion point, is given by

 
d n

d

2

2

0

0
( )λ

λ λ λ=

=  (30)

which is the desired operating point for high-bandwidth, information-carrying optical fibers, as well 
as the optimum wavelength for single-element refractive optical systems. For glassy silica fibers, the 
zero dispersion point is 1.272 μm.

The equation for the dispersion in a standard single-mode fiber is

 D
S

chromatic = −
⎛

⎝⎜
⎞

⎠⎟
0 0

4

34
λ

λ
λ

 (31)

where the operating wavelength is l, the zero-dispersion wavelength is l0, and S0 is the slope of the 
dispersion curve. The dispersion units are picoseconds per wavelength bandwidth (nm) per unit 
length of fiber (km). 

One approach to reducing both dispersion and loss is to use a material with a wide transpar-
ent region, that is, widely separated electronic and vibrational absorptions, hence the interest in 
materials such as heavy-metal fluoride glasses for fiber applications. Recent work in photonic 
bandgap (PBG) fibers and micro-structured optical fibers demonstrates that light can be guided 
in hollow cores. Index-guided fibers can operate below 800 nm but the effective mode area is 
small. PBG fibers have been theorized to work below 800 nm with an order of magnitude larger 
effective mode area.74 Hence, dispersionless transmission of short pulses in the near visible range 
is achieved.75–77
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Thermo-Optic and Photoelastic Coefficients Temperature is one of the main factors influencing 
the refractive index of solids. The thermo-optical coefficients ∂n/∂T (or ∂e/∂T) can be estimated 
from a derivation of the Clausius–Mossotti relationship:78
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 (32)

where am is the macroscopic polarizability. The first two terms are the principal contributors in 
ionic materials: a positive thermal expansion coefficient results in a negative thermo-optic coef-
ficient and a positive change in polarizability with volume results in a positive thermo-optic coef-
ficient. In ionic materials with a low melting point, thermal expansion is high and the thermo-optic 
coefficient is negative (typical of alkali halides); when thermal expansion is small (indicated by high 
melting point, hardness, and high elastic moduli), the thermo-optic coefficient is positive, domi-
nated by the volume change in polarizability (typical of the high-temperature oxides).

Thermal expansion has no frequency dependence but polarizability does. At frequencies (wave-
lengths) near the edge of transparency, the polarizability (and ∂am/∂V) rises, and ∂n/∂T becomes 
more positive (or less negative). Figure 8 shows the variation of refractive index for sodium chloride 
as a function of frequency and temperature.

An approach similar to that for the thermo-optic coefficient, above, can be used to estimate the 
photoelastic constants of a material. The simplest photoelastic constant is that produced by uniform 
pressure, that is, dn/dP. More complex photoelastic constants are tensors whose components define 
the effect of individual strain (elasto-optic coefficients) or stress (piezo-optic coefficients) tensor 
terms. Bendow et al.79 calculate dn/dP and the elasto-optic coefficients for a number of cubic crys-
tals and compare the results to experiment.

Thermo-Optic Coefficients for Glasses The effect of temperature on the refractive index is depen-
dent upon several factors, including the material and wavelength. The refractive index also changes 
as a function of air pressure. A distinction is therefore made between absolute refractive index, 
which is measured in vacuum, and refractive index relative to normal air, which is defined as the 
refractive index at normal air pressure (1 atmosphere = 101.325 kPa). The standard temperature 
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FIGURE 8 The thermo-optic coefficient (dn/dT) of sodium 
chloride (NaCl): (a) shows the wavelength dependence of room-
temperature thermo-optic coefficient. The thermo-optic coefficient 
is nearly constant in the transparent region, but increases sig-
nificantly at the edges of the transparent region and (b) illustrates 
the temperature dependence of the thermo-optic coefficient. The 
thermo-optic coefficient decreases (becomes more negative) with 
increasing temperature, primarily as the density decreases.
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for refractive index measurements is 22°C, and manufacturer’s quoted index of refraction values are 
always relative to normal air pressure.

The change in the absolute refractive index as a function of temperature is modeled as a first-or-
der or linear change with temperature,

 n T n T
dn T

dT
Tabs abs

abs( , ) ( , )
( , )

λ λ
λ

= +0 Δ  (33)

In the visible, the absolute refractive index as a function of wavelength can be well-approximated by 
a single-term Sellmeier model, Eq. (25a), and the temperature derivative of refractive index is then
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 (34)

a function of the temperature dependence of the mode strength (A) and its location (lK). The mode 
strength is the product of the strength (polarizability) of the individual absorption oscillators and 
the density of those oscillators (i.e., is a function of the volume expansion).

The change in n with respect to T is then modeled by using constants D0, D1, and D2 to represent 
the temperature dependence of mode strength, and constants E0 and E1 to represent the temperature 
dependence of mode location, namely,
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 (35)

T0 is the reference temperature, generally 20°C. T is the temperature of interest, and ΔT is the difference, 
T − T0. The wavelength of interest is l. The terms D0, D1, D2, E0, E1, and lK are all constants dependent 
upon the glass type and are found by fitting to measurements. The relative index values found in cata-
logs can be used in Eq. (35) without loss of accuracy. This is why the abs subscript was dropped from 
the n terms on the right-hand side of the equation. Using Eq. (35) in Eq. (33) allows for the calculation 
of the change in the refractive index, as well as the new refractive index as a function of temperature.

The refractive index relative to air as a function of temperature, and the change itself as a func-
tion of temperature can be computed from the relationships13

 n T
n T

n T Prel
abs

air
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( , )

( , , )
λ

λ
λ

=  (36a)
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 (36b)

The approximation that nrel(l, T0) can be substituted for nrel(l, T) maintains sufficient accuracy, and 
simplifies the calculation.

The widely accepted equations for nair and dnair/dT of dry air are

 n T P
n T P

Tair
air C( , , )

( , , )
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 (37b)

where P is the atmospheric pressure divided by the reference pressure (P0 = 1 atmosphere).
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The index of refraction in air at 15°C and 1 atmosphere of pressure is given by

 n T Pair C
( , , ) .λ λ

λ15 0
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1 6432 8
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⎥ × −  (37c)

The wavelength l is in units of micrometers, and temperature is in units of degrees Celsius. P is the 
relative air pressure and is dimensionless. This completes the equations necessary to compute the 
absolute and relative index of refraction at any temperature and pressure, provided the proportion-
ality constants in Eq. (33) and the parameters of Eq. (35) are available for the glass of interest. These 
equations are typically valid for temperature ranges of −100°C to 140°C, and a wavelength range of 
0.3650 to 1.014 μm.

Athermal Glasses The environmental temperature affects glass in terms of thermal expansion 
coefficient [a, see Eq. (46a)] and the variation of the index of refraction, dnrel/dT. Both effects dete-
riorate the wavefront due to the changed optical path and the change in the index of refraction. To 
mitigate the effect of temperature variations, the glass should ideally compensate for any thermal 
expansion effects by the refractive index change. Since all glasses exhibit a positive thermal expan-
sion coefficient (increase in size with increased temperature), the ideal glass would have a negative 
temperature coefficient. This can be expressed in terms of the thermo-optical constant, G:

 G n T
dn T

dT
= − +α λ

λ
( ( , ) )

( , )
rel

rel1  (38)

Any glass with G near zero (e.g., | |G < ⋅ − −1 10 6 K 1) is referred to as athermal. Not all glasses with 
negative relative index temperature coefficients are athermal. Schott glasses N-PK51, N-FK51A, and 
N-PK52A show athermal behavior.

Nonlinear Optical Coefficients One of the most important higher-order optical coefficients is 
the nonlinear (or second-order) susceptibility. With the high electric fields generated by lasers, the 
nonlinear susceptibility gives rise to important processes such as second-harmonic generation, opti-
cal rectification, parametric mixing, and the linear electro-optic (Pockels) effect. The second-order 
susceptibility, c(2), is related to the polarization vector P by

 P E E Ei j j kg( ) [ ( ) ( )]( )ω ε χ χ ω ω= +0
2

1 2ij ijk  (39)

where g is a degeneracy factor arising from the nature of the electric fields applied. If the two fre-
quencies are equal, the condition of optical rectification and second-harmonic generation (SHG) 
arises, and g = 1/2. When the frequencies of Ej and Ek are different, parametric mixing occurs and g = 1. 
If Ek is a dc field, the situation is the same as the linear electro-optic (or Pockels) effect, and g = 2. 
The value of nonlinear susceptibility is a function of the frequencies of both the input fields and the 
output polarization (w = w1 ± w2).

The nonlinear susceptibility is a third-order (3 by 3 by 3) tensor. A nonlinear optical coefficient 
d (2), frequently used to describe these nonlinear properties, is equal to one-half of the second-order 
nonlinear susceptibility, that is, d (2) = 1/2c(2). Nonlinear optical coefficients are universally written 
in reduced (matrix) notation, dij

( )2 , where the index i = 1, 2, or 3 and the index j runs from 1 to 6.80 
(Both the piezo-electric coefficient and the nonlinear optical coefficient are given the symbol d, and 
the resulting confusion is enhanced because both coefficients have the same units.) The relationship 
between the electro-optic coefficient r and the nonlinear optical coefficient d (2) is

 r
gd

ij

ij=
2 2

2

( )

ε
 (40)

Units of the second-order nonlinear optical coefficient are m/V (or pm/V, where pm = 10−12) in mks 
units.
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Typical values of the nonlinear optical coefficients are listed in Table 4.81 Additional nonlinear optical 
coefficients are given in reviews (also refer to Chap. 10, “Nonlinear Optics” by Chung L. Tang).80-83 

Scatter Scatter is both an intrinsic and extrinsic property. Rayleigh, Brillouin, Raman, and stoi-
chiometric (index variation) contributions to scatter have been derived in simple form and used to 
estimate scatter loss in several fiber-optic materials.84 Rayleigh scattering refers to elastic scatter from 
features small compared to the wavelength of light. In highly pure and defect-free optical crystals, 
Rayleigh scatter is caused by atomic scale inhomogeneities (much smaller than the wavelength) in 
analogy to Rayleigh scatter from molecules in the atmosphere. In most materials, including glasses, 
Rayleigh scatter is augmented by extrinsic contributions arising from localized density variations 
(which also limit the uniformity of the refractive index). Attenuation in high-quality optical materi-
als is frequently limited by Rayleigh scatter rather than absorption.

Brillouin and Raman scatter are forms of inelastic scattering from acoustic and optical phonons 
(vibrations). The frequency of the scattered light is shifted by the phonon frequency. Creation of 
phonons results in longer-wavelength (low-frequency) scattered light (Stokes case) and annihilation 
of phonons results in higher-frequency scattered light (anti-Stokes case). Rayleigh, Brillouin, and 
Raman scatter all have l−4 wavelength dependence. Polycrystalline and translucent materials have 
features such as grain boundaries and voids whose size is larger than the wavelength of light. This 
type of scatter is often called Mie scatter because the scattering features are larger than the wave-
length of the light. Mie scatter typically has a measured l−m dependence where the parameter m 
typically lies between 1 and 2.85,86 Rayleigh and Mie scatter may arise from either surface roughness 
or bulk nonuniformities.

Other Properties of Materials

Naming of Crystals and Glasses All materials are characterized by name(s) for identification, a 
chemical formula (crystalline materials) or approximate composition (glasses, amorphous sub-
stances), and a density (r, in kg/m3). Crystalline materials are further identified by crystal class, 
space group, unit-cell lattice parameters, molecular weight (of a formula unit in atomic mass units, 
amu), and number of formula units per unit cell (Z). (See standard compilations of crystallographic 
data.87,88)

Material Designation and Composition Crystals are completely identified by both the chemi-
cal formulation and the space group. Chemical formulation alone is insufficient for identification 
because many substances have several structures (called polymorphs) with different properties. 
Properties in the data tables pertain only to the specific structure listed. Materials in the data tables 
having several stable polymorphs at room temperature include SiO2 (eight polymorphs), C (dia-
mond, graphite, and amorphous forms), and SiC and ZnS (both have cubic and hexagonal forms).

The space group also identifies the appropriate number of independent terms (see Tables 1 and 2) 
that describe a physical quantity. Noncubic crystals require two or more values to fully describe thermal 
expansion, thermal conductivity, refractive index, and other properties. Often, scalar quantities are 

TABLE 4 Typical Nonlinear Optical Coefficients

   Crystal Nonlinear Optical Coefficient (pm/V)

b-BaB2O4 d11 = 1.60
KH2PO4 d36 = 0.39
LiB3O5 d32 = 1.21
LiNbO3 d31 = 5.07
LiIO3 d31 = 3.90
KTiOPO4 d31 = 5.85
Urea d14 = 1.17
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given in the literature when a tensor characterization is needed. Such a characterization may be ade-
quate for polycrystalline materials, but is unsatisfactory for single crystals that require knowledge of 
directional properties.

Historically, optical glasses have been identified by traditional names derived from their com-
position and their dispersion relative to their index of refraction. This dates back to the 1880s when 
low dispersion crown glasses (typically with Abbe number vd >50) and higher dispersion flint glasses 
(typically, vd <50) dominated the glass map.89 It took Ernst Abbe, Carl Zeiss, and the work of Otto 
Schott to expand the glass by developing two new glass formers, fluorine and boron.90,91 In addition, 
Schott’s work with BaO network modifiers pioneered new variations in index of refraction within 
the same groups. This gave rise to classifications of “heavy” and “light” (index of refraction designa-
tion), in addition to crown and flint (Abbe number classification).

The next major advancement in glass technology came in the 1930s when rare earth elements 
and network-former phosphorous became readily available.92,93

 These new glass types were named 
by adding the compounds chemical symbol to the traditional nomenclature of crown or flint, heavy 
or light. This led to various groups evolving on the Abbe diagram, groups whose position gave 
strong indication of the chemical composition of the glass. This distinction and borders in the Abbe 
diagram remains till the present day. However the traditional nomenclature is rapidly ending as 
manufacturers, primarily in Japan, are adopting new naming conventions for their glasses. 

The primary reason for this nomenclature change is advances in manufacturing techniques, raw 
material supply and purity, and the evolution of new materials have all led to new compositional 
families of glasses that cross traditional borders. So a given glass family name such as PSK may have 
glasses without any phosphorous. Furthermore, different manufacturers producing a glass with 
identical index of refraction and Abbe numbers may in fact have entirely different physical and 
chemical properties (e.g., Schott N-LaSF31A, Hikari’s E-LaSF08, and Hoya’s TaFD30.) A single name 
would be disingenuous.

The main classical groups are listed in Table 8, and a representative glass from each is shown. 
Figure 9 shows the classic Abbe diagram with traditional nomenclature and the newer style show-
ing glass systems based more on constituent materials. A thorough discussion of the various glass 
systems is found in the literature.17

Regardless of the categorizing and naming of glasses and glass systems or groups, a specific glass 
identifier scheme, as defined in military standard MIL-G-174, remains in use today. This convention 
uses a six-digit number representing the first three digits of (nd −1) and the first three digits of vd. 
Each manufacturer also has its own designator, usually based on traditional or new names, that 
uniquely identifies each glass. For example, the glass with code 517624 has the following manufacturer’s 
designations:

Manufacturer Designation for Glass 517642

     Schott N-BK7
   Corning B-16-64
  Pilkington BSC-517642B
      Hoya BSC-7
     Ohara S-BSL 7 (closest value 516641)

Properties of glass are primarily determined from the compositions, but also depend on the 
manufacturing process, specifically the thermal history. In fact, refractive index specifications in a 
glass catalog should be interpreted as those obtained with a particular annealing schedule. Annealing 
removes stress (and minimizes stress-induced birefringence) and minimizes the effect of thermal 
history, producing high refractive-index uniformity. Special (precision) annealing designed to maxi-
mize refractive index homogeneity may, however, increase refractive index slightly above a nominal 
(catalog) value. A complete discussion of the annealing process can be found in literature.16,94

In general, both glass composition and thermal processing are proprietary (so the compositions 
given are only illustrative). However, manufacturers’ data sheets on individual glasses can provide 
detailed and specific information on optical and mechanical properties. Also, the data sheets supply 
useful details on index homogeneity, climate resistance, stain resistance, and chemical (acid and 
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alkaline) resistance for a particular glass type. For very detailed work or demanding applications, a 
glass manufacturer can supply a melt data sheet providing accurate optical properties for a specific 
glass lot.

A driving force in the recent breaking of traditional glass manufacture practices has been a grow-
ing movement for environmentally responsible glass. The primary elements of contention were 
arsenic and lead, and other toxic elements. For example, thorium oxide use has been discontinued, 
and cadmium oxide is restricted to colored glass manufacture. The principal concerns lie not in 
the end user, despite the negative connotation lead and lead-based products have incurred the past 
few decades. In fact, lead-containing glass is still available and labeled as such. The concern rests in 
the manufacture and disposal of hazardous waste. No guarantee could be made that the workplace 
would be safe, and the waste disposed of properly.
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FIGURE 9 The Abbe diagram (refractive index, nd, versus Abbe number, nd) showing the 
composition of common glass systems, the Schott glass classifications, and the sample glasses (dots) 
included in this chapter. (Reprinted by permission of Springer-Verlag.)
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The replacements for PbO are typically TiO2, Nb2O5, ZrO2, and WO3. The replacement for As2O3 
as a refining agent has been Sb2O3. For approximately 50 percent of the glasses containing As2O3 and no 
PbO, the use of Sb2O3 has not changed the properties of the glass. Using substitute materials for Glasses 
formerly containing PbO and As2O3 has modified the properties of the glass, sometimes significantly. 
One by-product of lead removal has been lighter weight. Manufacturers have begun to denote the refor-
mulated glasses by specific designations. Schott uses “N-” to prefix the new glass materials, Hikari uses 
“E-”, and Ohara uses “S-”. References to environmental concerns are included in the reference section.10,95

Unit Cell Parameters, Molecular Weight, and Density The structure and composition of crystals 
can be used to calculate density. This calculated (theoretical or x-ray) density should closely match 
that of optical-quality materials. Density, r, is mass divided by volume:

 ρ
α β γ α

= ⋅ ⋅
⋅ ⋅ + + − − ⋅

Z u

a b c

( )

sin sin sin ( cos c

MW
2 2 2 2 1 oos cos )β γ⋅

 (41)

where Z is the number of formula units in a crystal unit cell, MW is the molecular weight of a for-
mula unit in amu, u is weight of an amu (Table 3), a, b, and c are unit cell axes lengths, and a, b, and 
g are unit cell axes angles.

Typically, pure amorphous materials have lower density than the corresponding crystalline mate-
rials. Density of glasses and other amorphous materials is derived from measurements.

Elastic Properties Elastic properties of materials can be described with a hierarchy of terms. On 
the atomic scale, interatomic force constants or potential energies can be used to predict the vibra-
tional modes, thermal expansion, and elastic properties of a material. On the macroscopic scale, 
elastic properties are described using elastic moduli (or constants) related to the directional proper-
ties of a material. The tensor relationships between stress (s, a second-order tensor) and strain (e, a 
second-order tensor) are

 
σ

σ
ij ijkl kl

ij ijkl kl

= ⋅

= ⋅

c

s

e

e
 (42a)

where the fourth-rank tensors cijkl and sijkl are named elastic stiffness c and elastic compliance s, 
respectively. This is the tensor form of Hooke’s law. Each index (i, j, k, and l) has three values (i.e., x, y, 
and z), hence the c and s tensors have 81 terms.

The stiffness and compliance tensors are usually written in a matrix notation made possible by 
the symmetry relationship of the stress and strain tensors. Symmetry reduces the number of inde-
pendent terms in the stiffness and compliance tensors from 81 to 36. The usual notation for the 
reduced (matrix) notation form of the stiffness and compliance tensors is

 
σ

σ
i j

i j

e

e

= ⋅

= ⋅

c

s

ij

ij

 (42b)

where the indices, an abbreviation of the ij or kl components, run from 1 to 6. Table 5 shows the 
conversion from tensor to matrix notation. Thus, the stiffness and compliance tensors are written as 
6 by 6 matrices which can again be shown to be symmetric, given 21 independent terms. Virtually 
all data will be found in matrix notation. These tensors (matrices) that relate stress and strain are 
sometimes called second-order stiffness and compliance. Higher-order tensors are used to describe 
nonlinear elastic behavior (i.e., third-order stiffness determines the stress tensor from the square of 
the strain tensor).

Stiffness and compliance tensors are needed to completely describe the linear elastic properties 
of a crystal. Even a completely amorphous material has two independent constants that describe 
the relationship between stress and strain. Usually, the elastic properties of materials are expressed 
in terms of engineering (or technical) moduli: Young’s modulus (E), shear modulus (or modulus 
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of rigidity G), bulk modulus (B, compressibility−1), and Poisson’s ratio (v). For example, Young’s 
modulus is defined as the ratio of the longitudinal tension to the longitudinal strain for tension, a 
quantity which is anisotropic (i.e., directionally dependent) for all crystal classes (but is isotropic for 
amorphous materials). Therefore the engineering moduli only accurately describe the elastic behav-
ior of isotropic materials. The engineering moduli also approximately describe the elastic behavior 
of polycrystalline materials (assuming small, randomly distributed grains). Various methods are 
available to estimate the engineering moduli of crystals.

Values of the engineering moduli for crystalline materials given in the data tables are estimated 
from elastic moduli using the Voigt and Reuss methods (noncubic materials) or the Haskin and 
Shtrikman method96 (cubic materials) to give shear (G) and bulk (B) moduli. Young’s modulus (E) 
and Poisson’s ratio (n) are then calculated assuming isotropy using the following relationships:

 E
G B

G B

B G

B G
= ⋅ ⋅

+ ⋅
= ⋅ − ⋅

⋅ + ⋅
9

3

3 2

6 2
v  (43)

Hardness and Strength Hardness is an empirical and relative measure of a material’s resistance to 
wear (mechanical abrasion). Despite the qualitative nature of the result, hardness testing is quan-
titative, repeatable, and easy to measure. The first measure of hardness was the Mohs scale which 
compares the hardness of materials to one of 10 minerals. Usually, the Knoop indent test is used to 
measure hardness of optical materials. The test determines the resistance of a surface to penetration 
by a diamond indenter with a fixed load (usually 50 to 200 g). The Knoop hardness number (usually 
measured in kg/mm2 = 9.8 MPa) is the indenter mass (proportional to load) divided by the area of 
the indent. Figure 10 compares the Mohs and Knoop scales.9

Materials with Knoop values less than 100 kg/mm2 are very soft, difficult to polish, and suscepti-
ble to handling damage. Knoop hardness values greater than 750 are quite hard. Typical glasses have 
hardness values of 350 to 600 kg/mm2. Hardness qualitatively correlates to Young’s modulus and to 
strength. Hardness of crystals is dependent on the orientation of the crystal axes with respect to the 
tested surface. Coatings can significantly alter hardness.

Strength is a measure of a material’s resistance to fracture (or onset of plastic deformation). 
Strength is highly dependent on material flaws and therefore on the method of manufacture, as 
well as the method of measurement. For optical materials, strength is most conveniently mea-
sured in flexure; tensile strengths are typically 50 to 90 percent of those measured in flexure. 
Because of high variability in strength values, quoted strength values should only be used as a 
guide for comparison of materials. Strength of crystals also is dependent on the orientation of 
the crystal axes with respect to the applied stress. Applications requiring high strength to avoid 
failure should use large safety margins (typically a factor of four) over average strength whenever 
possible.

TABLE 5 Matrix Notation for Stress, Strian, Stiffness, and Compliance Tensors

 Tensor-to-matrix index conversion Tensor-to-matrix element conversion

Tensor Indices ij or kl Matrix Indices m or n Notation Condition

    11 1 sm = sij m = 1, 2, 3
  em = sij
     22 2 sm = sij m = 4, 5, 6
  em = 2eij
    33 3 cmn = cijkl all m, n
   23 or 32 4 smn = sijkl m, n = 1, 2, 3
   13 or 31 5 smn = 2sijkl m = 1, 2, 3 and n = 4, 5, 6
   m = 4, 5, 6 and n = 1, 2, 3
   12 or 21 6 smn = 4sijkl m, n = 4, 5, 6
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Fracture toughness is another measure of strength, specifically, a material’s ability to resist crack 
propagation. Fracture toughness measures the applied stress required to enlarge a flaw (crack) of 
given size and has units of MPa · m1/2. Values for representative materials are given in Table 6.

Characteristic Temperatures Characteristic temperatures of crystalline materials are those of melt-
ing (or vaporization or decomposition) and phase transitions. Of particular importance are the 
phase-transition temperatures. These temperatures mark the boundaries of a particular structure. 
A phase transition can mean a marked change in properties. One important phase-transition point is 
the Curie temperature of ferroelectric materials. Below the Curie temperature, the material is ferroelectric; 
above this temperature it is paraelectric. The Curie temperature phase transition is particularly significant 
because the change in structure is accompanied by drastic changes in some properties such as the static 
dielectric constant which approaches infinity as temperature nears the Curie temperature. This transition 
is associated with the lowest transverse optical frequency (the soft mode) approaching zero [hence the 
static dielectric constant approaches infinity from the Lyddane-Sachs-Teller relationship, Eq. (11)].
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FIGURE 10 A comparison of Mohs and Knoop hardness 
scales.12 The Mohs scale is qualitative, comparing the hardness of a 
material to one of 10 minerals: talc (Moh ≡ 1), gypsum (≡ 2), cal-
cite (≡ 3), fluorite (≡ 4), apatite (≡ 5), orthoclase (≡ 6), quartz (≡ 7), 
topaz (≡ 8), sapphire (≡ 9), and diamond (Moh ≡ 10). The Knoop 
scale is determined by area of a mark caused by an indenter; the 
Knoop value is the indenter mass divided by the indented area. The 
mass of the indenter (load) is usually specified; 200 or 500 g are 
typical. (Reprinted by permission of Ashlee Publishing Company.)

TABLE 6 Fracture Toughness of Some Materials

  Fracture toughness Fracture toughness

Material MPa ⋅ m1/2 Material  MPa ⋅ m1/2

Al2O3 3 MgAl2O4 1.5
ALON 1.4 MgF2 1.0
AlN 3 PbTiO3 1.1
N-BK7 glass 1.1 SF58 glass 0.38
C, diamond 2.0 Si  0.95
CaF2 0.5 fused SiO2 0.8
CaLa2S4 0.68 Y2O3 0.7
F2 glass 0.55 ZnS 0.5 (crystal)
   0.8 (CVD)
GaP 0.9 ZnSe 0.33
Ge 0.66 ZrO2:Y2O3 2.0
LaK10 glass 0.95 Zerodur 0.9
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The term glass applies to a material that retains an amorphous state upon solidification. More 
accurately, glass is an undercooled, inorganic liquid with a very high viscosity at room temperature 
and is characterized by a gradual softening with temperature and a hysteresis between glass and 
crystalline properties. The gradual change in viscosity with temperature is characterized by several 
temperatures, especially the glass transition temperature and the softening-point temperature. The 
glass transition temperature defines a second-order phase transition analogous to melting. At this 
temperature, the temperature dependence of various properties changes (in particular, the linear 
thermal expansion coefficient) as the material transitions from a liquid to glassy state. Glasses 
can crystallize if held above the transition temperature for sufficient time. The annealing point is 
defined as the temperature resulting in a glass viscosity of 1013 poise and at which typical glasses can 
be annealed within an hour or so. In many glasses, the annealing point and the glass transition tem-
perature are close. In an optical system, glass elements need to be kept 150 to 200°C below the glass 
transition temperature to avoid significant surface distortion. At the softening temperature, viscos-
ity is 107.6 poise and glass will rapidly deform under its own weight; glasses are typically molded at 
this temperature. Glasses do not have a true melting point; they become progressively softer (more 
viscous) with increased temperature. Other amorphous materials may not have a well-defined glass 
transition; instead they may have a conventional melting point. Glasses that crystallize at elevated 
temperature also have a well-defined melting point.

Glass-ceramics have been developed which are materials with both glasslike and crystalline 
phases. In particular, low-thermal-expansion ceramics comprise a crystalline phase with a nega-
tive thermal expansion and a vitreous phase with a positive thermal expansion. Combined, the two 
phases result in very high dimensional stability. Typically, the ceramics are made like other glasses, 
but after stresses are removed from a blank, a special heat-treatment step forms the nuclei for the 
growth of the crystalline component of the ceramic. Although not strictly ceramics, similar attri-
butes can be found in some two-phase glasses.

Heat Capacity and Debye Temperature Heat capacity, or specific heat, a scalar quantity, is the 
change in thermal energy with a change in temperature. Units are typically J/(gm · K). Debye devel-
oped a theory of heat capacity assuming that the energy was stored in acoustical phonons. This theory, 
which assumes a particular density of states, results in a Debye molar heat capacity [units J/(mole · K)] 
of the form

 C T mN k
T x e

e
dxV A B

D

x

x

TD
( )

( )
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⎛
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 (44a)

where CV is the molar heat capacity in J/(mole · K) per unit volume, qD is the Debye temperature, m 
the number of atoms per formula unit, NA is Avogadro’s number, and kB is Boltzmann’s constant. At 
low temperatures (T → 0 K), heat capacity closely follows the T 3 law of Debye theory
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and the high-temperature (classical) limit is

 C T mN k m TV A B D( ) . ) ( )= = ⋅ ⋅ >3 24 943 J/(mole K θ  (44c)

If heat capacity data are fit piecewise to the Debye equation, a temperature-dependent qD can be 
found. Frequently, a Debye temperature is determined from room-temperature elastic constants, 
and is therefore different from the low-temperature value. The Debye temperature given in the 
tables is, when possible, derived from low-temperature heat capacity data.

The Debye equations can be used to estimate heat capacity CV over the entire temperature range, 
typically to within 5 percent of the true value using a single Debye temperature value. Usually, how-
ever, CP, the constant pressure heat capacity, rather than CV, is desired. At low temperatures, thermal 
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expansion is small, and CP ≈ CV. At elevated temperature, the relationship between CV and CP is 
given by the thermodynamic relationship

 C T C T TVBp v( ) ( )= +9 2α  (45)

where T is temperature (K), V is the molar volume (m3/mole), a is the thermal expansion coeffi-
cient, and B is the bulk modulus (Pa = Nt/m2).

Molar heat capacity can be converted to usual units by dividing by the molecular weight (see the 
physical property tables for crystals) in g/mole. Since molar heat capacity approaches the value of 
24.943 J/(mole · K) the heat capacity per unit weight is inversely proportional to molecular weight at 
high temperature (i.e., above the Debye temperature).

Thermal Expansion The linear thermal expansion coefficient a is the fractional change in length 
with a change in temperature as defined by

 α( )T
L

dL

dT
= 1

 (46a)

and units are 1/K. The units of length are arbitrary. Thermal expansion is a second-rank tensor; 
nonisometric crystals have a different thermal expansion coefficient for each principal direction. 
At low temperature, thermal expansion is low, and the coefficient of thermal expansion approaches 
zero as T → 0 K. The expansion coefficient generally rises with increasing temperature; Fig. 11 
shows temperature dependence of the expansion coefficient for several materials. Several compila-
tions of data exist.97,98

The volume expansion coefficient aV is the fractional change in volume with an increase in tem-
perature. For a cubic or isotropic material with a single linear thermal expansion coefficient

 α αV T
V

dV

dT
( ) = =1

3  (46b)

can be used to estimate the temperature change of density.
The Grüneisen relationship relates the thermal expansion coefficient to molar heat capacity
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 (46c)
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FIGURE 11 Thermal expansion of several materials. 
Expansion arises from the anharmonicity of the interatomic 
potential. At low temperature, expansion is very low and the 
expansion coefficient is low. As temperature increases, the 
expansion coefficient rises, first quickly, then less rapidly.
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where B0 is the bulk modulus at T = 0 K, V0 is the volume at T = 0 K, and g is the Grüneisen param-
eter. This relationship shows that thermal expansion has the same temperature dependence as the 
heat capacity. Typical values of g   lie between 1 and 2.

Thermal Conductivity Thermal conductivity k determines the rate of heat flow through a material 
with a given thermal gradient. Conductivity is a second-rank tensor with up to three principal val-
ues. This property is especially important in relieving thermal stress and optical distortions caused 
by rapid heating or cooling. Units are W/(m · K)

Kinetic theory gives the following expression for thermal conductivity, k

 κ υ= 1

3
CV �  (47)

where u is the phonon (sound) velocity and �  is the phonon mean free path. At very low temperature 
(T < qD/20), the temperature dependence of thermal conductivity is governed by CV, which rises as T 3 
[see Eq. (36b)]. At high temperature (T > qD/10), the phonon mean free path is limited by several mecha-
nisms. In crystals, scattering by other phonons usually � .  In the high-temperature limit, the phonon 
density rises proportional to T and thermal conductivity is inversely proportional to T. Figure 12 
illustrates the temperature dependence of thermal conductivity of several crystalline materials.

Thermal conductivity in amorphous substances is quite different compared to crystals. The pho-
non mean free path in glasses is significantly less than in crystals, limited by structural disorder. The mean 
free path of amorphous materials is typically the size of the fundamental structural units (e.g., 10 Å) and 
has little temperature dependence; hence the temperature dependence of thermal conductivity is primarily 
governed by the temperature dependence of heat capacity. At room temperature, the thermal conductivity 
of oxide glasses is a factor of 10 below typical oxide crystals. Figure 12 compares the thermal conductivity 
of fused silica to crystalline silica (quartz).

Thermal conductivity of crystals is highly dependent on purity and order. Mixed crystals, 
second-phase inclusion, nonstoichiometry, voids, and defects can all lower the thermal conductivity 
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FIGURE 12 Thermal conductivity of  several materials. 
Conductivity initially rises rapidly as the heat capacity increases. Peak 
thermal conductivity of crystals is high due to the long phonon mean 
free path of the periodic structure which falls with increasing tempera-
ture as the phonon free path length decreases (≈1/T). The phonon mean 
free path of amorphous materials (e.g., fused silica) is small and nearly 
independent of temperature, hence thermal conductivity rises mono-
tonically and approaches the crystalline value at high temperature.
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2.36  PROPERTIES

of a material. Values given in the data table are for the highest-quality material. Thermal conductiv-
ity data are found in compilations98 and reviews.99

Correlation of Properties All material properties are correlated to a relatively few factors, for exam-
ple, constituent atoms, the bonding between the atoms, and the structural symmetry. The binding 
forces, or chemical bonds, play a major role in properties. Tightly bonded materials have high moduli, 
high hardness and strength, and high Debye temperature (hence high room-temperature thermal 
conductivity). Strong bonds also mean lower thermal expansion, lower refractive index, higher-fre-
quency optical vibrational modes (hence less infrared transparency), and higher energy bandgaps 
(hence more ultraviolet transparency). Increased mass of the constituent atoms lowers the frequency 
of both electronic and ionic resonances. Similarly, high structural symmetry can increase hardness 
and eliminate (to first order) ionic vibrations (cf., diamond, silicon, and germanium).

Combinations of Properties A given material property is influenced by many factors. For example, 
the length of a specimen is affected by stress (producing strain), by electric fields (piezo-electric 
effect), and by temperature (thermal expansion). The total strain is then a combination of these lin-
ear effects and can be written as
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 (48)

Often, these effects are interrelated, and frequently dependent on measurement conditions. Some 
properties of some materials are very sensitive to measurement conditions (the subscripts in the 
preceding equation denote the variable held constant for each term). For example, if the measure-
ment conditions for the elastic contribution were adiabatic, stress will cause temperature to fall, 
which, in turn, decreases strain (assuming positive thermal expansion coefficient). Thus the elastic 
contribution to strain is measured under isothermal (and constant E field) conditions so as not to 
include the temperature effects already included in the thermal expansion term.

The conditions of measurement are given a variety of names that may cause confusion. For example, 
the mechanical state of “clamped,” constant volume, and constant strain all refer to the same measure-
ment condition which is paired with the corresponding condition of “free,” “unclamped,” constant 
pressure, or constant stress. In many cases, the condition of measurement is not reported and probably 
unimportant (i.e., different conditions give essentially the same result). Another common measurement 
condition is constant E field (“electrically free”) or constant D field (“electrically clamped”).

Some materials, particularly ferroelectrics, have large property variation with temperature and 
pressure, hence measurement conditions may greatly alter the data. The piezoelectric effect con-
tributes significantly to the clamped dielectric constant of ferroelectrics. The difference between the 
isothermal clamped and free dielectric constants is

 ε ε εσ
0 ⋅ − = −( )i

e
i id d cj ik jk

E  (49)

where dij is the piezo-electric coefficient and cE
jk is the (electrically free) elastic stiffness. If the material 

structure is centrosymmetric, all components of dij vanish, and the two dielectric constants are the same.

2.5 PROPERTIES TABLES

The following tables summarize the basic properties for representative crystals and glasses. In general, 
the presented materials are (1) of general interest, (2) well-characterized (within the limitations 
imposed by general paucity of data and conflicting property values), and (3) represent a wide 
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PROPERTIES OF CRYSTALS AND GLASSES  2.37

range of representative types and properties. Few materials can be regarded as well-characterized. 
Crystalline materials are represented by alkali halides, oxides, chalcogenides, and a variety of crystals 
with nonlinear optical, ferroelectric, piezoelectric, and photorefractive properties.

A number of materials in the previous edition have been removed for the sake of brevity. 
Properties of the following crystals and glasses are found in this chapter:1

b-AgI (iodyrite) InAs PbS
AlAs InP PbSe
AlN KCl Se
BN KF b-SiC
BP LaF3 a-SiC
CaLa2S4 NaBr Te
CsBr NaF (valliaumite) Tl3AsSe3 (TAS)
CsCl NaI TlCl
CuCl (nantokite) PbF2 ZnO (zincite)
  
TiK1 TiF1 PK2
BaLK1 KzF6 ZK1
PSK3 BaK1 LgSK2
SK4 SSK4 BaSF10
TaC2 TaD5 ULTRAN 30 (548743)
CORTRAN 9753 ZBL ZBLA
ZBT HBL HBLA
HBT  

The physical property tables define the composition, density, and structure (of crystalline 
materials). Table 7 gives data for 71 crystalline materials. Table 8 compares glasses from different 
manufacturers and selects 24 representative “optical” glasses intended for visible and near-infrared 
use (typically to 2.5 μm). Table 9 gives physical property data for 17 specialty glasses and substrate 
materials. The specialty glasses include fused silica and germania, calcium aluminate, fluoride, 
germanium-, and chalcogenide-based glasses, many of which are intended for use at longer wave-
lengths. The three substrate materials, Pyrex, Zerodur, and ULE, are included because of their wide-
spread use for mirror blanks.

Mechanical properties for crystals are given in two forms, room-temperature elastic constants 
(or moduli) for crystals (Tables 10 through 16), and engineering moduli, flexure strength, and hard-
ness for both crystals (Table 17) and glasses (Table 18). Engineering moduli for crystalline materials 
should only be applied to the polycrystalline forms of these materials. Accurate representation of the 
elastic properties of single crystals requires the use of elastic constants in tensor form. Strength is 
highly dependent on manufacture method and many have significant sample-to-sample variability. 
These characteristics account for the lack of strength data. For these reasons, the provided strength 
data is intended only as a guide. Glasses and glass-ceramics flexure strengths typically range from
30 to 200 MPa, although glass fibers with strength exceeding 1000 MPa have been reported.

Thermal properties are given in Tables 19 and 20 for crystals and glasses, respectively. 
Characteristic temperatures (Debye, phase change, and melt for crystals; glass transitions, soften, 
and melt temperatures for glasses), heat capacity, thermal expansion, and thermal conductivity data 
are included. Directional thermal properties of crystals are given when available. Only room-temperature 
properties are reported except for thermal conductivity of crystals, which is also given for temperatures 
above and below ambient, if available.

Optical properties are summarized in Tables 21 and 22 for crystals and glasses, respectively. 
These tables give the wavelength boundaries of the optical transparent region (based on a 1 cm−1 
absorption coefficient), characteristic refractive index ( n∞

, the asymptote of the electronic contribution 
to the refractive index for crystals), or nd and nd for glasses), and values of dn/dT at various 
wavelengths. Tables 23 and 24 give dispersion formulas for crystals and glasses, respectively.
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2.38  PROPERTIES

TABLE 7 Composition, Structure, and Density of Crystals (Continued)

 Material Crystal System and Space Group
Unit Cell

Dimension (Å)
Molecular

Weight (amu)
Formulae/ 
Unit Cell

Density 
(g/cm3)

Ag3AsS3
(proustite)

Hexagonal
R3c (C ) #1613v

6
  a = 10.756
  c = 8.652

494.72 6 5.686

AgBr
(bromyrite)

Cubic
Fm3m (O ) #225h

5
  5.7745 187.77 4 6.477

AgCl
(cerargyrite)

Cubic
Fm3m (O ) #225h

5
  5.547 143.32 4 5.578

AgGaS2 (AGS) Tetragonal
142d (D ) #1222d

12
  a = 5.757
  c = 10.304

241.72 4 4.701

AgGaSe2 Tetragonal
142 122d (D2d

12 )#
  a = 5.992
  c = 10.886

335.51 4 5.702

Al2O3 (sapphire, alumina) Hexagonal
R3c (D ) #1673d

6
  a = 4.759
  c = 12.989

101.96 6 3.987

Al23O27N5, ALON Cubic
Fd3m (O ) #227h

7
  7.948 1122.59 1 3.713

Ba3[B3O6]2, BBO Hexagonal
R3 (C ) #1463

4
  a = 12.532
  c = 12.726

668.84 6 3.850

BaF2 Cubic
Fm3m (O ) #225h

5
  6.2001 175.32 4 4.886

BaTiO3 Tetragonal
P4 /mnm (D ) #1362 4h

14
  a = 39920
  c = 4.0361

233.19 1 6.020

BeO
(bromellite)

Hexagonal
P6 mc (C ) #1863 6v

4
  a = 2.693
  c = 4. 395

25.012 2 3.009

Bi12GeO20, BGO Cubic
      I23 (T3) # 197

  10.143 2900.39 2 9.231

Bi12SiO20, BSO (sellenite) Cubic
      I23 (T3) # 197

  10.1043 2855.84 2 9.194

BiB3O6, BIBO Monoclinic
C2(C ) #52

3
  a = 7.1203
  b = 4.9948
  c = 6.5077
  g  =105.59º

337.41 2 5.027

C (diamond) Cubic
Fd3m(Oh

7 ) #227
  3.56696 12.011 8 3.516

CaCO3
(calcite)

Hexagonal
R3c (D ) #1673d

6
  a = 4.9898
  c = 17.060

100.09 6 2.711

CaF2 (fluorite) Cubic
Fm3m (O ) #225h

5
  5.46295 78.07 4 3.181

CaMoO4
(powelite)

Tetragonal
I4 /a (C ) #881 4h

6
  a = 5.23
  c = 11.44

200.04 4 4.246

CaWO4
(scheelite)

Tetragonal
I4 /a (C ) #881 4h

6
  a = 5.243
  c = 11.376

287.92 4 6.115

CdGeAs2 Tegragonal
I42d (D ) #1222d

12
  a = 5.9432
  c = 11.216

334.89 4 5.615

CdS
(greenockite)

Hexagonal
P6 mc (C ) #1863 6v

4
  a = 4.1367
  c = 6.7161

144.48 2 4.821

CdSe Hexagonal
P6 mc (C ) #1863 6v

4
  a = 4.2972
  c = 7.0064

191.37 2 5.672
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PROPERTIES OF CRYSTALS AND GLASSES  2.39

TABLE 7 Composition, Structure, and Density of Crystals (Continued)

 Material Crystal System and Space Group
Unit Cell

Dimension (Å)
Molecular

Weight (amu)
Formulae/ 
Unit Cell

Density 
(g/cm3)

CdTe Cubic
F m(Td

243 216) #
  6.4830 240.01 4 5.851

CsLiB6O10, CLBO Tetragonal
I42d (D ) #1222d

12
  a = 10.494
  c = 8.939

492.70 4 2.461

CsI Cubic
Pm3m (O ) #221h

5
  4.566 259.81 1 4.532

CuGaS2 Tetragonal 
I42d (D ) #1222d

12
  a = 5.351 
  c = 10.480

197.40 4 4.369

GaAs Cubic 
F m(Td

243 216) #
  5.65325 144.64 4 5.317

GaN Hexagonal 
P6 mc (C ) #1863 6v

4
  a = 3.186 
  c = 5.178

83.73 2 6.109

GaP Cubic 
F m(Td

243 216) #
  5.4495 100.70 4 4.133

Ge Cubic
Fd3m(Oh

7 ) #227
  5.65741 72.64 8 5.329

KBr Cubic 
Fm3m (O ) #225h

5
  6.600 119.00 4 2.749

KH2PO4, KDP Tetragonal 
I42d (D ) #1222d

12
  a = 7.4529
  c = 6.9751

136.09 4 2.338

KI Cubic 
Fm3m (O ) #225h

5
  7.065 166.00 4 3.127

KNbO3 Orthorhombic
Bmm2(C ) #382v

14
  a = 5.6896
  b = 3.9692
  c = 5.7256

180.00 2 4.623

KTaO3 Cubic 
Pm3m (O ) #221h

5
  3.9885 268.04 1 7.015

KTiOPO4, KTP Orthorhombic
Pna C v2 331 2

9( ) #
  a = 12.8164
  b = 6.4033
  c = 10.5897

197.94 8 3.026

LiB3O5, LBO Orthorhombic 
Pna C v2 331 2

9( ) #
  a = 8.4473 
  b = 7.3788 
  c = 5.1395

119.37 4 2.475

LiCaAlF6, LiCAF Hexagonal
P31c (D ) #1633d

2
  a = 5.008
  c = 9.643

187.99 2 2.981

LiF Cubic 
Fm3m (O ) #225h

5
  4.0173 25.939 4 2.657

a-LiIO3
Hexagonal
P C6 1733 6

6( ) #
  a = 5.4815 
  c = 5.1709

181.84 2 4.488

LiNbO3 Hexagonal
R3c (C3v

6 ) #161
  a = 5.1483 
  c = 13.8631

147.85 6 4.629

LiYF4, YLF Tetragonal
    141 4

6/a C h( )  #88
  a = 5.175 
  c = 10.74

171.84 4 3.968

MgAl2O4 (spinel) Cubic 
Fd3m(Oh

7 ) #227
  8.084 142.27 8 3.577

(Continued)
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2.40  PROPERTIES

TABLE 7 Composition, Structure, and Density of Crystals (Continued)

 Material Crystal System and Space Group
Unit Cell

Dimension (Å)
Molecular

Weight (amu)
Formulae/ 
Unit Cell

Density 
(g/cm3)

MgF2 (sellaite) Tetragonal 
P4 /mnm(D ) #1362 4h

14
  a = 4.623 
  c = 3.053

62.302 2 3.171

MgO (periclase) Cubic
Fm3m (O ) #225h

5
  4.2117 40.304 4 3.583

NaCl (halite, rock salt) Cubic
Fm3m (O ) #225h

5
  5.63978 58.44 4 2.164

[NH4]2CO
(urea, carbamide)

Tetragonal

I42 m D #1131 2d
3( )  

  a = 5.661 
  c = 4.712

60.055 2 1.321

NH4H2PO4, ADP Tetragonal
I42d (D ) #1222d

12  
  a = 7.4991 
  c = 7.5493

115.03 4 1.800

PbMoO4
(wulfenite)

Tetragonal
I4 a C1 4h

6/ ( ) #88
  a = 5.4312 
  c = 12.1065

367.16 4 6.829

PbTe
(altaite)

Cubic 
Fm3m (O ) #225h

5
  6.443 334.80 4 8.314

PbTiO3 Tetragonal 
P4 /mnm(D ) #1362 4h

14
  a = 3.8966 
  c = 4.1440

303.07 1 7.998

RbTiOPO4, RTP Orthorhombic

Pna2 C #331 2v
9( )

  a = 12.948
  b = 6.494
  c = 10.551

244.31 8 3.654

Si Cubic 
Fd3m(Oh

7 ) #227
  5.43085 28.0855 8 2.329

SiO2
(a-quartz)

Hexagonal
      P3221 ( )D3

6  #154
  a = 4.9136 
  c = 5.4051

60.084 3 2.648

SrF2 Cubic 
Fm3m (O ) #225h

5
  5.7996 125.62 4 4.277

SrMoO4 Tetragonal 
I4 a C1 4h

6/ ( ) #88
  a = 5.380 
  c = 11.97

247.58 4 4.746

SrTiO3 Cubic 
    Pm3m ( )Oh

5  #221
  3.9049 183.49 1 5.117

TeO2
(paratellurite)

Tetragonal 
    P41212 (D )4

4  #92
  a = 4.810 
  c = 7.613

159.60 4 6.019

TiO2
(rutile)

Tetragonal 
P4 /mnm(D ) #1362 4h

14
  a = 4.5937 
  c = 2.9618

79.866 2 4.244

TlBr Cubic 
    Pm3m ( )Oh

5  #221
  3.9846 284.29 1 7.462

Tl[0.46Br, 0.54I], KRS-5 Cubic 
    Pm3m (O )h

5  #221
  4.108 307.79 1 7.372

Tl[0.7Cl, 0.3Br], KRS-6 Cubic 
    Pm3m ( )Oh

5  #221
  3.907 253.17 1 7.049

Y3Al5O12, YAG Cubic 
    Ia3d (O )h

10  #230
  12.008 593.62 8 4.554

Y2O3
(yttria)

Cubic
                Ia3 ( )Th

7  #206
  10.603 225.81 16 5.033

YVO4 Tetragonal
I4 /amd (D ) #1411 4h

19
  a = 7.1192
  c = 6.2898

203.84 2 4.247
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TABLE 7 Composition, Structure, and Density of Crystals (Continued)

 Material Crystal System and Space Group
Unit Cell

Dimension (Å)
Molecular

Weight (amu)
Formulae/ 
Unit Cell

Density 
(g/cm3)

ZnGeP2 Tetragonal
     I42d (D )2d

12  #122
  a = 5.466 
  c = 10.722

199.97 4 4.146

b-ZnS
(zincblende)

Cubic 
F m(Td

243 216) #
  5.4094 97.445 4 4.089

a-ZnS
(wurtzite)

Hexagonal 
    P63mc ( )C6v

4  #186
  a = 3.8218 
  c = 6.2587

97.445 2 4.088

ZnSe Cubic 
F m(Td

243 216) #
  5.6685 144.34 4 5.264

ZnTe Cubic 
F m(Td

243 216) #
  6.1034 192.98 4 5.638

ZrO2:0.12Y2O3 (cubic
zirconia)

Cubic 
Fm3m (O ) #225h

5
  5.148 121.98 4 5.939

TABLE 8 Optical Glass Reference Table [Cross-referenced glass examples, including 6-digit glass code and density 
(r, g/cm3)] (Continued)

Common Name

Manufacturer

Schott Ohara Hoya Pilkington

Fluor crown FK FSL FC, FCD1

N-FK5 (487704) S-FSL5 (487702) FC5 (487704) —

r  = 2.45 r  = 2.46 r  = 2.45

Phosphate crown PK FPL PC, PCS2

N-PK52A (497816) S-FPL51 (497816) FCD1 (497816) —

r  = 3.70 r  = 3.62 r  = 3.70

Zinc crown ZK ZnC ZC

N-ZK7 (508612) — — ZC508612A

r  = 2.49 r  = 2.50

Borosilicate crown BK BSL BSC BSC

N-BK7 (517642) S-BSL7(516614) BSC7 (517642) BSC517642B 

r  = 2.51 r  = 2.52 r  = 2.52 r  = 2.50

Crown K NSL C HC3

N-K5 (522595) S-NSL5 (522598) — HC522595A

r  = 2.59 r  = 2.49 r  = 2.54

Crown flint KF NSL CF

N-KF9 (523515) — — —

r  = 2.50

Very light flint LLF TIL FEL4 ELF4

LLF1 (548457) S-TIL1 (548458) E-FEL1 (548458) —

r  = 2.94 r  = 2.49 r  = 2.54

Dense phosphate 
crown

PSK BAL, PHM PCD

N-PSK53A (618634) S-PHM52 (618634) PCD4 (618634) —

r  = 3.57 r  = 3.67 r  = 3.52

Barium crown BaK BAL BaC MBC5

N-BaK4 (569560) S-BAL14 (569563) BAC4 (569560) MBC569561A

r  = 3.05 r  = 2.89 r  = 2.85 r  = 3.06

(Continued)
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TABLE 8 Optical Glass Reference Table [Cross-referenced glass examples, including 6-digit glass code and density 
(r, g/cm3)] (Continued)

Common Name

Manufacturer

Schott Ohara Hoya Pilkington

Barium light flint BaLF BAL BaFL6

N-BaLF4 (580540) S-BAL3 (571530) BaFL3 (571530) —

r  = 3.11 r  = 2.98 r  = 2.98

Light flint LF TIL FL LF

LF5 (581409) S-TIL25 (581407) E-FL5 (581409) LF581409A

r  = 3.22 r  = 2.59 r  = 2.59 r  = 3.23

Fluoro flint TiF TIM FF —

TiF1 (511510) S-FTM16 (593353) *FF5 (593354) —

r  = 2.479 (obsolete) r  = 2.64 r  = 2.64

Special short flint KzFS BAH, BAM ADF7

N-KzFS4 (613445) S-NBM51 (613443) E-ADF10 (613443) —

r  = 3.00 r  = 2.93 r  = 3.04

Dense crown SK BAL, BSM BaCD8 DBC8

N-SK10 (623570) S-BSM10 (623570) E-BACD10 (623569) DBC623569A 

r  = 3.67 (obsolete) r  = 3.60 r  = 3.66 r  = 3.66

Flint F TIM F DF9

N-F2 (620364) S-TIM1 (626357) E-F2 (620363) DF620364A

r  = 2.65 r  = 2.71 r  = 2.67 r  = 3.61

Very dense crown SSK BSM BaCED10 DBC

N-SSK5 (658509) S-BSM25 (658509) BaCED5 (658509) DBC658509A

r  = 3.71 r  = 3.50 r  = 3.64 r  = 3.56

Barium flint BaF BAH, BAF BaF

N-BaF10 (670471) S-BAH10 (670473) BAF10 (670472) —

r  = 3.75 r  = 3.48 r  = 3.61

Barium dense flint BaSF BAH BaFD

N-BaSF64 (704394) — BAFD15 (702402) —

r  = 3.20 r  = 2.99

Lanthanum crown LaK LAL, YGH LaC, LaCL11 LAC

N-LaK10 (720506) S-LAL10 (720502) LAC10 (720503) LAC720504B 

r  = 3.69 r  = 3.86 r  = 3.87 r  = 3.86

Tantalum crown LaK LAL, YGH TaC

N-LaK33A (754523) S-YGH51 (755523) TAC6 (755523) —

r  = 4.22 r  = 4.40 r  = 4.27

Niobium flint LaF LAM NbF, NbFD

N-LaF35 (743494) S-LAM60 (743493) NbF1 (743492) —

r  = 4.12 r  = 4.06 r  = 4.17

N-LaF33 (786441) S-LAH51 (786442) NBFD11 (786439) —

r  = 4.36 r  = 4.40 r  = 4.43

Light lanthanum flint LaF LAM LaF LAF 

N-LaF2 (744449) S-LAM2 (744448) LaF2 (744449) LAF744447B

r  = 4.30 r  = 4.32 r  = 4.39 r  = 4.32

Lanthanum flint LaF LAM LaFL LAF

LaF2 (744447) S-LAM59 (697485) LAFL2 (697485) —

r  = 4.34 (obsolete) r  = 3.77 r  = 4.05
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PROPERTIES OF CRYSTALS AND GLASSES  2.43

TABLE 8 Optical Glass Reference Table [Cross-referenced glass examples, including 6-digit glass code and density 
(r, g/cm3)] (Continued)

Common Name

Manufacturer

Schott Ohara Hoya Pilkington

Dense flint SF TIM, TIH FD, FDS12 EDF, DEDF, LDF

SF2 (648338) S-TIM22 (648338) E-FD2 (648338) EDF648339A 

r =3.86 r  = 2.79 r  = 2.77 r  = 3.86

N-SF10 (728285) S-TIH10 (728285) E-FD10 (728283) DEDF728284A

r  = 3.05 r  = 3.06 r  = 3.07 r  = 4.27

N-SF6 (805254) S-TIH6 (805254) FD60 (805255) LDF805254A

r  = 3.37 r  = 3.37 r  = 3.36 r  = 3.37

Lanthanum dense 
flint

LaSF LAH TaF13, TaFD14 —

N-LaSF44 (804465) S-LAH65 (804466) TaF3 (804465) —

r  = 4.44 r  = 4.76 r  = 4.65

N-LaSF31A (883408) S-LAH58 (883408) TaFD30 (883408) —

r  = 5.51 r  = 5.52 r  = 5.51

Antimony flint KzF SbF

KzFN1 (551496) — SbF1 (551495) —

r  = 2.71 (obsolete) r  = 2.72

Fused silica (UV) Lithosil-Q

Lithosil-Q (458678) — — —

r  = 2.20

1FCD = dense fluor crown; 2PCS = special phosphate crown; 3HC = hard crown; 4FEL = ELF = extra light flint; 5MBC = medium barium crown; 
6BaFL = light barium flint; 7ADF = abnormal dispersion flint; 8BACD = DBC = dense barium crown; 9DF = dense flint; 10BaCED = extra dense barium 
crown; 11LaCL = light lanthanum crown; 12FDS = special dense flint; 13TaF = tantalum flint; 14TaFD = tantalum dense flint.

TABLE 9 Physical Properties of Specialty Glasses and Substrate Materials

    Glass type Density (g/cm3) Typical composition

Fused silica (SiO2) 2.202 100%SiO2
(e.g., Corning 7940 or Schott Lithosil-Q)
Fused germania (GeO2) 3.604 100%GeO2
BS-39B (Barr and Stroud) 3.1 50%CaO, 34%Al2O3, 9%MgO
CORTRAN 9754 (Corning) 3.581 33%GeO2, 20%CaO, 37%Al2O3, 5%BaO, 5%ZnO
IRG 2 (Schott) 5.00 Germanium glass
IRG 9 (Schott) 3.63 Fluorophosphate glass
IRG 11 (Schott) 3.12 Calcium aluminate glass
IRG 100 (Schott) 4.67 Chalcogenide glass
HTF-1 (Ohara) [443930] 3.94 Heavy metal fluoride glass
ZBLAN 4.52 56%ZrF4, 14%BaF2, 6%LaF3, 4%AlF3, 20%NaF
Arsenic trisulfide (As2S3) 3.198 100%As2S3
Arsenic triselenide (As2Se3) 4.69 100%As2Se3
AMTRI-1/TI-20 4.41 55%Se, 33%Ge, 12%As
AMTIR-3/TI-1173 4.70 60%Se, 28%Ge, 12%Sb
Pyrex (e.g., Corning 7740) 2.23 81%SiO2, 13%B2O3, 4%Na2O, 2%Al2O3 
  [two-phase glass]
Zerodur (Schott) 2.53 56%SiO2, 25%Al2O3, 8%P2O5, 4%Li2O, 2%TiO2
  2%ZrO2, ZnO/MgO/Na2O/As2O3
  [glass ceramic]
ULE (Corning 7971) 2.205 92.5%SiO2, 7.5%TiO2 [glass ceramic]
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2.44  PROPERTIES

TABLE 10 Room-Temperature Elastic Constants of Cubic Crystals

 Stiffness (GPa) Compliance (TPa–1)

    Material c11 c12 c44 s11 s12 s44 Ref.

AgBr 56.3 32.8 7.25 31.1 –11.5 138 83, 100
AgCl 59.6 36.1 6.22 31.1 –11.7 161 83, 101
ALON 393 108 119 2.89 –0.62 8.40 102
BaF2 91.1 41.2 25.3 15.3 –4.8 39.5 83
Bi12GeO20(BGO) 125.0 32.4 24.9 8.96 –1.84 40.4 103
Bi12SiO20(BSO) 129.8 29.7 24.7 8.42 –1.57 40.2 104
C (diamond) 1077 124.7 557 0.95 –0.099 1.73 83
CaF2 165 46 33.9 6.94 –1.53 29.5 83
CdTe 53.5 36.9 20.2 42.6 –17.4 49.4 83, 105
CsI 24.5 6.6 6.31 46.1 –9.7 158 83
GaAs 118 53.5 59.4 11.75 –3.66 16.8 83
GaP 141 62.4 71.2 9.70 –2.97 14.0 83
Ge 129 48 67.1 9.73 –2.64 14.9 83
KBr 34.5 5.5 5.10 30.3 –4.2 196 83
KI 27.4 4.3 3.70 38.2 –5.2 270 83
KTaO3 431 103 109 2.7 –0.63 9.2 83
LiF 112 46 63.5 11.6 –3.35 15.8 83
MgAl2O4 282.9 155.4 154.8 5.79 –2.05 6.46 106
MgO 297.8 95.1 155.8 3.97 –0.96 6.42 106
NaCl 49.1 12.8 12.8 22.9 –4.8 78.3 83
PbTe 107 8 13.2 9.46 –0.64 75.8 83, 107
Si 165 63 79.1 7.68 –2.12 12.6 83
SrF2 124 44 31.8 9.86 –2.57 31.5 83
SrTiO3 315.6 102.7 121.5 3.77 –0.93 8.23 108
TlBr 37.6 14.8 7.54 34.2 –9.6 133 83
Tl[Br:I], (KRS-5) 34.1 13.6 5.79 38.0 –10.8 173 83
Tl[Cl:Br], (KRS-6) 39.7 14.9 7.23 31.9 –8.8 139 83
Y3Al5O12(YAG) 328.1 106.4 113.7 3.62 –0.89 8.80 109
Y2O3 223.7 112.4 74.6 6.73 –2.25 13.4 110
ZnS 102 64.6 44.6 19.5 –7.6 22.5 83
ZnSe 86.4 51.5 40.2 21.0 –7.9 24.9 83
ZnTe 71.5 40.8 31.1 23.9 –8.5 32.5 83
ZrO2:Y2O3 405.1 105.3 61.8 2.77 –0.57 16.18 111

TABLE 11 Room-Temperature Elastic Constants of Tetragonal Crystals (Point groups 4mm, 42m,  
422, and 4/mmm)

 Subscript of stiffness (GPa) or compliance (TPa–1) 

Material c or s 11 12 13 33 44 66 Ref.

AgGaS2 c 87.9 58.4 59.2 75.8 24.1 30.8 83, 112
  s 26.2 –7.7 –14.5 35.9 41.5 32.5 
AgGaSe2 c 80.1 51.6 52.6 70.7 21.2 24.7 113
  s 26.9 –8.2 –13.9 34.9 47.2 40.5 
BaTiO3 cE 275 179 152 165 54.4 113 83
  sE 8.05 –2.35 –5.24 15.7 18.4 8.84 
  cE 211 107 114 160 56.2 127 114
  sE 8.01 –1.57 4.60 12.8 17.8 7.91 
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PROPERTIES OF CRYSTALS AND GLASSES  2.45

TABLE 11 Room-Temperature Elastic Constants of Tetragonal Crystals (Point groups 4mm, 42m,  
422, and 4/mmm) (Continued)

 Subscript of stiffness (GPa) or compliance (TPa–1) 

Material c or s 11 12 13 33 44 66 Refs.

CdGeAs2 c 94.5 59.6 59.7 83.4 42.1 40.8 83, 115
  s 21.6 –7.04 –10.4 26.9 23.8 24.5 
CsLiB6O10  c 62.79 –16.74 23.86 37.4 33.31 26.7 116
CLBO s 38.33 25.75 –40.88 78.90 44.82 37.45 
CuGaS2 c       
  s       
KH2PO4 c 71.2 –5.0 14.1 56.8 12.6 6.22 83
(KDP) s 14.9 1.9 –4.2 19.7 78.4 161 
MgF2 c 138 88 62 201 56.5 95.6 83
  s 12.6 –7.2 –1.65 6.01 17.7 10.5 
[NH4]2CO c 21.7 8.9 24 53.2 6.26 0.45 117
(Urea) s 95 16 –50 64 160 2220 
NH4H2PO4 c 67.3 5.0 19.8 33.7 8.57 6.02 83
(ADP) s 18.3 2.2 –12.0 43.7 117 166 
PbTiO3 cE 235 101 98.8 105 65.1 104 118
  sE 7.06 –0.40 –6.27 21.3 15.5 9.62 
TeO2 c 56.12 51.55 23.03 105.71 26.68 66.14 119, 120
  s 114.5 –104.3 –2.3 10.5 37.5 15.1 
TiO2 c 269 177 146 480 124 192 83
  s 6.80 –4.01 –0.85 2.60 8.06 5.21 
YVO4 c 244.51 48.93 81.09 313.7 24.18 16.18 121
 s 4.54 –0.57 –1.03 3.72 20.76 61.6 
ZnGeP2 c (87) (66) (64) (81) (20) (23) 122
  s (33.5) (–14.2) (–15.2) (36.4) (50) (43.5) (calc)

TABLE 12 Room-Temperature Elastic Constants of Tetragonal Crystals (Point groups 4, 4 ,
and 4/m)

  Subscript of stiffness (GPa) or compliance (TPa–1) 

Material c or s 11 12 13 16 33 44 66 Ref.

CaMoO4 c 144 65 47 –13.5 127 36.8 45.8 83, 123
 s 9.90 –4.2 2.1 4.4 9.48 27.1 24.4 
CaWO4 c 141 61 41 –17 125 33.7 40.7 83, 124
 s 10.5 –4.7 –1.9 6.4 9.3 29.7 30.2 
PbMoO4 c 107.2 61.9 52.0 –15.8 93.2 26.4 34.8 83, 125
 s 20.8 –11.8 –5.0 14.9 16.3 37.9 42.3 
SrMoO4 c 117.3 58.7 46.8 –10.8 103.8 34.9 46.6 83, 126
 s 13.2 –5.7 –3.3 4.5 12.6 28.7 23.7 
YLiF4 c 121 60.9 52.6 –7.7 156 40.9 17.7 83, 127
 s 12.8 –6.0 –2.3 8.16 7.96 24.4 63.6 
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2.46  PROPERTIES

TABLE 13 Room-Temperature Elastic Constants of Hexagonal Crystals (Point 
groups 6, 6 , 6/m, 622, 6mm, 62m  and 6/mmm)

 Subscript of stiffness (GPa) or compliance (TPa–1) 

Material c or s 11 12 13 33 44 Ref.

  BeO c 470 168 119 494 153 83
 s 2.52 −0.80 −0.41 2.22 6.53 
  CdS c 88.4 55.4 48.0 95.2 15.0 83
 s 20.5 −9.9 −5.3 15.9 66.7 
  CdSe c 74.1 45.2 38.9 84.3 13.4 83
 s 23.2 −11.2 −5.5 16.9 74.7 
  GaN c 296 130 158 267 241 128
 s 5.10 −0.92 −2.48 6.68 4.15 
  LiIO3 cE 81.24 31.84 9.25 52.9 17.83 129
 sE 14.7 −5.6 −1.6 19.5 56.1 
  ZnS c 122 58 43 138 28.7 83
 s 11.0 −4.5 −2.1 8.6 34.8 

TABLE 14 Room-Temperature Elastic Constants of Hexagonal (Trigonal) Crystals 
(Point groups 32, 3m, 3m)

  Subscript of stiffness (GPa) or compliance (TPa−1)

 Material c or s 11 12 13 14 33 44 Ref.

Ag3AsS3 c 59.5 31.7 29.6 0.18 39.8 9.97 83, 130
 s 28.6 –7.3 –15.9 –0.6 48.8 100 
Al2O3 c 496 159 114 −23 499 146 83
 s 2.35 −0.69 −0.38 0.47 2.18 7.0 
b-Ba3B6O12 c 123.8 60.3 49.4 12.3 53.3 7.8 131
(BBO) s 25.63 −14.85 −9.97 −63.97 37.21 331.3 
CaCO3 c 144 54.2 51.2 −20.5 84.3 33.5 83
(Calcite) s 11.4 −4.0 −4.5 9.5 17.3 41.4 
LiCaAlF6 c 118 42 54 ±19 107 50 132
(LiCAF) s 12.9 –3.4 –4.8 ±6.2 –14.2 24.7 
LiNbO3 c 202 55 72 8.5 244 60.2 83
 s 5.81 −1.12 −1.38 −0.98 4.93 16.9 
a-SiO2 c 86.6 6.74 12.4 −17.8 106.4 58.0 83
 s 12.8 −1.75 −1.30 4.47 9.73 20.0 

TABLE 15 Room-Temperature Elastic Constants of Orthorhombic Crystals

  Subscript of stiffness (GPa) or compliance (TPa −1)

  Material c or s 11 12 13 22 23 33 44 55 66 Ref.

KNbO3 cE 224 102 182 273 130 245 75 28.5 95 133
 sE 11.3 −0.3 −8.2 4.9 −2.4 11.5 13.3 35.1 10.5 
KTiOPO4 c 166 37 54 164 51 181 56 54 45 134
(KTP) s 6.8 –1 –1.8 6.8 –1.6 6.5 17.9 18.5 22.2 
LiB3O5 cE 127.1 126.6 52.0 237.7 57.6 65.5 109.3 86.7 17.8 135
(LBO) sE 19.64 –8.49 –8.13 9.01 –1.18 22.76 9.15 11.53 56.25 
RbTiOPO4 c 163 45 35 165 63 178 58 57 50 136
RTP s 6.73 –1.54 –.078 7.36 –2.30 6.59 17.24 17.54 20.0 
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PROPERTIES OF CRYSTALS AND GLASSES  2.47

TABLE 16 Room-Temperature Elastic Constants for Monoclinic Crystals

 Subscript of stiffness (GPa) or compliance (TPa −1) 

Material c or s 11 12 13 15 22 23 25 Ref.

BiB3O6 c 159.7 74.2 60.0 –49.7 52.5 13.4 –4.3 137
 s 34.3 –46.8 –0.03 20.1 83.2 –1.27 –27.56 

Material c or s 33 35 44 46 55 66 — Ref.

BiB3O6 c 205.2 –70.8 23.3 –18.6 74.6 66.9 — 137
 s 7.33 6.87 55.2 15.3 31.7 19.2 —

TABLE 17 Mechanical Properties of Crystals (Continued)

Material

Moduli (GPa)

Poisson’s Ratio
Flexure 

Strength (MPa)

Knoop
Hardness
(kg/mm2)Elastic Shear Bulk

Ag3AsS3 30 11 36.8 0.36

AgBr 24.7 8.8 40.5 0.399 7.0

AgCl 22.9 8.1 44.0 0.41 26 9.5

AgGaS2 53 19 67 0.37 320

AgGaSe2 47.8 17.5 60.4 0.37 230

Al2O3 402 163 252 0.23 1200 2250

ALON 317 128 203 0.24 310 1850

Ba3B6O12, BBO 30 11 60.6 0.41

BaF2 65.9 25.2 57.8 0.31 27 78

BaTiO3 145 53 174 0.36 580

BeO 395 162 240 0.23 275 1250

Bi12GeO20, BGO 82 32 63.3 0.28

Bi12SiO20, BSO 84 33 63.1 0.28

BiB3O6, BIBO 91 37.5 52.5 0.21

C, diamond 1142 534 442 0.069 2940 9000

CaCO3, calcite 83 32 73.2 0.31 100

CaF2 110 42.5 85.7 0.29 90 170

CaMoO4 103 40 80 0.29 250

CaWO4 96 37 77 0.29 300

CdGeAs2 74 28 70 0.32 470

CdS 47.3 17.2 64.0 0.38 28 122

CdSe 42 15.3 53 0.37 21 65

CdTe 38.4 14.2 42.4 0.35 26 50

CsLiB6O10, CLBO 70.3 27.5 52.5 0.28

CsI 18 7.3 12.6 0.26 5.6 12

CuGaS2 95.8 430

GaAs 116 46.6 75.0 0.24 55 710

GaN 294 118 195 0.25 70 750

GaP 139 56.2 88.6 0.24 100 875

Ge 132 54.8 75.0 0.206 100 850

(Continued)
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2.48  PROPERTIES

TABLE 17 Mechanical Properties of Crystals (Continued)

Material

Moduli (GPa)

Poisson’s Ratio
Flexure 

Strength (MPa)

Knoop
Hardness
(kg/mm2)Elastic Shear Bulk

KBr 18 7.2 15.2 0.30 11 6.5

KH2PO4, KDP 38 15.1 27 0.27

KI 14 5.5 11.9 0.30 5

KNbO3 144 53 173 0.36 500

KTaO3 316 124 230 0.27

KTiOPO4, KTP 137 55 88 0.24 700

LiB3O5, LBO 104 41 80 0.28 600

LiCaAlF6, LiCAF 93 36 71 0.28

LiF 110 45 65.0 0.225 27 115

LiIO3 55 22.4 33.5 0.23

LiNbO3 170 68 112 0.25 630

LiYF4, YLF 85 32 81 0.32 35 300

MgAlO4 276 109 198 0.268 170 1650

MgF2 137 54 99.7 0.27 100 500

MgO 310 131 163 0.18 130 675

NaCl 37 14.5 25.3 0.26 9.6 16.5

[NH4]2CO, urea ~9 ~3 17 0.41

NH4H2PO4, ADP 29 11 27.9 0.325

PbMoO4 66 24.6 71 0.34

PbTe 57.3 22.6 41.9 0.27

PbTiO3 144 56 117 0.20 98

RbTiOPO4, RTP 140 56.8 87.7 0.23 (500)

Si 165 66.4 97.0 0.221 130 1150

SiO2, a-quartz 95 44 38 0.08 740

SrF2 89.2 34.6 70.7 0.29 150

SrMoO4 89 35 71 0.29

SrTiO3 283 115 174 0.23 600

TeO2 45 17 46 0.33

TiO2 293 115 215 0.27 880

TlBr 24 8.9 22.4 0.32 12

Tl[Br, I], KRS-5 19.6 7.3 20.4 0.34 26 40

Tl[0.7Cl, 0.3Br], 
KRS-6

24 9.0 32.2 0.33 21 30

Y3Al5O12, YAG 280 113 180 0.24 150 1350

Y2O3 173 66.4 149.5 0.31 150 700

YVO4 133 50 134 0.33

ZnGeP2 [44] [16] 86 [0.39] 980

b-ZnS 83.5 31.6 77.1 0.32 60 175

a-ZnS 87 33 74 0.30 69

ZnSe 75.2 28.9 63.1 0.30 55 115

ZnTe 61.1 23.5 51.0 0.30 24 82

ZrO2: 12%Y2O3 23.3 88.6 205 0.31 (200) 1150
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PROPERTIES OF CRYSTALS AND GLASSES  2.49

TABLE 18 Mechanical Properties of Optical and Specialty Glasses and Substrate Materials

Selected Glass Code or 
Designation

Moduli (GPa)

Poisson’s Ratio
Flexure 

Strength (MPa)
Knoop Hardness 

(kg/mm2)Elastic Shear Bulk

487704 N-FK5 62 25 39 0.232 520

497816 N-PK52A 71 27 59 0.298 355

508612 N-ZK7 70 29 41 0.214 530

517642 N-BK7 82 34 46 0.206 610

522595 N-K5 71 29 43 0.224 530

523515 N-KF9 66 27 40 0.225 480

548458 LLF1 60 25 34 0.208 450

618634 N-PSK53A 76 30 60 0.288 415

569560 N-BaK4 77 31 49 0.24 550

580537 N-BaLF4 77 31 49 0.245 540

581409 LF5 59 24 36 0.223 450

593355 FF5 [65] [26] [41] [0.238] 500

613443 N-KzFS4 78 31 50 0.241 520

623570 N-SK10 82 32 60 0.273 570

620364 N-F2 82 33 50 0.228 600

658509 N-SSK5 88 34 66 0.278 590

670472 N-BaF10 89 35 65 0.271 620

704394 N-BaSF64 105 42 74 0.264 650

720504 N-LaK10 116 45 90 0.286 780

754523 N-LaF33 111 43 93 0.301 740

743492 NbF1 109 42 95 0.31 790

744447 N-LaF2 94 36 74 0.288 530

805254 N-SF6 93 37 65 0.262 550

883409 N-LaSF31A 126 48 105 0.301 650

Fused silica 72.6 31 36 0.164 110 635

Fused germania 43.1 18 23 0.192

BS-39B 104 40 83 0.29 90 760

CORTRAN 9754 84.1 33 67 0.290 44 560

IRG 2 95.9 37 73 0.282 481

IRG 9 77.0 30 61 0.288 346

IRG 11 107.5 42 83 0.284 610

IRG 100 21 8 15 0.261 150

HTF-1 64.2 25 49 0.28 320

ZBLAN 60 23 53 0.31 225

Arsenic trisulfide 15.8 6 13 0.295 16.5 180

Arsenic triselenide 18.3 7 14 0.288 16.2 120

AMTIR-1/TI-20 21.9 9 16 0.266 18.6 170

AMTIR-3/TI-1173 21.7 9 15 0.265 17.2 150

Pyrex 62.8 26 35 0.200

Zerodur 91 37 58 0.24 630

ULE 67.3 29 34 0.17 50 460
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2.54  PROPERTIES

TABLE 20 Thermal Properties of Optical and Specialty Glasses and Substrate Materials

Selected Glass Code

Temperature (K)
Heat Capacity 

(J/g  ·  K)
Thermal Expansion 

(10−6/K)

Thermal
Conductivity 

(W/m  ·  K)      Glass       Soften   Melt*

487704 N-FK5 739 945 0.808 9.2 0.925

497816 N-PK52A 740 811 0.67 13.01 0.73

508612 N-ZK7 812 994 0.77 4.5 1.042

517642 N-BK7 830 992 0.858 7.1 1.114

522595 N-K5 819 993 0.783 8.2 0.95

523515 N-KF9 749 913 [0.75] 9.61 1.04

548458 LLF1 704 901 0.65 8.1 [0.960]

618634 N-PSK53A 879 972 0.590 9.56 0.64

569560 N-BaK4 854 998 0.680 6.99 0.88

580537 N-BaLF4 851 934 0.69 6.52 0.827

581409 LF5 692 858 0.657 9.1 0.866

593355 FF5 788 843 [0.80] 8.6 [0.937]

613445 N-KzFS4 820 948 0.76 7.3 0.84

623570 N-SK10 905 1017 0.55 7.0 0.88

620364 N-F2 842 959 0.81 7.84 1.05

658509 N-SSK5 918 1024 0.574 6.8 [0.806]

670472 N-BaF10 933 1063 0.56 6.18 0.78

704394 N-BaSF64 855 985 [0.70] 7.3 [0.90]

720504 N-LaK10 909 987 0.64 5.68 0.86

754523 LaF33 873 946 0.57 5.6 0.8

743492 NbF1 863 898 [0.48] 5.3 [0.845]

744447 N-LaF2 926 1015 0.51 8.06 0.67

805254 N-SF6 862 956 0.69 9.03 0.96

883409 N-LaSF31A 992 1103 0.44 6.74 0.79

Fused silica 1273 1983 0.746 0.51 1.38

Fused germania 800 1388 6.3

BS-39B [970] 0.865 8.0 1.23

CORTRAN 9754 1008 1147 0.54 6.2 0.81

IRG 2 975 0.495 8.8 0.91

IRG 9 696 0.695 16.1 0.88

IRG 11 1075 0.749 8.2 1.13

IRG 100 550 624 15.0 0.3

HTF-1 658 16.1

ZBLAN 543 745 0.520 17.5 0.4

Arsenic trisulfide 460 573 0.473 26.1 0.17

Arsenic triselenide 375 345 0.349 24.6 0.205

AMTIR-1/TI-20 635 678 0.293 12.0 0.25

AMTIR-3/TI-1173 550 570 0.276 14.0 0.22

Zerodur 0.821 0.5 1.46

(20–300°C)

Pyrex 560 821 1.05 3.25 1.13

ULE 1000 1490 0.776 ±0.03 1.31

(5–35°C)

*Or liquidus temperature.
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PROPERTIES OF CRYSTALS AND GLASSES  2.59

TABLE 22 Summary Optical Properties of Optical and Specialty Glasses

Material

Transparency (μm)
Refractive 
Index (nd)

Abbe
Number(nd)

Thermo-optic coeff. (10–6/K)*

Ref.UV IR l(μm) dn/dT l(μm) dn/dT

N-FK5 0.279 2.78 1.48749 70.41 0.4358 –0.6 1.060 –1.4 188

N-PK52A 0.306 1.49700 81.61 0.4358 –6.0 1.060 –5.7 188

N-ZK7 0.306 2.77 1.50847 61.19 0.4358 7.6 1.060 6.7 188

N-BK7 0.303 2.91 1.51680 64.17 0.4358 3.5 1.060 2.4 188

N-K5 0.313 3.30 1.52249 59.48 0.4358 2.7 1.060 1.4 188

N-KF9 0.346 2.90 1.52346 51.54 0.4358 2.6 1.060 0.9 188

LLF1 0.310 3.30 1.54814 45.75 0.4358 3.9 1.060 2.1 188

N-PSK53A 0.326 2.84 1.61800 63.39 0.4358 –1.8 1.060 –2.9 188

N-BaK4 0.335 3.21 1.56883 55.98 0.4358 4.7 1.060 3.1 188

N-BaLF4 0.340 3.22 1.57956 53.87 0.4358 6.0 1.060 4.2 188

LF5 0.321 3.30 1.58144 40.85 0.4358 3.4 1.060 0.8 188

FF5 0.346 1.59270 35.45 0.6328 0.8 189

N-KzFSN4 0.332 2.65 1.61336 44.49 0.4358 4.7 1.060 2.5 188

N-SK10 0.333 2.74 1.62280 56.90 0.4358 3.5 1.060 2.1 188

N-F2 0.364 3.08 1.62004 36.37 0.4358 5.1 1.060 2.7 188

N-SSK5 0.351 2.93 1.65844 50.88 0.4358 4.2 1.060 2.2 188

N-BaF10 0.356 2.92 1.67003 47.20 0.4358 6.0 1.060 3.8 188

N-BaSF64 0.359 2.98 1.70400 39.38 0.4358 5.9 1.060 2.8 188

N-LaK10 0.346 2.56 1.72000 50.41 0.4358 6.1 1.060 4.2 188

N-LaF33 0.337 2.61 1.78582 44.05 0.4358 10.0 1.060 7.0 188

NbF1 0.313 1.74330 49.22 0.6328 7.9 189

N-LaF2 0.354 2.83 1.74397 44.85 0.4358 2.3 1.060 –0.1 188

N-SF6 0.378 3.21 1.80518 25.43 0.4358 4.8 1.060 –0.8 188

N-LaSF31A 0.344 2.78 1.88300 40.76 0.4358 6.6 1.060 3.3 188

SiO2 0.16 3.8 1.45857 67.7 0.5893
0.3650

10
9.3 1.53 8.0

190
149

GeO2 0.30 4.9  nD = 1.60832 41.2 191

BS-39B 0.38 4.9  nD = 1.6764 44.5 0.5893 7.4 192

Corning 9754 0.36 4.8  nD = 1.6601 46.5 193

Schott IRG 2 0.44 5.1 1.8918 30.03 0.436 10.4 3.30 4.4 149, 188

Schott IRG9 0.38 4.1 1.4861 81.02 188

Schott IRG 11 0.44 4.75 1.6809 44.21 188

Schott IRG 100 0.93 13   n1 = 2.7235    — 2,5 103 10.6 56 188

Ohara HTF-1 0.21 6.9 1.44296 92.46 194

ZBLAN 0.25 6.9  nD = 1.480 64 0.6328 –14.5 195, 196

As2S3 0.62 11.0   n1 = 2.4777 — 0.6 85 1.0 17 197, 198

As2Se3 0.87 17.2 n12 = 2.7728 — 0.83 55 1.15 33 199, 200

AMTIR-1/TI-20 0.75 (14.5)   n1 = 2.6055 — 1.0 101 10.0 72 200, 201

AMTIR-3/
TI-1173

0.93 16.5   n3 = 2.6366 — 3.0 98 12.0 93 200, 201

*Thermo-optic coefficient in air: (dn/dT)rel.
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2.60  PROPERTIES

TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.
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0 057789

0 506762− =
−

+
−

.

( . )

.λ
λ

λ
λ (( . )

.

( . )0 10968

3 8261

46 38642

2

2 2
+

−
λ

λ
0.27–10.3 206

BaTiO3 n no e
2

2

2 2
2

2

2
1

4 187

0 223
1

4 064

0
− =

−
− =

−
.

( . )
;

.

(

λ
λ

λ
λ .. )211 2

0.4–0.7 207

BeO
no

2
2

2 2

2

2
1

1 92274

0 07908

1 24209

9
− =

−
+

−
.

( . )

.

(

λ
λ

λ
λ .. )

.

( . )

.

7131

1
1 96939

0 08590

1 6738

2

2
2

2 2
ne − =

−
+λ

λ
99

10 4797

2

2 2

λ
λ −( . )

0.44–7.0 208

BiB3O6, BIBO
n

n

x
2

2
2

2

3 07403
0 03231

0 03163
0 013376= +

−
−.

.

.
.

λ
λ

y == +
−

−

=

3 16940
0 03717

0 03483
0 01827

3

2
2

2

.
.

.
.

.

λ
λ

nz 66545
0 05112

0 03713
0 02261

2
2+

−
−.

.
.

λ
λ

0.48–3.1 152

Bi12GeO20, BGO
n2

2

2
1 2 165

2 655

0 07891
− = +

−
.

.

.

λ
λ

0.4–0.7 151
209
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PROPERTIES OF CRYSTALS AND GLASSES  2.61

TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

Bi12SiO20, BSO
n2

2

2 2
2 72777

3 01705

0 2661
= +

−
.

.

( . )

λ
λ

0.48–0.7 104
210

C,
diamond n2

2

2 2

2

2
1

4 3356

0 1060

0 3306

0 175
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 00 2)

0.225–∞ 211

CaCO3,
calcite no − =

−
+

−
1

0 8559

0 0588

0 8391

0 141

2

2 2

2

2

.

( . )

.

( .

λ
λ

λ
λ ))

.

( . )

.

( . )2

2

2 2

2

2 2

0 0009

0 197

0 6845

7 005
+

−
+

−
λ

λ
λ

λ

nne − =
−

+
−

1
1 0856

0 07897

0 0988

0 1

2

2 2

2

2

.

( . )

.

( .

λ
λ

λ
λ 442

0 317

11 4682

2

2 2)

.

( . )
+

−
λ

λ

0.2–2.2 2

CaF2 n2
2

2 2
1

0 5675888

0 050263605

0 4710914− =
−

+.

( . )

.λ
λ

λλ
λ

λ
λ

2

2 2

2

20 1003909

3 8484923

34 649040−
+

−( . )

.

( . ))2

0.23–9.7 155

n2
2

2 2
1− =

−
+0.443749998

0.00178027854

0.444λ
λ ( )

9930066

0.00788536061

0.150133991

λ
λ

λ
λ

2

2 2

2

−

+

( )

22 2

2

2−
+

−( ) (0.0124119491

8.85319946

2752.281

λ
λ 775)2

0.14-2.3 212

CaMoO4 no
2

2

2 2

2

2
1

2 7840

0 1483

1 2425

11 5
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 776

1
2 8045

0 1542

1 0055

2

2
2

2 2

2

2

)

.

( . )

.
ne − =

−
+

−
λ

λ
λ

λ (( . )10 522 2

0.45–3.8 213

CaWO4 no
2

2

2 2

2

2
1

2 5493

0 1347

0 9200

10 8
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 115

1
2 6041

0 1379

4 1237

2

2
2

2 2

2

2

)

.

( . )

.
ne − =

−
+

−
λ

λ
λ

λ (( . )21 371 2

0.45–4.0 213

CdGeAs2 no
2

2

2

2

2
10 1064

2 2988

1 0872

1 6247

13
= +

−
+

−
.

.

.

.λ
λ

λ
λ 770

11 8018
1 2152

2 6971

1 69222
2

2

2

2
ne = +

−
+.

.

.

.λ
λ

λ
λ −−1370

2.4–11.5 214

CdS
no

2
2 2

= +
−

+
−

5.1792
0.23504

0.083591

0.036927

0.λ λ 223504

5.2599
0.20865

0.10799

0.027527
ne

2
2

= +
−

+
λ λλ 2 − 0.23305

0.51–1.4 215

CdSe
no

2
2

2

2

2
4 2243

1 7680

0 2270

3 1200

338
= +

−
+

−
.

.

.

.λ
λ

λ
λ 00

4 2009
1 8875

0 2171

3 6461

3
2

2

2

2

2
ne = +

−
+

−
.

.

.

.λ
λ

λ
λ 6629

1–22 214

CdTe
n2

2

2 2

2

1
6 1977889

0 317069

3 2243821− =
−

+.

( . )

.λ
λ

λ
λ 22 272 0663−( . )

6–22 216

(Continued)
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2.62  PROPERTIES

TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

CsLiB6O10, CLBO
n

n

o

e

2 2

2

0 01424
0 01258=

−
−

=

2.2104+
0.01018

2

2λ
λ

.
.

..0588+
0.00838

2λ
λ

−
−

0 01363
0 00607 2

.
.

0.19–2.75 161

CsI
n2

2

2 2

2

1
0 34617251

0 229567

1 0080886− =
−

+.

( . )

.λ
λ

λ
λλ

λ
λ2 2

2

2 20 1466

0 28551800

0 1810

0 39

−
+

−

+

( . )

.

( . )

. 7743178

0 2120

3 3605359

161 0

2

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

( . )22

0.29–50 160

CuGaS2 no
2

2

2

2

2
3 9064

2 3065

0 1149

1 5479

738
= +

−
+

−
.

.

.

.λ
λ

λ
λ ..

.
.

.

.

43

4 3165
1 8692

0 1364

1 75752
2

2

2

2
ne = +

−
+λ

λ
λ

λ −− 738 43.

0.55–11.5 163
164

GaAs 
n2

2

2 2

2

2
3 5

7 4969

0 4082

1 9347

37
= +

−
+

−
.

.

( . )

.

( .

λ
λ

λ
λ 117 2)

1.4–11 217

GaN
no

2
2

2 2

2

2 2
3 60

1 75

0 256

4 1

17 86
= +

−
+

−
.

.

( . )

.

( . )

λ
λ

λ
λ

nne
2

2

2 2
5 35

5 08

18 76
= +

−
.

.

( . )

λ
λ

<10 218

GaP 
n2 =

−
+

−
4.1705+

4.9113

0.1174

1.9928

756.

2

2

2

2

λ
λ

λ
λ 446

0.2–22 219

Ge
n2

2

2

2

2
9 28156

6 72880

0 44105

0 21307= +
−

+
−

.
.

.

.λ
λ

λ
λ 33870 1.

2–12 220

HfO2: 9.8%Y2O3 n2
2

2 2

2

2
1

1 9558

0 15494

1 345

0 063
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 44

10 41

27 122

2

2 2)

.

( . )
+

−
λ

λ
0.365–5 168

KBr
n2

2

2 2

2

2
1 39408

0 79221

0 146

0 01981= +
−

+.
.

( . )

.λ
λ

λ
λ −−

+
−

+

( . )

.

( . )

.

0 173

0 15587

0 187

0 17673

2

2

2 2

2

2

λ
λ

λ
λ −−

+
−( . )

.

( . )60 61

2 06217

87 722

2

2 2

λ
λ

0.2–40 221

KH2PO4,
KDP no

2
2

2 259276
0 01008956 13 0052= +

−
+.

. .

λ 0.0129426

22

400

2 132668
0 008637494

2

2

2
2

λ
λ

λ

−

= +
−

ne .
.

0.01228810
+

−
3 2279924

400

2

2

. λ
λ

0.2–15 70

KI
n2

2

2 2

2

2
1 47285

0 16512

0 129

0 41222= +
−

+.
.

( . )

.λ
λ

λ
λ −−

+
−

+

( . )

.

( . )

.

0 175

0 44163

0 187

0 16076

2

2

2 2

2

2

λ
λ

λ
λ −−

+
−

+
( . )

.

( . )

.

0 219

0 33571

69 44

1 92474
2

2

2 2

2

2

λ
λ

λ
λ −−( . )98 04 2

0.25–50 221

KNbO3 n

n

x

y

2
2

2

2

4 4222
0 09972

0 05496
0 01976

4

= +
−

−

=

.
.

.
.

λ
λ

..
.

.
. .8353

0 12808

0 05674
0 02528 1 8590 1

2
2+

−
− + ⋅

λ
λ 00 1 0689 10

4 9856
0 15266

0

6 4 6 6

2
2

− −− ⋅

= +
−

λ λ

λ

.

.
.

.
nz 006331

0 02831 2 0754 10 1 2131 102 6 4 6− + ⋅ − ⋅− −. . .λ λ λ66

0.40–5.3 222
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PROPERTIES OF CRYSTALS AND GLASSES  2.63

TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

KTaO3 n2
2

2 2
1

3 591

0 193
− =

−
.

( . )

λ
λ

0.4–1.06 223

KTiOPO4
KTP

nx
2

2 2
3 29100

0 04140

0 03978

9 35522

31
= +

−
+

−
.

.

.

.

.λ λ 445571

3 45018
0 04341

0 04597

16 98822
2

ny = +
−

+.
.

.

.

λ
55

39 43799

4 59423
0 06206

0 04763

2

2
2

λ

λ

−

= +
−

+

.

.
.

.
nz

1110 80672

86 121712

.

.λ −

0.43–3.54 172

LiB3O5,
LBO

nx
2

2
22 45768

0 0098877

0 026095
0 013847= +

−
−.

.

.
.

λ
λ

nny
2

2
2 52500

0 017123

0 0060517
0 0087838= +

−
−.

.

.
.

λ
λλ

λ

2

2
2

2 58488
0 012737

0 016293
0 016293nz = +

−
−.

.

.
. λλ 2

0.29–1.06 224

LiCaAlF6,
LiCAF

n

n

o

e

2
2

2

2

1 92552
0 00492

0 00569
0 00421= +

−
− ⋅.

.

.
.

λ
λ

== +
−

− ⋅1 92155
0 00494

0 00617
0 00373

2
2.

.

.
.

λ
λ

0.4-1.0 174

LiF
n2

2

2 2

2

2
1

0 92549

0 07376

6 96747

32
− =

−
+

−
.

( . )

.

(

λ
λ

λ
λ .. )79 2

0.1–10 221

LiIO3 no
2

2

2

2

2 03132
1 37623

0 0350823

1 06745= +
−

+.
.

.

.λ
λ

λ
λλ

λ
λ

2

2
2

2

169 0

1 83086
1 08807

0 0313810

−

= +
−

+

.

.
.

.
ne

00 554582

158 76

2

2

.

.

λ
λ −

0.5–5 82

LiNbO3 no
2

2

2

2

2
1− =

−
+

−
2.9804

0.01764

1.2290

0.05914

λ
λ

λ
λ

++
−

− =
−

12.614

474.60

2.4272

0.02047

λ
λ

λ
λ

2

2

2
2

2
1ne ++

−
+

−
0.5981

0.06660

8.9543

416.08

λ
λ

λ
λ

2

2

2

2

0.4–5.0 225

LiYF4 no
2

2

2 2
1 38757

0 70757

0 00931
= +

−
+ 0.18849 2

.
.

.

λ
λ

λ
λ −−

= +
−

+

50 99741

1 31021
0 84903

0 00876

02
2

2

.

.
.

.
ne

λ
λ

..

.

53607

134 9566

2

2

λ
λ −

0.23–2.6 176

MgAl2O4 n2
2

2 2

2

2
1

1 8938

0 09942

3 0755

15 8
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 226 2)

0.35–5.5 226

MgF2 no
2

2

2 2
1

0 48755708

0 04338408

0 398750− =
−

+.

( . )

.λ
λ

331

0 09461442

2 3120353

23 793

2

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

( . 6604

1
0 41344023

0 03684262

0

2

2
2

2 2

)

.

( . )

.
ne − =

−
+λ

λ
550497499

0 09076162

2 49048622

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

(223 771995 2. )

0.20–7.04 227

MgO
n2

2

2 2

2

1
1 111033

0 0712465

0 8460085− =
−

+.

( . )

.λ
λ

λ
λ 22 2

2

2 20 1375204

7 808527

26 89302−
+

−( . )

.

( . )

λ
λ

0.36–5.4 177

(Continued)
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2.64  PROPERTIES

TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

NaCl
n2

2

2 2

2

2
1 00055

0 19800

0 050

0 48398= +
−

+.
.

( . )

.λ
λ

λ
λ −−

+
−

+

( . )

.

( . )

.

0 100

0 38696

0 128

0 25998

2

2

2 2

2

2

λ
λ

λ
λ −−

+
−

+
( . )

.

( . )

.

0 158

0 08796

40 50

3 17064
2

2

2 2

2

2

λ
λ

λ
λ −−

+
−( . )

.

( . )60 98

0 30038

120 342

2

2 2

λ
λ

0.2–30 221

[NH4]2CO,
Urea n

n

o

e

2
2

2

2 1823
0 0125

0 0300

2 51527
0 024

= +
−

= +

.
.

.

.
.

λ
00

0 0300

0 020 1 52

1 52 0 87712 2λ
λ

λ−
+ −

− +.

. ( . )

( . ) .

0.3–1.06 228

NH4H2PO4 ADP
no

2
2

2 302842
0 011125165 15 10= +

−
+.

. .

λ 0.01325366

22464

400

2 163510
0 009616676

2

2

2
2

λ
λ

λ

−

= +
−

ne .
.

0.011298912
+

−
5 919896

400

2

2

. λ
λ

0.2–1.5 229

PbMoO4 no
2

2

2 2

2

2
1

3 54642

0 18518

0 58270

0
− =

−
+

−
.

( . )

.

(

λ
λ

λ
λ .. )

.

( . )

.

33764

1
3 52555

0 17950

0 206

2

2
2

2 2
ne − =

−
+λ

λ
660

0 32537

2

2 2

λ
λ −( . )

0.44–1.08 230

PbTe
n2

2

2 2
1

30 046

1 563
− =

−
.

( . )

λ
λ

4.0–12.5 231

PbTiO3 n no
2

2

2 2
2

2

2
1

5 363

0 224
1

5 366

0
− =

−
− =

−
.

( . )
;

.

(

λ
λ

λ
λe .. )217 2

0.45–1.15 232

RbTiOPO4, RTP
n

n

x

y

2
2

2
2

2

1 6795
1 4281

0 0325
0 0119

2

= +
−

−

=

.
.

.
.

.

λ
λ

λ

00360
1 0883

0 0437
0 0090

2 2864

2

2
2

2

+
−

−

= +

.

.
.

.

λ
λ

λ

nz

11 1280

0 0562
0 0188

2

2
2.

.
.

λ
λ

λ
−

−

0.4–1.5 180

Si
n2

2

2 2
1

10 6684293

0 301516485

0 003043− =
−

+.

( . )

.λ
λ

4475

1 13475115

1 54133408

1104

2

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

( .. )0 2

1.36–11 67

a-SiO2 quartz
no

2
2

2 2

2

2
1

0 663044

0 060

0 517852

0
− =

−
+

−
.

( . )

.

(

λ
λ

λ
λ .. )

.

( . )

.

106

0 175912

0 119

0 565380

2

2

2 2

2

2

+
−

+
−

λ
λ

λ
λ (( . )

.

( . )

.

8 844

1 675299

20 742

1
0 665

2

2

2 2

2

+
−

− =

λ
λ

ne

7721

0 060

0 503511

0 106

0 22

2 2

2

2 2

λ
λ

λ
λ−

+
−

+
( . )

.

( . )

. 114792

0 119

0 539173

8 792

1

2

2 2

2

2 2

λ
λ

λ
λ

−

+
−

+

( . )

.

( . )

..

( . )

807613

197 70

2

2 2

λ
λ −

0.18–0.71 178

SrF2 n2
2

2 2
1

0 67805894

0 05628989

0 3714053− =
−

+.

( . )

.λ
λ

33

0 10801027

3 8484723

34 6490

2

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

( . 440 2)

0.21–11.5 145
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PROPERTIES OF CRYSTALS AND GLASSES  2.65

TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

SrMoO4 no
2

2

2 2

2

2
1

2 4839

0 1451

0 1015

4 60
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 33

1
2 4923

0 1488

0 1050

2

2
2

2 2

2

2

)

.

( . )

.

(
ne − =

−
+

−
λ

λ
λ

λ 44 544 2. )

0.45–2.4 213

SrTiO3 n2
2

2 2

2

2
1

3 042143

0 1475902

1 170065− =
−

+.

( . )

.λ
λ

λ
λ −−

+
−( . )

.

( . )0 2953086

30 83326

33 186062

2

2 2

λ
λ

0.43–3.8 156

TeO2 no
2

2

2 2

2

2
1

2 584

0 1342

1 157

0 2638
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ ))

.

( . )

.

( .

2

2
2

2 2

2

2
1

2 823

0 1342

1 542

0 2
ne − =

−
+

−
λ

λ
λ

λ 6631 2)

0.4–1.0 181

TiO2 n no
2

2
25 913

0 2441

0 0803
7 197

0 3322= +
−

= +.
.

.
; .

.

λ λe 22 0 0843− .

0.43–1.5 182

TlBr n

n

2

2

2

2

1

2
0 48484

0 10279

0 90000
0 0047

−
+

= +
−

−.
.

.
.

λ
λ

8896 2λ
0.54–0.65 203

Tl[Br, I],
KRS-5 n2

2

2 2

2

2
1

1 8293958

0 150

1 6675593− =
−

+
−

.

( . )

.

(

λ
λ

λ
λ 00 250

1 1210424

0 350

0 04513366

2

2

2 2. )

.

( . )

.

+
−

+

λ
λ

λ 22

2 2

2

2 20 450

12 380234

164 59λ
λ

λ−
+

−( . )

.

( . )

0.58–39.4 183

TlCl n

n

2

2

2

2

1

2
0 47856

0 07858

0 08377
0 0088

−
+

= +
−

−.
.

.
.

λ
λ

11 2λ
0.43–0.66 203

Tl[Cl, Br],
KRS-6 n2

2

2 2
21

3 821

0 02234
0 000877− =

−
−.

( . )
.

λ
λ

λ
0.6–24 233

Y3Al5O12,
YAG n2 1− =

−
+

−
2.28200

0.01185

3.27644

282.73

2

2

2

2

λ
λ

λ
λ 44

0.4–5.5 234

Y2O3 n2
2

2 2

2

2
1

2 578

0 1387

3 935

22 936
− =

−
+

−
.

( . )

.

( . )

λ
λ

λ
λ 22

0.2–12 235

YVO4 n

n

o
2 2

0 045731
0 009701= +

−
−3.778790

0.07479
2λ

λ
.

.

ee
2

20 108087

0 052495
0 014305= +

−
−4.607200

2

.

.
.

λ
λ

0.48–1.34 185

ZnGeP2 no
2 =

−
+

−
8.0409+

1.68625

0.40824

1.2880

6

2

2

2

2

λ
λ

λ
λ 111.05

8.0929+
1.8649

0.41468

0.840522

2
ne

2 =
−

+λ
λ

λλ
λ

2

2 452.05−

2.5–9.5 236

b-ZnS
n2

2

2 2
1

0 33904026

0 31423026

3 7606868− =
−

+.

( . )

.λ
λ

λλ
λ

λ
λ

2

2 2

2

20 1759417

2 7312353

33 886560−
+

−( . )

.

( . ))2

0.55–10.5 144
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2.66  PROPERTIES

TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

a-ZnS
n no e

2
2

2 2
21 3 4175

1 7396

0 2677
1 3 4− = +

−
− =.

.

( . )
; .

λ
λ

2264
1 7491

0 2674

2

2 2
+

−
.

( . )

λ
λ

0.36–1.4 237

ZnSe
n2

2

2 2
1

4 2980149

0 1920630

0 62776557− =
−

+.

( . )

.λ
λ

λ 22

2 2

2

2 20 37878260

2 8955633

46 994595λ
λ

λ−
+

−.

.

.

0.55–18 145

ZnTe
n2

2 2 2
9 92

0 42530

0 37766

2 63580

56 5
=

−
+.

.

( . )

.

( .λ λ / ))2 1−
0.55–30 238

ZrO2:
12%Y2O3

n2
2

2 2

2

2
1

1 347091

0 166739

2 117788− =
−

+
−

.

( . )

.λ
λ

λ
λ (( . )

.

( . )0 166739

9 452943

24 3205702

2

2
+

−
λ

λ
0.36–5.1 186

TABLE 24 Room-Temperature Dispersion Formula for Glasses (Continued)

Material Dispersion Formula (Wavelength, l, in μm) Range (μm) Ref.

N-FK5
n2 1= +

−
1.07715032

0.00676601657
+

0.16807912

2

λ
λ

009

0.0230642817
+

0.851889892

89.049

2

2

2

2

λ
λ

λ
λ− − 88778

0.28–2.4 188

N-PK52A n2 1= +
−
1.029607

0.00516800155
+

0.18805062

2

2λ
λ

λ
λλ

λ
λ2

2

20.0166658798
+

0.736488165

138.964129− −
0.3–2.4 188

N-ZK7
n2 1= +

−
1.07715032

0.00676601657
+

0.16807912

2

λ
λ

009

0.0230642817
+

0.851889892

89.049

2

2

2

2

λ
λ

λ
λ− − 88778

0.3–2.4 188

N-BK7
n2 1= +

−
1.03961212

0.00600069867
+

0.23179232

2

λ
λ

444

0.0200179144
+

1.01046945

103.560

2

2

2

2

λ
λ

λ
λ− − 6653

0.3–2.4 188

N-K5
n2 1= +

−
1.08511833

0.00661099503
+

0.19956202

2

λ
λ

005

0.024110866
+

0.930511663

111.982

2

2

2

2

λ
λ

λ
λ− − 7777

0.3–2.4 188

N-KF9
n2 1= +

−
1.19286778

0.00839154696
+

0.08933462

2

λ
λ

5571

0.0404010786
+

0.920819805

112.5

2

2

2

2

λ
λ

λ
λ− − 772446

0.36–2.4 188

LLF1
n2 1= +

−
1.21640125

0.00857807248
+

0.13366452

2

λ
λ

44

0.0420143003
+

0.883399468

107.593

2

2

2

2

λ
λ

λ
λ− − 0060

0.37–1.01† 188

N-PSK53A
n2 1= +

−
1.38121836

0.00706416337
+

0.19674562

2

λ
λ

445

0.0233251345
+

0.886089205

97.484

2

2

2

2

λ
λ

λ
λ− − 77345

0.31–2.5 188

N-BaK4
n2 1= +

−
1.28834642

0.00779980626
+

0.13281772

2

λ
λ

224

0.0315631177
+

0.945395373

105.96

2

2

2

2

λ
λ

λ
λ− − 55875

0.334–2.5 188

N-BaLF4
n2 1= +

−
1.31004128

0.0079659645
+

0.142038252

2

λ
λ

99

0.0330672072
+

0.964929351

109.197

2

2

2

2

λ
λ

λ
λ− − 332

0.36–2.4 188

LF5
n2 1= +

−
1.28035628

0.00929854416
+

0.16350592

2

λ
λ

773

0.0449135769
+

0.893930112

110.49

2

2

2

2

λ
λ

λ
λ− − 33685

0.33–2.4 188

FF5
n2

2

2

2

2
1= +

−
+

−
1.3241093

0.01004

0.147104

0.0

λ
λ

λ
λ 55705

0.0095123− λ 2
0.37–1.01 189*

N-KzFSN4
n2 1= +

−
1.35055424

0.0087628207
+

0.197575502

2

λ
λ

66

0.0371767201
+

1.09962992

90.38669

2

2

2

2

λ
λ

λ
λ− − 994

0.36–2.4 188
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PROPERTIES OF CRYSTALS AND GLASSES  2.67

TABLE 24 Room-Temperature Dispersion Formula for Glasses (Continued)

Material Dispersion Formula (Wavelength, l, in μm) Range (μm) Ref.

N-SK10
n2 1= +

−
1.34972093

0.00736272269
+

0.23858792

2

λ
λ

773

0.0253765327
+

0.966733600

103.50

2

2

2

2

λ
λ

λ
λ− − 22909

0.334–2.5 188

N-F2
n2 1

0 00

0= +
−
1.39757037

995906143
+

15920142

2

λ
λ .

. 003

546931752
+

1.26865430

119.248

2

2

2

2

λ
λ

λ
λ− −0 0. 3346

0.33–2.4 188

N-SSK5
n2 1= +

−
1.59222659

0.00920284626
+

0.10352072

2

λ
λ

774

0.0423530072
+

1.05174016

106.927

2

2

2

2

λ
λ

λ
λ− − 3374

0.36–2.4 188

N-BaF10
n2 1= +

−
1.58514950

0.00926681282
+

0.14355932

2

λ
λ

885

0.0424489805
+

1.08521269

105.613

2

2

2

2

λ
λ

λ
λ− − 5573

0.37–1.01 188

N-BaSF64
n2 1= +

−
1.65554268

0.00104485644
+

1.71319772

2

λ
λ

00

0.0499394756
+

1.33664448

118.9614

2

2

2

2

λ
λ

λ
λ− − 772

0.365–2.5 188

N-LaK10
n2 1= +

−
1.72878017

0.00886014635
+

0.16925782

2

λ
λ

225

0.0363416509
+

1.19386956

82.9009

2

2

2

2

λ
λ

λ
λ− − 0069

0.36–2.4 188

N-LaF33
n2 1= +

−
1.79653417

0.00927313493
+

0.31157792

2

λ
λ

003

0.0358201181
+

1.15981863

87.3448

2

2

2

2

λ
λ

λ
λ− − 7712

0.32–2.5 188

NbF1
n2

2

2

2

2
1= +

−
+

−
1.9550984

0.011628

0.0165083

0

λ
λ

λ
λ ..064357

0.012813− λ 2
0.37–1.01 189*

N-LaF2
n2 1= +

−
1.80984227

0.0101711622
+

0.157295552

2

λ
λ

λλ
λ

λ
λ

2

2

2

20.0442431765
+

1.0930037

100.687748− −
0.35–2.4 188

N-SF6
n2 1= +

−
1.77931763

0.0133714182
+

0.338149862

2

λ
λ

66

0.0617533621
+

2.08734474

174.0175

2

2

2

2

λ
λ

λ
λ− − 99

0.40–2.4 188

N-LASF31A
n2 1= +

−
1.96485075

0.00982060155
+

0.47523122

2

λ
λ

559

0.0344713438
+

1.48360109

110.739

2

2

2

2

λ
λ

λ
λ− − 8863

0.334–2.5 188

Fused silica
n2

2

2 2

2

1
0 6961663

0 0684043

0 4079426− =
−

+.

( . )

.λ
λ

λ
λλ

λ
λ2 2

2

2 20 1162414

0 8974794

9 896161−
+

−( . )

.

( . )

0.21–3.71 190

Fused germania
n2

2

2 2
1

0 80686642

0 06897261

0 7181584− =
−

+.

( . )

.λ
λ

88

0 1539661

0 85416831

11 8419

2

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

( . 331)

0.43–45 191*

BS-93B
n2

2

2 2

2

2
1

1 7441

0 1155

1 6465

14 98
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 11 2)

0.43–4.5 192

CORTRAN 9754
n2

2

2 2

2

2
1

1 66570

0 10832

0 04059

0
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 223813

1 31792

13 576222

2

2 2)

.

( . )
+

−
λ

λ
0.4–5.5 193

IRG 2
n2

2

2 2

2

2
1

2 07670

0 11492

0 35738

0
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 223114

2 88166

17 483062

2

2 2)

.

( . )
+

−
λ

λ
0.365–4.6 188*

IRG 9
n2

2

2

2

2
1

2 07670

0 11492

0 35738

0 2
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 33114

2 88166

17 483062

2

2 2)

.

( . )
+

−
λ

λ
0.365–4.6 188*
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2.68  PROPERTIES

TABLE 24 Room-Temperature Dispersion Formula for Glasses (Continued)

Material Dispersion Formula (Wavelength, l, in μm) Range (μm) Ref.

IRG 11
n2

2

2 2

2

2
1

1 7531

0 1185

0 4346

8 356
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ ))2

0.48–3.3 188*

IRG 100
n2

2

2 2
24 5819

2 2693

0 447
0 000928= +

−
−.

.

( . )
.

λ
λ

λ
1–14 188*

HTF-1
n2

2

2 2

2

2
1

1 06375

0 078958

0 80098

1
− =

−
+

−
.

( . )

.

(

λ
λ

λ
λ 55 1579 2. )

0.37–5 194*

ZBLAN
n2

2

2 2

2

2 2
1

1 168

0 0954

2 77

25 0
− =

−
+

−
.

( . )

.

( . )

λ
λ

λ
λ

0.50–48 195

AMTIR-1/
TI-20 n2

2

2 2

2

2
1

5 298

0 29007

0 6039

32 02
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 22 2)

 1–14 201*

AMTIR-3/
TI-1173 n2

2

2 2

2

2
1

5 8505

0 29192

1 4536

42 7
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 114 2)

3–14 201*

 
n2

2

2 2

2

2
1

5 8357

0 29952

1 064

38 35
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 33 2)

0.9–14 239

∗Our dispersion equation from referenced data.
†Schott dispersion formula range; data available to 2.3 m.

Vibrational modes of many optical materials are summarized in Tables 25 through 40 for a 
number of common optical crystal types. These tables give number and type of zone-center (i.e., 
the wave vector ≈ 0, where Γ  is the usual symbol denoting the center of the Brillouin zone) optical 
modes predicted by group theory (and observed in practice) as well as the frequency (in wave num-
ber) of the infrared-active and Raman modes. Mulliken notation is used. Table 41 summarizes the 
available lattice vibration dispersion models for many crystals.

Parameters for ultraviolet and infrared absorption models for crystals and glasses are not 
included in this edition. Please refer to the previous edition1 for these parameters.

TABLE 25 Optical Modes of Crystals with Diamond Structure; Space Group: 
Fd3m (O )h

7  #227;Γ = F2g(R)

   Material Raman Mode Location (cm–1) Ref.

C (diamond) 1332.4 240
Si 519.5 241
Ge 300.6 242

TABLE 26 Optical Modes of Crystals with Cesium Chloride Structure; Space Group: Pm3m(Oh
5 )# ;221  = F1u(IR)

 Mode location (cm–1) Mode location (cm–1)

Material wTO wLO Ref. Material wTO wLO Ref.

   CsBr 75 113 243 TlBr 43 101 245
   CsCl 99 160 243, 244 TlCl 63 158 245
   CsI 62 88 243 TlI 40 87 246
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PROPERTIES OF CRYSTALS AND GLASSES  2.69

TABLE 27 Optical Modes of Crystals with Sodium Chloride Structure; Space Group: Fm3m (Oh
1 ) #225; 

Γ = F1u(IR)

 Mode location (cm–1) Mode location (cm–1)

Material wTO wLO Ref. Material wTO wLO Ref.

 AgBr 79 138 245 MgO 401 718 245, 251
 AgCl 106 196 245 MgS 237 430 248
 BaO 132 425 247 NaBr 134 209 245
 BaS 158 230 248 NaCl 164 264 245
 CaO 295 557 247, 249 NaF 244 418 245
 CaS 256 376 248 NaI 117 176 245
 CdO 270 380 250 NiO 401 580 245
 KBr 113 165 245 SrO 227 487 247, 249
 KCl 142 214 245 SrS 194 284 248
 KF 190 326 245 PbS 71 212 252
 KI 101 139 245 PbSe 39 116 253
 LiF 306 659 245, 251 PbTe 32 112 254

TABLE 29 Optical Modes of Crystals with Fluorite Structure; Space 
Group: Fm3m (Oh

1 ) #225; Γ = F1u(IR) + F2g(R)

 Mode locations (cm−1) 

Material F1u(wTO) F1u (wLO) F2g Ref.

BaCl2   185 268
BaF2 184 319 241 269, 270, 271
CaF2 258 473 322 269, 270, 271
CdF2 202 384 317 271, 272
EuF 2 194 347 287 268
b-PbF2 102 337 256 268, 272
SrCl2 147 243 182 268, 273, 274
SrF2 217 366 286 269, 270, 271
ThO2 281 568  275
UO2 281 555 445 275, 276
ZrO2 354 680 605 277

TABLE 28 Optical Modes of Crystals with Zincblende Structure; Space Group: F43m(Td
2 )#216; Γ = F2(R, IR)

 Mode location (cm–1) Mode location (cm–1)

Material wTO wLO Ref. Material wTO wLO Ref.

 AlAs 364 402 255 GaSb 230 240 262
 AlSb 319 340 256 InAs 217 239 262, 263
 BN 1055 1305 257, 258 InP 304 345 256
 BP 799 829 257, 258 InSb 179 191 263, 264
 CdTe 141 169 259 -SiC 793 970 242, 265
 CuCl 172 210 260 ZnS 282 352 259, 266
 GaAs 269 292 256 ZnSe 206 252 259
 GaP 367 403 256, 261 ZnTe 178 208 259, 267
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2.70  PROPERTIES

TABLE 30 Optical Modes of Crystals with Corundum Structure; Space Group: (R3c(D3d
6 )#167 ); 

Γ = 2A1g(R) + 2A1u(−) + 3A2g(−) + 2A2u (IR, E || c) + 5Eg(R) + 4Eu(IR, E  c)

  Mode locations (cm−1)

  Infrared modes (LO in parentheses) Raman modes

     Material Eu Eu Eu Eu A1u A1u Eg Eg Eg Eg Eg A1g A1g

Al2O3 385 422 569 635 400 583 378 432 451 578 751 418 645
(Refs. 35, 278) (388) (480) (625) (900) (512) (871)       
Cr2O3 417 444 532 613 538 613 — 351 397 530 609 303 551
(Refs. 279, 280) (420) (446) (602) (766) (602) (759)       
Fe2O3 227 286 437 524 299 526 245 293 298 413 612 226 500
(Refs. 280, 281) (230) (368) (494) (662) (414) (662)

TABLE 31 Optical Modes of Crystals with Wurtzite Structure; 
Space Group: P63mc (C6v

4 ) #186; Γ = A1(R, IR E || c) + 2B1(−) + E1 
(R, IR E  c) + 2E2(R)

  Material

Mode locations (cm−1)

Ref.

IR modes TO & (LO) Raman modes

E1 A1 E2 E2

  b-AgI    106    106 17 112 282
  (124)  (124)
  AlN    673    614 252 660 283
  (916)  (893)
  BeO    725    684 340 684 284, 285
 (1095) (1085)
  CdS    235    228 44 252 285, 286
  (305)  (305)
  CdSe    172    166 34 176 287
  (210)  (211)
  GaN    560    533 145 568 218, 288
  (746)  (744)
  a-SiC    797    788 149 788 289
    970    964
  ZnO    407    381 101 437 285, 290
  (583)  (574)
  ZnS    274    274 55 280 285
  (352)  (352)

TABLE 32 Optical Modes of Crystals with Trigonal Selenium Structure; 
Space Group: P31 21(D3

4 ) #152; Γ = A1 (R) + A2(IR, E || c) + 2E(IR, E  c, R)

Material

Mode locations (cm−1)

Ref.

    Raman    Infrared, E  c Infrared, E || c

         A1 E E A2

  Se 237    144    225    102   291, 292

 (150)  (225)  (106)

  Te 120     92    144     90   293

 (106)  (145)   (96)
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TABLE 33 Optical Modes of Crystals with a-Quartz Structure; Space Group: P3221 (D3
6 ) 

#154; Γ = 4A1(R) + 4A2 (IR, E || c) + 8E(IR, E  c, R)

Material

Infrared modes, E c

E E E E E E E E

SiO2   128   265   394   451   697   796   1067   1164

(Refs. 294, 295, 296)   (128)   (270)   (403)   (511)   (699)   (809)  (1159)  (1230)

GeO2   121   166   326   385   492   583   857     961

(Refs. 297)   (121)   (166)   (372)   (456)   (512)   (595)   (919)   (972)

Material

Infrared modes, E || c Raman modes

A2 A2 A2 A2 A1 A1 A1 A1

SiO2   364   500 777 1080   207   356   464   1085

(Refs. 294, 295, 296)   (388)   (552)  (789)  (1239)

GeO2   212   261   440    880

(Ref. 297)

TABLE 34 Optical Modes of Crystals with Rutile Structure; Space Group: P42/mnm (D4h
14 ) #136; 

Γ = A1g(R) + A2g(−) + A2u(IR, E || c) + B1g(R) + B2g(R) + 2B1u(−) + Eg(R) + 3Eu(IR, E  c)

           Material

Mode locations (cm−1)

Infrared modes (LO in parentheses) Raman modes

Eu Eu Eu A2u B1g Eg A1g B2g

CoF2  190  270   405 345 68 246 366 494

(Refs. 298, 299, 230)  (234)  (276)   (529)   (506)

FeF2  173  244   405   307 73 257 340 496

(Refs. 299, 300, 301)  (231)  (248)   (530)   (487)

GeO2  300  370   635   455 97 680 702 870

(Refs. 297, 303, 304)  (345)  (470)   (815)   (755)

MgF2  247  410   450   399 92 295 410 515

(Refs. 301, 302, 305, 306, 307)  (303)  (415)   (617)   (625)

SnO2  243  284   605   465 123 475 634 776

(Refs. 308, 309, 310)  (273)  (368)   (757)   (703)

TiO2  189  382   508   172 143 447 612 826

(Refs. 32, 36, 301, 311)  (367)  (444)   (831)   (796)

ZnF2  173  244   380   294 70 253 350 522

(Refs. 299, 300, 303, 305)  (227)  (264)   (498)   (488)
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TABLE 36 Optical Modes of Crystals with Spinel Structure; Space Group: Fd3m (Oh
7 ) #227; Γ = A1g(R) + 

Eg(R) + F1g( − ) + 3F2g(R) + 2A2u( − ) + 2Eu( − ) + 4F1u(IR) + 2F2u( − )

  Material Ref.

Mode locations (cm−1)

Infrared modes Raman modes

F1u F1u F1u F1u F2g F2g F2g Eg A1g

MgAl2O4 226, 321, 322 305
(311)

428 485
(497)

670
(800)

311 492 611 410 722

CdIn2S4 323, 324 68
(69)

171
(172)

215
(270)

307
(311)

93 247 312 185 366

ZnCr2O4 325 186
(194)

372
(377)

506
(522)

624
(711)

186 515 610 457 692

ZnCr2S4 326, 327, 328 115
(117)

249
(250)

340
(360)

388
(403)

116 [290] 361 249 403

TABLE 37 Optical Modes of Crystals with Cubic Perovskite 
Structure; Space Group: Pm3m (Oh

1 ) #221; Γ = 3F1u(IR) + F2u( − )

  Material

Infrared mode locations (cm−1)

Ref.F1u* F1u F1u

KTaO3    85     199     549 329

      (88)   (200)   (550)

SrTiO3    88     178     544 329, 330, 331

    (173)   (473)   (804)

KMgF3    168     299     458 332, 333

    (197)   (362)   (551)

KMnF3    119     193     399 332, 333

    (144)   (270)   (483)

*“Soft” mode with strong temperature dependence.

TABLE 38 Optical Modes of Crystals with Tetragonal Perovskite Structure; Space Group: P42/mnm (D4h
14 ) #136; Γ = 3A1

(IR,E || c, R) + B1(R) + 4E(IR, E c, R)

Mode locations (cm−1)

 Infrared (E c) Raman Infrared (E || c)

Material E E E E B1 A1 A1 A1 Ref.

BaTiO3 34 (180) 181 (306) 306 (465) 482 (706) 305 180 (187) 280 (469) 507 (729) 329, 333, 334
PbTiO3 89 (128) 221 250 (445) 508 (717) 415 127 (215) 351 (445) 613 (794) 335
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TABLE 39 Optical Modes of Crystals with the Chalcopyrite Structure; Space Group: I42d (D2d
12 )  

#122; Γ = A1(R) + 2A2( − ) + 3B1(R) + 3B2(IR, E || c, R) + 6E(IR, E c, R)

  Material Ref.

Mode locations (cm−1)

Raman modes Infrared modes (E || c)

A1 B1 B1 B1 B2 B2 B2

AgGaS2 336
337

  295   118   179   334   195
    (199)

  215
  (239)

   366
   (400)

AgGaSe2 113   181   56   160   253   58
       (58)

  155
  (161)

   252
   (275)

CdGeAs2 338   [185]   [105]   [169]   [242]     [108]
  [(109)]

  203
  (210)

   270
   (278)

CuGaS2 336   312   138   203   243   259
    (284)

  339
  (369)

   371
   (402)

ZnGeP2 339
340

  328   120   247   389     [140]   361
  (341)

   411
   (401)

ZnSiP2 341   344   131   352
  (362)

   511
   (535)

  Material Ref.

Infrared mode location (E c)

E E E E E E

AgGaS2 336, 337    63
     (64)

   93
   (96)

    158
  (160)

   225
  (230)

    323
  (347)

     368
   (392)

AgGaSe2 336, 342    78
     (78)

   133
   (135)   (112)

   160
  (163)

    208
  (213)

     247
   (274)

CdGeAs2 338, 343, 344    95
     (95)

  [114]
  [(114)]

    159
  (161)

   200
  (206)

    255
  (258)

     272
   (280)

CuGaS2 336    75
     (76)

95
   (98)

    147
  (167)

   260
  (278)

    335
  (352)

     365
   (387)

ZnGeP2 339, 340    94
     (94)

   141
   (141)

    201
  (206)

   328
  (330)

    369
  (375)

     386
   (406)

ZnSiP2 341    105
   (105)

   185
   (185)

    270
  (270)

   335
  (362)

    477
  (477)

     511
   (535)

TABLE 40 Optical Modes of Other Crystals (Continued)

Material/Space Group Irreducible Optical Representation and Optical Modes Locations (cm–1)

Orpiment, As2S3

P b C h2 141 2
5/ ( )#

(Ref. 345)

Γ =  15Ag(R) + 15Bg(R) + 14Au(IR, E || b) + 13Bu(IR, E || a, E || c) 
[7A1(IR, E || c, R) + 7A2(R) + 7B1(IR, E || b, R) + 6B2(IR, E || a, R) 
for a noninteracting molecular layer structure] 

Ag = 136, 154, 204, 311, 355, 382
Bu = 140, 159, 198, 278, 311, 354, 383

Calcite, CaCO3

R c D d3 3
6( )  #167 

(Refs. 346, 347)

Γ = A1g(R) + 2A1u(–) + 3A2u(IR, E ||  c) + 4Eg(R) + 5Eu(IR, E  c) 
A1g = 1088 
Eg = 156, 283, 714, 1432 

A2u = 92(136), 303(387), 872(890) 
Eu = 102(123), 223(239), 297(381), 712(715), 1407(1549)
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TABLE 40 Optical Modes of Other Crystals (Continued)

Material/Space Group Irreducible Optical Representation and Optical Modes Locations (cm–1)

BBO, Ba3[B3O6]2

R C3 3
4( )  #146

(Ref. 348)

Γ = 41A(IR, E  c, R) + 41E(IE, E  c, R)
(See reference)

BSO, sellenite, Bi12SiO20 
I23 (T3) #197
(Ref. 349)

Γ = 8A(R) + 8E(R) + 24F(IR)
A = 92,149,171,282,331,546,785
E = 68, 88, 132,252, —, 464, 626
F =  44, 51, 59, 89, 99, 106, —, 115, 136, 175, 195, 208, 237, 288, 314, 353, 367, 462, 496, 509,

    531, 579, 609, 825

BIBO, BiB3O6
C2(C )#52

3

(Refs. 350, 351)

Γ = 13A+14B
(See references)

Iron pyrite, FeS2
Pa3 ( )Th

6  #205 
(Refs. 352, 353)

Γ = Ag(R) + Eg(R) + 3Fg(R) + 2Au(−) + 2Eu(−) + 5Fu(IR)
Ag = 379 
Eg = 343
Fg = 435, 350, 377
Fu = 293(294), 348(350), 401(411), 412(421), 422(349)

KDP, KH2PO4

I d D d42 1222
12( )#

(Ref. 354)

Γ = 4A1(R) + 5S2(−) + 6B1(R) + 6B2(IR, E || c, R) + 12E(IR, E  c, R)
A1 = 360, 514, 918, 2700
B1 = 156, 479, 570, 1366, 1806, 2390
B2 = 80, 174, —, 386, 510, 1350
E = 75, 95, 113, 190, 320, 490, 530, 568, 960, 1145, —, 1325

KTP
Pna21 ( )C v2

9  #33
(Refs. 355, 356)

Γ = 47A1(IR, E || c, R) + 48A2(R) + 47B1(IR, E ||  a, R) + 47B2(IR, E || b, R)

Lanthanum fluoride, LaF3 

P c D d3 1 3
4( )  #165 

(Refs. 357, 358, 359)

Γ = 5A1g(R) + 12Eg(R) + 6A2u(IR, E || c)
A1g = 120, 231, 283, 305, 390
Eg = 79, 145, 145, 163, 203, 226, 281, 290, 301, 315, 325, 366

A2u = 142(143), 168(176), 194(239), —, 275(296), 323(468)
Eu = 100(108), 128(130), 144(145), 168(183), 193(195), 208(222), 245(268), 272(316),

           354(364), 356(457)

LBO
LiB3O5
Pna21 ( )C2v

9  #33
(Ref. 360)

Γ = 26A1(IR, E || z, R) + 27A2(R) + 26B1(IR, E || x, R) + 26B2(IR, E || y ,R)
(See reference)

Lithium iodate, LiIO3 
P63 ( )C6

6  #173
(Refs. 361, 362)

Γ = 4A(IR, E || c, R) + 5B(−) + 4E1(IR, E  c, R) + 5E2(R)
A = 148(148), 238(238), 358(468), 795(817)
E1 = 180(180), 330(340), 370(460), 764(848)
E2 = 98, 200, 332, 347, 765

Lithium niobate, LiNbO3 
R3c ( )C3v

6  #161
(Refs. 363, 364)

Γ = 4A1(IR, E || c, R) + 5A2(+ 9E(IR, E  c, R)
A1 = 255(275), 276(333), 334(436), 633(876)
E = 155(198), 238(243), 265(295), 325(371), 371(428), 431(454), 582(668),

           668(739), 743(880)

Potassium niobate, KNbO3 
Bmm2 ( )C2v

14  #38 
(Ref. 365)

Γ = 4A1(IR, E || z, R) + 4B1(IR, E || x, R) + 3B2(IR, E || y, R) + A2(R)
A1 = 190(193), 290(296), 299(417), 607(827)
B1 = 187(190), 243(294), 267(413), 534(842)
B2 = 56(189), 195(425), 511(838)
A2 = 283

Tl3AsSe3, TAS
R3m (C )3v

5  #160
(Ref. 366)

Γ = 4A1(IR, E || c, R) + 4A2(–) + 6E(IR, E  c, R)
A1 = 62(66), 93(97), 119(132), 239(247)
E = 64.1(67.5), 78.1(82), 92.6(96), 125 (133), 240(250)

(Continued)
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2.76  PROPERTIES

TABLE 40 Optical Modes of Other Crystals (Continued)

Material/Space Group Irreducible Optical Representation and Optical Modes Locations (cm–1)

Paratellurite, TeO2 
P41212 ( )D4

4  #92 
(Refs. 367, 368)

Γ = 4A1(R) + 4A2(IR, E || c) + 5B1(R) + 4B2(R) + 8E(IR, E  c, R)
A1 = 148, 393, 648
A2 = 82(110), 259(263), 315(375), 575(775)
B1 = 62, 175, 216, 233, 591
B2 = 155, 287, 414, 784
E = 121(123), 174(197), 210(237), 297(327), 330(379), 379(415), 643(720), 769(812)

Yttria, Y2O3 
Ia3 ( )Th

7  #206 
(Ref. 369)

Γ = 4Eg(R) + 4Ag(R) + 14Fg(R) + 5Eu(–) + 5Au(–) + 16Fu(IR)
Eg = 333, 830, 948
Ag = 1184
Fg = (131), 431, 469, 596
Fu = 120(121), 172(173), 182(183), 241(242), 303(315), 335(359), 371(412), 

           415(456), 461(486), 490(535), 555(620)

Yttrium Vanadate, YVO4

I4 /amd(D )#1411 4h
19

(Refs. 370, 371)

Γ = 2A1g(R) + 5Eg(R) + 4B1g(R) + 1B2g(−) + 3A2u(IR || c) + 4Eu(IR c) + 1A2g(−) + 1A1u(−) +
           1B1u(−) + 2B2u(−)

Eu = 195(222), 263(309), 309(311), 780 (930)
A2u = 310, 455, 803

Yttrium aluminum garnet 
(YAG), Y3Al2(AlO4)3 
Ia3d ( )Oh

10  #230 
(Refs. 372, 373)

Γ = 5A1u(−) + 3A1g(−) + 5A2g(−) + 10Eu(−) + 8Eg(R) + 14F1g(−) + 17F1u(IR) + 14F2g(R) +
          16F2u(−)
A1g = 373, 561, 783
Eg = 162, 310, 340, 403, 531, 537, 714, 758

F2g = 144, 218, 243, 259, 296, 408, 436, 544, 690, 719, 857
F1u = 122(123), 163(172), 177(180), 219(224), 290(296), 330(340), 373(378), 387(388),
           395(403), 428(438), 446(472), 472(511), 516(549), 569(585), 692(712), 723(765),
            782(841)

TABLE 41 Summary of Available Lattice Vibration Model Parameters (Continued)

Material

Dispersion model reference

 Material

Dispersion model reference

Classical Four-Parameter Classical Four-Parameter

AgBr 374   KNbO3 365

AgCl 374   KTaO3 329

AgGaS2 336   KTiOPO4 355

AgGaSe2 342   LaF3 358

Al2O3 35 36   La2O3 384

ALON 205   LiF 251

As2S3 (cryst) 345   LiIO3 361, 362

As2S3 (glass) 375   LiNbO3 385

As2S3 (cryst) 345   YLiF4 316

As2Se3 (glass) 375   MgAl2O4 226

BaF2 269   MgF2 305, 307 302

BaTiO3 329, 376 334   MgO 251

BeO 284   NaF 386

BN 257   PbF2 272
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POLYMERIC OPTICS

John D. Lytle
Advanced Optical Concepts 
Santa Cruz, California

3.1 GLOSSARY

AH O2  
water absorption

    K thermal conductivity

       Ts maximum service temperature

a thermal expansion coeffi cient

  r density

3.2 INTRODUCTION

A small number of carbon-based polymeric materials possesses some of those qualities which have 
made glass an attractive optical material. Most of these polymeric materials do exhibit certain physi-
cal deficiencies compared to glass. But, despite the fact that “plastic optics” has acquired an image 
as a low-end technology, it may nonetheless be a better choice, or even the best choice, in certain 
applications.

Selection Factors

Virtually all of the polymers having useful optical properties are much less dense than any of 
the optical glasses, making them worthy of consideration in applications where weight-saving 
is of paramount importance. Many of them exhibit impact resistance properties which exceed 
those of any silicate glass, rendering them well-suited to military applications (wherein high “g” 
loads may be encountered), or ideal for some consumer products in which safety may be a criti-
cal consideration.

Though the physical properties of the polymers may make them better matched to certain design 
requirements than glass, by far the most important advantage of polymeric optics is the considerable 
creative freedom they make available to the optical and mechanical design effort.1 While the design 
constraints and guidelines governing glass optics design and fabrication are fairly well defined, the var-
ious replication processes which may be put to use in polymer optics fabrication make available unique 
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3.2  PROPERTIES

opportunities for the creation of novel optical components and systems which would be unthinkable 
or unworkable in glass. Oftentimes, the differences in the engineering approach, or in the production 
processes themselves, may make possible very significant cost reductions in high-volume situations.2

3.3 FORMS

Thermoset Resins

Optical polymers fall into basically two categories—the thermoset resins and the thermoplastic resins. 
The thermoset resin group consists of chemistries in which the polymerization reaction takes place 
during the creation of the part, which may be produced by casting, or by transfer replication. The 
part which has been created at completion of the reaction may then be postprocessed, if desired, by 
machining. In general, the thermoset resins cannot be melted and re-formed.

The most commonly encountered thermoset optical resin is that used to produce ophthalmic 
lenses for eyewear.3 The monomer, which is stored in liquid form at reduced temperature, is intro-
duced into a mold, where the polymerization reaction takes place, forming a part which assumes the 
shape of the cavity containing it. Alternatively, epoxy-based chemistries have been used with some 
success to form replicated reflecting surface shapes by a transfer process, and to produce aspheric figur-
ing (at relatively modest expense) upon spherical refractive or reflective substrates.

Thermoplastic Resins

With the possible exception of eyewear, most polymeric optics are executed in thermoplastic materials 
which are supplied in already polymerized form.4 These materials are normally purchased in bulk as 
small pellets. These pellets are heated to a temperature beyond the softening point, so that they flow to 
become a single viscous mass. This mass is then formed to assume the shape desired in the final part.

Parts may be created by the injection molding process, in which the heated polymer is squirted into a 
mold at high pressure and allowed to cool in the shape of the desired component. Or the pellets may be 
directly heated between the two halves of a compression mold, and the mold closed to effect formation of 
the part. Hybrid molding technologies combining these two processes are recently experiencing increasing 
popularity in optical molding applications, and have produced optical surface figures of very high quality.

The capability of modern molding technology to produce optics having very good surface-figure qual-
ity has made possible the creation of polymeric optical components for a wide variety of applications. 
Among these are medical disposables, intraocular lenses, a host of consumer products, military optics, and 
a number of articles in which optical, mechanical, and electrical functions are combined in a single part.5

3.4 PHYSICAL PROPERTIES

Density

Optical glass types number in the hundreds (if all manufacturers worldwide are counted). The glass 
types available from the catalogs cover a wide range of optical, physical, thermal, and chemical proper-
ties. The density of these materials varies from about 2.3 g/cm3 to about 6.3 g/cm3. The heaviest opti-
cally viable polymer possesses a density of only about 1.4 g/cm3, whereas the lightest of these materials 
will readily float in water, having a density of 0.83 g/cm3.6 All other things being equal, the total element 
count in an optical system may often be reduced (at modest cost penalty) by the inclusion of nonspheri-
cal surfaces. All things considered, then, polymeric optical systems may be made much less massive than 
their glass counterparts, especially if aspheric technology is applied to the polymer optical trains.

Hardness

Although cosmetic blemishes rarely impact final image quality (except in the cases of field lenses 
or reticles), optical surfaces are customarily expected to be relatively free of scratches, pits, and 
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the like. Ordinary usage, especially cleaning procedures, are likely to result in some scratching 
with the passage of time. Most common optical glasses possess sufficient hardness that they are 
relatively immune to damage, if some modest amount of care is exercised.

The polymeric optical materials, on the other hand, are often so soft that a determined thumb-
nail will permanently indent them. The hardness of polymeric optics is difficult to quantify (in 
comparison to glass), since this parameter is not only material-dependent, but also dependent upon 
the processing. Suffice it to say that handling procedures which would result in little or no damage 
to a glass element may produce considerable evidence of abrasion in a polymeric surface, particu-
larly in a thermoplastic. In fact, the compressibility of most thermoplastic polymers is such that the 
support for hard surface coatings is sufficiently low that protection provides immunity against only 
superficial abrasion. These deficiencies are of no particular consequence, however, if the question-
able surfaces are internal, and thereby inaccessible.

Rigidity

A property closely related to hardness is the elastic modulus, or Young’s modulus. This quantity, and 
the elongation factor at yield, are determinants of the impact resistance, a performance parameter in 
which the polymers outshine the glasses. These properties are, again, dependent upon the specified 
polymeric alloy, any additives which may be present, and processing history of the polymer, and cannot 
be dependably quoted.7,8 The reader is referred to any of several comprehensive references listed herein 
for mechanical properties data. Those properties which create good impact resistance become liabilities 
if an optical part is subjected to some torsion or compressive stress. Since optical surface profiles must 
often be maintained to subwavelength accuracy, improper choice of the thickness/diameter ratio, or 
excessive compression by retaining rings, may produce unacceptable optical figure deformations.

Polymer chemistry is a complex subject probably best avoided in a discussion of polymer optics. 
Carbon-based polymers have been synthesized to include an extensive variety of chemical sub-
groups, however. Unfortunately, relatively few of these materials are actually in regular production, 
and only a handful of those possess useful optical properties for imaging purposes.

Service Temperature

Any decision involving a glass/plastic tradeoff should include some consideration of the anticipated 
thermal environment. While the optical glasses may exhibit upper service temperature limits of 
from 400 to 700°C, many of the glass types having the most interesting optical properties are quite 
fragile, and prone to failure if cooled too quickly. These failures are mostly attributable to cooling-
induced shrinkage of the skin layer, which shatters because the insulating properties of the material 
prevent cooling (and shrinkage) of the bulk material at the same rate.

The polymeric materials, on the other hand, have much lower service temperature limits, in 
some cases no higher than about 60°C.9 The limit may approach 250°C for some of the fluoropoly-
mers. The thermal conductivity of many of these polymers may be as much as an order of magni-
tude lower than for the glasses and the thermal expansion coefficients characterizing the polymers 
are often an order of magnitude larger than those associated with optical glasses. Consequently, sub-
jecting any polymeric optical element to a significant thermal transient is likely to create more severe 
thermal gradients in the material, and result in significant thermally induced optical figure errors.10 
Again, it is suggested that the interested reader consult the plastic handbooks and manufacturer’s 
literature for a complete listing of this behavior, as additives and variation in molecular weight dis-
tribution may significantly affect all of these properties. Some of the most important physical prop-
erties of the more readily available optical polymers are tabulated in Table 1.

Conductivity (Thermal, Electrical)

Most materials which exhibit poor thermal conductivity are also poor electrical conductors. Since 
many unfilled polymers are very effective electrical insulators, they acquire static surface charge 
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3.4  PROPERTIES

fairly easily, and dissipate it very slowly. Not surprisingly, these areas of surface charge quickly attract 
oppositely charged contaminants, most of which are harder than the plastic. Attempts to clear the 
accumulated particles from the surfaces by cleaning can, and usually do, result in superficial damage. 
Application of inorganic coatings to these surfaces may do double duty by providing a more 
conductive surface (less likely to attract contaminants), while improving the abrasion resistance.

Outgassing

In contrast to glass optical parts, which normally have very low vapor pressure when properly 
cleaned, most polymers contain lubricants, colorants, stabilizers, and so on, which may outgas 
throughout the life of the part. This behavior disqualifies most plastic optical elements from serv-
ing in space-borne instrumentation, since the gaseous products, once lost, surround the spacecraft, 
depositing upon solar panels and other critical surfaces. Some, but few, thermoset resins may be 
clean enough for space applications if their reaction stoichiometry is very carefully controlled in the 
creation of the part.

Water Absorption

Most polymers, particularly the thermoplastics, are hygroscopic. They absorb and retain water, 
which must, in most cases, be driven off by heating prior to processing. Following processing, the 
water will be reabsorbed if the surfaces are not treated to inhibit absorption. Whereas only a very 
small amount of water will normally attach to the surfaces of a glass optical element, the poly-
mer materials used for optics may absorb from about 0.003 to about 2 percent water by weight. 
Needless to say, the trapped water may produce dimensional changes, as well as some minor altera-
tions of the spectral transmission. Physical properties of some of the more familiar optical poly-
mers are listed in Table 1. Density = r (g/cm3); thermal expansion coefficient = a (cm/cm °C × 10−5); 
max. service temperature = Ts (°C); thermal conductivity = K (cal/sec cm °C × 104); and water 
absorption ( )24 h H O2

= A  (%). Values are to be considered approximate, and may vary with supplier 
and processing variations.

TABLE 1 Physical Properties

   Material r a Ts K AH O2

P-methylmethacrylate 1.18 6.0 85 4–6 0.3
P-styrene 1.05 6.4–6.7 80 2.4–3.3 0.03
NAS 1.13 5.6 85 4.5 0.15
Styrene acrylonitrile (SAN) 1.07 6.4 75 2.8 0.28
P-carbonate 1.25 6.7 120 4.7 0.2–0.3
P-methyl pentene 0.835 11.7 115 4.0 0.01
P-amide (Nylon) 1.185 8.2 80 5.1–5.8 1.5–3.0
P-arylate 1.21 6.3  7.1 0.26
P-sulfone 1.24 2.5 160 2.8 0.1–0.6
P-styrene co-butadiene 1.01 7.8–12   0.08
P-cyclohexyl methacrylate 1.11    
P-allyl diglycol carbonate 1.32  100 4.9 
Cellulose acetate butyrate 1.20   4.0–8.0 
P-ethersulfone 1.37 5.5 200 3.2–4.4 
P-chloro-trifluoroethelyne 2.2 4.7 200 6.2 0.003
P-vinylidene fluoride 1.78 7.4–13 150  0.05
P-etherimide 1.27 5.6 170  0.25
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Additives

Polymers are normally available in a variety of “melt flow” grades—each of which possesses viscosity 
properties best suited to use in parts having specific form factors. A number of additives are com-
monly present in these materials. Such additives may, or may not, be appropriate in an optical appli-
cation. Additives for such things as flame retardancy, lubricants, lubrication, and mold release are 
best avoided if not included to address a specific requirement. Frequently, colorants are added for 
the purpose of neutralizing the naturally occurring coloration of the material. These additives cre-
ate an artificial, but “clear,” appearance. The colorants must, of course, absorb energy to accomplish 
this, resulting in a net reduction in total spectral transmission.

Radiation Resistance

Most of the optical polymers will be seen to exhibit some amount of fluorescence if irradiated by 
sufficiently intense high-energy radiation.11 High-energy radiation of the ultraviolet and ionizing 
varieties will, in addition, produce varying amounts of polymer chain crosslinking, depending upon 
the specific polymer chemistry. Crosslinking typically results in discoloration of the material, and 
some amount of nonuniform energy absorption. Inhibitors may be added to the polymeric material 
to retard crosslinking, although, oddly enough, the polymers most susceptible to UV-induced dis-
coloration are generally the least likely to be affected by ionizing radiation, and vice versa.

Documentation

Although polymeric materials suffer some shortcomings in comparison to glass (for optical applica-
tions), distinct advantages do exist. The major obstacle to the use of polymers, however, is the spotty 
and imprecise documentation of many of those properties required for good engineering and design. 
In general, the resin producers supply these materials in large quantity to markets wherein a knowl-
edge of the optical properties is of little or no importance. With luck, the documentation of optical 
properties may consist of a statement that the material is “clear.” In the rare case where refractive 
index is documented, the accuracy may be only two decimal places. In these circumstances, the opti-
cal designer or molder is left to investigate these properties independently—a complex task, since the 
processing itself may affect those properties to a substantial degree.

Unfortunately, optical applications may represent only a small fraction of a percent of the total 
market for a given resin formulation, and since these materials are sold at prices ranging from less 
than two dollars to a few dollars per pound, the market opportunity represented by optical applica-
tions seems minuscule to most polymer vendors.

3.5 OPTICAL PROPERTIES

Variations

It is only a fortuitous accident that some of the polymers exhibit useful optical behavior, since most 
all of these materials were originally developed for other end uses. The possible exceptions are the 
materials used for eyeglass applications (poly-diallylglycol), and the materials for optical informa-
tion storage (specially formulated polycarbonate). Citation of optical properties for any polymeric 
material must be done with some caution and qualification, as different melt flow grades (having 
different molecular weight distribution) may exhibit slightly different refractive index properties. 
Additives to regulate lubricity, color, and so on can also produce subtle alterations in the spectral 
transmission properties.
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3.6  PROPERTIES

Spectral Transmission

In general, the carbon-based optical polymers are visible-wavelength materials, absorbing fairly 
strongly in the ultraviolet and throughout the infrared.12–14 This is not readily apparent from the 
absorption spectra published in numerous references, though. Such data are normally generated by 
spectroscopists for the purpose of identifying chemical structure, and are representative of very thin 
samples. One can easily develop the impression from this information that the polymers transmit 
well over a wide spectral range. Parenthetically, most of these polymers, while they have been char-
acterized in the laboratory, are not commercially available. What is needed for optical design pur-
poses is transmission data (for available polymers) taken from samples having sufficient thickness to 
be useful for imaging purposes.

Some specially formulated variants of poly-methylmethacrylate have useful transmission down 
to 300 nm.15 Most optical polymers, however, begin to absorb in the blue portion of the visible 
spectrum, and have additional absorption regions at about 900 nm, 1150 nm, 1350 nm, finally 
becoming totally opaque at about 2100 nm. The chemical structure which results in these absorption 
regions is common to almost all carbon-based polymers, thus the internal transmittance character-
istics of these materials are remarkably similar, with the possible exception of the blue and near-UV 
regions. A scant few polymers do exhibit some spotty narrowband transmission leakage in the 
far-infrared portion of the spectrum, but in thicknesses suitable only for use in filter applications.

Refractive Index

The chemistry of carbon-based polymers is markedly different from that of silicate glasses and inorganic 
crystals in common use as optical materials. Consequently, the refractive properties differ significantly. 
In general, the refractive indices are lower, extending to about 1.73 on the high end, and down to a lower 
limit of about 1.3. In practice, those materials which are readily available for purchase exhibit a more 
limited index range—from about 1.42 to 1.65. The Abbe values for these materials vary considerably, 
though, from about 100 to something less than 20. Refractive index data for a few of these polymers, 
compiled from a number of sources, is displayed in Table 2. In the chart, PMMA signifies polymethyl-
methacrylate; P-styr, polystyrene; P-carb, polycarbonate; SAN, styrene acrylonitrile; PEI, polyetherim-
ide; PCHMA, polycyclohexylmethacrylate. The thermo-optic coefficients at room temperature (change 
in refractive index with temperature) are also listed. Note that these materials, unlike most glasses, expe-
rience a reduction in refractive index with increasing temperature. Figure 1, a simplified rendition of the 

TABLE 2 Refractive Index of Some Optical Polymers

  Line ID Wavl., nm PMMA P-styr P-carb SAN PEI PCHMA

 1014.0 1.4831 1.5726 1.5672 1.5519  
     s 852.1 1.4850 1.5762 1.5710 1.5551  
     r 706.5 1.4878 1.5820 1.5768 1.5601  
     C 656.3 1.4892 1.5849 1.5799 1.5627  1.502
     C′ 643.9 1.4896 1.5858 1.5807 1.5634 1.651 
     D 589.3 1.4917 1.5903 1.5853 1.5673  
     d 587.6 1.4918 1.5905 1.5855 1.5674 1.660 1.505
     e 546.1 1.4938 1.5950 1.5901 1.5713 1.668 
     F 486.1 1.4978 1.6041 1.5994 1.5790  1.511
     F′ 480.0 1.4983 1.6052 1.6007 1.5800 1.687 
     g 435.8 1.5026 1.6154 1.6115 1.5886  
     h 404.7 1.5066 1.6253 1.6224 1.5971  
     i 365.0 1.5136 1.6431 1.6432 1.6125  
Abbe number  57.4 30.9 29.9 34.8 18.3 56.1
dn/dT × 10−4/°C  −1.05 −1.4 −1.07 −1.1  
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POLYMERIC OPTICS  3.7

familiar glass map (n vs. v), shows the locations of some of the more familiar polymers. Note that these 
materials all occupy the lower and right-hand regions of the map. In the Schott classification system, the 
polymers populate mostly the FK, TiK, and TiF regions of the map.16

Homogeneity

It must be kept constantly in mind that polymeric optics are molded and not mechanically shaped. 
The exact optical properties of a piece cannot, therefore, be quantified prior to manufacture of the 
element. In fact, the precise optical properties of the bulk material in an optical element are virtually 
certain to be a function of both the material itself, and of the process which produced the part. Some 
materials, notably styrene and butyrate resins, are crystalline to some degree, and therefore inherently 
birefringent. Birefringence may develop in amorphous materials, though, if the injection mold and 
process parameters are not optimized to prevent this occurrence. Likewise, the bulk scatter proper-
ties of a molded optical element are a function of the inherent properties of the material, but are also 
strongly related to the cleanliness of the processing and the heat history of the finished part.

3.6 OPTICAL DESIGN

Design Strategy

Virtually all optical design techniques which have evolved for use with glass materials work well 
with polymer optics. Ray-tracing formulary, optimization approaches, and fundamental optical 
construction principles are equally suitable for glass or plastic. The generalized approach to opti-
cal design with polymeric materials should be strongly medium-oriented, though. That is, every 
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FIGURE 1 Optical glasses and polymers: (a) polymethylmethacrylate; (b) polystyrene;
(c) NAS; (d) styrene acrylonitrile; (e) polycarbonate; (f) polymethyl pentene; (g) acrylonitrile-butadiene 
styrene (ABS); (h) polysulfone; (i) polystyrene co-maleic anhydride; (j) polycyclohexylmethacrylate 
(PCHMA); (k) polyallyl diglycol carbonte; (l) polyetherimide (PEI); and (m) polyvinyl naphthalene.
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3.8  PROPERTIES

effort must be made to capitalize upon the design flexibility which the materials and manufacturing 
processes afford. Integration of form and function should be relentlessly pursued, since mechanical 
features may be molded integral with the optics to reduce the metal part count and assembly labor 
content in many systems.

Aberration Control

The basic optical design task normally entails the simultaneous satisfaction of several first-order con-
straints, the correction of the monochromatic aberrations, and the control of the chromatic variation 
of both first-order quantities and higher-order aberrations. It is well known that management of 
the Petzval sum, while maintaining control of the chromatic defects, may be the most difficult aspect 
of this effort.17,18 It is also widely recognized that the choice of optical materials is key to success. 
While the available polymer choices cover a wide range of Abbe values, ensuring that achromatiza-
tion may be accomplished in an all-polymer system, the refractive index values for these materials are 
not well-positioned on the “glass” map to permit low Petzval sums to be easily achieved.

Material Selection

Simultaneous correction of the Petzval sum and the first-order chromatic aberration may, however, be 
nicely accomplished if the materials employed possess similar ratios of Abbe number to central refrac-
tive index. This implies that the best material combinations (involving polymers) should probably 
include an optical glass. Also implied is the fact that these hybrid material combinations may be inher-
ently superior (in this respect) to all-glass combinations. Ideally, the chosen materials should be well-
separated (in Abbe value) on the glass map, so that the component powers required for achromatiza-
tion do not become unduly high. This condition is satisfied most completely with polymers which lie in 
the TiF sector of the glass map, coupled with glasses of the LaK, LaF, and LaSF families.

Most lens designers would prefer to utilize high-refractive-index materials almost exclusively in 
their work. Optical power must be generated in order to form images, and because the combination 
of optical surface curvature and refractive index creates this refractive power, these two variables may 
be traded in the lens design process. Since it is well known that curvature generates aberration more 
readily than does a refractive index discontinuity, one generally prefers to achieve a specified amount 
of refractive power through the use of low curvature and high-refractive index. From this perspec-
tive, the polymers are at a distinct disadvantage, most of them being low-index materials.

Aspheric Surfaces

An offsetting consideration in the use of polymeric optical materials is the freedom to employ 
nonspherical surfaces. While these may be awkward (and very expensive) to produce in glass, the 
replication processes which create plastic optical parts do not differentiate between spherical and 
nonspherical surfaces.

As any lens designer can attest, the flexibility that aspheric surfaces make available is quite remark-
able.19,20 Spherical surfaces, while convenient to manufacture by grinding and polishing, may gener-
ate substantial amounts of high-order aberration if used in any optical geometry which departs sig-
nificantly from the aplanatic condition. These high-order aberrations are often somewhat insensitive 
to substantial changes in the optical prescription. Thus, profound configurational alterations may be 
necessary to effect a reduction in these image defects.

On the other hand, the ability to utilize surface shapes which are more complex than simple 
spheres permits these high-order aberration components to be moderated at their point of origin, 
which may in turn reduce the amount of “transferred aberration” imparted to surfaces downstream 
in the optical train. In a multielement optical system, especially one employing cascaded aspheric 
surfaces, the required imagery performance may be achieved using fewer total elements. And due to 

03_Bass_V4_Ch03_p001-020.indd 3.8 9/2/09 5:46:04 PM

DO
 N

OT
 D

UP
LI

CA
TE



POLYMERIC OPTICS  3.9

the fact that the surface aberration contributions are diminished, the sensitivity to positioning errors 
may also be reduced, with the result that an aspheric optical system may actually be more forgiving 
to manufacture than its spherical counterpart.

In practice, the use of aspheric surfaces in polymer optical elements appears to more than com-
pensate for the handicap imposed by low-refractive index values. Using aspheric surfaces, it is pos-
sible to bend, if not break, many of the rules which limit design with spherical surfaces. Aspherics 
create extra leverage to deal with the monochromatic aberrations, and with the chromatic varia-
tion of these image defects. A designer experienced with aspherics, given a capable set of software 
tools, can frequently create optical constructions which deliver high performance, despite the fact 
that they appear odd to those accustomed to the more “classical” spherical surface configurations. 
Quite often, unfavorable design constraints such as an inconvenient aperture stop location, may be 
handled with less difficulty using aspherics.

Athermalization

The thermal behavior of the polymers, mentioned previously, may cast a shadow upon some appli-
cations where the temperature is expected to vary over a significant range, but the focal surface loca-
tion must be fixed in space. In such cases, the variation of refractive index usually accounts for the 
largest share of the variation, with the dimensional changes playing a secondary role. In such situa-
tions, the thermally induced excursions of the focal surface may be compensated by modeling these 
functions and designing mechanical spacers of the proper material to stabilize the detector/image 
location.

Alternatively, the optical system may be designed to exhibit inherently athermal behavior over 
the operational temperature range.21 Unfortunately, this is not strictly possible using only polymeric 
materials, as the thermo-optic coefficients display so little variation among themselves that the com-
ponent powers would be absurdly high.

In combination with one or more glass elements, however, very nicely athermalized design solu-
tions may be obtained with polymer elements.22 Athermal designs may be generated by modeling 
the optical system in multiconfiguration mode in the lens design software, much as one would 
develop a zoom lens. The parameters to be “zoomed” in this case are the refractive indices at two or 
more temperatures within the operating range. The resulting designs frequently concentrate most of 
the refractive power in the glass elements, with the polymer elements functioning to achieve achro-
matism and control of the monochromatic aberrations. See also Chap. 8, “Thermal Compensation 
Techniques,” by Philip J. Rogers and Michael Roberts in Vol. II of this Handbook.

Processing Considerations

In much the same manner that optical design with polymer materials is different from optical 
design with glass, the treatment of the fabrication and assembly issues are also quite different mat-
ters. The major issues requiring examination are those related to the materials themselves. While it is 
possible to characterize the glass for an optical system with complete certainty prior to performing 
any fabrication operations, with polymers, one’s knowledge of the starting materials is only a rough 
indication of the properties of the finished optical parts.

When optical properties data are offered by the polymer supplier, it should be realized that these 
numbers apply only to measurement samples which have been predried to specification, have expe-
rienced a specified residence time in the extrusion barrel under specific temperature conditions, 
have been injected into the mold cavity at specific rates and pressures, and so on. Consequently, it is 
unlikely that the refractive properties of a polymer element will conform closely to catalog values (if 
such values are indeed supplied). Moreover, homogeneity, bubble content, scatter properties, and so 
on, are all process-dependent. So while the melt sheets may fix the optical properties of glass materi-
als very precisely, the uncertainty associated with the polymers  demands that refractive variations 
be allocated a significant portion of the fabrication and assembly error budget.
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3.10  PROPERTIES

Manufacturing Error Budget

Other constructional parameters, conversely, may be implemented with great precision and repeat-
ability in plastic. The molding process, executed by means of modern equipment, can be exceedingly 
stable. Vertex thickness, curvature, and wedge may often be maintained to a greater level of preci-
sion, with greater economy than is possible with glass fabrication technology. It is not unusual to see 
part-to-part variations in vertex thickness of less than 0.01 to 0.02 mm over a run of thousands of 
parts from a single cavity.

Multiple Cavities

The economic appeal of injection molding is the ability to create several parts in one molding cycle. 
In a multicavity scenario, the parts from different cavities may exhibit some small dimensional dif-
ferences, depending upon the level of sophistication of the tool design and the quality of its con-
struction. Cavity variations in axial thickness, fortunately, may be permanently minimized by imple-
menting small tooling adjustments after the mold has been exercised. Consequently, part thickness 
variation rarely consumes a significant fraction of the constructional error budget.

Dimensional Variations

Surface radii, like axial thickness, may be replicated with great repeatability if the molding process is 
adjusted to a stable optimum. Radius errors, if they are present, are usually attributable to incorrect 
predictions of shrinkage, and may be biased out by correcting the radii of the mold inserts. Thus, 
the consistency of surface radii achievable with glass may often be equaled in plastic. Thus, radius 
errors, as well as axial thickness errors, frequently constitute a small portion of the polymer optics 
manufacturing error budget.

Element wedge, like axial thickness, may be minimized by careful attention to precision in the 
tool design and construction. It is quite possible to achieve edge-to-edge thickness variations of less 
than 0.01 mm in molded plastic lenses. With polymer lenses, the azimuthal location of the part 
gate may be used, if necessary, to define rotational orientation of the element in the optical train. 
Consequently, rotational alignment of plastic optical parts may be easily indexed.

Optical Figure Variations

Control of optical figure quality is obviously key to the successful execution of a good optical design. 
In glass, achievement of subfringe of figure conformance is accomplished routinely, albeit at some cost 
penalty. In polymeric optics, the nonlinear shrinkage, surface tension, and other processing-related 
effects cause surface figure errors to scale with part size, sometimes at a rate proportional to some 
exponent of diameter. This limits the practical size range for polymeric optics, although capable 
optics molders may routinely produce elements in the 10-mm-diameter range to subfringe accuracy.23

On one hand, it can probably be stated that processing-induced variations in properties, and a 
dearth of dependable optical data, preclude any serious discussions of such things as apochromatic 
polymeric optics, or of large polymeric optics operating at the diffraction limit. On the other hand, 
the consistency with which some dimensional parameters may be reproduced in quantity, and the 
design freedom and flexibility afforded by molded aspherics, make possible the satisfaction of some 
design requirements which would be out of range for conventional glass optics.24·25

Specification

Given the fact that the guidelines and restrictions for design and implementation are very different 
for glass and polymeric optics, it is not surprising that the approach to specification of polymer opti-
cal parts and systems should be tailored to the materials and processes of polymer optics. Attempts 
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POLYMERIC OPTICS  3.11

to convert a glass optics concept to plastic are frequently unsuccessful if the translation overlooks the 
fundamental themes of the molding and tooling technologies involved. Much as optimum tube and 
solid-state electrical circuit topologies should be significantly different, so must the execution of a 
conceptual optical system, depending upon whether glass or polymer material is the medium.

It follows naturally that manufacturing drawings for polymer optics may contain annotations 
which seem unfamiliar to those versed in glass optics manufacture. Furthermore, some specifica-
tions which are universally present on all glass optics drawings may be conspicuously absent from a 
polymer optics print.

For example, thermal and cosmetic damage considerations preclude the use of the familiar test 
glasses in the certification of polymeric optics. Figure conformance, then, need only be specified in 
“irregularity” or asphericity terms, since the alternative method, use of a noncontacting interferom-
eter, implies that the focus error (fringe power in test plate language) will be automatically removed 
in the adjustment of the test setup.

References to ground surfaces may be omitted from polymer optics drawings, since no such oper-
ation takes place. Discussions of “chips” inside the clear aperture, staining, and the like are also super-
fluous. Beauty defect specifications do apply, although such imperfections are almost always present 
in every sample from a specific cavity, probably implying the need to rework a master surface.

In general, the lexicon of optics, and that of the molding industry, do not overlap to a great 
extent. Molding terms like flash and splay are meaningless to most optical engineers. Those endeav-
oring to create a sophisticated polymeric optical system, anticipating a successful outcome, are 
advised to devote some time to the study of molding, and to discussions with the few experts in the 
arcane field of optics molding, before releasing a drawing package which may be unintelligible to or 
misunderstood by the vendor.

3.7 PROCESSING

Casting

As mentioned above, polymeric optics may be produced by any of several processes. These include 
fabrication, transfer replication, casting, compression molding, injection molding, and some com-
binations of the aforementioned.26 The earliest polymeric optical parts were probably produced 
by fabrication or precipitation from solution. Large military tank prisms have been made by both 
processes. In the latter case, the polymer (typically PMMA) was dissolved, and the solvent then 
evaporated to produce a residue of polymer material in the shape of the mold—a very inefficient 
technique indeed.

Many of the polymers may be fabricated by cutting, grinding, and polishing, much as one would 
deal with glass materials. The thermoset resin tradenamed CR-39 (poly-diallylglycol) was formu-
lated specifically to be processed using the same techniques and materials as those used to fabricate 
glass optics. And this material does indeed produce good results when processed in this manner. It is 
used extensively in the ophthalmic industry to produce spectacle lenses. The processing, in fact, usu-
ally involves casting the thermoset resin to create a lens blank which emerges from the mold with 
the optical surfaces polished to final form. More conventional fabrication techniques may then be 
utilized to edge the lens, or perhaps to add a bifocal portion.

Abrasive Forming

Unfortunately, the softness of most of the polymers, coupled with their poor thermal conductivity, 
complicates the achievement of a truly high quality polish using conventional methods. Even in the 
case of CR-39, which is relatively hard for a polymer material, some amount of “orange peel” in the 
polished surface seems unavoidable. Many thermoplastics, most of them softer than CR-39, may be 
conventionally ground and polished to give the appearance of an acceptable optical surface. Closer 
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3.12  PROPERTIES

examination, however, reveals surface microstructure which probably does not fall within the stan-
dards normally associated with precision optics. Nonetheless, fabrication of optical elements from 
large slabs of plastic is often the only viable approach to the creation of large, lightweight refractive 
lenses, especially if cost is an issue.

In general, the harder, more brittle polymers produce better optical surfaces when ground and pol-
ished. PMMA and others seem to fare better than, say, polycarbonate, which is quite soft, exhibits con-
siderable elongation at the mechanical yield point, but is in great demand due to its impact resistance.

Single-Point Turning

An alternative approach to fabrication, one that is especially useful for the production of aspheric 
surfaces, is the computer numerical control (CNC) lathe turning of the bulk material using a care-
fully shaped and polished tool bit of single-crystal diamond or cubic boron nitride. See also Chap. 10,
“Fabrication of Optics by Diamond Turning,” by Richard L. Rhorer and Chris J. Evans in Vol. II of 
this Handbook. The lathe required to produce a good result is an exceedingly high precision tool, hav-
ing vibration isolation, temperature control, hydrostatic or air bearings, and so on. On the best substrate 
materials (PMMA is again a good candidate), very good microroughness qualities may be achieved. 
With other materials, a somewhat gummy character (once more, polycarbonate comes to mind) may 
result in microscopic tearing of the surface, and the expected scatter of the incident radiation.

The diamond-turning process is often applied in conjunction with other techniques in order to speed 
progress and reduce cost. Parts which would be too large or too thick for economical stand-alone injec-
tion molding are frequently produced more efficiently by diamond-turning injection molded, stress-
relieved preforms, which require minimal material removal and lathe time for finishing. Postpolishing, 
asymmetric edging, and other postoperations may be performed as necessary to create the finished part. 
Optics for illumination and TV projection applications are often produced by some combination of these 
techniques. Given the fact that the technology in most widespread use for the production of plastic optics 
involves some form of molding (a front-loaded process, where cost is concerned), diamond-turning is 
often the preferred production method for short production runs and prototype quantities.

Compression Molding

Most high-volume polymeric optics programs employ a manufacturing technology involving some form 
of molding to produce the optical surfaces, if not the entire finished part.27 Of the two most widely used 
approaches, compression molding is best suited to the creation of large parts having a thin cross section. 
In general, any optical surface possessing relief structure having high spatial frequency is not amenable to 
injection molding, due to the difficulty of forcing the material through the cavity, and due to the fact that the 
relief structure in the mold disrupts the flow of the polymer. In addition, the relief structure in the master 
surfaces may be quite delicate, and prone to damage at the high pressures often present in the mold cavity.

The compression molding process is capable of producing results at considerably lower surface pres-
sure than injection molding, and as long as the amount of material to be formed is small, this mold-
ing technology can replicate fine structure and sharp edge contours with amazing fidelity. Since the 
platens of a compression molding press are normally heated using steam or electrical heaters, most 
compression molded parts are designed to be executed in polymers having a relatively low tempera-
ture softening point, and materials like polyethersulfone are rarely utilized.

Injection Molding

Optical parts having somewhat smaller dimensions may be better suited to production by the injec-
tion molding process.28 This is probably the preferred polymer manufacturing technology for optical 
elements having a diameter smaller than 0.1 m and a thickness not greater than 3 cm. Not only do the 
economics favor this approach in high production volume, but if properly applied, superior optical 
surfaces may be produced.29
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POLYMERIC OPTICS  3.13

It should be kept firmly in mind that the basic injection molded process (as it is known to most 
practitioners) requires a great deal of refinement and enhancement in order to produce credible 
optical parts.30 Unfortunately, very few molders possess either the molding know-how, or the testing 
and measurement sophistication to do the job correctly. Given a supply of quality polymer material, 
the molding machine itself must be properly configured and qualified. Relatively new machinery is 
a must. The platens to which the mold halves are mounted must be very rigid and properly aligned. 
And this alignment must be maintainable on a shot-to-shot basis for long periods. The screw and 
barrel must be kept scrupulously clean, and must be carefully cleaned and purged when switching 
materials. The shot capacity, in ideal circumstances, should be more carefully matched to the part 
volume than for non-optical parts. The process control computer must be an inordinately flexible 
and accurate device, able to profile and servo a number of operational functions that might be of 
little importance if the molded part were not optical in nature.31

Since much of the heating of the injected polymer resin occurs as a result of physical shear and 
compression (due to a variable pitch screw), the selection of these machine characteristics is critical 
to success. In addition, the energy supplied to the machine barrel by external electric heaters must 
be controlled with more care than in standard industrial applications. A failure of a single heater, or 
a failure of one of the thermal measurement devices which close that servo loop, may result in many 
defective parts.

Vendor Selection

The injection mold itself requires special attention in both design and execution in order to produce 
state-of-the-art molded lenses. A number of closely held “trade tricks” normally characterize a mold 
designed to produce optical parts, and these subtle variations must be implemented with considerably 
greater accuracy than is normally necessary in ordinary molding. The mold and molding machine 
are often designed to operate more symbiotically than would be the case in producing non-optical 
parts. Control of the mold temperature and temperature gradients is extremely critical, as is the 
control bandwidth of those temperatures and the temperature of the molding room itself. The 
most important conclusion to be drawn from the preceding paragraphs is that the molding vendor for 
polymer optical parts must be selected with great care. A molding shop, no matter how sophisticated and 
experienced with medical parts, precision parts for electronics, and so on, will probably consume 
much time and many dollars before conceding defeat with optical parts.

Although success in molding optical elements is a strong function of equipment, process control, 
and engineering acumen, attention to detail in the optical and mechanical design phases will consistently 
reduce the overall difficulty of manufacturing these items. An awareness of the basic principles of injec-
tion molding procedures and materials is very helpful here, but it is necessary to be aware that, in the 
optical domain, we are dealing with micrometer-scale deformations in the optical surfaces. Thus, errors 
or oversights in design and/or molding technique which would totally escape notice in conventional 
parts can easily create scrap optics.

Geometry Considerations

The lens design effort, for best results, must be guided by an awareness of the basic physics of creating 
an injection molded part, and of the impact of part cross section, edge configuration, asymmetry, 
and so on. In general, any lens having refractive power will possess a varying thickness across its diam-
eter. Unfortunately, meniscus-shaped elements may mold best due to the more uniform nature of the 
heat transfer from the bulk.32 Positive-powered lens elements will naturally shrink toward their center 
of mass as they cool, and it may be difficult to fill the mold cavity efficiently if the edge cross section 
is only a small fraction of the center thickness.

Negative lenses, on the other hand, tend to fill in the outer zones more readily, since the thin-
ner portion of the section (the center) tends to obstruct flow directly across the piece from the part 
gate. In extreme circumstances, it is possible that the outer zones of the lens element will be first to 
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3.14  PROPERTIES

fill, trapping gases in the center, forming an obvious sink in molding terminology. Parts designed with 
molded-in bores may exhibit the ‘weld-line’ phenomenon, which is a visible line in the part where the 
flow front of the molten plastic is divided by the mold cavity obstruction forming the bore. In the case 
of both negative and positive lens elements, it is good policy to avoid element forms wherein the center-
to-edge thickness ratio exceeds three for positive elements, or is smaller than 0.3 for negative elements.

Shrinkage

Surface-tension effects may play a significant role in the accuracy to which a precision optical surface 
may be molded.33,34 Particularly in areas of the part where the ratio of surface area/volume is locally 
high (corners, edges), surface tension may create nonuniform shrinkage which propagates inward 
into the clear aperture, resulting in an edge rollback condition similar to that which is familiar to 
glass opticians. Surface tension and volumetric shrinkage may, however, actually aid in the production 
of accurate surfaces. Strongly curved surfaces are frequently easier to mold to interferometric toler-
ances than those having little or no curvature. These phenomena provide motivation to oversize 
optical elements, if possible, to a dimension considerably beyond the clear apertures. A buffer region, 
or an integrally molded flange provides the additional benefit of harmlessly absorbing optical inhomo-
geneities which typically form near the injection gate. Figure 2 depicts several optical element forms 
exhibiting favorable (a − e) and unfavorable ( f − j) molding geometries. In some cases, a process 
combining injection and compression molding may be used to improve optical figure quality. 
Several variants of this hybrid process are in use worldwide, with some injection molding presses being 
specifically fitted at the factory to implement this procedure.35

Mechanical Assembly

In order to appreciate fully the design flexibility and cost-saving potential of polymer optics, it is 
necessary to modify one’s approach to both optical and mechanical design. A fully optimized poly-
meric optical system not only makes use of aspheric technology and integrally molded features in 
the optical elements, but embodies an extension of this design philosophy into the lens housing 
concept and assembly strategy. These issues should ideally be considered in concert from the very 

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

FIGURE 2 Some polymer lens element cross-sectional
configurations.
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POLYMERIC OPTICS  3.15

beginning, so that design progress in one aspect does not preclude parallel innovation in other fac-
ets of the development process.

It is important to resist the urge to emulate glass-based optomechanical design approaches, 
since the polymer technology permits design features to be implemented which would be prohibi-
tively expensive (or even impossible) in metal and glass. Spacers required to separate elements may 
be molded as part of the elements (Fig. 2), reducing the metal part total and simplifying assembly 
operations. See also Chap. 6, “Mounting Optical Components,” by Paul R. Yoder, Jr. in Vol II of this 
Handbook. Housings may be configurations which would be either improbable or unmanufacturable 
using machine tool technology. The collet-and-cap design shown in Fig. 3 is one such example. Joining 
might be accomplished by ultrasonic bonding. The clamshell concept shown in Fig. 4 may be designed 
so that the two halves of the housing are actually the same part, aligned by molded-in locating pins. 
Joining might be performed by a simple slip-on C ring.

1 2 3 4

FIGURE 3 Collet-type lens housing. Joining by ultra-
sound eliminates the possibility of pinching lens elements.

FIGURE 4 Clamshell lens housing. 
Possibility of lens jamming during assembly is 
minimized.
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3.16  PROPERTIES

Whereas lens assemblies in glass and metal are normally completed by seating threaded retaining 
rings, their plastic counterparts may be joined by snap-together pieces, ultrasonic bonding, ultraviolet-
curing epoxies, expansion C rings, or even solvent bonding.36 Solvent bonding is dangerous, however, 
since the errant vapors may actually attack the polymer optical surfaces.

Following the basic polymeric optics philosophy, the lens element containment and assembly 
approach should probably not even consider the disassembly option in the event of a problem. In 
order to maximize assembly precision and minimize unit cost, the design of the lens cell should 
evolve alongside that of the optical system, and this cell should be visualized as an extension of a 
fixture conceived to minimize the labor content of the assembly.

An in-depth treatment of optical mold design and tooling technology is obviously beyond the 
scope of this discussion. Many of the methods and procedures parallel those in use in the molding 
industry at large. However, a number of subtle and very important detail differences do exist, and 
these are not extensively documented in the literature. Issues having to do with metallurgy, heat 
treatment, chemical passivation, metal polishing, and so on, have little to do with the actual design 
and engineering of a polymeric optical system. In a modern tool design exercise, though, the flow 
behavior of the polymer material in the mold, and the thermal behavior of that mold, are carefully 
modeled in multinode fashion, so that part quality may be maximized, and cycle time minimized.37 
A nodding awareness of these methods, and the underlying physics, may be helpful to the person 
responsible for the engineering of the polymer optical system.

Testing and Qualification

In the process of implementing any optical system design, the matters of testing and certification 
become key issues. In molded optics, the master surfaces, whose shapes are ultimately transferred 
to the polymer optical parts, must be measured and documented. A convenient testing procedure 
for the optical elements replicated from these surfaces must likewise be contrived, in order to 
optimize the molding process and ensure that the finished assembly will perform to specification. 
The performance of that assembly must itself be verified, and any disparities from specification 
diagnosed.

In general, mechanical dimensions of the polymer parts may be verified by common inspection 
tools and techniques used in the glass optics realm. The possibility of inflicting surface damage, 
however, dictates that noncontact interferometric techniques be used in lieu of test glasses for opti-
cal figure diagnosis. This is a straightforward matter in the case of spherical surfaces, but requires 
some extra effort in the case of aspherics. See also Chap. 13, “Optical Testing,” by Daniel Malacara-
Hernández in Vol. II of this Handbook.

Obviously, aspheric master surfaces must be scrupulously checked and documented, lest the molder 
struggle in vain to replicate a contour which is inherently incorrect. The verification of the aspheric 
masters and their molded counterparts may be accomplished in a variety of ways. Mechanical gauging, if 
properly implemented, works well, but provides reliable information through only one azimuthal section 
of the part. Measurement at a sufficient number of points to detect astigmatism is awkward, very time 
consuming, and expensive. And this is not exactly consistent with the spirit of polymer optics.

Null Optics

An optical null corrector permits the aspheric surface to be viewed in its entirety by the interfer-
ometer as if it were a simple spherical surface.38,39 This is a rapid and convenient procedure. The 
null optics consist of very accurately manufactured (and precisely aligned) spherical glass elements 
designed to introduce aberration in an amount equal to, but of opposite sign from, that of the tested 
aspheric. Thus, interspersing this device permits aspherics to be viewed as if they were spherical. 
Since there exists no simple independent test of the null compensator, one must depend heavily 
upon the computed predictions of correction and upon the skill of the fabricator of the corrective 
optics. See also Chap. 14, “Use of Computer-Generated Holograms in Optical Testing,” by Katherine 
Creath and James C. Wyant in Vol. II of this Handbook.
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The concept of greatest importance regarding the use of aspheric surfaces is that successful pro-
duction of the total system is cast into considerable doubt if a surface is present which is not amenable 
to convenient testing. While some aspheric optics may be nulled fairly easily, those which appear in 
polymer optical systems are frequently strong, exhibiting significant high-order derivatives. If the 
base curves are strong, especially strongly convex, there may exist no practical geometry in which to 
create a nulling optical system. And if a favorable geometry does exist, several optical elements may 
be necessary to effect adequate correction. One can easily approach a practical limit in this situation, 
since the manufacturing and assembly tolerances of the cascaded spherical elements may themselves 
(in superposition) exceed the theoretical correction requirement. The bottom line is that one should 
not proceed with cell design, or any other hardware design and construction, until the aspheric test-
ing issues have been completely resolved.

3.8 COATINGS

Reflective Coatings

Given the fact that optical polymers exhibit specular properties similar to those of glass, it is not sur-
prising that optical coatings are often necessary in polymeric optical systems. The coatings deposited 
upon polymer substrates fall mostly into four general categories. These include coatings to improve 
reflectivity, to suppress specular reflection, to improve abrasion resistance, and to retard accumula-
tion of electrostatic charge.

Reflective coatings may be applied by solution plating, or by vacuum-deposition. These are most 
often metallic coatings, usually aluminum if vacuum-deposited, and normally chromium if applied 
by plating. The abrasion resistance and general durability of such coatings is rather poor, and sus-
ceptibility to oxidation quite high, if no protective coating is applied over the metal film. In some 
applications, especially involving vacuum deposition, the overcoat may be a thin dielectric layer, 
deposited during the same process which applies the metal film. If the reflective coating has been 
applied by plating, the overcoat may be an organic material, perhaps lacquer, and may be deposited 
separately by spraying or dipping. Not surprisingly, the quality of a surface so treated will be poor by 
optical standards, and probably suitable only for toy or similar applications.

Antireflection Coatings

Antirefiection coatings are frequently utilized on polymer substrates, and may consist of a single layer 
or a rudimentary multilayer stack yielding better reflection-suppression performance. Due to the strin-
gent requirements for control of the layer thicknesses, such coating formulations may be successfully 
deposited only in high-vacuum conditions, and only if temperatures in the chamber remain well below 
the service temperature of the substrate material. Elevated temperatures, necessary for baking the coat-
ings to achieve good adhesion and abrasion resistance, may drive off plasticizing agents, limiting the 
“hardness” of the chamber vacuum. Such temperatures can ultimately soften the optical elements, so 
that their optical figure qualities are compromised. Relatively recent developments in the area of ion 
beam-assisted deposition have made possible improvements in the durability of coatings on polymer 
materials without having to resort to significantly elevated chamber temperatures.40 See also Chap. 7, 
“Optical Properties of Films and Coatings,” by Jerzy A. Dobrowolski in this volume of Handbook.

Antiabrasion Coatings

In general, many polymeric optical systems which could benefit from application of coatings are left 
uncoated. This happens because the expense incurred in cleaning, loading, coating, unloading, and 
inspecting the optical elements may often exceed that of molding the part itself. Some optics, par-
ticularly those intended for ophthalmic applications, are constantly exposed to abuse by abrasion, 
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and must be protected, cost notwithstanding. Antiabrasion coatings intended to provide immunity 
to scratching may be of inorganic materials (normally vacuum-deposited), or may be organic for-
mulations.41

Inorganic antiabrasion coatings may be similar to those used for simple antireflection require-
ments, except that they may be deposited in thicknesses which amount to several quarter-wave-
lengths. The practical thickness is usually limited by internal stress buildup, and by differential 
thermal expansion between coating and substrate. In general, the inorganic coatings derive their 
effectiveness by virtue of their hardness, and provide protection only superficially, since sufficient 
pressure will collapse the underlying substrate, allowing the coating to fracture.

Organic coatings for abrasion resistance normally derive their effectiveness from reduction of the 
surface frictional coefficient, thereby minimizing the opportunity for a hard contaminant to gain 
the purchase required to initiate a scratch. These coatings are often applied by dipping, spraying, or 
spinning. Coatings thus deposited usually destroy the smoothness which is required if the piece is to 
be qualified as a precision optical element.

Antistatic Coatings

Coatings applied for the purpose of immunization against abrasion, or suppression of specular reflec-
tion, often provide a secondary benefit. They may improve the electrical conductivity of the host sur-
face, thus promoting the dissipation of surface static charge, and the accumulation of oppositely 
charged contaminants. In circumstances where antireflection or antiabrasion coating costs cannot be 
justified, chemical treatments may be applied which increase conductivity. These materials typically 
leave a residue sufficiently thin that they are undetectable, even in interferometric testing.
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4.1 GLOSSARY

 a absorptance, absorptivity

 a plate radius (m)

 B support condition

 Cij elastic stiffness constants (N/m2)

 Cp specifi c heat (J/kg K)

 CTE coeffi cient of thermal expansion (Κ−1)

 D fi exural rigidity (N m2)

 D thermal diffusivity (m2/s)

 E elastic modulus (Young’s) (N/m2)

 E electromagnetic wave vector (J)

 e electron charge (C)

 Eo amplitude of electromagnetic wave at x = 0 (J)

 G load factor (N/kg)

 G shear modulus, modulus of rigidity (N/m2)

 g acceleration due to gravity (m/s2)

 I light intensity in medium (W/m2)

 i (−1)1/2

 I0 light intensity at interface (W/m2)

 I0 section moment of inertia (m4/m)

 K bulk modulus (N/m2)

 k extinction coeffi cient

 k thermal conductivity (W/mK)

 L length (m)

 M materials parameter (kg/Nm)

 m electron mass (kg)

 N complex index of refraction

4.1

4
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4.2  PROPERTIES

 N number of dipoles per unit volume (m−3)

 n index of refraction

 P plate size (m4)

 q load (N/m2)

 r Refl ectance, refl ectivity

 RI intensity refl ection coeffi cient

 S structural effi ciency (m−2)

 T temperature (Κ)

 t time (s)

 t transmittance, transmissivity

 V0 volume per unit area of surface (m)

 x distance (m)

 a coeffi cient of thermal expansion (K−1)

 a absorption coeffi cient (m−1)

 b defl ection coeffi cient

 b dynamic defl ection coeffi cient

 Γ damping constant

 d skin depth (nm)

 d defl ection (m)

 dDYN dynamic defl ection (m)

 � emittance, emissivity (W/m2)

 e complex dielectric constant

 e0 permittivity of free space (F/m)

 e1 real part of dielectric constant

 e2 imaginary part of dielectric constant
��θ  angular acceleration (s2)

 l wavelength (m)

 l0 wavelength in vacuum (m)

 m magnetic susceptibility (H/m)

 n frequency (s−1)

 n Poisson’ ratio

 r mass density (kg/m3)

 s conductivity (S/m)

 w radian frequency (s−1)

4.2 INTRODUCTION

Metals are commonly used in optical systems in three forms: (1) structures, (2) mirrors, and (3) opti-
cal thin films. In this article, properties are given for metal mirror substrate and structural materials 
used in modern optical systems. Many other materials have not been included due to their limited 
applicability. Metal film properties are discussed in the context of thick films (claddings) rather than 
optical thin films that are covered in Chap. 7, “Optical Properties of Films and Coatings.” Since mir-
rors are structural elements, the structural properties are equally important as the optical proper-
ties to the designer of an optical system. Therefore, the properties addressed here include physical, 
mechanical, and thermal properties in addition to optical properties. Mechanical and thermal prop-
erties of silicon (Si) and silicon carbide (SiC) are included, but not their optical properties since they 
are given in Chap. 5, “Optical Properties of Semiconductors.”
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PROPERTIES OF METALS  4.3

After brief discussions of optical properties, mirror design, and dimensional stability, curves and 
tables of properties are presented, as a function of temperature and wavelength, where available. For 
more complete discussions or listings, the reader should consult the references and/or one of the 
available databases.1−3 A concise theoretical overview of the physical properties of materials is given 
by Lines.4

Nomenclature

The symbols and units used in this subsection are consistent with usage in other sections of this 
Handbook although there are some unavoidable duplications in the usage of symbols between cat-
egories of optical, physical, thermal, and mechanical properties. Definitions of symbols with the 
appropriate units are contained in the table at the beginning of this chapter.

Optical Properties

The definitions for optical properties given in this section are primarily in the geometric optics realm 
and do not go into the depth considered in many texts dealing with optical properties of solids.5–8

There is obviously a thickness continuum between thin films and bulk, but for this presentation, 
bulk is considered to be any thickness of material that has bulk properties. Typically, thin films have 
lower density, thermal conductivity, and refractive index than bulk; however, current deposition 
techniques are narrowing the differences. Optical properties of thin films are presented only when 
bulk properties have not been found in the literature.

The interaction between light and metals takes place between the optical electric field and the 
conduction band electrons of the metal.9 Some of the light energy can be transferred to the lattice 
by collisions in the form of heat. The optical properties of metals are normally characterized by the 
two optical constants: index of refraction n and extinction coefficient k that make up the complex 
refractive index N where:

N = +n ik  (1)

The refractive index is defined as the ratio of phase velocity of light in vacuum to the phase 
velocity of light in the medium. The extinction coefficient is related to the exponential decay of the 
wave as it passes through the medium. Note, however, that these “constants” vary with wavelength 
and temperature. The expression for an electromagnetic wave in an absorbing medium contains 
both of these parameters:

E = − − −E e eo
kx i nx t2 20 0π λ π λ ω/ ( / )  (2)

where Eo is the amplitude of the wave measured at the point x = 0 in the medium, E is the instanta-
neous value of the electric vector measured at a distance x from the first point and at some time t, w
is the angular frequency of the source, and l0 is the wavelength in vacuum.

The absorption coefficient a is related to the extinction coefficient by:

α λ= 4 0k/  (3)

and for the general case, the absorption coefficient also appears in the absorption equation:

I I e x= −
0

α  (4)

However, this equation implies that the intensities I and I0 are measured within the absorbing 
medium. The complex dielectric constant d for such a material is:

εε= +ε ε1 2i  (5)
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4.4  PROPERTIES

where the dielectric constants are related to the optical constants by:

ε1
2 2= −n k  (6)

ε2 2= nk  (7)

Two additional materials properties that influence the light-material interaction are magnetic 
susceptibility μ and conductivity s that are further discussed later.

The equations describing the reflection phenomena, including polarization effects for metals, 
will not be presented here but are explained in detail elsewhere.5–8,10,11 After a brief description of 
Lorentz and Drude theories and their implications for metals, and particularly for absorption, the 
relationship among reflection, transmission, and absorption is discussed.9

The classical theory of absorption in dielectrics is due to H. A. Lorentz12 and in metals to P. K. L. Drude.13

Both models treat the optically active electrons in a material as classical oscillators. In the Lorentz model, the 
electron is considered to be bound to the nucleus by a harmonic restoring force. In this manner, Lorentz’s 
picture is that of the nonconductive dielectric. Drude considered the electrons to be free, and set the restor-
ing force in the Lorentz model equal to zero. Both models include a damping term in the electron’s equation 
of motion that in more modern terms is recognized as a result of electron-phonon collisions.

These models solve for the electron’s motion in the presence of the electromagnetic field as a driving 
force. From this, it is possible to write an expression for the polarization induced in the medium and from 
that to derive the dielectric constant. The Lorentz model for dielectrics gives the relative real and imaginary 
parts of the dielectric constant e1R and e2R in terms of N, the number of dipoles per unit volume; e and m,
the electron charge and mass; Γ, the damping constant; w and w0, the radian frequencies of the field and 
the harmonically bound electron; and e0, the permittivity of free space. These functions are shown in Fig. 1. 
The range of frequencies where e1 increases with frequency is referred to as the range of normal dispersion,
and the region near w = w0, where it decreases with frequency is called the range of anomalous dispersion.

Since the ionic polarizability is much smaller than the electronic polarizability at optical frequen-
cies, only the electronic terms are considered when evaluating optical absorption using the Lorentz 
model for dielectrics. The Drude model for metals assumes that the electrons are free to move. This 
means that it is identical to the Lorentz model except that w0 is set equal to zero. The real and imagi-
nary parts of the dielectric constant are then given by

ε ε
ω1

2
0 2 2

1
1

R Ne m= −
+

( )
Γ

 (8)

ε ε
ω ω2

2
0 2 2R Ne m=

+
( )

( )

Γ
Γ

 (9)

FIGURE 1 Frequency dependences 
of e1R and e2R.9
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PROPERTIES OF METALS  4.5

The quantity Γ is related to the mean time between electron collisions with lattice vibrations, 
and by considering electronic motion in an electric field E having radian frequency w, an expression 
for the average velocity can be obtained. An expression for the conductivity s is then obtained and 
the parts of the dielectric constant can be restated. At electromagnetic field frequencies that are low, 
it can be shown that e2 >> e1 and therefore it follows that:

α ωμσ= ( ) //2 1 2  (10)

In other words, the optical properties and the conductivity of a perfect metal are related through 
the fact that each is determined by the motion of free electrons. At high frequencies, transitions 
involving bound or valence band electrons are possible and there will be a noticeable deviation from 
this simple result of the Drude model. However, the experimental data reported for most metals are 
in good agreement with the Drude prediction at wavelengths as short as 1 μm.

From Eq. (10) it is clear that a field propagating in a metal will be attenuated by a factor of 1/e
when it has traveled a distance:

δ ωμσ= ( ) /2 1 2/  (11)

This quantity is called the skin depth, and at optical frequencies for most metals it is ~50 nm. After a 
light beam has propagated one skin depth into a metal, its intensity is reduced to 0.135 of its value at 
the surface.

Another aspect of the absorption of light energy by metals that should be noted is the fact that it 
increases with temperature. This is important because during laser irradiation the temperature of a metal 
will increase and so will the absorption. The coupling of energy into the metal is therefore dependent on 
the temperature dependence of the absorption. For most metals, all the light that gets into the metal is 
absorbed. If the Fresnel expression for the electric field reflectance is applied to the real and imaginary 
parts of the complex index for a metal-air interface, the field reflectivity can be obtained. When multi-
plied by its complex conjugate, the expression for the intensity reflection coefficient is obtained:

RI = −1 2 0με ω σ/  (12)

Since the conductivity s decreases with increasing temperature, RI decreases with increasing tem-
perature, and at higher temperatures more of the incident energy is absorbed.

Since reflection methods are used in determining the optical constants, they are strongly depen-
dent on the characteristics of the metallic surface. These characteristics vary considerably with 
chemical and mechanical treatment, and these treatments have not always been accurately defined. 
Not all measurements have been made on freshly polished surfaces but in many cases on freshly 
deposited thin films. The best available data are presented in the tables and figures, and the reader is 
advised to consult the appropriate references for specifics.

In this article, an ending of -ance denotes a property of a specific sample (i.e., including effects of 
surface finish), while the ending -ivity refers to an intrinsic material property. For most of the dis-
cussion, the endings are interchangeable.

Reflectance r is the ratio of radiant flux reflected from a surface to the total incident radiant flux. 
Since r is a function of the optical constants, it varies with wavelength and temperature. The rela-
tionship between reflectance and optical constants is:5

r
n k

n k
= − +

+ +
( )

( )

1

1

2 2

2 2
 (13)

The reflectance of a good, freshly deposited mirror coating is almost always higher than that 
of a polished or electroplated surface of the same material. The reflectance is normally less than 
unity—some transmission and absorption, no matter how small, are always present. The relation-
ship between these three properties is:

r t a+ + =1  (14)
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4.6  PROPERTIES

Transmittance t is the ratio of radiant flux transmitted through a surface to the total incident 
radiant flux and absorptance a is the ratio of the radiant flux lost by absorption to the total incident 
radiant flux. Since t and a are functions of the optical constants, they vary with wavelength and tem-
perature. Transmittance is normally very small for metals except in special cases (e.g., beryllium at 
x-ray wavelengths). Absorptance is affected by surface condition as well as the intrinsic contribution 
of the material.

The thermal radiative properties are descriptive of a radiant energy-matter interaction that can 
be described by other properties such as the optical constants and/or complex dielectric constant, 
each of which is especially convenient for studying various aspects of the interaction. However, the 
thermal radiative properties are particularly useful since metallic materials are strongly influenced 
by surface effects, particularly oxide films, and therefore in many cases they are not readily calcu-
lated by simple means from the other properties.

For opaque materials, the transmission is near zero, so Eq. (14) becomes:

r a+ =1  (15)

but since Kirchhoff ’s law states that absorptance equals emittance, �, this becomes:

r + =� 1  (16)

and the thermal radiative properties of an opaque body are fully described by either the reflectance 
or the emittance. Emittance is the ratio of radiated emitted power (in W/m2) of a surface to the 
emissive power of a blackbody at the same temperature. Emittance can therefore be expressed as 
either spectral (emittance as a function of wavelength at constant temperature) or total (the inte-
grated emittance over all wavelengths as a function of temperature).

Physical Properties

The physical properties of interest for metals in optical applications include density, electrical 
conductivity, and electrical resistivity (the reciprocal of conductivity), as well as crystal structure. 
Chemical composition of alloys is also included with physical properties.

For density, mass density is reported with units of kg/m3. Electrical conductivity is related to elec-
trical resistivity, but for some materials, one or the other is normally reported. Both properties vary 
with temperature.

Crystal structure is extremely important for stability since anisotropy of the elastic, electric, and 
magnetic properties and thermal expansion depend on the type of structure.14 Single crystals of 
cubic metals have completely isotropic coefficient of thermal expansion (CTE), but are anisotropic 
in elastic properties—modulus and Poisson’s ratio. Materials with hexagonal structures have aniso-
tropic expansion and elastic properties. While polycrystalline metals with randomly oriented small 
grains do not exhibit these anisotropies they can easily have local areas that are inhomogeneous or 
can have overall oriented crystal structure induced by fabrication methods.

The combined influence of physical, thermal, and mechanical properties on optical system per-
formance is described under “Properties Important in Mirror Design,” later in this chapter.

Thermal Properties

Thermal properties of metals that are important in optical systems design include: coefficient of 
thermal expansion a, referred to in this section as CTE; thermal conductivity k; and specific heat Cp.
All of these properties vary with temperature; usually they tend to decrease with decreasing temper-
ature. Although not strictly a thermal property, the maximum usable temperature is also included as 
a guide for the optical designer.

Thermal expansion is a generic term for change in length for a specific temperature change, 
but there are precise terms that describe specific aspects of this material property. ASTM E338 
Committee recommends the following nomenclature:15
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Coefficient of linear thermal expansion (CTE or thermal expansivity):

α ≡ 1

L

L

T

Δ
Δ

 (17)

Instantaneous coefficient of linear thermal expansion:

′ ≡
⎛
⎝⎜

⎞
⎠⎟→

α lim
Δ

Δ
ΔT L

L

T0

1
 (18)

Mean coefficient of linear thermal expansion:

α α≡
−

′∫
1

2 1 1

2

T T
dT

T

T
 (19)

In general, lower thermal expansion is better for optical system performance, as it minimizes 
the effect of thermal gradients on component dimensional changes. CTE is the prime parameter in 
materials selection for cooled mirrors.

Thermal conductivity is the quantity of heat transmitted per unit of time through a unit of area 
per unit of temperature gradient with units of W/mK. Higher thermal conductivity is desirable to 
minimize temperature gradients when there is a heat source to the optical system.

Specific heat, also called heat capacity per unit mass, is the quantity of heat required to change the 
temperature of a unit mass of material one degree under conditions of constant pressure. A material 
with high specific heat requires more heat to cause a temperature change that might cause a distor-
tion. High specific heat also means that more energy is required to force a temperature change (e.g., 
in cooling an infrared telescope assembly to cryogenic temperatures).

Maximum usable temperature is not a hard number. It is more loosely defined as the temperature 
at which there is a significant change in the material due to one or more of a number of things, such as 
significant softening or change in strength, melting, recrystallization, and crystallographic phase change.

Mechanical Properties

Mechanical properties are divided into elastic/plastic properties and strength, and fracture properties. The 
elastic properties of a metal can be described by a 6 × 6 matrix of constants called the elastic stiffness con-
stants.16–18 Because of symmetry considerations, there are a maximum of 21 independent constants that are 
further reduced for more symmetrical crystal types. For cubic materials there are three constants, C11, C12,
and C44, and for hexagonal five constants, C11, C12, C13, C33, and C44. From these, the elastic properties of 
the material, Young’s modulus E (the elastic modulus in tension), bulk modulus K, modulus of rigidity 
G (also called shear modulus), and Poisson’s ratio n can be calculated. The constants, and consequently the 
properties, vary as functions of temperature. The properties vary with crystallographic direction in single 
crystals,14 but in randomly oriented polycrystalline materials the macroproperties are usually isotropic.

Young’s modulus of elasticity E is the measure of stiffness or rigidity of a metal—the ratio of stress, 
in the completely elastic region, to the corresponding strain. Bulk modulus K is the measure of resis-
tance to change in volume—the ratio of hydrostatic stress to the corresponding change in volume. 
Shear modulus, or modulus of rigidity, G is the ratio of shear stress to the corresponding shear strain 
under completely elastic conditions.

Poisson’s ratio n is the ratio of the absolute value of the rate of transverse (lateral) strain to the cor-
responding axial strain resulting from uniformly distributed axial stress in the elastic deformation region.

For isotropic materials the properties are interrelated by the following equations:18

G
E=
+2 1( )ν

 (20)

K
E=
−3 1 2( )ν

 (21)
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The mechanical strength and fracture properties are important for the structural aspect of the 
optical system. The components in the system must be able to support loads with no permanent 
deformation within limits set by the error budget and certainly with no fracture. For ductile materi-
als such as copper, the yield and/or microyield strength may be the important parameters. On the 
other hand, for brittle or near-brittle metals such as beryllium, fracture toughness may be more 
important. For ceramic materials such as silicon carbide, fracture toughness and modulus of rupture 
are the important fracture criteria. A listing of definitions for each of these terms19 follows:

creep strength: the stress that will cause a given time-dependent plastic strain in a creep test for 
a given time.

ductility: the ability of a material to deform plastically before fracture.

fatigue strength: the maximum stress that can be sustained for a specific number of cycles with-
out failure.

fracture toughness: a generic term for measures of resistance to extension of a crack.

hardness: a measure of the resistance of a material to surface indentation.

microcreep strength: the stress that will cause 1 ppm of permanent strain in a given time; usu-
ally less than the microyield strength.

microstrain: a deformation of 10−6 m/m (1 ppm).

microyield strength: the stress that will cause 1 ppm of permanent strain in a short time; also 
called precision elastic limit (PEL).

ultimate strength: the maximum stress a material can withstand without fracture.

yield strength: the stress at which a material exhibits a specified deviation from elastic behavior 
(proportionality of stress and strain), usually 2 × 10−3 m/m (0.2 percent).

Properties Important in Mirror Design

There are many factors that enter into the design of a mirror or mirror system, but the most impor-
tant requirement is optical performance. Dimensional stability, weight, durability, and cost are some 
of the factors to be traded off before an effective design can be established.20–23 The loading condi-
tions during fabrication, transportation, and use and the thermal environment play a substantial 
role in materials selection. To satisfy the end-use requirements, the optical, structural, and thermal 
performance must be predictable. Each of these factors has a set of parameters and associated mate-
rial properties that can be used to design an optic to meet performance goals.

For optical performance, the shape or optical figure is the key performance factor followed by the opti-
cal properties of reflectance, absorptance, and complex refractive index. The optical properties of a mirror 
substrate material are only important when the mirror is to be used bare (i.e., with no optical coating).

To design for structural performance goals, deflections due to static (or inertial) and dynamic 
loads are usually calculated as a first estimate.24 For this purpose, the well-known plate equations25

are invoked. For the static case,

δ β= qa D4/  (22)

where d = deflection
 b = deflection coefficient (depends on support condition)
 q = normal loading (uniform load example)
 a = plate radius (semidiameter)
 D = flexural rigidity, defined as:

D EI= −0
21/( )ν  (23)

where, in turn E = Young’s modulus of elasticity
 I0 = moment of inertia of the section
 n = Poisson’s ratio
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PROPERTIES OF METALS  4.9

But

q V G= ρ 0  (24)

where r = material density
 Vo = volume of material per unit area of plate surface
 G = load factor (g’s)

After substitution and regrouping the terms:

δ β ρ ν= −( )1 2
0

0

4

E

V

I
a G  (25)

or

δ × = × × ×B M S P G  (26)

where B = support condition
M = materials parameters

 S = structural efficiency
 R = plate size
 G = load factor

This shows five terms, each representing a parameter to be optimized for mirror performance.
B, P, and G will be determined from system requirements; S is related to the geometric design of the 
part; and M is the materials term showing that r, n, and E are the important material properties for 
optimizing structural performance.

For the dynamic case of deflection due to a local angular acceleration ��θ about a diameter 
(scanning applications), the equation becomes:

δ β ρ ν θ
DYN = −

D E

V

I
a

g

( )1 2
0

0

5
��

 (27)

The same structural optimization parameters prevail as in the static case. Note that in both cases 
maximizing the term E/r (specific stiffness) minimizes deflection.

The determination of thermal performance26,27 is dependent on the thermal environment and 
thermal properties of the mirror material. For most applications, the most significant properties are 
the coefficient of thermal expansion CTE or a, and thermal conductivity k. Also important are the 
specific heat Cp, and thermal diffusivity D, a property related to dissipation of thermal gradients that 
is a combination of properties and equal to k/rCp. There are two important thermal figures of merit, 
the coefficients of thermal distortion a/k and a/D. The former expresses steady-state distortion per 
unit of input power, while the latter is related to transient distortions.

Typical room-temperature values for many of the important properties mentioned here are listed 
for a number of mirror materials in Table 1. It should be clear from the wide range of properties and 
figures of merit that no one material can satisfy all applications. A selection process is required and a 
tradeoff study has to be made for each individual application.20

Metal optical components can be designed and fabricated to meet system requirements. However, 
unless they remain within specifications throughout their intended lifetime, they have failed. The 
most often noted changes that occur to degrade performance are dimensional instability and/or 
environment-related optical property degradation. Dimensional instabilities can take many forms 
with many causes, and there are any number of ways to minimize them. Dimensional instabilities can 
only be discussed briefly here; for a more complete discussion, consult Refs. 28 to 31. The instabili-
ties most often observed are:

• temporal instability: a change in dimensions with time in a uniform environment (e.g., a mirror 
stored in a laboratory environment with no applied loads changes figure over a period of time)
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4.10  PROPERTIES

• thermal/mechanical cycling or hysteresis instability: a change in dimensions when the environ-
ment is changed and then restored, where the measurements are made under the same conditions 
before and after the exposure (e.g., a mirror with a measured figure is cycled between high and 
low temperatures and, when remeasured under the original conditions, the figure has changed)

• thermal instability: a change in dimensions when the environment is changed, but completely 
reversible when the original environment is restored (e.g., a mirror is measured at room temper-
ature, again at low temperature where the figure is different, and finally at the original conditions 
with the original figure restored)

There are other types of instabilities, but they are less common, particularly in metals. The sources 
of the dimensional changes cited here can be attributed to one or more of the following:

• externally applied stress

• changes in internal stress

• microstructural changes

• inhomogeneity/anisotropy of properties

In general, temporal and cycling/hysteresis instabilities are primarily caused by changes in internal 
stress (i.e., stress relaxation). If the temperature is high enough, microstructural changes can take 
place as in annealing, recrystallization, or second-phase precipitation. Thermal instability is a result of 
inhomogeneity and/or anisotropy of thermal expansion within the component, is completely revers-
ible, and cannot be eliminated by nondestructive methods.

To eliminate potential instabilities, care must be taken in the selection of materials and fabrication meth-
ods to avoid anisotropy and inhomogeneity. Further care is necessary to avoid any undue applied loads that 
could cause part deformation and subsequent residual stress. The fabrication methods should include stress-
relief steps such as thermal annealing, chemical removal of damaged surfaces, and thermal or mechanical 
cycling. These steps become more critical for larger and more complex component geometries.

Instabilities can also be induced by attachments and amounts. Careful design to minimize 
induced stresses and selection of dissimilar materials with close thermal expansion matching is 
essential.32

TABLE 1 Properties of Selected Mirror Materials

r
Density 

(103 kg/m3)

E
Young’s 

Modulus 
(GN/m2)

E/r
Specific
Stiffness

(arb. units)

CTE
Thermal 

Expansion
(10−6/K)

k
Thermal 

Conductivity 
(W/m K)

Cp
Specific

Heat
(J/kg K)

D
Thermal 

Diffusivity 
(10−6 m2/s)

Distortion
coefficient

CTE/k
Steady 
State 

(μm/W)

CTE/D
Transient 
(s/m2 K)

Preferred small large large small large large large small small

Fused silica 2.19 72 33 0.50 1.4 750 0.85 0.36 0.59

Beryllium: 1–70 1.85 287 155 11.3 216 1925 57.2 0.05 0.20

Aluminum: 6061 2.70 68 25 22.5 167 896 69 0.13 0.33

Copper 8.94 117 13 16.5 391 385 115.5 0.53 0.14

304 stainless steel 8.00 193 24 14.7 16.2 500 4.0 0.91 3.68

Invar 36 8.05 141 18 1.0 10.4 515 2.6 0.10 0.38

Silicon 2.33 131 56 2.6 156 710 89.2 0.02 0.03

SiC: RB-30% Si 2.89 330 114 2.6 155 670 81.0 0.02 0.03

SiC: CVD 3.21 465 145 2.4 198 733 82.0 0.01 0.03
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PROPERTIES OF METALS  4.11

4.3 SUMMARY DATA

The properties presented here are representative for the materials and are not a complete presentation. 
For more complete compilations, the references should be consulted.

Optical Properties

Thin films and their properties are discussed in Chap. 7, “Optical Properties of Films and Coatings,” and 
therefore are not presented here except in the case where bulk (surface) optical properties are not available.

Index of Refraction and Extinction Coefficient The data for the optical constants of metals are 
substantial, with the most complete listing available in the two volumes of Optical Constants of 
Metals,33,34 from which most of the data presented here have been taken. Earlier compilations35,36 are 
also available. While most of the data are for deposited films, the references discuss properties of pol-
ished polycrystalline surfaces where available. Table 2 lists room-temperature values for n and k of Al,37

Be,38 Cu,39 Cr,40 Au,39 Fe,40 Mo,39 Ni,39 Pt,39 Ag,39 W,39 and a-SiC.41 Figures 2 to 14 graphically show these 
constants with the absorption edges shown in most cases.

Extensive reviews of the properties of aluminum37 and beryllium38 also discuss the effects of 
oxide layers on optical constants and reflectance. Oxide layers on aluminum typically reduce the 
optical constant values by 25 percent in the infrared, 10 to 15 percent in the visible, and very little 
in the ultraviolet.37 As a result of the high values of n and k for aluminum in the visible and infra-
red, there are relatively large variations of optical constants with temperature, but they result in only 
small changes in reflectance.37 The beryllium review38 does not mention any variation of properties 
with temperature. The optical properties of beryllium and all hexagonal metals vary substantially with 
crystallographic direction. This variation with crystallography is shown for the dielectric constants of 
beryllium in Fig. 15.42 The optical constants can be obtained from the dielectric constants using 
the following equations:9

n = + +{ }[( ) ]//
/

ε ε ε1
2

2
2 1 2

1

1 2
2  (28)

k = + −{ }[( ) ]//
/

ε ε ε1
2

2
2 1 2

1

1 2
2  (29)

This variation in optical properties results in related variations in reflectance and absorptance 
that may be the main contributors to a phenomenon called anomalous scatter, where the measured 
scatter from polished surfaces does not scale with wavelength when compared to the measured surface 
roughness.43–47

The optical constants reported for SiC are for single-crystal hexagonal material.

Reflectance and Absorptance

Reflectance data in the literature are extensive. Summaries have been published for most metals35–36 pri-
marily at normal incidence, both as deposited films and polished bulk material. Reflectance as a func-
tion of angle is presented for a number of metals in Refs. 48 and 49. Selected data are also included in 
Ref. 50. Temperature dependence of reflectance is discussed in a number of articles, but little measured 
data are available. Absorption data summaries are not as readily available, with one summary35 and many 
articles for specific materials, primarily at laser wavelengths and often as a function of temperature. 
Table 3 lists values of room-temperature normal-incidence reflectance as a function of wavelength, and 
Figs. 16 to 26 show r and a calculated from h and k in the range of 0.015 to 10 μm.35 Figure 2735 shows 
reflectance for polarized radiation as a function of incidence angle for three combinations of n and k,
illustrating the tendency toward total external reflectance for angles greater than about 80°.
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4.12  PROPERTIES

TABLE 2 n and k of Selected Metals at Room Temperature

Metal eV Wavelength Å μm n k

Aluminum37 300.0 41.3  1.00 0.00
 180.0 68.9  0.99 0.01
 130.0 95.4  0.99 0.02
 110.0 113.0  0.99 0.03
 100.0 124.0  0.99 0.03
 95.0 131.0  1.00 0.04
 80.0 155.0  1.01 0.02
 75.0 165.0  1.01 0.02
 72.0 172.0  1.02 0.00
 50.0 248.0  0.97 0.01
 25.0 496.0  0.81 0.02
 17.0 729.0  0.47 0.04
 12.0 1,033.0 0.10 0.03 0.79
 6.00 2,066.0 0.21 0.13 2.39
 4.00 3,100.0 0.31 0.29 3.74
 3.10 4,000.0 0.40 0.49 4.86
 2.48 5,000.0 0.50 0.77 6.08
 2.07 6,000.0 0.60 1.02 7.26
 1.91 6,500.0 0.65 1.47 7.79
 1.77 7,000.0 0.70 1.83 8.31
 1.55 8,000.0 0.80 2.80 8.45
 1.10  1.13 1.20 11.2
 0.827  1.50 1.38 15.4
 0.620  2.00 2.15 20.7
 0.310  4.00 6.43 39.8
 0.177  7.00 14.0 66.2
 0.124  10.0 25.3 89.8
 0.062  20.0 60.7 147.0
 0.039  32.0 103.0 208.0
Beryllium38 300.0 41.3  1.00 0.00
 200.0 62.0  0.99 0.00
 150.0 82.7  0.99 0.01
 119.0 104.0  1.00 0.02
 100.0 124.0  0.99 0.00
 50.0 248.0  0.93 0.01
 25.0 496.0  0.71 0.10
 17.0 729.0  0.34 0.42
 12.0 1,033.0 0.10 0.30 1.07
 6.00 2,066.0 0.21 0.85 2.64
 4.00 3,100.0 0.31 2.47 3.08
  4,133.0 0.41 2.95 3.14
  5,166.0 0.52 3.03 3.18
  6,888.0 0.69 3.47 3.23
   1.03 3.26 3.96
   3.10 2.07 12.6
   6.20 3.66 26.7
   12.0 11.3 50.1
   21.0 19.9 77.1
   31.0 37.4 110.0
   62.0 86.1 157.0
Copper39 9,000.0 1.38  1.00 0.00
 4,000.0 3.10  1.00 0.00
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PROPERTIES OF METALS  4.13

TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å μm n k

Copper39 1,500.0 8.27  1.00 0.00
 1,000.0 12.4  1.00 0.00
 900.0 13.8  1.00 0.00
 500.0 24.8  1.00 0.00
 300.0 41.3  0.99 0.01
 200.0 62.0  0.98 0.02
 150.0 82.7  0.97 0.03
 120.0 103.0  0.97 0.05
 100.0 124.0  0.97 0.07
 50.0 248.0  0.95 0.13
 29.0 428.0  0.85 0.30
 26.0 477.0  0.92 0.40
 24.0 517.0  0.96 0.37
 23.0 539.0  0.94 0.37
 20.0 620.0  0.88 0.46
 15.0 827.0  1.01 0.71
 12.0 1,033.0 0.10 1.09 0.73
 6.50 1,907.0 0.19 0.96 1.37
 5.20 2,384.0 0.24 1.38 1.80
 4.80 2,583.0 0.26 1.53 1.71
 4.30 2,885.0 0.29 1.46 1.64
 2.60 4,768.0 0.48 1.15 2.5
 2.30 5,390.0 0.54 1.04 2.59
 2.10 5,904.0 0.59 0.47 2.81
 1.80 6,888.0 0.69 0.21 4.05
 1.50 8,265.0 0.83 0.26 5.26
 0.950  1.30 0.51 6.92
 0.620  2.00 0.85 10.6
 0.400  3.10 1.59 16.5
 0.200  6.20 5.23 33.0
 0.130  9.54 10.8 47.5
Chromium40 10,000.0 1.24  1.00 0.00
 6,015.0 2.06  1.00 0.00
 5,878.0 2.11  1.00 0.00
 3,008.0 4.12  1.00 0.00
 1,504.0 8.24  1.00 0.00
 992.0 12.5  1.00 0.00
 735.0 16.9  1.00 0.00
 702.0 17.7  1.00 0.00
 686.0 18.1  1.00 0.00
 403.0 30.8  1.00 0.00
 202.0 61.5  0.98 0.00
 100.0 124.0  0.94 0.03
 62.0 200.0  0.88 0.12
 52.0 238.0  0.92 0.18
 29.5 420.0  0.78 0.21
 24.3 510.0  0.67 0.39
 18.0 689.0  0.87 0.70
 14.3 867.0  1.06 0.82
 12.8 969.0  1.15 0.75
 11.4 1,088.0 0.109 1.08 0.69
 7.61 1,629.0 0.163 0.66 1.23

(Continued)
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TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å μm n k

Chromium40 5.75 2,156.0 0.216 0.97 1.74
 4.80 2,583.0 0.258 0.86 2.13
 3.03 4,092.0 0.409 1.54 3.71
 2.42 5,123.0 0.512 2.75 4.46
 1.77 7,005.0 0.700 3.84 4.37
 1.26 9,843.0 0.984 4.50 4.28
 1.12  1.11 4.53 4.30
 0.66  1.88 3.96 5.95
 0.60  2.07 4.01 6.48
 0.34  3.65 2.89 12.0
 0.18  6.89 8.73 25.4
 0.09  13.8 11.8 33.9
 0.06  20.7 21.2 42.0
 0.04  31.0 14.9 65.2
Gold39 8,266.0 1.50  1.00 0.00
 2,480.0 5.00  1.00 0.00
 2,066.0 6.00  1.00 0.00
 1,012.0 12.25  1.00 0.00
 573.0 21.6  1.00 0.00
 220.0 56.4  0.99 0.01
 150.0 82.7  0.96 0.01
 86.0 144.0  0.89 0.06
 84.5 147.0  0.89 0.07
 84.0 148.0  0.89 0.06
 68.0 182.0  0.86 0.12
 60.0 207.0  0.86 0.16
 34.0 365.0  0.78 0.47
 30.0 413.0  0.89 0.60
 29.0 428.0  0.91 0.60
 27.0 459.0  0.90 0.64
 26.0 480.0  0.85 0.56
 21.8 570.0  1.02 0.85
 19.4 640.0  1.16 0.73
 17.7 700.0  1.08 0.68
 15.8 785.0  1.03 0.74
 12.4 1,000.0 0.10 1.20 0.84
 8.27 1,550.0 0.15 1.45 1.11
 7.29 1,700.0 0.17 1.52 1.07
 6.36 1,950.0 0.20 1.42 1.12
 4.10 3,024.0 0.30 1.81 1.92
 3.90 3,179.0 0.32 1.84 1.90
 3.60 3,444.0 0.34 1.77 1.85
 3.00 4,133.0 0.41 1.64 1.96
 2.60 4,769.0 0.48 1.24 1.80
 2.20 5,636.0 0.56 0.31 2.88
 1.80 6,888.0 0.69 0.16 3.80
 1.40 8,856.0 0.89 0.21 5.88
 1.20  1.03 0.27 7.07
 0.82  1.51 0.54 9.58
 0.40  3.10 1.73 19.2
 0.20  6.20 5.42 37.5
 0.125  9.92 12.2 54.7
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TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å μm n k

Iron36,40 10,000.0 1.24  1.00 0.00
 7,071.0 1.75  1.00 0.00
 3,619.0 3.43  1.00 0.00
 1,575.0 7.87  1.00 0.00
 884.0 14.0  1.00 0.00
 825.0 15.0  1.00 0.00
 320.0 38.8  0.99 0.00
 211.0 58.7  0.98 0.01
 153.0 81.2  0.97 0.02
 94.0 132.0  0.94 0.05
 65.0 191.0  0.90 0.12
 56.6 219.0  0.98 0.19
 54.0 230.0  1.11 0.18
 51.6 240.0  0.97 0.05
 30.0 413.0  0.82 0.13
 22.2 559.0  0.71 0.35
 20.5 606.0  0.74 0.42
 18.0 689.0  0.78 0.51
 15.8 785.0  0.77 0.61
 11.5 1,078.0 0.11 0.93 0.84
 11.0 1,127.0 0.11 0.91 0.83
 10.3 1,200.0 0.12 0.87 0.91
 8.00 1,550.0 0.15 0.94 1.18
 5.00 2,480.0 0.25 1.14 1.87
 3.00 4,133.0 0.41 1.88 3.12
 2.30 5,390.0 0.54 2.65 3.34
 2.10 5,903.0 0.59 2.80 3.34
 1.50 8,265.0 0.83 3.05 3.77
 1.24  1.00 3.23 4.35
 0.496  2.50 4.13 8.59
 0.248  5.00 4.59 15.4
 0.124  10.0 5.81 30.4
 0.062  20.0 9.87 60.1
 0.037  33.3 22.5 100.0
 0.025  50.0 45.7 141.0
 0.015  80.0 75.2 158.0
 0.010  125.0 120.0 207.0
 0.006  200.0 183.0 260.0
 0.004  287.0 238.0 306.0
Molybdenum39 2,000.0 6.19  1.00 0.00
 1,041.0 11.6  1.00 0.00
 396.0 31.3  1.00 0.01
 303.0 40.9  1.00 0.01
 211.0 58.8  0.99 0.00
 100.0 124.0  0.93 0.01
 60.0 207.0  0.90 0.11
 37.5 331.0  0.81 0.29
 35.0 354.0  0.87 0.38
 33.8 367.0  0.91 0.33
 33.0 376.0  0.90 0.33
 31.4 394.0  0.92 0.31

(Continued)
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TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å μm n k

Molybdenum39 29.2 424.0  0.84 0.26
 23.4 530.0  0.58 0.55
 17.6 704.0  0.94 1.14
 15.6 795.0  1.15 1.01
 15.0 827.0  1.14 0.99
 14.4 861.0  1.13 1.00
 13.2 939.0  1.20 1.03
 12.0 1,033.0 0.10 1.26 0.92
 11.0 1,127.0 0.11 1.05 0.77
 8.80 1,409.0 0.14 0.65 1.41
 6.20 2,000.0 0.20 0.81 2.50
 4.40 2,818.0 0.28 2.39 3.88
 3.30 3,757.0 0.38 3.06 3.18
 3.10 4,000.0 0.40 3.03 3.22
 2.40 5,166.0 0.52 3.59 3.78
 2.30 5,391.0 0.54 3.79 3.61
 2.20 5,636.0 0.56 3.76 3.41
 2.05 6,052.0 0.61 3.68 3.49
 1.90 6,526.0 0.65 3.74 3.58
 1.70 7,293.0 0.73 3.84 3.51
 1.50 8,266.0 0.83 3.53 3.30
 1.20  1.03 2.44 4.22
 0.58  2.14 1.34 11.3
 0.24  5.17 3.61 30.0
 0.12  10.3 13.4 58.4
 0.10  12.4 18.5 68.5
Nickel39 9,919.0 1.25  1.00 0.00
 4,133.0 3.00  1.00 0.00
 1,771.0 7.00  1.00 0.00
 929.0 13.3  1.00 0.00
 500.0 24.8  1.00 0.00
 300.0 41.3  0.99 0.01
 180.0 68.9  0.98 0.02
 120.0 103.0  0.96 0.05
 84.0 148.0  0.93 0.11
 68.0 182.0  0.98 0.17
 66.0 188.0  1.01 0.16
 64.0 194.0  0.98 0.11
 50.0 248.0  0.93 0.15
 45.0 276.0  0.88 0.13
 35.0 354.0  0.86 0.24
 23.0 539.0  0.92 0.44
 20.5 605.0  0.89 0.49
 13.0 954.0  1.08 0.71
 10.0 1,240.0 0.12 0.95 0.87
 7.20 1,722.0 0.17 1.03 1.27
 6.20 2,000.0 0.20 1.00 1.54
 4.80 2,583.0 0.26 1.53 2.11
 4.15 2,988.0 0.30 1.74 2.00
 3.95 3,140.0 0.31 1.72 1.98
 3.15 3,938.0 0.39 1.61 2.33
 2.40 5,166.0 0.52 1.71 3.06
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TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å μm n k

Nickel39 1.80 6,888.0 0.69 2.14 4.00
 1.20  1.03 2.85 5.10
 0.45  2.76 4.20 10.2
 0.40  3.10 3.84 11.4
 0.28  4.43 4.30 16.0
 0.22  5.64 4.11 20.2
 0.12  10.3 7.11 38.3
 0.10  12.4 9.54 45.8
Platinum39 2,000.0 6.20  1.00 0.00
 1,016.0 12.2  1.00 0.00
 504.0 24.6  0.99 0.00
 244.0 50.8  0.99 0.01
 121.0 102.0  0.95 0.02
 83.7 150.0  0.88 0.08
 72.9 170.0  0.89 0.10
 53.9 230.0  0.86 0.20
 51.7 240.0  0.88 0.22
 45.6 250.0  0.87 0.16
 32.6 380.0  0.66 0.45
 30.2 410.0  0.70 0.58
 29.5 420.0  0.71 0.57
 28.8 430.0  0.72 0.65
 28.2 440.0  0.72 0.58
 24.8 500.0  0.71 0.72
 20.7 600.0  0.84 0.94
 16.8 740.0  1.05 0.82
 13.2 940.0  1.20 0.93
 12.7 980.0  1.17 0.96
 10.1 1,230.0 0.12 1.36 1.18
 9.05 1,370.0 0.14 1.43 1.14
 8.38 1,480.0 0.15 1.47 1.15
 7.87 1,575.0 0.16 1.46 1.19
 7.29 1,700.0 0.17 1.49 1.22
 6.05 2,050.0 0.20 1.19 1.40
 5.40 2,296.0 0.23 1.36 1.61
 3.00 4,133.0 0.41 1.75 2.92
 2.30 5,390.0 0.54 2.10 3.67
 1.80 6,888.0 0.69 2.51 4.43
 1.20  1.03 3.55 5.92
 0.78  1.55 5.38 7.04
 0.70  1.77 5.71 6.83
 0.65  1.91 5.52 6.66
 0.40  3.10 2.81 11.4
 0.20  6.20 5.90 24.0
 0.13  9.54 9.91 36.7
 0.10  12.4 13.2 44.7
Silver39 10,000.0 1.24  1.00 0.00
 6,000.0 2.07  1.00 0.00
 3,000.0 4.13  1.00 0.00
 1,500.0 8.26  1.00 0.00
 800.0 15.5  1.00 0.00
 370.0 33.5  1.01 0.01

(Continued)
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TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å μm n k

Silver39 350.0 35.4  1.00 0.00
 170.0 72.9  0.97 0.00
 110.0 113.0  0.90 0.02
 95.0 131.0  0.86 0.06
 85.0 146.0  0.85 0.11
 64.0 194.0  0.89 0.21
 50.0 248.0  0.88 0.29
 44.0 282.0  0.90 0.33
 35.0 354.0  0.87 0.45
 31.0 400.0  0.93 0.53
 27.5 451.0  0.85 0.62
 22.5 551.0  1.03 0.62
 21.0 590.0  1.11 0.56
 20.0 620.0  1.10 0.55
 15.0 827.0  1.24 0.69
 13.0 954.0  1.32 0.60
 10.9 1,137.0 0.11 1.28 0.56
 10.0 1,240.0 0.12 1.24 0.57
 9.20 1,348.0 0.13 1.18 0.55
 7.60 1,631.0 0.16 0.94 0.83
 4.85 2,556.0 0.26 1.34 1.35
 4.15 2,988.0 0.30 1.52 0.99
 3.90 3,179.0 0.32 0.93 0.50
 3.10 4,000.0 0.40 0.17 1.95
 2.20 5,636.0 0.56 0.12 3.45
 1.80 6,888.0 0.69 0.14 4.44
 1.20  1.03 0.23 6.99
 0.62  2.00 0.65 12.2
 0.24  5.17 3.73 31.3
 0.125  9.92 13.1 53.7
Tungsten39 2,000.0 6.20  1.00 0.00
 1,016.0 12.2  1.00 0.00
 516.0 24.0  0.99 0.00
 244.0 50.8  0.99 0.02
 100.0 124.0  0.94 0.04
 43.0 288.0  0.74 0.27
 38.5 322.0  0.82 0.33
 35.0 354.0  0.85 0.31
 33.0 376.0  0.82 0.28
 32.0 388.0  0.79 0.30
 30.5 406.0  0.77 0.29
 23.8 521.0  0.48 0.60
 22.9 541.0  0.49 0.69
 22.1 561.0  0.49 0.76
 16.0 775.0  0.98 1.14
 15.5 800.0  0.96 1.12
 14.6 849.0  0.90 1.20
 11.8 1,051.0 0.11 1.18 1.48
 10.8 1,148.0 0.11 1.29 1.39
 10.3 1,204.0 0.12 1.22 1.33
 7.80 1,590.0 0.16 0.93 2.06
 5.60 2,214.0 0.22 2.43 3.70
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PROPERTIES OF METALS  4.19

TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å μm n k

Tungsten39 5.00 2,480.0 0.25 3.40 2.85
 4.30 2,883.0 0.29 3.07 2.31
 4.00 3,100.0 0.31 2.95 2.43
 3.45 3,594.0 0.36 3.32 2.70
 3.25 3,815.0 0.38 3.45 2.49
 3.10 4,000.0 0.40 3.39 2.41
 2.80 4,428.0 0.44 3.30 2.49
 1.85 6,702.0 0.67 3.76 2.95
 1.75 7,085.0 0.71 3.85 2.86
 1.60 7,749.0 0.77 3.67 2.68
 1.20  1.03 3.00 3.64
 0.96  1.29 3.15 4.41
 0.92  1.35 3.14 4.45
 0.85  1.46 2.80 4.33
 0.58  2.14 1.18 8.44
 0.40  3.10 1.94 13.2
 0.34  3.65 1.71 15.7
 0.18  6.89 4.72 31.5
 0.12  10.3 10.1 46.4
 0.07  17.7 26.5 73.8
 0.05  24.8 46.5 93.7
Silicon carbide41 30.0 413.0  0.74 0.11
 20.5 605.0  0.35 0.53
 13.1 946.0  0.68 1.41
 9.50 1,305.0 0.13 1.46 2.21
 9.00 1,378.0 0.14 1.60 2.15
 7.60 1,631.0 0.16 2.59 2.87
 6.40 1,937.0 0.19 4.05 1.42
 5.00 2,480.0 0.25 3.16 0.26
 3.90 3,179.0 0.32 2.92 0.01
 3.00 4,133.0 0.41 2.75 0.00
 2.50 4,959.0 0.50 2.68 0.00
 1.79 6,911.0 0.69 2.62 —
 1.50 8,266.0 0.83 2.60 —
 0.62  2.00 2.57 0.00
 0.31  4.00 2.52 0.00
 0.12  6.67 2.33 0.02
 0.11  9.80 1.29 0.01
 0.10  10.40 0.09 0.63
 0.10  10.81 0.06 1.57
 0.10  11.9 0.16 4.51
 0.09  12.6 8.74 18.4
 0.08  12.7 17.7 6.03
 0.05  13.1 7.35 0.27
   15.4 4.09 0.02
   25.0 3.34 —
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4.20  PROPERTIES

FIGURE 2 k for aluminum vs. photon energy.37
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PROPERTIES OF METALS  4.21

FIGURE 3 n and k for aluminum vs. photon energy.37
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FIGURE 4 n and k for beryllium vs. wavelength.38
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4.26  PROPERTIES
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FIGURE 15 Dielectric function for beryllium vs. 
photon energy showing variation with crystallographic 
direction.42
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PROPERTIES OF METALS  4.27

TABLE 3 Reflectance of Selected Metals at Normal Incidence

Metal eV Wavelength Å μm R

Aluminum36 0.040  31.0 0.9923
 0.050  24.8 0.9915
 0.060  20.7 0.9906
 0.070  17.7 0.9899
 0.080  15.5 0.9895
 0.090  13.8 0.9892
 0.100  12.4 0.9889
 0.125  9.92 0.9884
 0.175  7.08 0.9879
 0.200  6.20 0.9873
 0.250  4.96 0.9858
 0.300  4.13 0.9844
 0.400  3.10 0.9826
 0.600  2.07 0.9806
 0.800  1.55 0.9778
 0.900  1.38 0.9749
 1.00  1.24 0.9697
 1.10  1.13 0.9630
 1.20  1.03 0.9521
 1.30 9,537.0 0.95 0.9318
 1.40 8,856.0 0.89 0.8852
 1.50 8,265.0 0.83 0.8678
 1.60 7,749.0 0.77 0.8794
 1.70 7,293.0 0.73 0.8972
 1.80 6,888.0 0.69 0.9069
 2.00 6,199.0 0.62 0.9148
 2.40 5,166.0 0.52 0.9228
 2.80 4,428.0 0.44 0.9242
 3.20 3,874.0 0.39 0.9243
 3.60 3,444.0 0.34 0.9246
 4.00 3,100.0 0.31 0.9248
 4.60 2,695.0 0.27 0.9249
 5.00 2,497.0 0.25 0.9244
 6.00 2,066.0 0.21 0.9257
 8.00 1,550.0 0.15 0.9269
 10.00 1,240.0 0.12 0.9286
 11.00 1,127.0 0.11 0.9298
 13.00 954.0  0.8960
 13.50 918.0  0.8789
 14.00 886.0  0.8486
 14.40 861.0  0.8102
 14.60 849.0  0.7802
 14.80 838.0  0.7202
 15.00 827.0  0.6119
 15.20 816.0  0.4903
 15.40 805.0  0.3881
 15.60 795.0  0.3182
 15.80 785.0  0.2694
 16.00 775.0  0.2326
 16.20 765.0  0.2031
 16.40 756.0  0.1789
 16.75 740.0  0.1460

(Continued)
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4.28  PROPERTIES

TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å μm R

Aluminum39 17.00 729.0  0.1278
 17.50 708.0  0.1005
 18.00 689.0  0.0809
 19.00 653.0  0.0554
 20.0 620.0  0.0398
 21.0 590.0  0.0296
 22.0 564.0  0.0226
 23.0 539.0  0.0177
 24.0 517.0  0.0140
 25.0 496.0  0.0113
 26.0 477.0  0.0092
 27.0 459.0  0.0076
 28.0 443.0  0.0063
 30.0 413.0  0.0044
 35.0 354.0  0.0020
 40.0 310.0  0.0010
 45.0 276.0  0.0005
 50.0 248.0  0.0003
 55.0 225.0  0.0001
 60.0 206.0  0.0000
 70.0 177.0  0.0000
 72.5 171.0  0.0002
 75.0 165.0  0.0002
 80.0 155.0  0.0002
 85.0 146.0  0.0002
 95.0 131.0  0.0003
 100.0 124.0  0.0002
 120.0 103.0  0.0002
 130.0 95.4  0.0001
 150.0 82.7  0.0001
 170.0 72.9  0.0001
 180.0 68.9  0.0000
 200.0 62.0  0.0000
 300.0 41.3  0.0000
Beryllium38 0.020  61.99 0.989
 0.040  31.00 0.989
 0.060  20.66 0.988
 0.080  15.50 0.985
 0.100  12.40 0.983
 0.120  10.33 0.982
 0.160  7.75 0.981
 0.200  6.20 0.980
 0.240  5.17 0.978
 0.280  4.43 0.972
 0.320  3.87 0.966
 0.380  3.26 0.955
 0.440  2.82 0.940
 0.500  2.48 0.917
 0.560  2.21 0.887
 0.600  2.07 0.869
 0.660  1.88 0.841
 0.720  1.72 0.810
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PROPERTIES OF METALS  4.29

TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å μm R

Beryllium38 0.780  1.59 0.775
 0.860  1.44 0.736
 0.940  1.32 0.694
 1.00  1.24 0.667
 1.10  1.13 0.640
 1.20  1.03 0.615
 1.40 8,856.0 0.89 0.575
 1.60 7,749.0 0.77 0.555
 1.90 6,525.0 0.65 0.540
 2.40 5,166.0 0.52 0.538
 2.80 4,428.0 0.44 0.537
 3.00 4,133.0 0.41 0.537
 3.30 3,757.0 0.38 0.536
 3.60 3,444.0 0.34 0.536
 3.80 3,263.0 0.33 0.538
 4.00 3,100.0 0.31 0.541
 4.20 2,952.0 0.30 0.547
 4.40 2,818.0 0.28 0.558
 4.60 2,695.0 0.27 0.575
Copper36 0.10  12.4 0.980
 0.50  2.48 0.979
 1.00  1.24 0.976
 1.50 8,265.0 0.83 0.965
 1.70 7,293.0 0.73 0.958
 1.80 6,888.0 0.69 0.952
 1.90 6,525.0 0.65 0.943
 2.00 6,199.0 0.62 0.910
 2.10 5,904.0 0.59 0.814
 2.20 5,635.0 0.56 0.673
 2.30 5,390.0 0.54 0.618
 2.40 5,166.0 0.52 0.602
 2.60 4,768.0 0.48 0.577
 2.80 4,428.0 0.44 0.545
 3.00 4,133.0 0.41 0.509
 3.20 3,874.0 0.39 0.468
 3.40 3,646.0 0.36 0.434
 3.60 3,444.0 0.34 0.407
 3.80 3,263.0 0.33 0.387
 4.00 3,100.0 0.31 0.364
 4.20 2,952.0 0.30 0.336
 4.40 2,818.0 0.28 0.329
 4.60 2,695.0 0.27 0.334
 4.80 2,583.0 0.26 0.345
 5.00 2,497.0 0.25 0.366
 5.20 2,384.0 0.24 0.380
 5.40 2,296.0 0.23 0.389
 5.60 2,214.0 0.22 0.391
 5.80 2,138.0 0.21 0.389
 6.00 2,066.0 0.21 0.380
 6.50 1,907.0 0.19 0.329
 7.00 1,771.0 0.18 0.271
 7.50 1,653.0 0.17 0.230

(Continued)
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4.30  PROPERTIES

TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å μm R

Copper36 8.00 1,550.0 0.15 0.206
 8.50 1,459.0 0.15 0.189
 9.00 1,378.0 0.14 0.171
 9.50 1,305.0 0.13 0.154
 10.00 1,240.0 0.12 0.139
 11.00 1,127.0 0.11 0.118
 12.00 1,033.0 0.10 0.111
 13.00 954.0  0.109
 14.00 886.0  0.111
 15.00 827.0  0.111
 16.00 775.0  0.106
 17.00 729.0  0.097
 18.00 689.0  0.084
 19.00 653.0  0.071
 20.00 620.0  0.059
 21.00 590.0  0.048
 22.00 564.0  0.040
 23.00 539.0  0.035
 24.00 517.0  0.035
 25.00 496.0  0.040
 26.00 477.0  0.044
 27.00 459.0  0.043
 28.00 443.0  0.039
 29.00 428.0  0.032
 30.00 413.0  0.025
 32.00 387.0  0.017
 34.00 365.0  0.014
 36.00 344.0  0.012
 38.00 326.0  0.010
 40.00 310.0  0.009
 45.00 276.0  0.006
 50.00 248.0  0.005
 55.00 225.0  0.004
 60.00 206.0  0.003
 70.00 177.0  0.002
 90.00 138.0  0.002
Chromium36 0.06  20.70 0.962
 0.10  12.40 0.955
 0.14  8.86 0.936
 0.18  6.89 0.953
 0.22  5.64 0.954
 0.26  4.77 0.951
 0.30  4.13 0.943
 0.42  2.95 0.862
 0.54  2.30 0.788
 0.66  1.88 0.736
 0.78  1.59 0.680
 0.90  1.38 0.650
 1.00  1.24 0.639
 1.12  1.11 0.631
 1.24 9,998.0 1.00 0.629
 1.36 9,116.0 0.91 0.631
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PROPERTIES OF METALS  4.31

TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å μm R

Chromium36 1.46 8,492.0 0.85 0.632
 1.77 7,005.0 0.70 0.639
 2.00 6,199.0 0.62 0.644
 2.20 5,635.0 0.56 0.656
 2.40 5,166.0 0.52 0.677
 2.60 4,768.0 0.48 0.698
 2.80 4,428.0 0.44 0.703
 3.00 4,133.0 0.41 0.695
 4.00 3,100.0 0.31 0.651
 4.40 2,818.0 0.28 0.620
 4.80 2,583.0 0.26 0.572
 5.20 2,384.0 0.24 0.503
 5.60 2,214.0 0.22 0.443
 6.00 2,066.0 0.21 0.444
 7.00 1,771.0 0.18 0.425
 7.60 1,631.0 0.16 0.378
 8.00 1,550.0 0.15 0.315
 8.50 1,459.0 0.15 0.235
 9.00 1,378.0 0.14 0.170
 10.00 1,240.0 0.12 0.120
 11.00 1,127.0 0.11 0.103
 11.50 1,078.0 0.11 0.100
 12.00 1,033.0 0.10 0.101
 13.00 954.0  0.119
 14.00 886.0  0.135
 15.00 827.0  0.143
 16.00 775.0  0.139
 18.00 689.0  0.129
 19.00 653.0  0.131
 20.00 620.0  0.130
 22.00 563.0  0.112
 24.00 517.0  0.096
 26.00 477.0  0.063
 28.00 443.0  0.037
 30.00 413.0  0.030
Gold (electropolished)36 0.10  12.40 0.995
 0.20  6.20 0.995
 0.40  3.10 0.995
 0.60  2.07 0.994
 0.80  1.55 0.993
 1.00  1.24 0.992
 1.20  1.03 0.991
 1.40 8,856.0 0.89 0.989
 1.60 7,749.0 0.77 0.986
 1.80 6,888.0 0.69 0.979
 2.00 6,199.0 0.62 0.953
 2.10 5,904.0 0.59 0.925
 2.20 5,635.0 0.56 0.880
 2.30 5,390.0 0.54 0.807
 2.40 5,166.0 0.52 0.647
 2.50 4,959.0 0.50 0.438
 2.60 4,768.0 0.48 0.331

(Continued)
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4.32  PROPERTIES

TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å μm R

Gold (electropolished)36 2.70 4,592.0 0.46 0.356
 2.80 4,428.0 0.44 0.368
 2.90 4,275.0 0.43 0.368
 3.00 4,133.0 0.41 0.369
 3.10 3,999.0 0.40 0.371
 3.20 3,874.0 0.39 0.368
 3.40 3,646.0 0.36 0.356
 3.60 3,444.0 0.34 0.346
 3.80 3,263.0 0.33 0.360
 4.00 3,100.0 0.31 0.369
 4.20 2,952.0 0.30 0.367
 4.40 2,818.0 0.28 0.370
 4.60 2,695.0 0.27 0.364
 4.80 2,583.0 0.26 0.344
 5.00 2,497.0 0.25 0.319
 5.40 2,296.0 0.23 0.275
 5.80 2,138.0 0.21 0.236
 6.20 2,000.0 0.20 0.203
 6.60 1,878.0 0.19 0.177
 7.00 1,771.0 0.18 0.162
 7.40 1,675.0 0.17 0.164
 7.80 1,589.0 0.16 0.171
 8.20 1,512.0 0.15 0.155
 8.60 1,442.0 0.14 0.144
 9.00 1,378.0 0.14 0.133
 9.40 1,319.0 0.13 0.122
 9.80 1,265.0 0.13 0.124
 10.20 1,215.0 0.12 0.127
 11.00 1,127.0 0.11 0.116
 12.00 1,033.0 0.10 0.109
 14.00 886.0  0.140
 16.00 775.0  0.123
 18.00 689.0  0.109
 20.00 620.0  0.133
 22.00 563.0  0.164
 24.00 517.0  0.125
 26.00 477.0  0.079
 28.00 443.0  0.063
 30.00 413.0  0.064
Iron36 0.10  12.40 0.978
 0.15  8.27 0.956
 0.20  6.20 0.958
 0.26  4.77 0.911
 0.30  4.13 0.892
 0.36  3.44 0.867
 0.40  3.10 0.858
 0.50  2.48 0.817
 0.60  2.07 0.783
 0.70  1.77 0.752
 0.80  1.55 0.725
 0.90  1.38 0.700
 1.00  1.24 0.678
 1.10  1.13 0.660
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å μm R

Iron36 1.20  1.03 0.641
 1.30 9,537.0 0.95 0.626
 1.40 8,856.0 0.89 0.609
 1.50 8,265.0 0.83 0.601
 1.60 7,749.0 0.77 0.585
 1.70 7,293.0 0.73 0.577
 1.80 6,888.0 0.69 0.573
 1.90 6,525.0 0.65 0.563
 2.00 6,199.0 0.62 0.563
 2.20 5,635.0 0.56 0.563
 2.40 5,166.0 0.52 0.567
 2.60 4,768.0 0.48 0.576
 2.80 4,428.0 0.44 0.580
 3.00 4,133.0 0.41 0.583
 3.20 3,874.0 0.39 0.576
 3.40 3,646.0 0.36 0.565
 3.60 3,444.0 0.34 0.548
 4.00 3,100.0 0.31 0.527
 4.33 2,863.0 0.29 0.494
 4.67 2,655.0 0.27 0.470
 5.00 2,497.0 0.25 0.435
 5.50 2,254.0 0.23 0.401
 6.00 2,066.0 0.21 0.366
 6.50 1,907.0 0.19 0.358
 7.00 1,771.0 0.18 0.333
 7.50 1,653.0 0.17 0.298
 8.00 1,550.0 0.15 0.272
 8.50 1,459.0 0.15 0.251
 9.00 1,378.0 0.14 0.236
 9.50 1,305.0 0.13 0.226
 10.00 1,240.0 0.12 0.213
 11.00 1,127.0 0.11 0.162
 11.17 1,110.0 0.11 0.159
 11.33 1,094.0 0.11 0.159
 11.50 1,078.0 0.11 0.160
 12.00 1,033.0 0.10 0.163
 12.50 992.0  0.165
 13.00 954.0  0.162
 13.50 918.0  0.159
 14.00 886.0  0.151
 15.00 827.0  0.135
 16.00 775.0  0.116
 17.00 729.0  0.102
 18.00 689.0  0.091
 20.00 620.0  0.083
 22.00 563.0  0.068
 24.00 517.0  0.045
 26.00 477.0  0.031
 28.00 443.0  0.021
 30.00 413.0  0.014
Molybdenum36 0.10  12.40 0.985
 0.20  6.20 0.985
 0.30  4.13 0.983

(Continued)
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å μm R

Molybdenum36 0.50  2.70 0.971
 0.70  1.77 0.932
 0.90  1.38 0.859
 1.00  1.24 0.805
 1.10  1.13 0.743
 1.20  1.03 0.671
 1.30 9,537.0 0.95 0.608
 1.40 8,856.0 0.89 0.562
 1.50 8,265.0 0.83 0.550
 1.60 7,749.0 0.77 0.562
 1.70 7,293.0 0.73 0.570
 1.80 6,888.0 0.69 0.576
 2.00 6,199.0 0.62 0.571
 2.20 5,635.0 0.56 0.562
 2.40 5,166.0 0.52 0.594
 2.60 4,768.0 0.48 0.582
 2.80 4,428.0 0.44 0.565
 3.00 4,133.0 0.41 0.550
 3.20 3,874.0 0.39 0.540
 3.40 3,646.0 0.36 0.541
 3.60 3,444.0 0.34 0.546
 3.80 3,263.0 0.33 0.554
 4.00 3,100.0 0.31 0.576
 4.20 2,952.0 0.30 0.610
 4.40 2,818.0 0.28 0.640
 4.60 2,695.0 0.27 0.658
 4.80 2,583.0 0.26 0.678
 5.00 2,497.0 0.25 0.695
 5.20 2,384.0 0.24 0.706
 5.40 2,296.0 0.23 0.706
 5.60 2,214.0 0.22 0.700
 6.00 2,066.0 0.21 0.674
 6.40 1,937.0 0.19 0.641
 6.80 1,823.0 0.18 0.592
 7.20 1,722.0 0.17 0.548
 7.40 1,675.0 0.17 0.542
 7.60 1,631.0 0.16 0.552
 7.80 1,589.0 0.16 0.542
 8.00 1,550.0 0.15 0.530
 8.40 1,476.0 0.15 0.495
 8.80 1,409.0 0.14 0.450
 9.20 1,348.0 0.13 0.385
 9.60 1,291.0 0.13 0.320
 10.00 1,240.0 0.12 0.250
 10.40 1,192.0 0.12 0.188
 10.60 1,170.0 0.12 0.138
 11.20 1,107.0 0.11 0.123
 11.60 1,069.0 0.11 0.135
 12.00 1,033.0 0.10 0.154
 12.80 969.0  0.178
 13.60 912.0  0.187
 14.40 861.0  0.182
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å μm R

Molybdenum36 14.80 838.0  0.179
 15.00 827.0  0.179
 16.00 775.0  0.194
 17.00 729.0  0.233
 18.00 689.0  0.270
 19.00 653.0  0.284
 20.00 620.0  0.264
 22.00 563.0  0.207
 24.00 517.0  0.151
 26.00 477.0  0.071
 28.00 443.0  0.036
 30.00 413.0  0.023
 32.00 387.0  0.030
 34.00 365.0  0.034
 36.00 344.0  0.043
 38.00 326.0  0.033
 40.00 310.0  0.025
Nickel36 0.10  12.40 0.983
 0.15  8.27 0.978
 0.20  6.20 0.969
 0.30  4.13 0.934
 0.40  3.10 0.900
 0.60  2.07 0.835
 0.80  1.55 0.794
 1.00  1.24 0.753
 1.20  1.03 0.721
 1.40 8,856.0 0.89 0.695
 1.60 7,749.0 0.77 0.679
 1.80 6,888.0 0.69 0.670
 2.00 6,199.0 0.62 0.649
 2.40 5,166.0 0.52 0.590
 2.80 4,428.0 0.44 0.525
 3.20 3,874.0 0.39 0.467
 3.60 3,444.0 0.34 0.416
 3.80 3,263.0 0.33 0.397
 4.00 3,100.0 0.31 0.392
 4.20 2,952.0 0.30 0.396
 4.60 2,695.0 0.27 0.421
 5.00 2,497.0 0.25 0.449
 5.20 2,384.0 0.24 0.454
 5.40 2,296.0 0.23 0.449
 5.80 2,138.0 0.21 0.417
 6.20 2,000.0 0.20 0.371
 6.60 1,878.0 0.19 0.325
 7.00 1,771.0 0.18 0.291
 8.00 1,550.0 0.15 0.248
 9.00 1,378.0 0.14 0.211
 10.00 1,240.0 0.12 0.166
 11.00 1,127.0 0.11 0.115
 12.00 1,033.0 0.10 0.108
 13.00 954.0  0.105
 14.00 886.0  0.106

(Continued)
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å μm R

Nickel36 15.00 827.0  0.107
 16.00 775.0  0.103
 18.00 689.0  0.092
 20.00 620.0  0.071
 22.00 564.0  0.055
 24.00 517.0  0.051
 27.00 459.0  0.042
 30.00 413.0  0.034
 35.00 354.0  0.022
 40.00 310.0  0.014
 50.00 248.0  0.004
 60.00 206.0  0.002
 65.00 191.0  0.002
 70.00 177.0  0.004
 90.00 138.0  0.002
Platinum36 0.10  12.40 0.976
 0.15  8.27 0.969
 0.20  6.20 0.962
 0.30  4.13 0.945
 0.40  3.10 0.922
 0.45  2.76 0.882
 0.50  2.50 0.813
 0.55  2.25 0.777
 0.60  2.07 0.753
 0.65  1.91 0.746
 0.70  1.77 0.751
 0.80  1.55 0.762
 0.90  1.38 0.765
 1.00  1.24 0.762
 1.20  1.03 0.746
 1.40 8,856.0 0.89 0.725
 1.60 7,749.0 0.77 0.706
 1.80 6,888.0 0.69 0.686
 2.00 6,199.0 0.62 0.664
 2.50 4,959.0 0.50 0.616
 3.00 4,133.0 0.41 0.565
 4.00 3,100.0 0.31 0.472
 5.00 2,497.0 0.25 0.372
 6.00 2,066.0 0.21 0.276
 7.00 1,771.0 0.18 0.230
 8.00 1,550.0 0.15 0.216
 9.00 1,378.0 0.14 0.200
 9.20 1,348.0 0.13 0.198
 9.40 1,319.0 0.13 0.200
 10.20 1,215.0 0.12 0.211
 11.00 1,127.0 0.11 0.199
 12.00 1,033.0 0.10 0.173
 12.80 969.0  0.158
 13.60 912.0  0.155
 14.80 838.0  0.157
 15.20 816.0  0.155
 16.00 775.0  0.146
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å μm R

Platinum36 17.50 708.0  0.135
 18.00 689.0  0.142
 20.00 620.0  0.197
 21.00 590.0  0.226
 22.00 564.0  0.240
 23.00 539.0  0.226
 24.00 517.0  0.201
 26.00 477.0  0.150
 28.00 443.0  0.125
 29.00 428.0  0.118
 30.00 413.0  0.124
Silver36 0.10  12.40 0.995
 0.20  6.20 0.995
 0.30  4.13 0.994
 0.40  3.10 0.993
 0.50  2.48 0.992
 1.00  1.24 0.987
 1.50 8,265.0 0.83 0.960
 2.00 6,199.0 0.62 0.944
 2.50 4,959.0 0.50 0.914
 3.00 4,133.0 0.41 0.864
 3.25 3,815.0 0.38 0.816
 3.50 3,542.0 0.35 0.756
 3.60 3,444.0 0.34 0.671
 3.70 3,351.0 0.34 0.475
 3.77 3,289.0 0.33 0.154
 3.80 3,263.0 0.33 0.053
 3.90 3,179.0 0.32 0.040
 4.00 3,100.0 0.31 0.103
 4.10 3,024.0 0.30 0.153
 4.20 2,952.0 0.30 0.194
 4.30 2,883.0 0.29 0.208
 4.50 2,755.0 0.28 0.238
 4.75 2,610.0 0.26 0.252
 5.00 2,497.0 0.25 0.257
 5.50 2,254.0 0.23 0.257
 6.00 2,066.0 0.21 0.246
 6.50 1,907.0 0.19 0.225
 7.00 1,771.0 0.18 0.196
 7.50 1,653.0 0.17 0.157
 8.00 1,550.0 0.15 0.114
 9.00 1,378.0 0.14 0.074
 10.00 1,240.0 0.12 0.082
 11.00 1,127.0 0.11 0.088
 12.00 1,033.0 0.10 0.100
 13.00 954.0  0.112
 14.00 886.0  0.141
 15.00 827.0  0.156
 16.00 775.0  0.151
 17.00 729.0  0.139
 18.00 689.0  0.124
 19.00 653.0  0.111

(Continued)
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å μm R

Silver36 20.00 620.0  0.103
 21.00 590.0  0.112
 21.50 577.0  0.124
 22.00 564.0  0.141
 22.50 551.0  0.157
 23.00 539.0  0.163
 24.00 517.0  0.165
 25.00 496.0  0.154
 26.00 477.0  0.133
 28.00 443.0  0.090
 30.00 413.0  0.074
 34.00 365.0  0.067
 38.00 326.0  0.043
 42.00 295.0  0.036
 46.00 270.0  0.031
 50.00 248.0  0.027
 56.00 221.0  0.024
 62.00 200.0  0.016
 66.00 188.0  0.016
 70.00 177.0  0.021
 76.00 163.0  0.013
 80.00 155.0  0.012
 90.00 138.0  0.009
 100.00 124.0  0.005
Tungsten36 0.10  12.40 0.983
 0.20  6.20 0.981
 0.30  4.13 0.979
 0.38  3.26 0.963
 0.46  2.70 0.952
 0.54  2.30 0.948
 0.62  2.00 0.917
 0.70  1.77 0.856
 0.74  1.68 0.810
 0.78  1.59 0.759
 0.82  1.51 0.710
 0.86  1.44 0.661
 0.98  1.27 0.653
 1.10  1.13 0.627
 1.20  1.03 0.590
 1.30 9,537.0 0.95 0.545
 1.40 8,856.0 0.89 0.515
 1.50 8,265.0 0.83 0.500
 1.60 7,749.0 0.77 0.494
 1.70 7,293.0 0.73 0.507
 1.80 6,888.0 0.69 0.518
 1.90 6,525.0 0.65 0.518
 2.10 5,904.0 0.59 0.506
 2.50 4,959.0 0.50 0.487
 3.00 4,133.0 0.41 0.459
 3.50 3,542.0 0.35 0.488
 4.00 3,100.0 0.31 0.451
 4.20 2,952.0 0.30 0.440
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PROPERTIES OF METALS  4.39

Figures 28 to 34 show reflectance for polished surfaces and thin films of Al, Be, SiC, and Ni, 
including effects of oxide films on the surface.51 One effect of absorption is to limit the penetration 
depth of incident radiation. Penetration depth is shown in Fig. 35 as a function of wavelength for 
Al, Be, and Ni.51

Absorption is a critical parameter for high-energy laser components, and is discussed in hundreds 
of papers as a function of surface morphology, angle of incidence, polarization state, and tempera-
ture. Only a few representative examples of this body of work can be cited here. When absorptance 
measurements were made of metal mirrors as a function of angle of incidence, polarization state, and 
wavelength,52 it was found that measured values agreed with theory except at high angles of incidence 
where surface condition plays an undefined role. With the advent of diamond-turning as a mirror-
finishing method, many papers have addressed absorptance characteristics of these unique surfaces as 
a function of surface morphology and angle of incidence, particularly on Ag and Cu mirrors.53,54 It has 
been observed that mirrors have the lowest absorptance when the light is s-polarized and the grooves 
are oriented parallel to the plane of incidence.54 The temperature dependence of optical absorption 

TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å μm R

Tungsten36 4.60 2,695.0 0.27 0.455
 5.00 2,497.0 0.25 0.505
 5.40 2,296.0 0.23 0.586
 5.80 2,138.0 0.21 0.637
 6.20 2,000.0 0.20 0.646
 6.60 1,878.0 0.19 0.631
 7.00 1,771.0 0.18 0.607
 7.60 1,631.0 0.16 0.556
 8.00 1,550.0 0.15 0.505
 8.40 1,476.0 0.15 0.449
 9.00 1,378.0 0.14 0.388
 10.00 1,240.0 0.12 0.287
 10.40 1,192.0 0.12 0.270
 11.00 1,127.0 0.11 0.290
 11.80 1,051.0 0.11 0.318
 12.80 969.0  0.333
 13.60 912.0  0.325
 14.80 838.0  0.276
 15.60 795.0  0.246
 16.00 775.0  0.249
 16.80 738.0  0.273
 17.60 704.0  0.304
 18.80 659.0  0.340
 20.00 620.0  0.354
 21.20 585.0  0.331
 22.40 553.0  0.287
 23.60 525.0  0.252
 24.00 517.0  0.234
 24.80 500.0  0.191
 25.60 484.0  0.150
 26.80 463.0  0.105
 28.00 443.0  0.073
 30.00 413.0  0.047
 34.00 365.0  0.032
 36.00 344.0  0.036
 40.00 310.0  0.045
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FIGURE 16 Reflectance and absorptance for
aluminum vs. wavelength calculated for normal incidence.35

(With permission.)
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FIGURE 17 Reflectance and absorptance for
copper vs. wavelength calculated for normal incidence.35 (With
permission.)
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FIGURE 18 Reflectance and absorptance for gold 
vs. wavelength calculated for normal incidence.35 (With 
permission.)
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FIGURE 19 Reflectance and absorptance for iron 
vs. wavelength calculated for normal incidence.35 (With 
permission.)
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FIGURE 22 Reflectance and absorptance for platinum 
vs. wavelength calculated for normal incidence.35 (With 
permission.)
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FIGURE 23 Reflectance for the basal plane of hex-
agonal silicon carbide vs. wavelength calculated for normal 
incidence.35 (With permission.)

FIGURE 20 Reflectance and absorptance for molybde-
num vs. wavelength calculated for normal incidence.35 (With 
permission.)

1

0.5

0.2

0.1

0.05

R
, A

0.02

0.01
0.01 0.02 0.05 0.1 0.2

Wavelength (μm)

0.5 1 2 5 10

A

A

R

R

Mo

FIGURE 21 Reflectance and absorptance for nickel 
vs. wavelength calculated for normal incidence.35 (With
permission.)
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FIGURE 24 Infrared reflectance for the basal 
plane of hexagonal silicon carbide vs. wavelength cal-
culated for normal incidence.35 (With permission.)
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FIGURE 25 Reflectance and absorptance for silver 
vs. wavelength calculated for normal incidence.35 (With
permission.)
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FIGURE 26 Reflectance and absorptance for tungsten 
vs. wavelength calculated for normal incidence.35 (With
permission.)
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FIGURE 27 Reflectance for polarized radiation vs. angle of incidence for a vacuum-metal interface.35 (With permission.)
(a) n = 3.75, k = 31.0, approximate values for gold at l = 5 μm; (b) n = 1.80, k = 1.90, l = 0.3 μm; and (c) n = 0.94, k = 0.017, 
approximate values for gold at l = 0.01 μm. Note the tendency toward total external reflectance for angle ≥ 80°.
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FIGURE 28 Effect of oxide layer on the reflectivity of aluminum vs. wavelength51 calcu-
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FIGURE 29 Reflectance of optical-grade aluminum alloys vs. wavelength.51
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FIGURE 30 Effect of impurities on the reflectance of beryllium thin films vs.
wavelength.51

1.0

0.9

0.8

R
ef

le
ct

an
ce

0.7

0.6

0.4

0.5
50 A oxide

layer 100 A oxide layer

Thin film Be

.1 1

Wavelength (μm)

10

FIGURE 31 Effect of oxide layer thickness on the reflectance of beryllium vs.
wavelength51 calculated from n and k.38
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FIGURE 32 Reflectance of polished and evaporated beryllium vs. wavelength;51 com-
parison of evaporated high-purity thin film,38 polished high-purity thick film, and polished 
bulk beryllium (2 percent BeO).
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FIGURE 33 Ultraviolet reflectance of aluminum, silicon, and silicon carbide vs.
wavelength.51
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FIGURE 34 Reflectance of pure nickel39 and electroless nickel (Ni-P alloy)51 vs. wave-
length calculated from n and k.
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4.48  PROPERTIES

has long been known,55 but measurements and theory do not always agree, particularly at shorter 
wavelengths. Figure 36 shows absorptance of Mo as a function of temperature at a wavelength of 
10.6 μm.55

Mass absorption of energetic photons56 follows the same relationship as described in Eq. (4), but 
with the product mass attenuation coefficient m and mass density r substituted for absorption coef-
ficient a. Table 4 lists mass attenuation coefficients for selected elements at energies between 1 keV 
(soft x rays) and 1 GeV (hard gamma rays). Units for the coefficient are m2/kg, so that when multiplied 
by mass density in kg/m3, and depth x in m, the exponent in the equation is dimensionless. To a 

0.06

0.05

0.04

Fr
ac

ti
on

 a
bs

or
be

d

0.03

0.02

0.01

100 200 300

Temperature (°C)

400 500 600 700

FIGURE 36 The 10.6-μm absorptance of Mo 
vs. temperature.53 × is heating and O is cooling. The 
straight line is a least-squares fit to the data.

TABLE 4 Mass Attenuation Coefficients for Photons56 

                      Mass attenuation coefficient (m2/kg)

Atomic 
No.

Photon energy (MeV)

0.001 0.01 0.1 1.0 10.0 100.0 1000.0

Be 4 6.04 × 101 6.47 × 10−2 1.33 × 10−2 5.65 × 10−3 1.63 × 10−3 9.94 × 10−4 1.12 × 10−3

C 6 2.21 × 10−2 2.37 × 10−1 1.51 × 10−2 6.36 × 10−3 1.96 × 10–3 1.46 × 10−3 1.70 × 10−3

O 8 4.59 × 102 5.95 × 10−1 1.55 × 10−2 6.37 × 10−3 2.09 × 10–3 1.79 × 10−3 2.13 × 10−3

Mg 12 9.22 × 101 2.11 1.69 × 10−2 6.30 × 10−3 2.31 × 10–3 2.42 × 10−3 2.90 × 10−3

Al 13 1.19 × 102 2.62 1.70 × 10−2 6.15 × 10−3 2.32 × 10–3 2.52 × 10−3 3.03 × 10−3

Si 14 1.57 × 102 3.39 1.84 × 10−2 6.36 × 10−3 2.46 × 10–3 2.76 × 10−3 3.34 × 10−3

P 15 1.91 × 102 4.04 1.87 × 10−2 6.18 × 10−3 2.45 × 10–3 2.84 × 10−3 3.45 × 10−3

Ti 22 5.87 × 102 1.11 × 101 2.72 × 10−2 5.89 × 10−3 2.73 × 10–3 3.71 × 10−3 4.56 × 10−3

Cr 24 7.40 × 102 1.39 × 101 3.17 × 10−2 5.93 × 10−3 2.86 × 10–3 4.01 × 10−3 4.93 × 10−3

Fe 26 9.09 × 102 1.71 × 101 3.72 × 10−2 5.99 × 10−3 2.99 × 10–3 4.33 × 10−3 5.33 × 10−3

Ni 28 9.86 × 102 2.09 × 101 4.44 × 10−2 6.16 × 10−3 3.18 × 10–3 4.73 × 10−3 5.81 × 10−3

Cu 29 1.06 × 103 2.16 × 101 4.58 × 10−2 5.90 × 10−3 3.10 × 10–3 4.66 × 10−3 5.72 × 10−3

Zn 30 1.55 × 102 2.33 × 101 4.97 × 10−2 5.94 × 10−3 3.18 × 10–3 4.82 × 10−3 5.91 × 10−3

Ge 32 1.89 × 102 3.74 5.55 × 10−2 5.73 × 10−3 3.16 × 10–3 4.89 × 10−3 6.00 × 10−3

Mo 42 4.94 × 102 8.58 1.10 × 10−1 5.84 × 10−3 3.65 × 10–3 6.10 × 10−3 7.51 × 10−3

Ag 47 7.04 × 102 1.19 × 101 1.47 × 10−1 5.92 × 10−3 3.88 × 10–3 6.67 × 10−3 8.20 × 10−3

W 74 3.68 × 102 9.69 4.44 × 10−1 6.62 × 10−3 4.75 × 10–3 8.80 × 10−3 1.08 × 10−2

Pt 78 4.43 × 102 1.13 × 101 4.99 × 10−1 6.86 × 10−3 4.87 × 10–3 9.08 × 10−3 1.12 × 10−2

Au 79 4.65 × 102 1.18 × 101 5.16 × 10−1 6.95 × 10−3 4.93 × 10–3 9.19 × 10−3 1.13 × 10−2
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PROPERTIES OF METALS  4.49

high approximation, mass attenuation is additive for elements present in a body, independent of 
the way in which they are bound in chemical compounds. Table 4 is highly abridged; the original56

shows all elements and absorption edges.

Emittance Where the transmittance of a material is essentially zero, the absorptance equals the 
emittance as described above and expressed in Eqs. (15) and (16). Spectral emittance �s is the emit-
tance as a function of wavelength at constant temperature. These data have been presented as absorp-
tance curves in Figs. 16 to 22, 25, and 26. For SiC, �s is given in Fig. 37.57 Spectral emittance of unoxi-
dized surfaces at a wavelength of 0.65 μm is given for selected materials in Table 5.58

Total emittance �t is the emittance integrated over all wavelengths and usually given as a function 
of temperature. The total emittance of SiC is given in Fig. 38,59 and for selected materials in Table 6.60

Numerous papers by groups at the University of New Orleans (Ramanathan et al.61–65) and at Cornell 
University (Sievers et al.66,67) give high- and low-temperature data for the total hemispherical emit-
tance of a number of metals including Ag, Al, Cu, Mo, W, and AISI 304 stainless steel.

Physical Properties

The physical properties at room temperature of a number of metals are listed in Table 7. the crystal 
form does not appreciably affect the physical properties, but is a factor in the isotropy of thermal 
and mechanical properties. For most metals, resistivity is directly proportional to temperature and 
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FIGURE 37 Analyzed normal spectral emittance of silicon carbide vs. wavelength.57
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4.50  PROPERTIES

TABLE 5 Normal Spectral Emittance of 
Selected Metals (l = 0.65 μm)58

Metal Emissivity

Beryllium 0.61
Chromium 0.34
Copper 0.10
Gold 0.14
Iron 0.35
Cast iron 0.37
Molybdenum 0.37
Nickel 0.36
80Ni-20Cr 0.35
Palladium 0.33
Platinum 0.30
Silver 0.07
Steel 0.35
Tantalum 0.49
Titanium 0.63
Tungsten 0.43
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FIGURE 38 Analyzed normal total emittance of silicon carbide vs. temperature.59
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PROPERTIES OF METALS  4.51

TABLE 6 Total Emittance of Selected Materials60

Metal Temperature (°C) Emissivity

80 Ni-20 Cr 100 0.87
 600 0.87
 1300 0.89
Aluminum  50–500 0.04–0.06
Polished 200 0.11
Oxidized 600 0.19
Chromium  50 0.1
Polished 500–1000 0.28–0.38
Copper Oxidized 50 0.6–0.7
 500 0.88
Polished 50–100 0.02
Unoxidized 100 0.02
Glass 20–100 0.94–0.91
 250–1000 0.87–0.72
 1100–1500 0.7–0.67
Gold
 Carefully polished 200–600 0.02–0.03
 Unoxidized 100 0.02
 Iron, cast  
 Oxidized 200 0.64
 600 0.78
Unoxidized 100 0.21
Molybdenum 600–1000 0.08–0.13
 1500–2200 0.19–0.26
Nickel  
 Polished 200–400 0.07–0.09
 Unoxidized 25 0.045
 100 0.06
 500 0.12
 1000 0.19
Platinum  
 Polished 200–600 0.05–0.1
 Unoxidized 25 0.017
 100 0.047
 500 0.096
 1000 0.152
Silver  
 Polished 200–600 0.02–0.03
 Unoxidized 100 0.02
 500 0.035
Steel  
 304 SS 500 0.35
 Unoxidized 100 0.08
 Tantalum, unoxidized 1500 0.21
 2000 0.26
Tungsten, unoxidized 25 0.024
 100 0.032
 500 0.071
 1000 0.15
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PROPERTIES OF METALS  4.53

pure metals generally have increased resistivity with increasing amounts of alloying elements. This is 
shown graphically for copper in Fig. 39.68 Resistivity for a number of pure, polycrystalline metals is 
listed as a function of temperature in Table 8.69

Thermal Properties

The thermal properties of materials were documented in 1970 through 1977 in the 13-volume series 
edited by Touloukian et al.70 of the Thermophysical Properties Research Center at Purdue University. 
The properties database continues to be updated by the Center for Information and Numerical Data 
Analysis and Synthesis (CINDAS).1

Selected properties of coefficient of thermal expansion, CTE, thermal conductivity k, and specific 
heat Cp at room temperature, are listed in Table 9. Maximum usable temperatures are also listed in 
the table.

The CTE of a material is a measure of length change at a specific temperature, useful for deter-
mining dimensional sensitivity to local temperature gradients. The total expansion (contraction) 
per unit length DL/L for a temperature change DT is the area under the CTE vs. T curve between 
the temperature extremes. Table 10 and Figs. 40 through 42 show recommended71,72 CTE vs. T
relationships for a number of materials. More recent expansion data have been published for many 

FIGURE 39 Electrical resistance of Cu and Cu alloys vs. 
temperature;68 composition is in atomic percent.
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PROPERTIES OF METALS  4.55

materials that are too numerous to list here, but those for beryllium73 and beta silicon carbide74 are 
included in Table 10.

Thermal conductivities of many pure polycrystalline materials have been published by the National 
Bureau of Standards75,76 (now National Institute for Science and Technology) as part of the National 
Standard Reference Data System. Selected portions of these data, along with data from Touloukian 
et al.,77,78 and specific data for beryllium79 and beta silicon carbide,80 are listed in Table 11 and shown 
in Figs. 43 through 46.

The specific heat of metals is very well documented.73,81–83 Table 12 and Figs. 47 through 49 show the tem-
perature dependence of this property. Table values are cited in J/kg K, numerically equal to W s/kg K.

Mechanical Properties

Mechanical properties are arbitrarily divided between the elastic properties of moduli, Poisson’s 
ratio, and elastic stiffness, and the strength and fracture properties. All of these properties can be 
anisotropic as described by the elastic stiffness constants, but that level of detail is not included here. 
In general, cubic materials are isotropic in thermal properties and anisotropic in elastic properties. 
Materials of any of the other crystalline forms will be anisotropic in both thermal and elastic prop-
erties. For an in-depth treatment of this subject see, for example, Ref. 4.

TABLE 9 Thermal Properties of Metals at Room Temperature

                 Metal
Coeff. of Thermal

Expansion (ppm/K)

Thermal
Conductivity 

(W/m K)
Specific Heat

(J/kg K)
Maximum

Temperature (K) Reference

Aluminum: 5086-O 22.6 127 900 475 84

Aluminum: 6061-T6 22.5 167 896 425 84

Beryllium: I-70-H 11.3 216 1925 800 85

Copper: OFC 16.5 391 385 400 84

Gold 14.2 300 130 400 84

Iron 11.8 81 450 900 84

Invar 36 1.0 10 515 475 86

Molybdenum 4.8 142 276 1100 84

Nickel: 200 13.4 70 456 650 84

Nickel: Electroless plate (11% P) 11.0 7 460 425 87

 (8% P) 12.8 450 91

Silicon 2.6 156 710 725 84

Silicon Carbide (SiC): CVD 2.2 198 733 1200 88

2.4 250 700 92

SiC: Reaction sintered 2.6 155 670 1100 92

Silver 19.0 428 235 400 84

Stainless steel: 304 14.7 16 500 700 89

Stainless steel: 416 9.5 25 460 500 89

Stainless steel: 430 10.4 26 460 870 89

Titanium: 6A14V 8.6 7 520 650 84
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FIGURE 40 Coefficient of linear thermal expansion of 6061 aluminum alloy,71 beryllium,73 copper,71 gold,71 and silver71

vs. temperature.

25

20

15

10

5

0 100 200 300 400 500

Temperature (K)

600 700 800 900

Iron

304 SS

416 SS

Nickel

1000
0

C
T

E
 (

pp
m

/K
)

FIGURE 41 Coefficient of linear thermal expansion of iron,71 stainless steel types 30471 and 416,71 and nickel71 vs. 
temperature.
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FIGURE 42 Coefficient of linear thermal expansion of molybdenum,71 silicon,72 and alpha72 and beta74 silicon carbide 
vs. temperature.

TABLE 11 Temperature Dependence of the Thermal Conductivity (W/m K) of Selected Materials

Temp. (K) Pure Al 6061 Al 5086 Al Be Cu Au Fe 304 SS Mo Ni Ag Si Alpha SiC Beta SiC

5 3,810 13,800 2,070 371 73 316 17,200 424
10 6,610 87 8 19,600 2,820 705 1 145 600 16,800 2,110
20 5,650 170 17 60 10,500 1,500 997 277 856 5,100 4,940 950
50 1,000 278 40 140 1,220 420 936 6 300 336 700 2,680 2,872
75 450 197 186 220 207 484 1,510 2,797

100 300 213 64 268 463 345 132 10 179 158 450 884 2,048
123 179
150 200 79 301 428 335 104 12 149 121 432 409
167 970
173 223
200 237 203 93 282 413 327 94 13 143 106 430 264
250 209 103 232 404 320
273 236 109  401 318 84 15 139 94 428 168 202
293 212
298 115 193
300 237 200 398 315 80 15 138 90 427 148 420
400 240 160 392 312 69 17 134 80 420 99
500 237 139 388 309 61 18 130 72 413 76
600 232 126 383 304 55 20 126 66 405 62
700 226 115 377 298 49 21 122 65 397 51
800 220 107 371 292 43 22 118 67 389 42
900 213 98 364 285 38 24 115 70 382 36

1000 89 357 278 33 25 112 72 374 31
Reference 75,76 77 77 79 77 77 77 77 77 77 77 77 78 80
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FIGURE 43 Thermal conductivity of three aluminum alloys75–77 and beryllium79 vs. temperature.
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FIGURE 44 Thermal conductivity of copper,77 gold,77 and silver77 vs. temperature.
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FIGURE 45 Thermal conductivity of iron,77 type 304 stainless steel,77 molybdenum,77 and nickel77 vs. temperature. 
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FIGURE 46 Thermal conductivity of silicon77 and alpha78 and beta80 silicon carbide vs. temperature.
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PROPERTIES OF METALS  4.65

TABLE 12 Temperature Dependence of the Specific Heat (J/kg K) of Selected Materials

Temp. (K) Al Be Cu Au Fe 430 SS Mo Ni Ag Si Beta SiC

5 0.4 0.3 0.2 0.4 0.2
10 1.4 0.4 0.9 1.2 1.7 0.3
13 0.9 0.8 2.6 3.9
20 8.9 1.7 7.5 16 4.6 2.2 5.4 15 3.4
40 78 7.4 58 57 29 21 38 89 45
60 214 29 137 84 84 61 115
75 67 138 100 155 160 170

100 481 177 256 109 213 141 232 187 259
123 250
140 312 314
150 636 119 324 197 214 426
173 400
180 347 366
200 791 1113 124 385 224 383 225 557
220 368
250 855 1536 241 232
260 378 663 700
273 255
293 445 441
298 384 129 237
300 899 1833 712
323 453 236
350 931
366 398
373 2051 261 471 770 880
400 956 134 487
473 266 514 825 1020
477 402
500 995 526
523 541 244
573 271 573 848 1050
600 1034 142 568
623 2574 626
629 656
630 669
631 652
673 1076 2658 277 530 251 864 1150
700 423 617 649
733 526
773 527 257 881 1200
800 2817 147 687 753
873 288 542 262 898
900 2918 452 786 862
973 294 556 913

1000 3022 467 151 1016 971 272

Reference 81,82 73,83 83 83 83 83 83 83 83 83 80
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FIGURE 47 Specific heat of aluminum,81,82 copper,83 gold,83 and silver83 vs. temperature.
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FIGURE 48 Specific heat of iron,83 type 430 stainless steel,83 molybdenum,83 and nickel83 vs. temperature.
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4.68  PROPERTIES

FIGURE 49 Specific heat of beryllium,73,83 silicon,83 and beta silicon carbide80 vs. temperature.

3500.0

3000.0

2500.0

2000.0

1500.0

1000.0

500.0

0 100 200 300 400 500

Temperature (K)

(a)

600 700 800 900 1000
0

Sp
ec

if
ic

 h
ea

t 
(J

/k
g 

K
)

Beryllium

Silicon

Beta silicon carbide

10000.0

1000.0

100.0

10.0

1.0

1 10 100

Temperature (K)

(b)

1000
0.1

Sp
ec

if
ic

 h
ea

t 
(J

/k
g 

K
)

Beryllium

Silicon

Beta silicon carbide

04_Bass_V4_Ch04_p001-074.indd 4.68 9/18/09 10:03:33 AM

DO
 N

OT
 D

UP
LI

CA
TE



PROPERTIES OF METALS  4.69

Elastic Properties The principal elastic stiffnesses Cij of single crystals of some materials are given 
in Table 13. The three moduli and Poisson’s ratio for polycrystalline materials are given in Table 14. 
These properties vary little with temperature, increasing temperature causing a gradual decrease in 
the moduli.

TABLE 13 Elastic Stiffness Constants for Selected Single Crystal Metals

Cubic Metals93

Elastic stiffness (GN/m2)

C11 C44 C12

Aluminum 108.0 28.3 62.0
Chromium 346.0 100.0 66.0
Copper 169.0 75.3 122.0
Germanium 129.0 67.1 48.0
Gold 190.0 42.3 161.0
Iron 230.0 117.0 135.0
Molybdenum 459.0 111.0 168.0
Nickel 247.0 122.0 153.0
Silicon 165.0 79.2 64.0
Silicon carbide94 352.0 233.0 140.0
Silver 123.0 45.3 92.0
Tantalum 262.0 82.6 156.0
Tungsten 517.0 157.0 203.0

Hexagonal Metals C11 C33 C44 C12 C13

Beryllium95 288.8 354.2 154.9 21.1 4.7
Magnesium93 22.0 19.7 60.9 −7.8 −5.0
Silicon carbide94 500.0 521.0 168.0 98.0

TABLE 14 Elastic Moduli and Poisson’s Ratio for Selected Polycrystalline Materials

Materials

Young’s
Modulus 
(GN/m2)

Shear Modulus 
(GN/m2)

Bulk Modulus 
(GN/m2)

Poisson’s 
Ratio Reference

Aluminum: 5086-O 71.0 26.4 0.33 84
Aluminum: 6061-T6 68.9 25.9 0.33 84
Beryllium: I-701-H 315.4 148.4 115.0 0.043 96
Copper 129.8 48.3 137.8 0.343 97
Germanium 79.9 29.6 0.32 97
Gold 78.5 26.0 171.0 0.42 97
Invar 36 144.0 57.2 99.4 0.259 97
Iron 211.4 81.6 169.8 0.293 97
Molybdenum 324.8 125.6 261.2 0.293 97
Nickel 199.5 76.0 177.3 0.312 97
Platinum 170.0 60.9 276.0 0.39 97
Silicon 113.0 39.7 0.42 97
Silicon carbide: CVD 461.0 0.21 80
Silicon carbide: reaction
 sintered

413.0 0.24 88

Silver 82.7 30.3 103.6 0.367 97
Stainless steel: 304 193.0 77.0 0.27 97
Stainless steel: 416 215.0 83.9 166.0 0.283 97
Stainless steel: 430 200.0 80.0 0.27 97
Tantalum 185.7 62.2 196.3 0.342 97
Tungsten 411.0 160.6 311.0 0.28 97
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4.70  PROPERTIES

Strength and Fracture Properties The properties of tensile yield (at 0.2 percent offset), microyield 
strength, ductility (expressed as percent elongation in 50 mm), fracture toughness, flexural strength, 
and mechanical hardness are listed in Table 15. Most of these properties vary with temperature: 
strength and hardness decreasing, and fracture toughness and ductility increasing with temperature.
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TABLE 15 Strength and Fracture Properties for Selected Materials

Material

Yield 
Strength 
(MN/m2)

Microyield 
Strength 
(MN/m2)

Elongation 
(in 50 mm) %

Fracture 
Toughness 

(MN m−3/2)

Flexural 
Strength 
(MN/m2) Hardness∗ Reference

Aluminum: 5086-O 115.0 40.0 22.0 >25.0 — 55 HRB 84

Aluminum: 6061-T6 276.0 160.0 15.0 <25.0 — 95 HRB 84

Beryllium: I-70-H 276.0 30.0 4.0 12.0 — 80 HRB 84,85
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Invar 36 276.0 37.0 35.0 — — 70 HRB 86
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∗HK = Knoop (kg/mm2); HRB = Rockwell B; HRC = Rockwell C.
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5.1 GLOSSARY

 A power absorption

 B magnetic fi eld

 c velocity of light

 D displacement fi eld

 d fi lm thickness

 E applied electric fi eld

 Ec energy, conduction band

 Eex exciton binding energy

 Eg energy band gap

 EH hydrogen atom ionization energy = 13.6 eV

 E electric fi eld

5.1
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En
± Landau level energy

 En energy, valence band

 eI ionic charge

 g ∗ effective g-factor

 K phonon wave vector

 k extinction coeffi cient

 kB Boltzmann’s constant

 k electron/hole wave vector

 L± coupled LO phonon — plasmon frequency

 me
∗   electron effective mass

 mh
∗   hole effective mass

 mi ionic mass

 mi
'   reduced ionic mass

 mimp impurity ion mass

 ml
∗  longitudinal effective mass

 mo electron rest mass

 mr electron-hole reduced mass

 mt
∗ transverse effective mass

 N volume density

 n refractive index (real part)

 ñ = (n +  ik) complex index of refraction

 P polarization fi eld

 q photon wave vector

 R power refl ection

 Ry effective Rydberg

 S oscillator strength

 T power transmission

T temperature

 V Verdet coeffi cient

 a absorption coeffi cient

 aAD absorption coeffi cient, allowed-direct transitions

 aAI absorption coeffi cient, allowed-indirect transitions

 d skin depth or penetration depth

 g phenomenological damping parameter

 Δ spin-orbit splitting energy

 Γ Brillouin zone center

 e dielectric function

 efc(w) free-carrier dielectric function

 eimp(w) impurity dielectric function

 eint(w) intrinsic dielectric function

 elat(w) lattice dielectric function

 e(0) static dielectric constant

 e0 free-space permittivity

 e1 Real (e)

 e2 Im (e)
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 e∞ high-frequency limit of dielectric function

h impurity ion charge

 l wavelength

 lc cut-off wavelength

m mobility

 mB Bohr magneton

n frequency

 s conductivity

t scattering time

 j work function

c susceptibility

 c(n) induced nonlinear susceptibility

 Ω phonon frequency

 w angular frequency

 w c cyclotron resonance frequency

 w LO longitudinal optical phonon frequency

 w p free-carrier plasma frequency

 w pv valence band plasma frequency

 wTO transverse optical phonon frequency

5.2 INTRODUCTION

Rapid advances in semiconductor manufacturing and associated technologies have increased the 
need for optical characterization techniques for materials analysis and in situ monitoring/control 
applications. Optical measurements have many unique and attractive features for studying and 
characterizing semiconductor properties: (1) they are contactless, nondestructive, and compat-
ible with any transparent ambient including high-vacuum environments; (2) they are capable 
of remote sensing, and hence are useful for in situ analysis on growth and processing systems;
(3) the high lateral resolution inherent in optical systems may be harnessed to obtain spatial maps of 
important properties of the semiconductor wafers or devices; (4) combined with the submonolayer 
sensitivity of a technique such as ellipsometry, optical measurements lead to unsurpassed analytical 
details; (5) the resolution in time obtainable using short laser pulses allows ultrafast phenomena to 
be investigated; (6) the use of multichannel detection and high-speed computers can be harnessed 
for extremely rapid data acquisition and reduction which is crucial for real-time monitoring appli-
cations such as in in situ sensing; (7) they provide information that complements transport analyses 
of impurity or defect and electrical behavior; (8) they possess the ability to provide long-range, 
crystal-like properties and hence support and complement chemical and elemental analyses; and
(9) finally, most optical techniques are “table-top” procedures that can be implemented by semicon-
ductor device manufacturers at a reasonable cost. All optical measurements of semiconductors rely 
on a fundamental understanding of their optical properties. In this chapter, a broad overview of the 
optical properties of semiconductors is given, along with numerous specific examples.

The optical properties of a semiconductor can be defined as any property that involves the 
interaction between electromagnetic radiation or light and the semiconductor, including absorp-
tion, diffraction, polarization, reflection, refraction, and scattering effects. The electromagnetic 
spectrum is an important vehicle for giving an overview of the types of measurements and 
physical processes characteristic of various regions of interest involving the optical properties of 
semiconductors. The electromagnetic spectrum accessible for studies by optical radiation is depicted in 
Fig. 1, where both the photon wavelengths and photon energies, as well as the common designations for 
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FIGURE 1 The electromagnetic spectrum comprising the optical and adjacent regions of interest: 
(a) characterization techniques using optical spectroscopy and synchrotron radiation and (b) molecular, 
atomic, and electronic processes characteristic in various parts of the electromagnetic spectrum plotted as a 
function of photon energy.1
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the spectral bands, are given.1 Figure 1a shows the various techniques and spectroscopies and their 
spectral regions of applicability. Molecular, atomic, and electronic processes characteristic of various 
parts of the spectrum are shown in Fig. 1b. The high-energy x-ray, photoelectron, and ion desorp-
tion processes are important to show because they overlap the region of vacuum ultraviolet (VUV) 
spectroscopy. The ultraviolet (UV) region of the spectrum has often been divided into three rough 
regions: (1) the near-UV, between 2000 and 4500 Å; (2) the VUV, 2000 Å down to about 400 Å; and 
(3) the region below 400 Å covering the range of soft x-rays, 400 to 10 Å.2 The spectrum thus cov-
ers a broad frequency range which is limited at the high-frequency end by the condition that l >> a, 
where l is the wavelength of the light wave in the material and a is the interatomic distance. This 
limits the optical range to somewhere in the soft x-ray region. Technical difficulties become severe in 
the ultraviolet region (less than 100 nm wavelength, or greater than 12.3 eV photon energies), and 
synchrotron radiation produced by accelerators can be utilized effectively for ultraviolet and x-ray 
spectroscopy without the limitations of conventional laboratory sources. A lower limit of the optical 
frequency range might correspond to wavelengths of about 1 mm (photon energy of 1.23 × 10−3 eV). 
This effectively excludes the microwave and radio-frequency ranges from being discussed in a chap-
ter on the optical properties of semiconductors.

From the macroscopic viewpoint, the interaction of matter with electromagnetic radiation is 
described by Maxwell’s equations. The optical properties of matter are introduced into these equa-
tions as the constants characterizing the medium such as the dielectric constant, magnetic permea-
bility, and electrical conductivity. (They are not actually “constants” since they vary with frequency.) 
From our optical viewpoint, we choose to describe the solid by the complex dielectric constant 
or complex dielectric function e (w). This dielectric constant is a function of the space and time 
variables and should be considered as a response function or linear integral operator. The complex 
index of refractive index ñ is the complex square root of the dielectric function. Its real and imagi-
nary parts are the refractive index n and the extinction coefficient k.

There are a number of methods for determining the optical constants of a semiconductor as a 
function of wavelength. Some of the most common techniques are as follows:

1. Measure the reflectivity at normal incidence or the transmission of a thin slab of known thick-
ness over a wide wavelength range and use a Kramers-Kronig dispersion relation.

2. Measure the transmission of a thin slab of known thickness and the absolute reflectivity at nor-
mal incidence for a uniform bulk isotropic thin slab of known thickness with smooth surfaces 
(front and back).

3. Use a polarimetric method like ellipsometry which involves finding the ratio of reflectivities 
for polarizations perpendicular and parallel to the plane of incidence at a nonnormal incidence 
together with the difference of phase shifts upon reflection. With recent advancements in the 
availability of commercial ellipsometers, this is the most common method in use today.

4. Use detailed computer modeling and fitting of reflection, transmission, and/or ellipsometric 
measurements over a sufficiently large energy range. This method can also be applied in many 
circumstances to obtain the optical constants of anisotropic materials or thin films.

5. Calculate the band structure of a crystalline material using ab initio methods employing the 
local density approximation (LDA) with GW corrections (to correct the bandgap error usually 
found in LDA calculations). Integrate this band structure to determine the joint density of states 
weighted with the probability of optical transitions by the dipole operator matrix elements. If 
this technique is used, the Bethe-Salpeter equations need to be solved to take into account many-
body excitonic effects (electron-hole interactions). Due to recent advances in computer technol-
ogy, the accuracy of this method approaches the accuracy of measurements, especially if large 
samples with high quality cannot be obtained.

These optical constants describe an electromagnetic wave in the medium of propagation; 
the refractive index n gives the phase shift of the wave, and the extinction coefficient k gives the 
attenuation of the wave. In practice, one often uses the absorption coefficient a instead of k because 
of Beer’s law formalism describing the absorption.
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5.6  PROPERTIES

The field of optical spectroscopy is a very important area of science and technology since most 
of our knowledge about the structure of atoms, molecules, and solids is based upon spectroscopic 
investigations. For example, studies of the line spectra of atoms in the late 1800s and early 1900s 
revolutionized our understanding of the atomic structure by elucidating the nature of their elec-
tronic energy levels. Similarly for the case of semiconductors, optical spectroscopy has proven 
essential to acquiring a systematic and fundamental understanding of the nature of semiconductors. 
Since the early 1950s, detailed knowledge about the various eigenstates present in semiconductors 
has emerged including energy bands, excitonic levels, impurity and defect levels, densities of states, 
energy-level widths (lifetimes), symmetries, and changes in these conditions with temperature, pres-
sure, magnetic field, electric field, etc. One of the purposes of this chapter is to review and summarize 
the major optical measurement techniques that have been used to investigate the optical properties of 
semiconductors related to these features. Specific attention is paid to the types of information  that 
can be extracted from such measurements of the optical properties.

Most optical properties of semiconductors are integrally related to the particular nature of their 
electronic and vibrational structures.3 These electronic and vibrational dispersion relations are in 
turn related to the type of crystallographic structure, the particular atoms, and their bonding. The 
full symmetry of the space groups is also essential in determining the structure of the energy bands 
and vibrational modes. Group theory makes it possible to classify energy eigenstates, determine 
essential degeneracies, derive selection rules, and reduce the order of the secular determinants 
which must be diagonalized in order to compute approximate eigenvalues. Often, experimental 
measurements must be carried out to provide quantitative numbers for these eigenvalues. A full 
understanding of the optical properties of semiconductors is thus deeply rooted in the foundations 
of modern solid-state physics. In writing this chapter, the authors have assumed that the readers are 
familiar with some aspects of solid-state physics such as can be obtained from an advanced under-
graduate course.

Most semiconductors have a diamond, zincblende, wurtzite, or rock-salt crystal structure. 
Elements and binary compounds, which average four valence electrons per atom, preferentially 
form tetrahedral bonds. A tetrahedral lattice site in a compound AB is one in which each atom A 
is surrounded symmetrically by four nearest neighboring B atoms. The most important lattices 
with a tetrahedral arrangement are the diamond, zincblende, and wurtzite lattices. In the diamond 
structure, all atoms are identical, whereas the zincblende structure contains two different atoms. The 
wurtzite structure is in the hexagonal crystal class, whereas the diamond and zincblende structures 
are cubic. Other lattices exist which are distorted forms of these, and many lattices have no relation 
to the tetrahedral structures.

Band structure calculations show that only the valence band states are important for predict-
ing the following crystal ground-state properties: charge density, Compton profile, compressibility, 
cohesive energy, lattice parameter, x-ray emission spectra, and hole effective masses. In contrast, 
both the valence band and conduction band states are important for predicting the following prop-
erties: optical dielectric constant or refractive index, optical absorption spectrum, and electron effec-
tive masses. Further complexities arise because of the many-body nature of the particle interactions 
which necessitates understanding excitons, electron-hole droplets, polarons, polaritons, etc.

The optical properties of semiconductors cover a wide range of phenomena which are impos-
sible to do justice to in just one short chapter in this Handbook. We have thus chosen to present an 
extensive, systematic overview of the field, with as many details given as possible. The definitions of 
the various optical properties, the figures chosen, the tables presented, and the references given all 
help to orient the reader to appreciate various principles and measurements that form the founda-
tions of the optical properties of semiconductors.

The optical properties of semiconductors are often subdivided into those that are electronic 
and those that are vibrational (lattice related) in nature. The electronic properties concern pro-
cesses involving the electronic states of the semiconductor, while the lattice properties involve 
vibrations of the lattice (absorption and creation of phonons). Lattice properties are of consider-
able interest for heat dissipation, electronic transport, and lifetimes (broadenings) of electronic 
states, but it is the electronic properties which receive the most attention in semiconductors 
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OPTICAL PROPERTIES OF SEMICONDUCTORS  5.7

because of the technological importance of their practical applications. Modern-day semiconduc-
tor optoelectronic technologies include lasers, light-emitting diodes, photodetectors, optical 
amplifiers, modulators, switches, etc., all of which exploit specific aspects of the electronic optical 
properties.

Almost all of the transitions that contribute to the optical properties of semiconductors can be 
described as one-electron transitions. Most of these transitions conserve the crystal momentum 
and thus measure the vertical energy differences between the conduction and valence bands. In the 
one-electron approximation, each valence electron is considered as a single particle, moving in a 
potential which is the sum of the core potentials and a self-consistent Hartree potential of the other 
valence electrons.

The phenomena usually studied to obtain information on the optical properties of semiconduc-
tors are (1) absorption, (2) reflection or ellipsometry, (3) photoconductivity, (4) emission, (5) light 
scattering, and (6) modulation techniques. Most of the early information on the optical properties 
of semiconductors was obtained from measurements of photoconductivity, but these measurements 
can be complicated by carrier trapping, making interpretation of the results sometimes difficult. 
Thus, most quantitative measurements are of the type (1), (2), (4), or (5). For example, the most 
direct way of obtaining information about the energy gaps between band extrema and about impu-
rity levels is by measuring the optical absorption over a wide range of wavelengths. This information 
can also be obtained by (2) and (4).

The transient nature of the optical properties of semiconductors is important to establish 
because it gives insight to the various relaxation processes that occur after optical excitation. Because 
of the basic limitations of semiconductor devices on speed and operational capacity, ultrafast studies 
have become an extremely important research topic to pursue. The push to extend the technologies 
in the optoelectronic and telecommunication fields has also led to an explosion in the develop-
ment and rise of ultrafast laser pulses to probe many of the optical properties of semiconductors: 
electrons, holes, optical phonons, acoustic phonons, plasmons, magnons, excitons, and the various 
coupled modes (polaritons, polarons, excitonic molecules, etc.). The time scale for many of these 
excitations is measured in femtoseconds (10−15) or picoseconds (10−12). Direct time measurements 
on ultrafast time scales provide basic information on the mechanisms, interactions, and dynamics 
related to the various optical properties. Some of the processes that have been investigated are the 
carrier lifetime, the formation time of excitons, the cooling and thermalization rates of hot carri-
ers, the lifetime of phonons, the screening of optical-phonon-carrier interactions, the dynamics of 
ballistic transport, the mechanism of laser annealing, dephasing processes of electrons and excitons, 
optical Stark effect, etc. It is not possible in this short review chapter to cover these ultrafast opti-
cal properties of semiconductors. We refer the reader to the many fine review articles and books 
devoted to this field.4,5

The advent of the growth of artificially structured materials by epitaxial methods such as 
molecular beam epitaxy (MBE) has made possible the development of a new class of materials and 
heterojunctions with unique electronic and optical properties. Most prominent among these are 
heterojunction quantum wells and superlattices. The field of microstructural physics has thus been 
one of the most active areas of research in the past decades. The novel properties of nanostructures 
fabricated from ultrathin layers of semiconductors of thicknesses <100 Å stem from microscopic 
quantum mechanical effects. The simplest case to visualize is that of a particle confined in a box 
which displays distinct quantum energy states, the equivalent of which are electrons and holes con-
fined to a thin layer of a material such as GaAs sandwiched between two thick layers of AlAs. The 
new energy states produced by the confinement of the charges in the artificially produced potential 
well can be manipulated, by tailoring the size and shape of the well, to produce a wide variety of 
effects that are not present in conventional semiconductors. Microstructures formed from alternat-
ing thin layers of two semiconductors are called superlattices. They also lead to novel electronic and 
optical behaviors, most notable of which are large anisotropic properties. The ability to “engineer” 
the behavior of these nanostructures has led to an explosion of research and applications that is too 
large to be dealt with in this short review. The reader is referred to several review articles on their 
optical behavior.6,7
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5.8  PROPERTIES

5.3 OPTICAL PROPERTIES

Background

The interaction of the semiconductor with electromagnetic radiation can be described, in the semi-
classical regime, using response functions such as e and c which are defined in the following section. 
The task of the description is then reduced to that of building a suitable model of c and e that takes 
into account the knowledge of the physical characteristics of the semiconductor and the experimen-
tally observed optical behavior. One example of a particularly simple and elegant, yet surprisingly 
accurate and successful, model of e for most semiconductors is the linear-chain description of lat-
tice vibrations.8 This model treats the optical phonons (i.e., the vibrations that have an associated 
dipole moment) as damped simple harmonic motions. Even though the crystal is made up of ≈1023 
atoms, such a description with only a few resonant frequencies and phenomenological terms, such 
as the damping and the ionic charge, accurately accounts for the optical behavior in the far-infrared 
region. The details of the model are discussed in the following section “Optical/Dielectric Response.” 
Such simple models are very useful and illuminating, but they are applicable only in a limited number 
of cases, and hence such a description is incomplete.

A complete and accurate description will require a self-consistent quantum mechanical approach 
that accounts for the microscopic details of the interaction of the incident photon with the speci-
men and a summation over all possible interactions subject to relevant thermodynamical and statis-
tical mechanical constraints. For example, the absorption of light near the fundamental gap can be 
described by the process of photon absorption resulting in the excitation of a valence band electron 
to the conduction band. In order to obtain the total absorption at a given energy, a summation has 
to be performed over all the possible states that can participate, such as from multiple valence bands. 
Many-body effects (the Coulomb attraction between the photoexcited electron and hole) also need 
to be considered for an accurate description. Thermodynamic considerations such as the population 
of the initial and final states have to be taken into consideration in the calculation as well. Hence, a 
detailed knowledge of the specimen and the photon-specimen interaction can, in principle, lead to a 
satisfactory description.

Optical/Dielectric Response

Optical Constants and the Dielectric Function In the linear regime for an isotropic solid, the 
dielectric function e and the susceptibility c are defined by the following relations:9

 D E P= +ε0
 (1)

 D 1 E= +ε χ0( )  (2)

 D E E= = +ε ε ε( )1 2i  (3)

where E, D, and P are the free-space electric field, the displacement field, and the polarization field 
inside the semiconductor; e0 is the permittivity of free space; and e and c are dimensionless quanti-
ties, each of which can completely describe the optical properties of semiconductors. The refractive 
index ñ of the material is related to e as shown below:

 �n n ik= = +ε  (4)
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OPTICAL PROPERTIES OF SEMICONDUCTORS  5.9

The real and imaginary parts of the refractive index, n and k, which are also referred to as the 
optical constants, embody the linear optical property of the material. The presence of k, the imag-
inary component, denotes absorption of optical energy by the semiconductor. Its relationship to 
the absorption Coefficient is discussed in the following section. “Reflection, Transmission, and 
Absorption coefficients.” In the spectral regions where absorptive processes are weak or absent, as 
in the case of the sub-bandgap range, k is very small, whereas in regions of strong absorption, the 
magnitude of k is large. The optical constants for a large number of semiconductors may be found 
in Refs. 10 and 11. The variation in the real part n is usually much smaller. For example, in GaAs, 
at room temperature, in the visible and near-visible region extending from 1.4 to 6 eV, k varies 
from <10−3 at 1.41 eV which is just below the gap, to a maximum of 4.1 at 4.94 eV.12 In compari-
son, n remains nearly constant in the near-gap region extending from 3.61 at 1.4 eV to 3.8 at 
1.9 eV, with the maximum and minimum values of 1.26 at 6 eV and 5.1 at 2.88 eV, respectively. 
The real and imaginary components are related by causal relationships that are also discussed in 
the following sections.

Reflection, Transmission, and Absorption Coefficients The reflection and transmission from a sur-
face at normal incidence are given by

 �
�
�

�r
n
n

r i= −
+

= ⋅( )
( )

exp( )
1
1

θ  (5)

 
R r= �2

 (6)

 T R= −( )1  (7)

where �r  is the complex (Fresnel) reflection coefficient (consisting of a magnitude and a phase q) and 
R and T are the reflectance and transmission, describing the ratio of the reflected and transmitted 
intensity relative to the incident intensity. For a thin slab, in free space, with thickness d and complex 
refractive index ñ, the appropriate expressions are:13

 
�
� � �
� � �r

r r i nd

r r i nd
=

+ ⋅
+ ⋅ ⋅
1 2

1 2

4

1 4

exp( )

exp( )

π λ
π λ

/

/
 (8)

where �r1 and �r2 are the Fresnel reflection coefficients at the first and second interfaces, respectively, 
and l is the free-space wavelength.

For most cases of optical absorption, the energy absorbed is proportional to the thickness of 
the specimen. The variation of intensity inside the absorptive medium is given by the following 
relationship:

 I x I x( ) ( ) exp( )= ⋅ − ⋅0 α  (9)

and the absorption coefficient a is related to the optical constants by

 α π λ= 4 k/  (10)

Here we note that a (measured in cm−1) describes the attenuation of the radiation intensity rather 
than that of the electric field.
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5.10  PROPERTIES

In spectral regions of intense absorption, all the energy that enters the medium is absorbed. The 
only part of the incident energy that remains is that which is reflected at the surface. In such a case, 
it is useful to define a characteristic “skin” thickness that is subject to an appreciable density of opti-
cal energy. A convenient form used widely is simply the inverse of a; that is, 1/a. This skin depth (or 
penetration length) is usually denoted by d:

  δ
α

= 1
  (11)

The skin depths in semiconductors range from >100 nm near the bandgap to <5 nm at the higher 
energies of ≈6 eV.

Kramers-Kronig Relationships A general relationship exists for linear systems between the real and 
imaginary parts of a response function as shown in the following:

  ε ω
π

ω ε ω
ω ω

ω1
2

2 20
1

2
( )

( )
= +

′ ′
′ −

′
∞

∫P d   (12)

 ε ω ω
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ε ω ω
ω ω
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ε ω2
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0

0

2
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( )
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+
⋅

∞

∫P
d   (13)

where s0 is the dc conductivity.
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  (14)
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′ −
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∞

∫
2

2 20

n
  (15)

where P denotes the principal part of the integral. These are referred to as the Kramers-Kronig dis-
persion relationships.14,15 An expression of practical utility is one in which the experimentally mea-
sured reflectance R at normal incidence is explicitly displayed as shown:

  θ ω ω
π

ω ω
ω ω

( )
( ( ))= − ′

′ −
∞

∫P
n R dΙ

2 20

  (16)

This is useful since it shows that if R is known for all frequencies, the phase q of the Fresnel reflection 
coefficient can be deduced, and hence a complete determination of both n and k can be accomplished. 
In practice, R can be measured only over a limited energy range, but approximate extrapolations can 
be made to establish reasonable values of n and k.

The measurement of the reflectivity over a large energy range spanning the infrared to the 
vacuum ultraviolet, 0.5 to 12 eV range, followed by a Kramers-Kronig analysis, used to be the 
main method of establishing n and k.16 However, the advances in spectroscopic ellipsometry in 
the past 20 years have made this obsolete in all but the highest energy region. A Kramers-Kronig 
analysis of reflectance data also has experimental difficulties related to surface roughness and native 
oxides, which are more easily corrected with ellipsometry than with reflectivity measurements. The 
Kramers-Kronig relations are still important today, since they place consistency conditions on opti-
cal constants determined from ellipsometry.

Above 12 eV, the higher energy reflectance is dominated by the valence band plasma edge wPV 
and, hence, takes the following forms for e(w), �n(w), and R(w):
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Sum Rules Having realized the interrelationships between the real and imaginary parts of the 
response functions, one may extend them further using a knowledge of the physical properties of 
the semiconductor to arrive at specific equations, commonly referred to as sum rules.14,15 These 
equations are useful in cross-checking calculations and measurements for internal consistency or 
reducing the computational effort. Some of the often-used relations are shown below:

  ωε ω ω π ω2
2

0 2
( )d PV=

∞

∫   (19)
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ε ω
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  ω ω ω π ωk d( )⋅ =
∞

∫ PV4
2

0

  (21)

  
[ ( ) ]n dω ω− =

∞

∫ 1 0
0

  (22)

where wPV is the valence band plasma frequency.
The dc static dielectric constant, e(0), may be expressed as

  ε
π

ε ω
ω

ω( )
( )

0 1
2 2

0
= + ⋅

∞

∫ d   (23)

The reader is referred to Refs. 14 and 15 for more details.

Linear Optical Properties

Overview The optical properties of semiconductors at low enough light levels are often referred 
to as linear properties in contrast to the nonlinear optical properties described later. There are 
many physical processes that control the amount of absorption or other optical properties of a 
semiconductor. In turn, these processes depend upon the wavelength of radiation, the specific 
properties of the individual semiconductor being studied, and other external parameters such as 
pressure, temperature, etc. Just as the electrical properties of a semiconductor can be controlled 
by purposely introducing impurity dopants (both p and n type) or affected by unwanted impuri-
ties or defects, so too are the optical properties affected by them. Thus, one can talk about intrinsic 
optical properties of semiconductors that depend upon their perfect crystalline nature and extrinsic 
properties that are introduced by impurities or defects. Many types of defects exist in real solids: 
point defects, macroscopic structural defects, etc. In this section we review and summarize intrinsic 
linear optical properties related to lattice effects, interband transitions, and free-carrier or intraband 
transitions. Impurity- and defect-related extrinsic optical properties are also covered in a separate 
section and in the discussion of lattice properties affected by them. Figure 2 schematically depicts 
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5.12  PROPERTIES

various contributions to the absorption spectrum of a typical semiconductor as functions of wave-
length (top axis) and photon energy (bottom axis). Data for a real semiconductor may show more 
structure than shown here. On the other hand, some of the structure shown may be reduced or not 
actually present in a particular semiconductor (e.g., impurity absorption, bound excitons, d-band 
absorption). Table 1 shows the classification of the optical responses of the semiconductor to light 
in various wavelength regions showing the typical origin of the response and how the measure-
ments are usually carried out. At the longest wavelengths shown in Fig. 2, cyclotron resonance (CR) 
may occur for a semiconductor in a magnetic field, giving rise to an absorption peak correspond-
ing to a transition of a few meV energy between Landau levels. Shallow impurities may give rise to 
additional absorption at low temperatures, and here a 10 meV ionization energy has been assumed. 
If the temperature was high enough so that kBT was greater than the ionization energy, the absorp-
tion peak would be washed out. At wavelengths between 5 and 50 μm, a new set of absorption peaks 
arises due to the vibrational modes of the lattice. In ionic crystals, the absorption coefficient in the 
reststrahlen region may reach 105 cm−1, whereas in homopolar semiconductors like Si and Ge, only 
multiphonon features with lower absorption coefficients are present (around 5 to 50 cm−1).

Models of the dielectric function The interaction of light with semiconductors can be com-
pletely described by the dielectric function, e(w). The dielectric function e(w) may be divided into 
independent parts to describe various physical mechanisms so long as the processes do not interact 
strongly with each other; this is an approximation, referred to as the adiabatic approximation which 
simplifies the task at hand considerably.17 The major players that determine the optical behavior of 
an intrinsic semiconductor are the lattice, particularly in a nonelemental semiconductor; the free 
carriers (i.e., mobile electrons and holes) and the interband transitions between the energy states 
available to the electrons. These three mechanisms account for the intrinsic linear properties that 
lead to a dielectric function as shown:

 ε ω ε ω ω ε ωint lat fc inter( ) ( ) ( ) ( )= + +ε   (24)

The addition of impurities and dopants that are critical to controlling the electronic properties leads 
to an additional contribution, and the total dielectric response may then be described as shown:

 ε ω ε ω ε ω( ) ( ) ( )int imp= +  (25)
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FIGURE 2 Absorption spectrum of a typical semiconductor showing 
a wide variety of optical processes.
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Lattice Absorption

Phonons The dc static response of a semiconductor lattice devoid of free charges to an external 
electromagnetic field may be described by the single real quantity e(0). As the frequency of the elec-
tromagnetic radiation increases and approaches the characteristic vibrational frequencies associated 
with the lattice, strong interactions can occur and modify the dielectric function substantially. The 
main mechanism of the interaction is the coupling between the electromagnetic field with the oscil-
lating dipoles associated with vibrations of an ionic lattice.8 The interactions may be described, quite 
successfully, by treating the solid to be a collection of damped harmonic oscillators with a character-
istic vibrational frequency wTO and damping constant g. The resultant dielectric function may be 
written in the widely used CGS units as:

 ε ω ε
ω

ω ω ωγlat
TO

TO
2 2(

( ) ( )
)

= ∞ +
− −
S

i

2

 (26)

where S is called the oscillator strength and may be related to the phenomenological ionic charge ei, 
reduced mass ′mi , and volume density N, through the equation

  S
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m
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ω
π
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42
2

=
′

  (27)

TABLE 1 Classification by Wavelength of the Optical Responses for Common Semiconductors

Wavelength (nm) Responses Physical Origin Application Measurement Tech.

l > l TO 
Far-IR and micro 

wave region

Microwave 
R and T 

Plasma R and T

Free-carrier plasma Detectors
Switches

R, T, and A∗ 
Microwave techniques
Fourier Transform
Spectrometry (FTS), FT-SE

l LO < l < l TO
Reststrahlen region

Reststrahlen R Optical phonons in ionic crystals Absorbers
Filters

R, T, and A 
FTS & Dispersion 

spectrometry (DS), FT-SE

l ∼ l LO, l TO, l P
Far-IR region

Far-IR A Optical phonons, impurities 
(vibrational and electronic), 
free carriers, intervalence 
transitions

Absorbers
Filters

R, T, and A 
FTS, DS, and FT-SE

l LO > l > l G 
Mid-IR region

Mid-IR T and A Multiphonon, multiphoton 
transitions, impurities 
(vibrational and electronic), 
intervalence transitions 
excitons, Urbach tail

Detectors
Switches
Absorbers
Filters

R, T, and A 
Ellipsometry 
FTS and DS

l < lG 
IR, visible, and UV

R, T, and A Electronic interband transitions Reflectors
Detectors

Reflection
Ellipsometry

l ∼ l W 
UV, far-UV

Photoemission Fermi energy to vacuum-level 
electronic transitions

Photocathodes
Detectors

High-vacuum spectroscopy 
techniques,
UV ellipsometry

l W > l > ≥a R, T, and A Ionic-core transitions Detectors Soft x-ray and synchrotron-
based analyses

Diffraction Photo—ionic-core interactions X-ray optics and 
monochromators

X-ray techniques

∗R, T, and A—Reflection, transmission, and absorption. SE—Spectroscopic ellipsometry.
Note: P—Plasma; G—Energy gap; W—Work functions; a—lattice constant.
TO, LO—Transverse and longitudinal optical phonons.
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5.14  PROPERTIES

In the high frequency limit of e(w), for w >> wTO, (but well below the onset of interband absorption)

  ε ω ε( )→ ∞  (28)

The relationship may be easily extended to accommodate more than one characteristic vibrational 
frequency by summing over all phonon modes i:

  ε ω ε
ω

ω ω ωγlat
TO

TO
2

( )
( )

[( ) ]
= +

− −∞ ∑ S

i
i

i

i i
i

2

2
  (29)

It is worth noting some important physical implications and interrelations of the various parameters 
in Eq. (26).

For a lattice with no damping, it is obvious that e(w) displays a pole at wTO and a zero at a well-
defined frequency, usually referred to by wLO. A simple but elegant and useful relationship exists 
between these parameters as shown by

  
ε
ε

ω
ω

( )0
2

∞
=

⎛
⎝⎜

⎞
⎠⎟

LO

TO

  (30)

which is known as the Lyddane-Sachs-Teller relation.18

The physical significance of wTO and wLO is that these are the transverse and longitudinal optical 
phonon frequencies with zero wave vector, K, supported by the crystal lattice. The optical vibrations 
are similar to standing waves on a string. The wave pattern, combined with the ionic charge distri-
bution, leads to oscillating dipoles that can interact with the incident radiation and, hence, the name 
optical phonons. e(w) is negative for wTO ≥ w ≥ wLO, which implies no light propagation inside the 
crystal and, hence, total reflection of the incident light. The band of frequencies spanned by wTO and 
wLO is referred to as the reststrahlen band.

The reflectivity spectrum of AlSb19 is shown in Fig. 3. It is representative of the behavior of most 
semiconductors. Note that the reflectivity is greater than 90 percent at ≈31 μm in the reststrahlen 
band spanned by the longitudinal and transverse optical phonons. The two asymptotic limits of the 

reflection tend to [( ( ) ( )ε ε0 0− +1)/( 1)]2 and [( ,ε ε∞ ∞− +1)/( 1)]2  respectively, compare Eqs. (5) 

and (6). The effects of the phonon damping are illustrated in Fig. 4.20 For the ideal case with zero 
damping, the reflection in the reststrahlen band is 100 percent. Since absolute reflectance measure-
ments are very difficult to carry out experimentally, the reststrahlen region is nowadays often inves-
tigated with infrared ellipsometry. Note that for the elemental semiconductors such as Si and Ge, 
the lack of a dipole moment associated with the optical vibrations of the lattice leads to the absence 
of any oscillator strength and hence no interaction with the radiation. The reflection spectrum will, 
therefore, show no change at or near the optical phonon frequencies. The optical phonon frequen-
cies (wLO and wTO) and wavelengths and e(0) and e∞ for the commonly known semiconductors are 
presented at the end of this chapter in Table 11. For elemental semiconductors, e(0) = e∞.

The optical phonons wLO and wTO are the frequencies of interest for describing the optical inter-
actions with the lattice. In addition, the lattice is capable of supporting vibrational modes over a 
wide range of frequencies extending from 0 to wLO(Γ), the LO phonon frequency at the center of 
the Brillouin zone, Γ, as discussed by Cochran in Ref. 21. The vibrational modes can be subdivided 
into two major categories. The first are optical phonons that possess an oscillating dipole moment 
and therefore can interact with light. The second group is the acoustic phonons; that is, sound-
like vibrations that do not possess a dipole moment and hence are not of primary importance in 
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OPTICAL PROPERTIES OF SEMICONDUCTORS  5.15

determining the optical properties. For the optical band, only the K ≈ 0 modes are important since a 
strong interaction is precluded for other modes due to the large mismatch in the wave vectors asso-
ciated with the light and vibrational disturbances.

The simple treatment so far, though very useful, is limited to the most obvious and strongest 
aspect of the interaction of light with the lattice. However, many weaker but important interaction 
mechanisms have not yet been accounted for. An attempt to produce a complete description starts 
with the consideration of the total number of atoms N that makes up the crystal. Each atom pos-
sesses three degrees of freedom, and hence one obtains 3N degrees of freedom for the crystal, a very 
large number of magnitude, ≈1024. The complexity of the description can be readily reduced when 
one realizes the severe restriction imposed by the internal symmetry of the crystal. The vibrational 
characteristics now break up into easily understandable normal modes with well-defined physical 
characteristics. The translational symmetry associated with the crystal makes it possible to assign a 
definite wave vector to each lattice mode. In addition, the phonons can be divided into two major 
classes: the optical vibrations, which we have already discussed, and the acoustic vibrations, which, 
as the name implies, are sound-like vibrations. The acoustic phonons for |K| → 0 are identical to the 
sound waves. Hence, specifying the type of phonon, energy, wave vector, and polarization uniquely 
describes each vibrational mode of the crystal. The conventional description of phonons is achieved 
by graphically displaying these properties in a frequency versus K plot, as shown in Fig. 5 for GaAs.22 

Wavelength (μm)

Pe
rc

en
t 

re
fl

ec
ti

on

16

80

60

40

20

0
20 24 28 32 36 40

FIGURE 3 Reststrahlen reflection spectrum of 
AlSb.19

g
wo

w TO

w /wo

w LO

= 0.00

0.05

0.10

0.20

0.30

0.40
0.60

0
0

20

40

60

80

100

0.5 1.0 1.5 2.0 2.5 3.0

Pe
rc

en
t 

re
fl

ec
ti

on

FIGURE 4 Reflection spectra of a damped oscilla-
tor for various values of the damping factor.20

GaAs
400

300

200

100Fr
eq

u
en

cy
 (

cm
–1

)

Γ ΓK X L LX W DOS
0
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show the results of the calculation of Gianozzi et al.22
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5.16  PROPERTIES

The energies of the phonons are plotted as a function of the wave vector along the high-symmetry
directions for each acoustic and optical branch. It can be shown that the number of acoustic 
branches is always three, two of transverse polarization and one longitudinal, leaving 3p-3 optical 
branches, where p is the number of atoms in the primitive cell. The majority of the most important 
semiconductors fall into the three cubic classes of crystals—namely, the diamond, zincblende, and 
the rock-salt structures that contain two atoms per primitive cell and hence possess three acoustic 
and three optical branches each.23 However, more complicated structures with additional opti-
cal phonon branches can be found. The most important group among the second category is the 
wurtzite structure displayed by CdS, CdSe, GaN, InN, AlN, etc., which contains four atoms in the 
primitive cell and hence two additional sets of optical phonon branches.23 The specific symmetry 
associated with the vibrational characteristics of each mode is used to distinguish them as well as 
their energies at the high-symmetry points in the phonon dispersion curves.

Multiphonon absorption It has already been pointed out that the interaction of light with 
phonons is restricted to those with K ≈ 0. This is true only when single-phonon interactions are 
considered in ideal crystals. Higher-order processes, such as multiphonon absorption, can acti-
vate phonons with K ≠ 0.23,24 Symmetry considerations and their implication on the multiphonon 
absorption are discussed by Birman in Ref. 25. In multiphonon processes, the total momentum of 
the interacting phonons will be 0, but many modes with K ≠ 0 can participate in the interaction.

The energy and momentum conservation conditions may be expressed as follows:

  � �ω = ∑ Ωi
i

  (31)

  � �q K= ≈∑ i
i

0   (32)

where �w is the energy of the absorbed photon, �Ωi is the energy of the phonons, and �q and �Ki are 
the corresponding momenta. Any number of phonons can participate in the process. However, the 
strength of interaction between the incident photon and the higher-order processes falls off rapidly 
with increasing order, making only the two- or three-phonon processes noteworthy in most semicon-
ductors. The well-defined range that spans the phonon energies in most semiconductors, extending 
from 0 to the LO phonon energy at the center of the zone Γ, restricts the n-phonon process to a max-
imum energy of n�wLO(Γ). Among the participating phonons, those with large values of K and those 
in the vicinity of the critical points are the most important owing to their larger populations. These 
factors are important in understanding the multiphonon absorption behavior, as we now discuss.23,24

Multiphonon processes may be subdivided into two major categories: (1) sum processes where 
multiple phonons are created, and (2) difference processes in which both phonon creation and 
annihilation occur with a net absorption in energy. The former process is more probable at higher-
incident photon energies and the converse is true for the latter. The reduction of the equilibrium 
phonon population at low temperatures leads to a lower probability for the difference process, and 
hence it is highly temperature dependent.

The multiphonon interactions are governed by symmetry selection rules in addition to the 
energy and momentum conservation laws stated earlier. A list of the possible combination pro-
cesses is presented in Table 2 for the diamond structure and Table 3 for the zincblende structure. 
Representative multiphonon absorption spectra are presented in Figs. 6 and 7 for Si26 and GaAs.27 
The Si wTO and wLO frequency of ∼522 cm−1 is indicated in the spectrum for reference. Note that the 
absence of a dipole moment implies that wTO and wLO are degenerate, and no first-order absorp-
tion is present. In contrast, for GaAs the very large absorption associated with the one-phonon 
absorption precludes the possibility of obtaining meaningful multiphonon absorption data in the 
reststrahlen band that spans the ∼269 to 295 cm−1 (∼34–37 meV) spectral region. The multiphonon 
spectra obtained from GaAs are displayed in Fig. 7a and b. The absorption associated with the 
multiphonon processes is much smaller than the single-phonon process. However, the rich struc-
ture displayed by the spectra is extremely useful in analyzing the lattice dynamics of the material. In 
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OPTICAL PROPERTIES OF SEMICONDUCTORS  5.17

addition, in applications such as windows for high-power lasers, even the small absorption levels can 
lead to paths of catastrophic failure. 

Impurity-related vibrational optical effects The role of impurities is of primary importance in 
the control of the electrical characteristics of semiconductors and hence their technological appli-
cations. This section outlines the main vibrational features of impurities and the resulting modi-
fication of the optical properties of these semiconductors. Impurities can either lead to additional 
vibrational modes over and beyond that supported by the unperturbed lattice or they can activate 
normally inactive vibrational modes.28 The perturbation of the lattice by a substitutional impurity is 
a change in the mass of one of the constituents and a modification of the bonding forces in its vicin-
ity. If the impurity is much lighter than the host atom it replaces, high-frequency vibrational modes 
above wLO(Γ), the maximum frequency supported by the unperturbed lattice, are introduced. These 
vibrational amplitudes are localized in the vicinity of the impurity and hence are known as local 
vibrational modes (LVM). For heavier impurities, the impurity-related vibrations can occur within 
the phonon band or in the gap between the acoustic and optical bands. These modes are referred to 
as resonant modes (RM) or gap modes (GM).28

The qualitative features of an impurity vibrational mode can be understood by considering a simple 
case of a substitutional impurity atom in a linear chain. The results of a numerical calculation of a 48-
atom chain of GaP are presented in Figs. 8 and 9.28 The highly localized character can be seen from Fig. 9. 
Note that the degree of localization reduces with increasing defect mass for a fixed bonding strength.

TABLE 2 Infrared Allowed Processes in the Diamond Structure24

Two-Phonon Processes

TO(X) + L(X)
TO(X) + TA(X)

L(X) + TA(X)
TO(L) + LO(L)
TO(L) + TA(L)
LO(L) + LA(L)
LA(L) + TA(L)

TO(W) + L(W)
TO(W) + TA(W)

L(W) + TA(W)

TABLE 3 Infrared Allowed Processes in the Zincblende Structure24

Two-Phonon Processes

2LO(Γ), LO(Γ) + TO(Γ), 2TO(Γ)
2TO(X), TO(X) + LO(X), TO(X) + LA(X), TO(X) + TA(X)
LO(X) + LA(X), LO(X) + TA(X)
LA(X) + TA(X)
2TA(X)
2TO(L), TO(L) + LO(L), TO(L) + LA(L), TO(L) + TA(L)
2LO(L), LO(L) + LA(L), LO(L) + TA(L)
2LA(L), LA(L) + TA(L)
2TA(L)
TO1(W) + LO(W), TO1(W) + LA(W)
TO2(W) + LO(W), TO2(W) + LA(W)
LO(W) + LA(W), LO(W) + TA1(W), LO(W) + TA2(W)

LA(W) + TA1(W), LA(W) + TA2(W)
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5.18  PROPERTIES

The absorption band produced by the LVM has been successfully used in impurity analyses. 
Figure 10 shows the IR absorption spectrum associated with interstitial oxygen in Si taken at the 
National Institute of Standards and Technology (NIST), and Fig. 11 displays the absorption spec-
trum from a carbon-related LVM in GaAs.29,30 Note that the multiple peaks in the high-resolution 
spectrum are a consequence of the mass perturbations to the local environment resulting from the 
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FIGURE 8 Linear-chain model calcula-
tions for GaP. A 48-atom chain is considered. 
Position along the chain is plotted horizon-
tally and ion displacement vertically. Modes 
24 and 25 occur on either side of the gap 
between the acoustic and optic bands.28
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FIGURE 9 Eigenvectors for the highest-frequency 
(localized) mode for three isotopic substitutions on the 
m = 31 site. Note the extreme localization for a substituent 
of mass 5.28
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5.20  PROPERTIES

two naturally occurring isotopes of Ga. The fine structure in the spectrum helps identify the site 
occupied by C as belonging to the As sublattice. When accurate calibration curves are available, the 
concentration of the impurity can be determined from the integrated intensity of the LVM band. 
The LVM frequencies of a number of hosts and impurities are presented in Table 4.28 The symmetry 
of the point group associated with the defect is Td. The use of LVM in the study of complex defects, 
particularly those that involve hydrogen, has led to a wealth of microscopic information not easily 
attainable by any other means.31

The quantitative accuracy obtainable from LVM analysis may be illustrated by a simple harmonic 
model calculation. In such an approximation, the total integrated absorption over the entire band 
may be expressed as:32

  α ω π η∫ =d
N

nm c
2 2 2

imp

  (33)

where N is the volume density of the impurity and h and mimp are the apparent charge and mass of 
the impurity ion; c is the velocity of light. n is the refractive index of the host crystal. h is an empiri-
cally derived parameter that is specific to each center, that is, a specific impurity at a specific lattice 
location. Once calibration curves are established, measurement of the intensity of absorption can be 
used to determine N. Figure 12 displays a calibration used to establish the density of interstitial oxy-
gen.33 Such analyses are routinely used in various segments of the electronic industry for materials 
characterization.

The effect of the impurities can alter the optical behavior in an indirect fashion as well. The pres-
ence of the impurity destroys translational symmetry in its vicinity and hence can lead to relaxation 
of the wave-vector conservation condition presented earlier in Eq. (32). Hence, the entire acoustic 
and optical band of phonons can be activated, leading to absorption bands that extend from zero 
frequency to the maximum wLO(Γ). The spectral distribution of the absorption will depend on the 
phonon density-of-states modulated by the effect of the induced dipole moment.28 The latter is a 
consequence of the perturbation of the charge distribution by the impurity. The perturbation due 
to defects may be viewed in a qualitatively similar fashion. For instance, a vacancy may be described 
as an impurity with zero mass.

TABLE 4 Localized Modes in Semiconductors28

Host and Impurity Mode Frequency (temp. K) Defect Symmetry; Method of Observation

Diamond N
Silicon

1340(300) Td, A
∗

10B 644(300), 646(80) Td; A
11B 620(300), 622(80) Td; A
As 366(80) Reson. Td; A
P 441 Reson, 491(80) Reson. Td; A
14C 570(300), 573(80) Td; A
13C 586(300), 589(80) Td; A
12C 605(300), 680(80) Td; A
O
GaAs

Bands near 30, 500, 1100, 1200 Complex; A, R, T

Al 362(80), ≈ 371(4.2) Td; A, R, T
P 355(80), 353(300), ≈ 363(4. 2) Td; A, R, T
SiGa 384(80) Td; A
SiAs 399(80) Td; A

∗A—absorption; T—transmission; R—reflection; Reson. —resonant mode.
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Interband Absorption

Absorption near the fundamental edge The fundamental absorption edge is one of the most strik-
ing features of the absorption spectrum of a semiconductor. Within a small fraction of an electron 
volt at an energy about equal to the energy gap Eg of the material, the semiconductor changes from 
being practically transparent to completely opaque—the absorption coefficient changing by a factor 
of 104 or more. This increased absorption is caused by transitions of electrons from the valence band 
to the conduction band. This characteristic optical property is clearly illustrated in Fig. 13, which shows 
the transmission versus wavelength for a number of major semiconductors.34 At the lower wavelengths, 
the transmission approaches zero which defines a cutoff wavelength lc for each material. For example, 
lc ≈ 7.1 μm for InSb; lc ≈ 4.2 μm, PbTe; lc ≈ 3.5 μm, InAs; lc ≈ 1.8 μm, GaSb and Ge; lc ≈ 1 μm, Si; and 
lc ≈ 0.7 μm for CdS. At much longer wavelengths than the edge at lc, lattice and free-carrier absorp-
tion become appreciable and the transmission drops. Studies of the fundamental absorption edge thus 
give values for the energy gap and information about the states just above the edge in the conduction 
band and below it in the valence band. Properties of these states are important to know since they are 
responsible for electrical conduction. Details of the band structure near the band extrema can be deter-
mined from the position and shape of the absorption edge and from its temperature, magnetic field, 
pressure, impurity concentration, and other parameters’ dependence. Finally, this fundamental gap 
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region is important because usually it is only near the energy gap that phenomena such as excitons 
(both free and bound), electron-hole drops, donor-acceptor pairs, etc., are seen.

Interband transitions near the fundamental absorption edge are classified as (1) direct or verti-
cal or (2) indirect or nonvertical. The momentum of light (�q = �nw/c) is negligible compared to 
the momentum of a k-vector state at the edge of the Brillouin zone. Thus, because of momentum 
conservation, electrons with a given wave vector in a band can only make transitions to states in a 
higher band having essentially the same wave vector. Such transitions are called vertical transitions. 
A nonvertical transition can take place, but only with the assistance of phonons or other entities 
which help preserve momentum.

Direct transitions The interband absorption coefficient depends upon the band structure and 
photon energy �w. Use of quantum mechanics and, in particular, time-dependent perturbation 
theory becomes necessary.35 For a nonzero momentum (dipole) matrix element, a simple model 
gives for allowed direct transitions

 α ωAD AD= −C Eg( ) /� 1 2   (34)

The coefficient CAD involves constants, valence and conduction band effective masses, matrix ele-
ments, and only a slight dependence on photon energy. The absorption strengths of direct-gap semi-
conductors are related to their density of states and the momentum matrix element that couples the 
bands of interest. Many semiconductors such as AlAs, AlP, GaAs, InSb, CdS, ZnTe, and others have 
allowed direct transitions; many complex oxides, such as Cu2O, SiO2, and rutile, have forbidden 
direct absorption.

Figure 14 shows the spectral variation of the absorption coefficient for pure InSb at a tempera-
ture of 5 K compared to various theoretical predictions.36 We note the extremely sharp absorption 
edge which is fit best by the (�w – Eg)

1/2 dependence near the edge. However, a big deviation from the 
experimental data occurs at higher photon energies. Consideration of two more details allows a better 
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tion edge of InSb at ≈5 K.36
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fit: (1) use of a more complicated band model from Kane37 which predicts a more rapidly increasing 
density of states than for the simple bands, and (2) taking into account a decrease in the optical matrix 
element at the higher photon energies because of the k-dependence of the wave functions. The calcu-
lated curves in Fig. 14 were arbitrarily shifted so that they look like a better fit than they are. The actual 
calculated absorption is a factor of about 15 too low at high energies. This discrepancy was attributed 
to the neglect of exciton effects which can greatly affect the absorption as discussed later. Modern cal-
culations (including the Bethe-Salpeter corrections for many-body effects to the local density approxi-
mation) have much better accuracy in describing the optical absorption due to excitons. 

Figure 15 shows the absorption behavior of GaAs at room temperature compared with calcula-
tions based on Kane’s theory.38 Below about 103 cm−1, the absorption decreases much more slowly 
than predicted and absorption is even present for energies below Eg. In practice, there seems to exist 
an exponentially increasing absorption edge rule (called Urbach’s rule) in most direct transition 
materials which is found to correlate reasonably well with transitions involving band tails. These 
band tails seem to be related to disorder, such as doping effects, phonon-assisted transitions, and the 
broadening of electronic states due to electron-phonon interactions.

Indirect transitions Semiconductors such as GaP, Ge, and Si have indirect gaps where the 
maximum valence band energy and minimum conduction band energy do not occur at the same 
k value. In this case, the electron cannot make a direct transition from the top of the valence band 
to the bottom of the conduction band because this would violate conservation of momentum. 
Such a transition can still take place but as a two-step process requiring the cooperation of another 
particle and which can then be described by second-order perturbation theory. The particle most 
frequently involved is an intervalley phonon of energy �ΩK which can be either generated or 
absorbed in the transition. (In some cases, elastic scattering processes due to impurity atoms or 
dislocations must be considered; they are less frequent than the phonon interactions in high-purity 
crystals.) The photon supplies the needed energy, while the phonon supplies the required momen-
tum. The transition probability depends not only on the density of states and the electron-phonon 
matrix elements as in the direct case, but also on the electron-phonon interaction which is tem-
perature dependent.

Calculations of the indirect-gap absorption coefficient give for the allowed indirect transitions

  α ω ωAI AI
(abs)

AI
(em)= + − + − −C E C Eq g q g( ) ( )� � � �Ω Ω2 22   (35)
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FIGURE 15 Absorption edge of  GaAs at room 
temperature.38
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5.24  PROPERTIES

where the superscripts (abs) and (em) refer to phonon absorption and emission, respectively. This 
expression is only nonzero when the quantities in parentheses are positive, that is, when �w ± �Ωq > Eg. 
We note that the phonon energies are usually small (≤ 0.05 eV) compared to the photon energy of 
about 1 eV and thus for the case of allowed indirect transitions with phonon absorption

  α ωAI AI
abs)

g≈ −C E( ( )� 2  (36) 

Thus the absorption increases as the second power of (�w − Eg), much faster than the half-power 
dependence of the direct transition as seen in Eq. (34).

Figure 16 shows the variation of the absorption coefficient of GaP with photon energy at room 
temperature near the indirect edge.39 A reasonable fit to the experimental data of Spitzer et al.40 is 
obtained indicating that, for GaP, allowed indirect transitions dominate. Further complications arise 
because there can be more than one type of phonon emitted or absorbed in the absorption process. 
Transverse acoustic (TA), longitudinal acoustic (LA), transverse optic (TO), and longitudinal optic 
(LO) phonons can be involved as shown in the absorption edge data of GaP, as seen in Fig. 17.41 The 
phonon energies deduced from these types of experimental absorption edge studies agree with those 
found from neutron scattering.

Both indirect and direct absorption edge data for Ge are shown in Fig. 18, while the analysis 
of the 300 K data is plotted in part b.42 At the lowest energies, a rises due to the onset of indirect 
absorption as seen by the a1/2 dependence on photon energy. At higher energies, a sharper rise is 
found where direct transitions occur at the zone center and an a2 dependence on energy is then 
seen. Note the large shifts of Eg with temperature for both the direct and indirect gaps. Also, the 
direct-gap absorption is much stronger than that of the indirect-gap absorption.
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FIGURE 16 Comparison of the experimental data 
at room temperature for the absorption edge of GaP with 
the theory for an indirect edge.39
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Excitons Among the various optical properties of semiconductors, the subject of excitons has 
one of the dominant places because of their remarkable and diverse properties. Studies of exci-
ton properties represent one of the most important aspects of scientific research among various 
solid-state properties. According to Cho,43 there are a number of reasons for this: (1) excitonic phe-
nomena are quite common to all the nonmetallic solids—semiconductors, ionic crystals, rare gas 
crystals, molecular crystals, etc.; (2) the optical spectra often consist of sharp structure, which allows 
a detailed theoretical analysis; (3) theories are not so simple as to be understood by a simple applica-
tion of atomic theory or the Bloch band scheme, but still can be represented by a quasi-hydrogen-
like level scheme; (4) sample quality and experimental techniques have continually been improved 
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FIGURE 17 Absorption spectra at the edge of GaP, 
showing thresholds associated with the emission of each of 
several different phonons.41
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with subsequent experiments proving existing theories and giving rise to new ones; and (5) the 
exciton is an elementary excitation of nonmetallic solids, a quantum of electronic polarization. It 
has a two-particle (electron and hole) nature having many degrees of freedom, and, along with the 
variety of energy-band structures, this leads to a lot of different properties from material to mate-
rial or from experiment to experiment. Table 5 gives a definition of the major types of excitons in a 
glossary obtained from Hayes and Stoneham.44 Many examples exist in the literature involving work 
on excitons in semiconductors to understand their nature and to determine their properties. Besides 
the references cited in this chapter, the authors refer the reader to the more detailed work presented 
in Refs. 45 and 46.

An electron, excited from the valence band to a higher energy state in the conduction band, can 
still be bound by the Coulomb attraction to the hole that the electron leaves in the valence band. 
This neutral bound-electron hole pair is called an exciton which can move throughout the crystal. 
Excitons are most easily observed at energies just below Eg using optical absorption or photolumi-
nescence measurements. There are two models used for describing excitons in solids, named after 
Frenkel and Wannier. In a solid consisting of weakly interacting atoms, Frenkel considered excitons 
as described by excitations of a single atom or molecule.47 An excited electron describes an orbit of 
atomic dimensions around an atom with a vacant valence state. The empty valence state acts as a 
mobile hole since the excitation can move from one atom to another. These tightly bound excitons 
are similar to an ordinary excited state of the atom, except that the excitation can propagate through 
the solid. The radius of the Frenkel exciton is on the order of the lattice constant. Frenkel excitons 
are useful to describe optical properties of solids like alkali halides and organic phosphors.

Wannier (or also called Mott-Wannier) excitons are also electrons and holes bound by Coulomb 
attraction.48,49 In contrast to the Frenkel exciton, the electron and hole are separated by many lattice 
spacings producing a weakly bound exciton which is remarkably similar to a hydrogen-atom-like 
system. Since the electron and hole are, on the average, several unit cells apart, their Coulomb inter-
action is screened by the average macroscopic dielectric constant, e∞, and electron and hole effective 
masses can be used. Their potential energy –e2/e∞r is just that of the hydrogen atom (except for e∞). 
The binding energy of the free exciton (relative to a free electron and free hole) is then given by the 
hydrogen-atom-like discrete energy levels plus a kinetic energy term due to the motion of the exciton:

TABLE 5 A Glossary of the Main Species of Excitons44

Exciton In essence, an electron and hole moving with a correlated motion as an 
electron-hole pair

Wannier exciton Electron and hole both move in extended orbits; energy levels related to 
hydrogen-atom levels by scaling, using effective masses and dielectric 
constant; occurs in covalent solids such as silicon

Frenkel exciton Electron and hole both move in compact orbits, usually essentially localized 
on adjacent ions; seen in ionic solids, such as KCl, in absorption

Self-trapped exciton One or both carriers localized by the lattice distortion they cause; observed in 
ionic solids, such as KCl, in emission

Bound exciton Only a useful idea when a defect merely prevents translational motion of an 
exciton and does not otherwise cause significant perturbation

Core exciton Lowest-energy electronic excitation from a core state, leaving an unoccupied 
core orbital (e.g., the 1 s level of a heavy atom) and an electron in the 
conduction band whose motion is correlated with that of the core hole

Excitonic molecule Complex involving two holes and two electrons
Multiple bound excitons Complex of many holes and a similar number of electrons, apparently 

localized near impurities; some controversy exists, but up to six pairs of 
localized carriers have been suggested

Exciton gas High concentration of electrons and holes in which each electron remains 
strongly associated with one of the holes (as insulating phase)

Electron-hole drops High concentration of electrons and holes in which the motions are plasma-
like (a metallic phase), not strongly correlated as in excitons
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is the reduced mass of the exciton, mH is the reduced mass of the hydrogen atom, n is the principal 
quantum number (1, 2, . . . , ∞), EH is the ionization energy of the hydrogen atom (13.6 eV), and 
Ry is the effective Rydberg energy. The lowest energy absorption transition of the semiconductor 
is thus Eg − Eex. As an example, consider CdS where me

∗ ≈ 0.21 mo, mh
∗ ≈ 0.64 mo, and e∞ ≈ 8.9; here 

mr ≈ 0.158mo and R ≈ 27 meV. The Bohr radius for the n = 1 ground state is about 30 Å.
A series of excitonic energy levels thus exists just below the conduction band whose values 

increase parabolically with k and whose separation is controlled by n. Excitons are unstable with 
respect to radiative recombination whereby an electron recombines with a hole in the valence band, 
with the emission of a photon or phonons. These excitonic levels are shown in Figs. 19 and 20. For 
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(effective mass m∗
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Exciton levels

Valence band
(effective mass m∗

h)

Energy gap, Eg

FIGURE 19 Exciton levels in relation to the 
conduction-band edge, for a simple band structure with 
both conduction and valence band edges at near k = 0.
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Exciton levels Exciton binding
energy

Energy gap

FIGURE 20 Energy levels of a free exciton created in a direct process. Optical 
transitions from the top of the valence band are shown by the arrows; the longest 
arrow corresponds to the energy gap.
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many semiconductors only a single peak is observed, as shown in Fig. 21 for GaAs.50 However, even 
though only one line is observed, the exciton states make a sizable contribution to the magnitude of 
the absorption near and above the edge. At room temperatures, the exciton peak can be completely 
missing since the binding energy is readily supplied by phonons. In semiconductors with large 
enough carrier concentrations, no excitons exist because free carriers tend to shield the electron-
hole interaction. Neutral impurities can also cause a broadening of the exciton lines and, at large 
enough concentrations, cause their disappearance.

Extremely sharp exciton states can often be seen as shown in Fig. 22, which shows the absorption 
spectrum of a very thin, very pure epitaxial crystal of GaAs.51 The n = 1, 2, and 3 excitons are clearly 
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FIGURE 21 Observed exciton absorption spectra in GaAs at 
various temperatures between 21 and 294 K. Note the decrease in 
the band edge with increasing temperatures.50
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FIGURE 22 Absorption spectrum at 1.2 K of ultra-
pure GaAs near the band edge. The n = 1, 2, 3 free exci-
ton peaks are shown; also the bandgap Eg, determined by 
extrapolation to n = ∞, and impurity lines (DoX) from the 
excitons bound to ≈1015 cm−3 donors.  (The rise at high 
energy is due to substrate absorption.) The dashed line 
shows the (E − Eg) behavior expected in the absence of 
electron-hole interaction (the absolute magnitude is chosen 
to fit the absorption far from the band edge).51
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seen followed by excited states with n > 3 leading smoothly into the continuum. The dashed line, cal-
culated neglecting the effects of excitons, illustrates how important exciton effects are in understanding 
the optical properties of semiconductors and confirms the qualitative picture of exciton absorption. 

Excitons in direct-gap semiconductors such as GaAs are called direct excitons. For indirect-gap 
semiconductors like Si or GaP, the absorption edge is determined by the influence of indirect exci-
tons as revealed by the shape of the absorption. Such indirect-exciton transitions have been observed 
in several materials including Ge, Si, diamond, GaP, and SiC.

Real semiconductor crystals contain impurities and defects which also can affect the optical 
properties related to excitonic features, in addition to their causing impurity/defect absorption. A 
bound exciton (or bound-exciton complex) is formed by binding a free exciton to a chemical impu-
rity atom (ion), complex, or a host lattice defect. The binding energy of the exciton to the defect 
or impurity is generally weak compared to the free-exciton binding energy. These bound excitons 
are extrinsic properties of the semiconductor; the centers to which the free excitons are bound can 
be either neutral donors or acceptors or ionized donors or acceptors. They are observed as sharp-
line (width ≈ 0.1 meV) optical transitions in both absorption and photoluminescence spectra. The 
absorption or emission energies of these bound-exciton transitions always appear below those of 
the corresponding free-exciton transitions. Bound excitons are very commonly observed because 
semiconductors contain significant quantities of impurities or defects which produce the required 
binding. These complexes are also of practical interest because they characterize the impurities often 
used to control the electrical properties of semiconductors as well as being able to promote radiative 
recombination near the band gap. Bound excitons exhibit a polarization dependence similar to the 
free-exciton states from which they originated.

At higher densities of free excitons and low temperatures, they can form an electron-hole droplet 
by condensing into a “liquid” phase. This condensed phase occurs for electron-hole concentrations 
of about 2 × 1017 cm−3 and can be thought of as an electron-hole plasma with a binding energy of 
several meV with respect to the free excitons.52

Polaritons Interesting optical effects arise when one considers explicitly the influence of 
longitudinal and transverse optical phonons on a transverse electromagnetic wave propagating 
through the semiconductor. This influence can be taken into account via the dielectric function of 
the medium. Dispersion curves that arise do not conform either to the photon or to the phonon. 
The coupling between the photon and phonon becomes so strong that neither can continue to be 
regarded as an independent elementary excitation, but as a photon-phonon mixture! This mixture 
can be regarded as a single quantity which can be interpreted as a new elementary excitation, the 
polariton.53 Similar couplings exist between an exciton and the photon. It is an important consider-
ation for interpreting some optical processes involving Raman and luminescence measurements.

High-energy transitions above the fundamental edge The optical properties of most semiconduc-
tors have been thoroughly investigated throughout the visible and ultraviolet regions where transi-
tions above the fundamental gap energy give rise to properties strongly dependent upon photon 
energy. This regime is dominated by optical absorption and reflection of a photon arising from both 
valence and core electron transitions from the ground state of the system into various bound, auto-
ionizing, continuum, or other excited states. The sum of all excitations—both bound (nonionizing) 
and ionizing—gives the total absorption coefficient and the complex dielectric constant at each 
photon energy hv. Photoemission or photoelectron spectroscopy measurements in this high-energy 
regime provide an alternative to ultraviolet spectroscopy for providing detailed information on 
the semiconductor. (See the electromagnetic spectrum in Fig. 1 in the Introduction for a reminder 
that photoemission measurements overlap UV measurements.) Electrons may be ejected from the 
semiconductor by high-energy photons as shown in Fig. 23.54 Their kinetic energies are measured 
and analyzed to obtain information about the initial electron states. Ionizing excitations involve 
electron excitations into unbound states above the vacuum level. These excitations result in photo-
emissions depicted for the two valence bands and the core level shown. For photoemission involving 
one-electron excitations (usually dominant), binding energies EB of valence and core levels are given 
directly by the measured kinetic energies E (from N(E) in the figure and energy conservation):

  E hv EB = − − φ   (40)
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Here j is the work function (usually about 2 to 5 eV for most clean solids) which is known or 
easily measured. X-ray photoemission spectroscopy (XPS) is usually used to study core states and 
ultraviolet photoemission spectroscopy (UPS) to study valence band states. Photoemission tech-
niques are also used for the study of surface states. Synchrotron radiation provides an intense source 
of light over a large spectral region. By measuring the angular distribution of the emitted UPS elec-
trons, a direct determination of the E versus k relation for the valence band of GaAs can be made.

There are several regions of importance that must be considered in describing the optical prop-
erties of this high-energy region. Figure 24 shows the regions for InSb that are representative of the 
results for other semiconductors.55 InSb is a narrow gap material with a direct bandgap of 0.17 eV at 
room temperature, so what is shown is at much greater energies than Eg. Sharp structure associated 
with transitions from the valence band to higher levels in the conduction band characterize the first 
region that extends to about 8 to 10 eV. This behavior is also characteristic for group-IV and other 
III-V compound semiconductors, see Fig. 25 which displays the imaginary part of the dielectric 
function for Si and GaAs. To show how this type of optical spectra can be interpreted in terms of the 
materials energy band structure, consider Fig. 26 which shows the spectral features of e2 for Ge in a 
and the calculated energy bands for Ge in b.57,58 Electronic transitions can take place between filled 
and empty bands subject to conservation of energy and wave vector. The initial and final electron 
wave vectors are essentially equal, and only vertical transitions between points separated in energy 
by �w = Ec(k) − Ev(k) are allowed.

The intensity of the absorption is proportional to the number of initial and final states and usually 
peaks when the conduction and valence bands are parallel in k-space. This condition is expressed by

  ∇ − =k c vE k E k[ ( ) ( )] 0   (41)

Places in k-space where this is true are called critical points or Van Hove singularities. The experi-
mental peaks can be sharp as shown in Fig. 26a because interband transitions in very pure crystals 
are not appreciably broadened by damping, and thus the lineshapes are determined primarily by the 
density of states, especially at low temperature. At room temperature, the broadening is dominated 
by electron-phonon scattering. Much information is available from the data if a good theory is used. 
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FIGURE 23 A schematic energy-level diagram showing pho-
toemission from the valence bands and a core level in a solid.54
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FIGURE 25 Imaginary part of the dielectric func-
tion for GaAs and Si. The symbols show experimental 
results. The dashed line is the result of a calculation 
based on the local-density approximation with GW 
corrections. The calculation shown by the solid line 
also takes into account excitonic effects using the Bethe-
Salpeter equations.59 

Figure 26b shows pseudopotential energy-band calculations that show the special points and special 
lines in the Brillouin zone that give rise to the data shown in a. Band structure calculations using the 
local density approximation (see Fig. 26) are unable to predict the correct location of the peaks in the 
dielectric function. In general, the calculated gap is lower than the experimentally observed one (see 
Fig. 26). Considerable improvement to the accuracy of the excited states is possible when employ-
ing GW corrections to the band structure. While these corrections give an accurate band structure 
(Fig. 25, dashed line), they still ignore the excitonic interactions between the electron and hole par-
ticipating in the interband transition and thus underestimate the magnitude of the absorption. Quite 
recently, a number of groups have been successful in considering excitonic Coulomb effects in their 
calculations using the Bethe-Salpeter equations. Modern calculations of the band structure and the 
dielectric function are almost as accurate as the best experimental methods, see Fig. 25.59

The second region in Fig. 24 extends to about 16 eV and shows a rapid decrease of reflectance 
due to the excitation of collective plasma oscillations of the valence electrons. The behavior in this 
second “metallic” region is typical of the behavior of certain metals in the ultraviolet. One can think 
of the valence electrons as being essentially unbound and able to perform collective oscillations. 
Sharp maxima in the function −Im e −1, which describes the energy loss of fast electrons traversing 
the material, have been frequently associated with the existence of plasma oscillations.

In the third region, the onset of additional optical absorption is indicated by the rise in reflec-
tance. This structure is identified with transitions between filled d bands below the valence band 
and empty conduction band states. As shown in Fig. 27, the structure in region three is present in 
other III-V compounds, but is absent in Si which does not have a d-band transition in this region.60 
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FIGURE 26 (a) Spectral features of e2 for Ge; (b) the calculated 
pseudopotential energy bands for Ge along some of the principal 
axes.57,58

Other structure at higher photon energies is observed for Si as shown in Fig. 28 which shows the 
imaginary part of the dielectric constant of Si from 1 to 1000 eV.56,61 The large peaks on the left are 
due to excitations of valence electrons, whereas the peaks on the right are caused by excitation of 
core electrons from L shell states. K shell electrons are excited at energies beyond the right edge of 
the graph (beyond 1000 eV).

Elemental and compound semiconductors can often be mixed to form mixed-crystal alloys, such 
as Al1-xGaxAs or Si1-xGex. The former alloy is used for optoelectronic applications (e.g., CD players), 
while the latter is found in high-end microprocessors or cellular telephones. The vibrational spectra 
of such alloys show multimode behavior (i.e., Si-Si, Ge-Ge, and Si-Ge vibrations in Si1-xGex  alloys) 
with phonon mode energies depending on the masses of the atoms. In the visible and UV spectral 
range, on the other hand, the peaks in the dielectric function given by the energy of the critical 
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points shift roughly linear with composition as shown in Fig. 29. The dielectric function of such 
alloys is known with very high accuracy (often also as a function of strain) and used in the produc-
tion of modern microelectronic circuits to measure thickness and composition of semiconductor 
alloy films.62,63

Free Carriers

Plasmons Semiconductors, in addition to a crystal lattice that may be ionic, may contain free 
charges as well.

The free-carrier contribution to the dielectric function is given by Maxwell’s equation in CGS 
(Centimeter, Gram, Second) system of units

  ε ω πσ
ωfc( )= − i

4
  (42)
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FIGURE 27 Reflectance of several semiconductors at 
intermediate energies. Starting from 12 eV the reflectance 
decreases, representing the exhaustion of bonding → anti-
bonding oscillator strength at energies greater than 2Eg. The 
rise in reflectivity in the 15 to 20 eV range in the Ga and In 
compounds is caused by excitation of electrons from Ga 
cores (3d states) or In cores (4d states). The ordinate should 
be multiplied by 2 for InSb, 1 for InAs, 1/2 for GaAs, 1/4 for 
GaP, and 1/10 for Si.60
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FIGURE 28 Imaginary part of the dielectric function 
for Si from 1 to 1000 eV.2 (From reflectivity measurements of 
H.R. Philipp and H. Ehrenreich, Ref. 60, out to 20 eV and from 
transmission measurements of C. Gahwiller and F. C. Brown, 
Ref. 61, from 40 eV to 200 eV.)
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The task of establishing the functional form of e(w) hence reduces to one of determining the con-
ductivity at the appropriate optical frequencies.

The response of a charge to an externally applied field may be described by classical methods, 
assuming a damping or resistive force to the charge that is proportional to the velocity of the 
charge. This simplification is known as the Drude approximation,64 and it leads to the following 
relationship:

  σ τ
ωτ

=
−

Ne

m i

2 1
1∗ ( )

  (43)

and is related to the dc conductivity by the relationship:

  σ τ( )0 2= Ne m/ ∗   (44)

where N is the free-carrier density, 1/t is the constant of proportionality for the damping force, and 
t is a measure of the electron-electron collision time. Now,

  ε ω
ω ε

ω ω
τ

fc( )= −
+

⎛
⎝⎜

⎞
⎠⎟

∞i

i
p
2

  (45)
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FIGURE 29 Real and imaginary parts of the dielectric 
function of Si1-xGex alloys (bulk polycrystals) for x from 0 to 1 
in steps of 0.2. Ge and Si are shown by the solid and long-dashed 
lines, respectively. The E1 peak shifts from near 2 eV in Ge to 
about 3.4 eV in Si. Thin-film effects and strain modify these val-
ues in epitaxial films.62
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wp is the plasma frequency that describes oscillations of the plasma, that is, the delocalized charge cloud

  ω π
εp

Ne

m
2

24=
∞

∗   (46)

against the fixed crystal lattice.
In an ideal plasma with no damping, the e(w) reduces to

  ε ω
ω
ω

( )= −1
2

2

p
  (47)

e(w) is negative for w < wp, which leads to total reflection and, hence, the term plasma reflectivity.
The phenomenon of optical reflection from a plasma reflection and the relationship to the free-

carrier density are illustrated in Fig. 30 using the far-infrared reflection spectrum from a series of 
PbTe samples with hole densities extending from 3.5 × 1018 cm−3 to 4.8 × 1019 cm−3.65 The plasma 
frequency increases with increasing carrier density as described by Eq. (46).

Coupled plasmon-phonon behavior Most semiconductor samples contain free carriers and pho-
nons, and the frequencies of both are comparable. Hence, a complete description of the far-infrared 
optical properties has to take both into account. This can be achieved readily using Eq. (45) to 
describe the free carriers. The combined e(w) may then be expressed as

 ε ω ε
ω

ω ω ωγ
ω ε

ω ω τ
( )

( / )
= +

− −
−

+∞
∞S

i

i

i
pTO

TO

2

2 2

2

 (48)
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FIGURE 30 Reflectivity at 81 K and normal incidence of variously 
doped samples of p-type PbTe, showing the plasma resonance. Hole con-
centrations: A, 3.5 × 1018 cm−3; B, 5.7 × 1018 cm−3; C, 1.5 × 1019; D, 4.8 × 
1019 cm−3.65
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A good example of the accurate description of the far-infrared behavior of a semiconductor is pre-
sented in Fig. 31.66 The ellipsometric angles Ψ (related to reflectivity) and Δ (related to the polarization 
phase shift) of 4H SiC in the vicinity of the reststrahlen band (phonon absorption near 900 cm−1) are 
affected by the free-carrier effects and the anisotropy of the crystal. All the major features in the com-
plicated spectrum can be well described using the simple oscillatory models described.

The coexistence of phonons and plasmons leads to a coupling between the two participants.67 Of 
particular interest are the coupled plasmon-LO phonon modes denoted by L+ and L− that are exhibited 
as minimas in the reflection spectra. As explained earlier, the LO phonon frequencies occur at the zeros 
of the dielectric function e(w). In the presence of plasmons, the zeros are shifted to the coupled mode 
frequencies L+ and L−. These frequencies can be determined directly for the case of no damping for 
both the phonon and the plasmon as shown below:

  L /LO LO LO± ∞= + ± − + −1
2

4 1 02 2 2 2 2 2 2{( ) [( ) ( (ω ω ω ω ω ω ε εp p p ))] }/1 2   (49)

Note that the presence of the plasmon introduces an additional low frequency zero at L–. The rela-
tionship of the L+ and L− frequencies with the carrier density is presented in Fig. 32.69 The existence 
of the coupled modes were predicted by Varga67 and later observed using Raman scattering68,69 and 
far-infrared reflectivity.70
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FIGURE 31 Mid-infrared ellipsometry spectra for 4H SiC. The 
reststrahlen band in the phonon absorption region (near 900 cm−1) 
is affected by free carriers and the crystal anisotropy. Two-phonon 
absorption is also visible.66 
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Impurity and Defect Absorption The extended electronic states, excitons, lattice vibrations, and 
free carriers discussed thus far are all intrinsic to the pure and perfect crystal. In practice, real-life 
specimens contain imperfections and impurities. The characteristic optical properties associated 
with impurities and defects are the subject of discussion in this section. Two representative examples 
of the most widely observed effects, namely, shallow levels and deep levels in the forbidden gap, are 
considered in the following discussion.

Some of the effects due to impurities are considered in other parts of this chapter: impurity-
related vibrational effects were considered under “Lattice”; excitons bound to impurity states were 
discussed under “Excitons”; and impurity-related effects in magneto-optical behavior are dealt with 
under “Magnetic-Optical Properties.” In addition to these effects, optical absorption due to electronic 
transitions between impurity-related electronic levels may also be observed in semiconductors.

The presence of impurities in a semiconductor matrix leads to both a perturbation of the 
intrinsic electronic quantum states and the introduction of new states, particularly in the forbidden 
energy gap. The major classes of electronic levels are the shallow levels that form the acceptor and 
donor states and lie close to the valence and conduction band extremes, respectively, and those that 
occur deep in the forbidden gap. The former are well known and are critical in controlling the elec-
trical behavior of the crystal, and the latter are less well known but are, nevertheless, important in 
determining the sub-bandgap optical behavior.

Direct transitions from the shallow levels to the closest band extrema can be observed in the 
far-infrared transmission spectra of many semiconductors. An elegant example of this property is 
illustrated with the spectrum obtained from a high-purity Si wafer71 as displayed in Fig. 33. Sharp, 
well-resolved absorption features from electronic transitions due to B, P, As, and Al are present, as 
are additional features perhaps from unidentified impurities. Note that both acceptors and donor 
bands are observable due to the highly nonequilibrium state in which the specimen was maintained 
through the use of intense photoexcitation.

0 5

0 4 × 10182 × 10181 × 1018

n (cm–3)

1 × 1017

10

Fr
eq

u
en

cy
 s

h
if

t 
(c

m
–1

)

L–

L+
Plasma

frequencyLO

TO

0

200

300

400

500

600

100

15 20

√n  × 10–8

FIGURE 32 The solid curves labeled L+ and L− give the calcu-
lated frequencies of the coupled longitudinal plasmon-phonon modes, 
and the measured frequencies are denoted by the open circles.69
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Electronic transitions from impurity- and defect-related levels deep in the forbidden gap can sig-
nificantly alter the sub-bandgap behavior. One of the best known examples of this is the native defect 
level known as EL2 in GaAs. The level occurs 0.75 eV below the conduction band extremum, and, 
when present, it can completely dominate the subband gap absorption. The absorption spectrum 
recorded from a GaAs sample containing EL2 is presented in Fig. 34.72 The onset of the absorption 
at 0.75 eV is due to transitions to the conduction band extremum at the direct gap, and the features 
at 1.2 and 1.4 eV are due to transitions to higher-lying extrema.72 The figure also shows two spec-
tra that exhibit the well-known photoquenching effect associated with EL2. When the specimen is 
subjected to intense white light radiation, the EL2 absorption is quenched, leaving only the band-to-
band transitions with an onset at Eg which occurs at ≈1.5 eV at 10 K.
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FIGURE 33 Total impurity spectrum of a 265-Ω-cm n-type Si sam-
ple obtained by the simultaneous illumination method. The input power 
to the illumination source was about 50 W.71
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FIGURE 34 EL2 optical absorp-
tion spectra recorded at 10 K in the same 
undoped semi-insulating GaAs material. 
Curve a: after cooling in the dark; curves 
b and c: after white light illumination for 
1 min and 10 min, respectively.72
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FIGURE 35 Far-infrared photoconductivity spectrum of a high-purity GaAs 
sample showing the measured transition energies and those calculated from the 
hydrogenic model using the (1s → 2p) transition energy. The hydrogenic energy 
level diagram is shown in the inset.73

Optical measurements of shallow impurities in semiconductors have been carried out by absorp-
tion (transmission) and photoconductivity techniques. The photoconductivity method is a particularly 
powerful tool for studying the properties of shallow impurity states, especially in samples which are too 
pure or too thin for precise absorption measurements. In most cases, this type of photoconductivity 
can only be observed in a specific temperature range, usually at liquid helium temperatures. Figure 35 
shows the photoconductivity response of a high-purity GaAs sample with specific transition energies 
that correspond to hydrogenic-like transitions.73 If the excited states of the impurity were really bound 
states, electrons in these states could not contribute to the conductivity of the sample, and the excited 
state absorption would not result in peaks in the photoconductivity spectrum. However, there have 
been several suggestions as to how the electrons that are excited from the ground state to higher bound 
excited states can contribute to the sample’s conductivity. First, if the excited state is broadened signifi-
cantly by interactions with neighboring ionized donor and acceptor states, it is essentially unbound or 
merged with the conduction band. Other mechanisms for impurity excited-state photoconductivity 
all involve the subsequent transfer of the electron into the conduction band after its excitation to the 
excited state by the absorption of a photon. Mechanisms that have been considered for this transfer 
include (1) impact ionization of the electrons in the excited state by energetic free electrons, (2) ther-
mal ionization by the absorption of one or more phonons, (3) photoionization by the absorption of a 
second photon, and (4) field-induced tunneling from the excited state into the conduction band. All of 
these mechanisms are difficult to describe theoretically.

Magneto-Optical Properties

Background Phenomena occurring as a result of the interaction of electromagnetic radiation with 
solids situated in a magnetic field are called magneto-optical (MO) phenomena. Studies of MO 
phenomena began in 1845 when Michael Faraday observed that the plane of vibration of polarized 
light rotated as it propagated through a block of glass in a strong magnetic field. By the 1920s, most 
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MO effects were fairly well understood in terms of the classical dynamics of an electron in a magnetic 
field. However, when semiconductors were first investigated in the early 1950s, a quantum mechanical 
interpretation of the MO data in terms of the energy-band structure was found to be necessary. MO 
spectroscopy was developed in the 1950s and 1960s as a powerful tool for characterizing the funda-
mental electronic properties of semiconductors. Cyclotron resonance experiments using microwaves, 
interband studies using broadband visible and infrared sources, and finally lasers were used to charac-
terize the symmetry of band structures, as well as properties such as energy gaps, effective masses, and 
other band parameters. The two major limitations of the classical theory are that no effects depend-
ing on the density of states are predicted and no effects of electron spin are included.

Table 6 presents an overview of the typical types of magneto-optical phenomena observed in semi-
conductors and the information that can be determined from the experimental measurements. Four 
classes of MO phenomena can be distinguished: those arising from (1) interband effects, (2) excitonic 
effects, (3) intraband or free-carrier effects, and (4) impurity magnetoabsorption effects. Further clari-
fication can then be made by determining whether the effect is absorptive or dispersive, resonant or 
nonresonant, and upon the relative orientation of the magnetic field to the direction of propagation 
of the electromagnetic radiation and its polarization components. Resonant experiments usually pro-
vide more detailed information about the band structure of a semiconductor and often are easier to 
interpret. There is thus a wide variety of effects as shown which can give different types of information 
about the crystal’s energy-band structure, excitonic properties, and impurity levels. Before summariz-
ing and discussing each of these magneto-optical effects, it is necessary to briefly describe the effects of 
a magnetic field on the energy-band structure of a semiconductor.

Effect of a Magnetic Field on the Energy Bands Magneto-optical experiments must be analyzed 
with specific energy-band models in order to extract the related band parameters and to empha-
size the underlying physical concepts with a minimum of mathematical complexity. Most often, 
one deals with only the highest valence bands and the lowest conduction bands near the for-
bidden energy-gap region. If simple parabolic bands are assumed, a fairly complete analysis of 
the MO experiments is usually possible, including both the resonant transition frequencies and 
their line shapes. On the other hand, if more complicated energy bands (e.g., degenerate, non-
parabolic) are needed to describe the solid, the detailed analysis of a particular experiment can be 
complicated.

The effect of a magnetic field on a free electron of mass m∗ was determined in 1930 by Landau, 
who solved the Schroedinger equation. The free electrons experience a transverse Lorentz force 
which causes them to travel in orbits perpendicular to the magnetic field. The resulting energy 
eigenvalues corresponding to the transverse components of the wave vector are quantized in terms 
of harmonic oscillator states of frequency wc, while a plane-wave description characterizes the 
motion along the magnetic field. The allowed energy levels, referred to as Landau levels, are given by

 E n
k

m
g Bn c

z± = +
⎛
⎝⎜

⎞
⎠⎟

+ ±1
2 2

1
2

2 2

�
�

ω μ∗
∗

B   (50)

where n is the Landau level number (0, 1, 2, . . .), wc (the cyclotron frequency) is equal to eB/mc
∗, and 

mc
∗ is the cyclotron effective mass. The middle term represents the energy of an electron moving 

along the direction of the B field in the z direction; it is not quantized. The first term represents the 
quantized energy of motion in a plane perpendicular to the field. The last term represents the effect 
of the electron’s spin; g∗ is the effective spectroscopic g-factor or spin-splitting factor and

  μB / V/T= = × −e m meo� 2 5 77 10 2.   (51)

is the Bohr magneton. The g-factor in a semiconductor has values quite different from the usual 
value of two found for atomic systems (e.g., for narrow-energy gaps and a strong spin-orbit interac-
tion, g∗ can be large and negative).
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TABLE 6 Magneto-Optical Phenomena and Typical Information Obtainable

Magneto-Optical Effect Some Information or Properties Obtainable

Interband effects

In transmission
Band-to-band magnetoabsorption....................................... Energy gaps, effective masses, g-factors, higher band 

parameters
Faraday rotation (resonant and nonresonant)..................... Energy gaps, effective masses
Faraday ellipticity (nonresonant)......................................... Relaxation times
Voigt effect (resonant and nonresonant) ............................. Effective masses
Cross-field magnetoabsorption

In reflection
Magnetoreflection ................................................................. Studies of very deep levels or where absorption 

is high, similar information as in transmission 
magnetoabsorption

Kerr rotation
Kerr ellipticity

        Magneto-excitonic effects
In transmission, reflection, and photoconductivity Diamagnetic and Zeeman shifts and splittings; energy 

gap; effective reduced-mass tensor; effective Rydberg; 
anisotropy parameter; dielectric tensor components; 
effective g-factors; effective masses; quality of materials, 
structures, alloys and interfaces

Intraband or free-carrier effects

In transmission
Cyclotron resonance (resonant)........................................... Effective masses, relaxation times, nonparabolicity
Combined resonance............................................................. Same information as cyclotron resonance plus g-factors
Spin resonance....................................................................... g-factors
Phonon-assisted cyclotron resonance harmonics................ Same information as cyclotron resonance plusphonon 

information 
Faraday rotation (resonant and nonresonant) .................... Carrier concentration, effective masses; use for impure 

materials, flexible, can be used at high temperature
Faraday ellipticity (nonresonant)
Voigt effect (nonresonant)
Interference fringe shift (nonresonant)
Oscillatory variation of the Shubnikov-de Haas type ......... Carrier concentration

In reflection
Magnetoplasma reflection .................................................... Effective masses, carrier concentration
Magnetoplasma rotation (Kerr effect)
Magnetoplasma ellipticity

Impurity magneto-absorption
Zeeman and diamagnetic effect-type behavior of impurities Hydrogenic impurity information, binding energy, effective 

masses, effective Rydberg, central cell corrections, static 
dielectric constant; both impurity and Landau level 
information; impurity information as above plus Landau-
level information related to effective masses and g-factors

Photoionization behavior (transitions from ground state 
of impurity to Landau levels).............................................
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Figure 36 shows schematically the effect of a magnetic field on a simple parabolic direct gap 
extrema at k = 0. The quasi-continuous parabolic behavior of the nondegenerate conduction and 
valence bands at B = 0 (shown in a) is modified by the application of a magnetic field into Landau 
levels as shown in b. Each Landau level is designated by an integer n = 0, 1, 2, 3, . . . . Finally, in Fig. 37, 
the Landau effects are shown schematically for zincblende energy bands when both spin and valence 
band degeneracy are taken into account for both B = 0 (a) and B ≠ 0 (b).74 With spin included, the 
valence band splits into the Γ8 and Γ7 bands with spin-orbit splitting energy Δ. The quantization of the 
bands into Landau levels is illustrated in the right-hand side of the figure. The Pidgeon and Brown75 

model has been successfully used to describe the magnetic field situation in many semiconductors, 
since it includes both the quantum effects resulting from the partial degeneracy of the p-like bands 
and the nonparabolic nature of the energy bands. The a-set levels are spin-up states, and the b-set, the 
spin-down states. These large changes in the E versus k relations of the bands when a magnetic field is 
applied also means large changes in the density of states which become periodic with a series of peaks 
at energies corresponding to the bottom of each Landau level. This oscillatory variation in the density 
of states is important for understanding the various oscillatory phenomena in a magnetic field and is a 
key advantage of using magnetic fields to study semiconductors.

Interband Magneto-Optical Effects Interband transitions in a magnetic field connect Landau-level 
states in the valence band to corresponding states in the conduction band. Thus, they yield direct 
information concerning energy gaps, effective masses, effective g-factors, and higher band param-
eters. The strongest allowed transitions are those that are proportional to the interband matrix ele-
ment p = − (i �/mo)〈s|pj|xj〉, where j = x, y, z.

This matrix element directly connects the p-like valence band (x, y, z) which is triply degenerate 
with the s-like conduction band through the momentum operator pj. The transition energies can 
be calculated directly from a knowledge of the selection rules and use of an energy-band model. 
The selection rules are given by76

sL: a(n) → a(n − 1), b(n) → b(n − 1)

sR: a(n) → a(n + 1), b(n) → b(n + 1)

p : a(n) → b(n + 1), b(n) → a(n − 1)

k = 0
B = 0

(a) (b)
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FIGURE 36 Landau levels for simple bands.
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where sL, sR, and p are left circular, right circular, and linear (e || B) polarizations. As discussed ear-
lier, a and b denote the spin-up and spin-down states, and n the Landau-level number. Often, sharp 
optical transitions between the Landau levels are observed, providing highly accurate information 
about the fundamental band parameters such as the energy gap Eg, effective masses of the electrons 
and holes, higher band parameters, etc.

InSb is a material in which interband effects have been studied very extensively; thus, it is a good 
representative example. Even though it is a narrow-gap semiconductor and thus has a small exciton 
binding energy, Weiler77 has shown that excitonic corrections must be made to properly interpret 
the magnetic-field-dependent data. This shall be discussed in more detail in the next section. The 
band models discussed earlier predict that there is an increase in the energy of the absorption edge 
with magnetic field because of the zero point energy 1/2�wc of the lowest conduction band. At larger 
photon energies, transmission minima (absorption maxima) which are dependent upon magnetic 
field are observed. By plotting the photon energy positions of the transmission minima against 
magnetic field, converging, almost linear plots are obtained as shown in Fig. 38.75 Extrapolation of 
the lines to zero field gives an accurate value for the energy gap. Use of a band model and specific 
transition assignments further allow the determination of other important band parameters, such as 
effective masses and g-factors.

Magnetoreflection Besides the changes in absorption brought about by the magnetic field, there 
are changes in the refractive index. Since the reflectivity depends upon both the real and imaginary 
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parts of the index, clearly it is affected by the field. Interband transitions are often observed in reflec-
tion because of the high absorption coefficients. In addition, modulation spectroscopy techniques, 
in which a parameter such as stress, electric field, wavelength, magnetic field, etc. is periodically 
varied and the signal synchronously detected, provide several orders of magnitude enhancement in 
the sensitivity for observing resonant transitions. This is especially important for the observation of 
higher energy transitions lying far away from the energy of the fundamental gap. Figure 3978 shows 
the stress-modulated magnetoreflectance spectra for the fundamental edge region, the interpreta-
tion of which must involve the effect of excitons on the transitions. Quantitative information about 
the split-off valence to conduction band edge in GaAs is also obtainable from magnetoreflection.79 

Faraday rotation A plane-polarized wave can be decomposed into two circularly polarized waves. 
The rotation of the plane of polarization of light as it propagates through the semiconductor in a 
direction parallel to an applied magnetic field is called the Faraday effect, or Faraday rotation. The 
amount of rotation is usually given by the empirical law � = VBl, where � is the angle of rotation, V 
is the Verdet coefficient, B is the magnetic field value, and l is the thickness. The Verdet coefficient is 
temperature, wavelength, and sometimes field dependent. The Faraday effect can then be understood 
in terms of space anisotropy effects introduced by the magnetic field upon the right and left circularly 
polarized components. The refractive indices and propagation constants are different for each sense 
of polarization, and a rotation of the plane of polarization of the linearly polarized wave is observed. 
The sense of rotation depends on the direction of the magnetic field. Consequently, if the beam is 
reflected back and forth through the sample, the Faraday rotation is progressively increased. When 
measurements are thus made, care must be taken to avoid errors caused by multiple reflections. 
Faraday rotation may also be considered as birefringence of circularly polarized light.

If absorption is present, then the absorption coefficient will also be different for each sense of 
circular polarization, and the emerging beam will be elliptically polarized. Faraday ellipticity speci-
fies the ratio of the axes of the ellipse.

Faraday rotation can be observed in the Faraday configuration with the light beam propagat-
ing longitudinally along the B-field direction. Light propagating transverse to the field direction is 
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FIGURE 39 Stress-modulated magnetoreflectance spectra for 
the fundamental edge in epitaxially grown high-purity 〈211〉 GaAs at 
T ≈ 30 K, with ΔS = 5 × 10−5, observed in the Faraday configuration 
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designated as the Voigt configuration. Two cases must be distinguished—the incident beam may be 
polarized so that its E field is either parallel or perpendicular to B. The Voigt effect is birefringence 
induced by the magnetic field and arises from the difference between the parallel and perpendicular 
indices of refraction in the transverse configuration. It is usually observed by inclining the incident 
plane-polarized radiation with the electric vector at 45° to the direction of B. The components 
resolved parallel and perpendicular to B then have different phase velocities and recombine at the 
end of the sample to give emerging radiation which is elliptically polarized. Measurements of this 
ellipticity then determine the Voigt effect.

The interband Faraday effect is a large effect and is therefore useful for characterizing semicon-
ductors. For frequencies smaller than the frequency corresponding to the energy gap, the interband 
Faraday effect arises from the dispersion associated with the interband magnetoabsorption. In this 
region, it has been used to determine energy gaps and their pressure and temperature dependence. 
Since the beam propagates through the crystal in a transparent region of the spectrum, it may be 
attractive to use in certain applications. For example, in GaAs,80 at long wavelengths the Faraday 
effect has a positive rotation, while near the gap the Verdet coefficient becomes negative. For fre-
quencies equal to or larger than the frequency corresponding to the energy gap, the Faraday rotation 
is dominated by the nearest magneto-optical transition. Oscillatory behavior, like that seen in the 
magnetoabsorption, is also often observed.

Diluted magnetic semiconductors (DMS) are a class of materials that have attracted considerable 
scientific attention. Any known semiconductor with a fraction of its constituent ions replaced by 
some species of magnetic ions (i.e., ions bearing a net magnetic moment) can be defined as a mem-
ber of this group. The majority of DMS studied so far have involved Mn+2 ions embedded in various 
II–VI hosts. The optical properties of DMS are controlled by the interaction between the localized 
magnetic moments of Mn+2 and the conduction and/or valence band electrons (referred to as the 
sp-d interaction), which results in features unique to DMS. The best known (and quite spectacu-
lar) of these are the huge Faraday rotations of the visible and near-infrared light in wide-gap DMS. 
The origin of the large rotations is the sp-d exchange interaction which makes the band structure 
much more sensitive to the strength of external magnetic fields than in ordinary semiconductors. 
Figure 40 shows the Faraday effect in Cd1−xMnxSe(x = 0.25) at T = 5 K.81 Each successive peak repre-
sents an additional Faraday rotation of 180°. 
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FIGURE 40 Faraday effect in Cd1−xMnxSe (x = 0.25), T = 5 K. 
The dashed line represents the transmission of light as a function of its 
frequency for a 3-mm-thick sample located between two polaroids with 
their axes at 45° and at zero magnetic field. The light propagates along 
the optic axis, ĉ . The oscillations occur when a 10-kG magnetic field is 
applied along ĉ .81
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Excitonic magneto-optical effects As described earlier, a free exciton consists of an electron 
and hole bound together electrostatically. When the pair has an energy less than that of the energy 
gap, they orbit around each other. If the orbital radius is large compared with the lattice constant, 
they can be approximately treated as two point charges having effective masses and being bound 
together by a Coulomb potential that gives rise to a hydrogen-atom-like behavior. In the presence of 
a magnetic field, excitons give rise to Zeeman and diamagnetic effects analogous to those in atomic 
spectra. Fine structure can occur due to motions other than the simple orbiting of an electron and 
hole—the carriers can have intrinsic motion, motion around an atom, spin motion, and motion of 
the complete exciton through the lattice. Some of these motions may even be coupled together.

Bound excitons (or bound-exciton complexes) or impurity-exciton complexes are extrinsic 
properties of materials. Bound excitons are observed as sharp-line optical transitions in both photo-
luminescence and absorption. The bound exciton is formed by binding a free exciton to a chemical 
impurity atom (or ion), a complex, or a host lattice defect. The binding energy of the exciton to the 
impurity or defect is generally smaller than the free-exciton binding energy. The resulting complex is 
molecular-like (hydrogen-molecule-like), and bound excitons have many spectral properties analo-
gous to those of simple diatomic molecules.

The application of a magnetic field to samples where excitonic features are observed in the 
absorption spectra results in line splittings, energy shifts, and changes in linewidths. These arise 
from diamagnetic and Zeeman effects just as in atomic or molecular spectroscopy. The treatment 
of the problem of an exciton in a magnetic field in zincblende-type structures is difficult due to the 
complexity of the degenerate valence band. Often a practical solution is adopted that corrects the 
interband model calculations for exciton binding energies that are different for each Landau level. 
Elliott and Loudon showed that the absorption spectrum has a peak corresponding to the lowest 
N = 0 hydrogen-like bound state of the free exciton, which occurs below the free interband transi-
tion by the exciton binding energy EB.82 Weiler suggests that for transitions to the conduction band 
Landau level n, the exciton binding energy EB can be approximated by74

  E n R nB B /( ) . [ ( )] /≈ +1 6 2 1 1 3γ   (52)

where R is the effective Rydberg,

  R R mo o= μ ε/ ( )0   (53)

Ro = 13.6 eV, e (0) is the static-dielectric constant, m is the reduced effective mass for the transition, 
and g B is the reduced magnetic field

  γ μB /= m S Ro 2   (54)

and

  S eB mo= � /   (55)

Thus after calculating the interband transition energy for a particular conduction band Landau level 
n, one subtracts the above binding energy to correct for exciton effects.

Nondegenerate semiconductors, in particular, materials belonging to the wurtzite crystal 
structure, have been extensively studied both with and without a magnetic field. Exciton states in 
CdS have been studied by high-resolution two-photon spectroscopy in a magnetic field using a 
fixed near-infrared beam and a tunable visible dye laser.83,84 Figure 41 shows the photoconductive 
response versus total photon energy near the A-exciton region.83 The two-photon transitions involve 
P states, and both 2P and 3P states are clearly seen. As the field is increased, both Zeeman splittings 
and diamagnetic shifts occur. Figure 42 shows both experimental and theoretical transition energies 
versus B field.83 Excellent agreement is obtained by using variational calculations that have been suc-
cessfully used to describe impurity atoms in a magnetic field.
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Intraband or Free-Carrier Effects

Cyclotron resonance Cyclotron resonance absorption of free carriers is the simplest and most 
fundamental magneto-optical effect and provides a direct determination of carrier effective masses. 
Classically, it is a simple phenomenon—charged particles move in circular orbits (in planes perpen-
dicular to the direction of the magnetic field) whose radii increase as energy is absorbed from the 
applied electric fields at infrared or microwave frequencies. After a time t, a collision takes place and 
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P35° represents the absorption with B at 35° to the [001] axis.88

the absorption process begins again. From the resonance relation wc = eB/m∗, extensive and explicit 
information about the effective masses and the shape of energy surfaces near the band extrema can 
be obtained. Excellent reviews of cyclotron resonance have been previously published by McCombe 
and Wagner85,86 and Kobori et al.87

A classical example of the explicit band structure information that can be obtained from cyclotron 
resonance experiments is given for Ge. Figure 43 shows the microwave absorption for n-type ger-
manium at 4.2 K for four different B-field directions, each peak corresponding to a specific electron 
effective mass.88 Figure 44 shows the orientation dependence of the effective masses obtained from the 
cyclotron resonance experiments which demonstrates that there is a set of crystallographically equiva-
lent ellipsoids oriented along all 〈111〉 directions in the Brillouin zone.89 Figure 45 shows the band 
structure of Ge that these measurements helped to establish90: a illustrates the conduction band minima 
along the 〈111〉 direction at the zone edge and b, the eight half-prolate ellipsoids of revolution or four 
full ellipsoids. The longitudinal and transverse masses are m ml o

∗ =1 6.  and mt
∗ = 0.082mo, respectively. 

Both holes and electrons could be studied by using light to excite extra carriers. This illustrates the use of 
cyclotron resonance methods to obtain band structure information. Since that time, numerous experi-
ments have been carried out to measure effective mass values for carriers in various materials.

The beginning of modern magneto-optics in which “optical” as opposed to “microwave” techniques 
were used, began in 1956 with the use of infrared frequencies at high magnetic fields. Far-infrared lasers 
are extremely important for modern-day measurements of cyclotron resonance as seen in Fig. 46 for n-
type InSb.91 At low temperatures, only the lowest CR transition C1 (0+ to 1+) is seen. Raising the tempera-
ture populates the higher-lying Landau levels, and other CR transitions are seen at different fields because 
of the nonparabolicity of the conduction band which gives rise to an energy-dependent effective mass. At 
13 K, a second transition C2 (0− to 1−) is seen and at 92 K, C3 (1+ to 2+). The low field feature denoted by 
I is called impurity cyclotron resonance because, although it is a neutral donor excitation, its appearance 
resembles that of the regular CR magnetoabsorption. It results from neutral donors exhibiting a Zeeman 
transition (1s → 2p+), the transition energy of which is much larger than the ionization energy. The I sig-
nal gradually disappears as the temperature increases because the donors become ionized.

Cyclotron resonance also serves as a valuable tool for materials characterization through making 
use of the cyclotron resonance linewidth and intensity. Resonance linewidths can differ considerably 
from sample to sample. This difference in linewidth is attributed to differences in impurity content, 
with the higher-purity samples having the narrowest linewidths and largest intensities. Figure 47 
shows the electron CR signals for both n-type and p-type GaAs crystals with low compensation.87 
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The observed large difference in linewidths is primarily considered to reflect the difference in the 
electron-donor and electron-acceptor scattering rates.

An electron placed in the conduction band of a polar insulator or semiconductor surrounds itself 
with an induced lattice-polarization charge. The particle called a polaron consists of the electron 
with its surrounding lattice-polarization charge. The term magnetopolaron is also often referred to 
as a polaron in a magnetic field. Landau-level energies of these magnetopolarons are shifted relative 
to those predicted for band electrons. These energy shifts give rise to polaron effects that are most 
clearly evident in optical experiments such as cyclotron resonance. The review by Larsen provides an 
annotated guide to the literature on polaron effects in cyclotron resonance.92

Free-carrier Faraday rotation and other effects Observation of free-carrier rotation was first 
reported in 1958. It is best understood as the differential dispersion of the cyclotron resonance absorp-
tion, and, as such, it is an accurate method for determining carrier effective masses. It can be measured 
off resonance and detected under conditions which preclude the actual observations of cyclotron reso-
nance absorption. Cyclotron resonance is a more explicit technique which enables carriers of different 
mass to be determined by measuring different resonant frequencies. The Faraday effect is an easier and 
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FIGURE 46 Thermal equilibrium resonance traces in 
n-type InSb at various temperatures. At 4.8 K, only the low-
est cyclotron transition C1(0+ → 1+) and impurity cyclotron 
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more flexible technique, but is less explicit, since the dispersion involves the integral of all CR absorp-
tion. Also, it is unable to detect any anisotropy of the effective mass in a cubic crystal.

Other free-carrier effects are ellipticity associated with the Faraday rotation, the Voigt effect, and 
the magnetoplasma effect on the reflectivity minimum.

Impurity magnetoabsorption Impurity states forming shallow levels (i.e., those levels separated 
from the nearest band by an energy much less than the gap Eg) can be described by the effective 
mass approximation. This simple model for impurities is that of the hydrogen atom with an elec-
tron which has an effective mass m∗ and the nuclear charge reduced to e/e∞, by the high-frequency 
dielectric constant of the crystal. This hydrogen-atom-like model leads to a series of energy levels 
leading up to a photoionization continuum commencing at an energy such that the electron (hole) 
is excited into the conduction (or valence) band.

The effect of a magnetic field on impurity levels and the related optical transitions is one of the 
most important tools for the study of the electronic states in semiconductors. The reason for this is 
that a magnetic field removes all degeneracies including the Kramers’ degeneracy due to time rever-
sal. It can produce new quantization rules, and it is a strong perturbation which is not screened like 
the Coulomb interactions.

For donor states with an isotropic conduction band minimum, as in GaAs or InSb, the hamilto-
nian acquires terms which are linear (Zeeman term) and quadratic (diamagnetic) in magnetic field. 
In this case, perturbation theory is appropriate to use until one considers transitions to very high 
quantum numbers or very high fields. Often complicated variational procedures must be used for 
accurate solutions. In the high field limit where �wc/R >> 1 or for high energies, the impurity level 
quantum numbers do not provide a proper classification, and, instead, the states should be related 
to the continuum Landau levels. The effect of a magnetic field on acceptor impurity states is more 
complicated because of band degeneracy and of spin-orbit coupling. Also for acceptors, one can be 
in the high field limit at relatively small values of the field for shallow levels and for excited states.

High-resolution photoconductivity measurements in high-purity GaAs indicate that the behavior 
of shallow donors in GaAs deviates from that predicted by the simple hydrogenic model. Figure 48 
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FIGURE 48 The photoconductivity due to the (1s → 2p, 
m = +1) transition as a function of magnetic field for two differ-
ent samples when excited by 190 μm laser radiation. For sample 
1, ND = 2.0 × 1014 cm−3, NA = 4.0 × 1013 cm−3, and m77K = 153,000 
cm2/V ⋅ s. For sample 2, ND = 4.3 × 1013 cm−3, NA = 2.5 × 10+13 
cm−3, and m77K = 180,000 cm2/V ⋅ s.93
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shows that, under high resolution, the single (1s → 2p) transition observed at lower resolution actually 
consists of several different unresolved transitions.93 The photoconductive response is shown for two 
different high-purity GaAs samples. The magnetic field range shown covers about 1 kG at around 15 kG. The 
different transitions labeled A, B, C, and D each correspond to a different donor species, and variation 
of the amplitude of these transitions in different samples results from the different relative concentra-
tions of the particular donor species. Thus, the use of magnetic fields in studying the absorption prop-
erties of shallow impurities provides an analytical method of characterizing impurities. Because of the 
central-cell corrections (chemical shifts), different impurities of the same type (donor or acceptors) 
can be distinguished and identified by back-doping experiments.

Semiconductor Nanostructures: Low Dimensional Systems Development of growth techniques 
such as molecular beam epitaxy and metal organic chemical vapor deposition have made possible 
the precise growth of high-quality, layered, semiconductor heterostructures. Various sequences of 
thin film layers can be grown to form quantum wells, wires, and dots as well as superlattices and 
heterojunctions. In these low dimensional systems, the quantization effect of the magnetic field is 
significantly enhanced, leading to a wealth of new ways to characterize these structures. We refer the 
readers to recent books that review these systems.94,95

Nonlinear Optical Properties of Semiconductors

Background The study and characterization of nonlinear optical properties of semiconductors are 
increasingly important topics for research and development, with new effects being discovered and 
useful nonlinear optical devices being constructed. The underlying cause of these nonlinear optical 
effects lies in the interaction of electromagnetic radiation with matter. Each nonlinear optical pro-
cess may be thought to consist of the intense light first inducing a nonlinear response in a medium 
and then the medium in reacting, modifying the optical fields in a nonlinear way. There is a wide 
variety of nonlinear optical phenomena in semiconductors, leading to many papers on the subject 
of nonlinear properties. It is thus not possible here to do justice to this field. We refer the reader to 
Chap. 10, “Nonlinear Optics.”96 Here, we give a brief overview of the nonlinear optical processes 
starting from Maxwell’s equations and describe and categorize some important second- and third-
order nonlinear processes and properties.

Theoretical Overview of Nonlinear Optical Processes and Properties

Maxwell’s equations and polarization power series expansion All electromagnetic phenomena are 
governed by Maxwell’s equations for the electric and magnetic fields E (r, t) and B (r, t) or by the 
resulting wave equations

  ∇⋅∇+
⎡

⎣
⎢

⎤

⎦
⎥ = −1

2

2 2

2c
t

c t
t

∂
∂

∂
∂t 2 2

, )
4

( , )E r P r(
π

  

(56)

 ∇⋅ = − ∇⋅E r P r( (, )t t4π , )  

Here, P is the generalized electric polarization which includes not only the electric dipole part but 
all the multiple contributions. In general, P is a function of E which describes fully the response of 
the medium to the field. It is often known as the constitutive equation since all optical phenomena 
would be predictable and easily understood from it and its solution for the resulting set of Maxwell’s 
equations with appropriate boundary conditions. Unfortunately, this equation is almost never pos-
sible to solve exactly, and physically reasonable approximations must be resorted to for progress to 
occur.
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Most nonlinear optical properties can be described in terms of a power series expansion for the 
induced polarization. (This assumes that E is sufficiently weak.) Since lasers are most often used to 
observe nonlinear optical effects, one usually deals with the interaction of several monochromatic or 
quasi-monochromatic field components, and E and P can be expanded into their Fourier components as

  E r E q P r P q( , ) ( , ), ( , ) ( , )t ti
i

i i i
i

= =∑ ∑ω ω   (57)

where

  E q E q r( ) ( )exp( ) . .i i i i ii i tω ω ω= ⋅ − +c c   (58)

The induced polarization is usually written as

  

P q q E q q q q( , ) ( , ) ( , ) (( ) ( )

,
i i i i i i

j k
i i kω χ ω ω χ= ⋅ + = +∑1 2 ,, ): ( , ) ( , )ω ω ω ω ωi j k j j k k= + E q E q

++ = + + = + +∑χ ω ω ω ω ω( )

, ,

( , ) ( ,3

j k l
i j k l i j k l jq q q q E q: jj k k l l) ( , ) ( , )E q E qω ω +�

 
 (59)

It is, however, sometimes more convenient to use E(r, t) and P(r, t) directly instead of their Fourier 
components, especially when dealing with transient nonlinear phenomena.

In the electric dipole approximation, c(n)(r, t) is independent of r, or c(n) (k, w ) is independent 
of q, and the equations become simpler to write and to work with. These c(n) are the susceptibilities, 
with c(1) = linear electric dipole susceptibility and c(2) (c(3)) = nonlinear second-order (third-order) 
susceptibility tensor. Both absorptive and refractive effects can be described in terms of these com-
plex electric susceptibilities, which have real and imaginary parts for each tensor element. These 
linear and nonlinear susceptibilities characterize the optical properties of the medium and are 
related to the microscopic structure of the medium. Knowledge of c(n) allows, at least in principle, to 
predict the nth-order nonlinear optical effects from Maxwell’s equations. Consequently, much effort 
(both experimentally and theoretically) has gone into determining the c(n).

The definitions of the nonlinear susceptibilities in the literature vary and have led to some confu-
sion. Shen reviews these definitions and the reasons for the confusion.97 In addition to some intrin-
sic symmetries, the susceptibilities must obey crystallographic symmetry requirements. The spatial 
symmetry of the nonlinear medium imposes restrictions upon the form of the various c(n) tensors. 
Butcher has determined the structure of the second- and third-order tensors for all crystals.98 One 
important consequence is that, for media with inversion symmetry, c(2) ≡ 0, and thus c(3) represents 
the lowest-order nonlinearity in the electric-dipole approximation. Of the 12 nonzero elements, 
only 3 are independent. These susceptibility tensors must transform into themselves under the point 
group symmetry operations of the medium.

It is often convenient to discuss the various optical processes which might occur in terms of whether 
they are active or passive. Passive processes involve energy or frequency conservation, and the material 
medium acts basically as a catalyst. The susceptibilities are predominantly real for passive processes. Of 
course, as resonances are approached, susceptibilities become complex and may even become totally 
imaginary. These passive nonlinear optical phenomena are listed in Table 7.99 Active nonlinear optical 
phenomena are listed in Table 8.99 In general, energy is exchanged between the radiation and the mate-
rial only for the active processes. We also note that second-order effects are always passive.

Second-order nonlinear optical properties Most existing nonlinear optical devices are based upon 
second-order nonlinear optical effects that are quite well understood. Here, we assume the presence 
of only three quasi-monochromatic fields

  E E E E= + +( ) ( ) ( )ω ω ω1 2 3   (60)
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and

  ω ω ω1 2 3= | |∓   (61)

Thus, Eq. (56) can be decomposed into three sets of equations for each E(wi). They are then nonlin-
earity coupled with one another through the polarizations

 P E E E( ) ( ) ( ) ( | |) ( ) (( ) ( )ω χ ω ω χ ω ω ω ω1
1

1 1
2

1 2 3 2= ⋅ + = ± : ωω3)   (62)

The second-order nonlinear processes are then described by the solutions of the coupled-wave 
equations with the proper boundary conditions. c(2) = 0 for materials with a center of inversion. 
The coefficient c(2) is a third-rank tensor. Some second-order processes include sum- and differ-
ence-frequency mixing, the electro-optic linear Kerr effect, the inverse electro-optic effect, para-
metric amplification and oscillation, and second-harmonic generation. The past emphasis has been 

TABLE 7 Passive Nonlinear Optical Phenomena99

Frequencies of 
Incident Fields

Frequencies of Fields 
Generated by the Polarization 

of the Medium Susceptibility Process (Acronym)

w1
No polarization 0(e = 1) Vacuum propagation (VP)

w1 w1 c(1)(w1; w1) Linear dispersion (LD)

w1, w2 w3[w3 = w1 + w2] c(2)(w3; w1, w2) Sum mixing (SM)

w1 w3[w3 = 2w1] c(2)(w3; w1, w1) Second-harmonic generation 
(SHG)

w1, 0 w1 c(2)(w1; w1, 0) Electro-optic linear Kerr effect 
(EOLKE)

w1 w2, w3[w1 = w2 + w3] c(2)(w2; −w3, w1) Difference-frequency mixing 
(DFM)

w1 w2[w1 = 2w2] c(2)(w2; −w2, w1) Degenerate difference-frequency 
(DDF)

w1
0 c(2)(0; −w1, w1) Inverse electro-optic effect 

(IEOE)

w1, w2, w3 w4[w4 = w1 + w2 + w3] c(3)(w4; w1, w1, w1) Third-harmonic generation 
(THG)

w1, w2 w3, w4[w1 + w2 = w3 + w4] c(3)(w3; −w4, w1, w2)
c(3)(w4; −w3, w1, w2)

Four-wave difference-frequency 
mixing processes (FWDFMP)

w1 w2, w3, w4[w1 = w2 + w3 +w4] c(3)(w2; −w3, −w4, w1)

w1 w1 c(3)(w1; w1, −w1, w1) Intensity-dependent refractive 
index (IDRI)

w1, 0 w1 c(3)(w1; 0, 0, w1) Quadratic Kerr effect (QKE)

w = 0 indicates the presence of a uniform electric field.

TABLE 8 Active Nonlinear Optical Phenomena99

 Susceptibility  Process

c(1)(w1; w1) Linear absorption (w1 ≈ w10)

c(3)(w2; w1, −w1, w2) Raman scattering (w2 ≈ w1 �w10)

c(3)(w1; w1, −w1, w1) Two-photon absorption (2w1 ≈ w10) or
 Saturable absorption (w1 ≈ w10)

c(5)(w2; w1, w1, −w1, −w1, w2) Hyper-Raman scattering (w2 ≈ 2w1 �w10)
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on finding new nonlinear crystals with a large c(2). Semiconductor crystals have received much 
attention: III-V compounds like GaAs and InSb, II-VI compounds like ZnS and CdSe, I-III-VI com-
pounds like AgGaS2 and CuInS2, and II-IV-V compounds like CdSiAs2 and ZnGeP2.

In most applications of second-order nonlinear optical effects, it is important to achieve phase-
matching conditions

  Δq q q q= − − =1 2 3 0   (63)

where qi is the wave vector of E(wi). This ensures an efficient energy conversion between the pump 
field(s) and the signal field.

The intensity of the electric field of a laser can produce photons at multiples of the frequency 
of the probing light signal (w0). Second harmonic generation has been widely used to character-
ize interfaces between silicon and thin dielectric films as well as thin metal films.100 There are two 
sources of second harmonic light at the interface between dielectric films and centro-symmetric 
crystals such as silicon. One is due to the weak electric quadrupole contribution, and the second 
is due to a surface dipole contribution.101,102 The dipole contribution is stronger than the second 
harmonic signal from the quadrupole one. The detailed crystalline symmetry along the probe beam 
direction results in a rotational dependence to the quadrupole signal. The surface dipole contribu-
tion is strongly affected by chemical changes in the interface making it an ideal means of character-
izing subtle process-induced changes in the dielectric film stack used for transistor applications.101 
The second harmonic intensity, I, from a p- or s-polarized probe and a p- or s-polarized SHG signal 
for the Si(100) crystal face are

I a a

I a

PP PP PP

PS PS

(2 )=| + cos(4 )|

(2 )=|

(0) (4) 2

(4)

ω

ω

Φ

ssin(4 )|

(2 )=| + cos(4 )|

(

2

(0) (4) 2

Φ

ΦI a a

I

SP SP SP

SS

ω

22 )=| sin(4 )|(4) 2ω aSS Φ

Here, the a coefficients are due to either a surface dipole contribution a(0) or a bulk quadrupole a(4) 
contribution. Φ is the angle between the [ ]0 01  crystal axis and the projection of the wave vector 
of the second harmonic light on the surface. The SHG signal is also strongly influenced by electric 
fields present in the sample. Changes in the electric field due to trapped charge in hafnium oxide 
have been characterized using the changes in a(0) due to annealing temperature.101 Both the phase 
and amplitude of the second harmonic signal from Si(100) surfaces have been measured by SHG.102

Third-order nonlinear optical properties In materials with inversion symmetry, third-order 
processes are the dominant nonlinearity. These processes are described by a fourth-rank nonlinear 
susceptibility tensor c(3) whose contribution to the polarization is given according to Eq. (59) by

 P E E E( ) ( ) ( ) ( ) ( )( )

, ,

ω ω ω ω ω ω ω ω ωi
j k l

i j k l j k l= = + +∑ 3 :   (64)

In general, this nonlinearity will provide a coupling between four electromagnetic waves. Depending 
on whether the susceptibility tensor elements are real or imaginary and on whether some of the 
frequencies are identical or different, a large variety of physical phenomena can be understood and 
accounted for: third-harmonic generation, two-photon absorption, saturable absorption, intensity-
dependent index of refraction, stimulated Raman effect, anti-Stokes generation, stimulated Raleigh 
scattering, modulation of the index of refraction, and self-focusing of light. We concentrate on dis-
cussing only a few of the most pertinent cases of interest.
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Third-harmonic generation Here, the output frequency w4 = w1 + w2 + w3 = 3w1, since w1 = w2 = w3. 
The polarization at the frequency w4 will generate radiation at the third-harmonic frequency. The 
quantum process responsible for the harmonic generation may be described as a scattering process 
in which three quanta at the fundamental frequency are annihilated and one quantum at the third-
harmonic frequency is created. The system remains in the ground state, although three virtually 
excited states are involved in the scattering process. Since the phases are important, the process is 
actually an interference between many four-photon scattering processes.

Two-photon absorption Here, for example, w1 = –w2 = w3 = w4 and Δk = 0, and the nonlinear 
polarization has components described by

  P E E E( ) ( ) ( ) ( ) ( )( )ω χ ω ω ω ω ω ω ω4
3

4 1 2 3 1 2 3= = + − + ∗:   (65)

The nonlinear susceptibility c(3) is purely imaginary, but positive. One can define an absorption 
coefficient proportional to the intensity itself. In the important case of resonance, the sum of two 
frequencies of the exciting field is approximately equal to a transition frequency of the medium, 
wab = 2w1, where �wab is the energy difference between two levels |a〉 and |b〉 with the same parity.

The TPA coefficient can be expressed in terms of a third-order nonlinear susceptibility tensor by 
solving the wave equation using the slowly varying amplitude approximation. The explicit expression 
for b is related to the imaginary part of the third-order electric dipole susceptibility tensor which 
depends upon the crystal class and laser electric field direction, for example, in crystals with 43  m 
symmetry (e.g., Hg1-xCdx Te, GaAs, InSb, etc.) and the electric field along the [001] direction,103

  β π ω ω ω ω ωχ= − −⎡
⎣⎢

⎤
⎦⎥

32
3

2

2 2 1111n c
Im

(3)
( , , , )   (66)

where the convention used is that of Maker and Terhune (1965).104

Since c(3) is a second-rank tensor, there are, in general, nine terms contributing to b with mag-
nitudes which vary with orientation. However, in most systems the symmetry is such that there are 
relations between some of the terms. For example, in crystals with 43 m symmetry, there are three 
possible values of c for each b, and for crystals with m3m symmetry, there are four possible values. 
These can, in general, be measured by using both linearly and circularly polarized light. It is not 
always possible to sort out all the different TPA spectra simply by changing the sample orientation 
or the light polarization because of the competing process of absorption by second-harmonic-
produced light.

5.4 MEASUREMENT TECHNIQUES

Overview

The ability to measure the optical response of a semiconductor specimen precisely under well-
controlled environmental conditions is of obvious importance in the determination of the optical 
properties of semiconductors. The significant resolution with which optical spectra can be mea-
sured makes it possible to perform precise determinations of the intrinsic properties such as the 
energy separation between electronic states, lattice vibration frequencies, as well as extrinsic proper-
ties due to impurities. The wealth of information that can be obtained and the direct relevance to 
device-related issues has led to much effort being expended in developing techniques and apparatus 
to perform a wide range of measurements. This chapter reviews the most widely used procedures 
and optical components employed in these investigations.

Optical studies, except in rare instances, are contactless and noninvasive. These attractive fea-
tures have led to widespread use of the techniques in both scientific analyses and, more recently, 
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in manufacturing environments. Specific procedures and experimental apparatus and variations of 
them are too numerous to be dealt with in this brief chapter. The motivation here is, therefore, to set 
forth the essentials and dwell on the major aspects of each technique covered, as well as to provide 
some references which contain more details than could be given here.

The essence of spectroscopic investigations is to determine the interaction of a light beam, with 
a well-defined wavelength, intensity, polarization, and direction, with a semiconductor specimen, in 
most cases from the point of view of the light beam. Figure 49 schematically displays this light-speci-
men interaction. Upon interacting, both the specimen and the light beam will change, and the experi-
mental task is to precisely measure the change in the properties of the light beam. The changes may be 
classified into the linear and nonlinear regimes based on whether or not the response of the specimen 
is linear with respect to the incident power. The interactions may be elastic or inelastic; the light beam 
may also undergo a change in all aspects except its wavelength or photon energy in the former, and the 
wavelength can also be modified in the latter. These terms arise from the elastic or inelastic interac-
tion of the photon with the specimen where the incident photon energy is preserved or modified in 
the process. The incident light beam may be reflected, scattered, and transmitted by the specimen. In 
addition to these processes, a properly excited specimen may emit light as well. The last process, known 
as luminescence, may also be exploited to gain an insight into the physical behavior of the material.

The linear, elastic regime covers most of the procedures used to elucidate the equilibrium prop-
erties related to the optical constants, n and k, introduced previously. The techniques used are com-
prised of reflection and transmission spectroscopies where the energy reflection R and transmission 
T of the specimen are studied as function of the wavelength, polarization, and angle of incidence. 
The net energy absorption A may be determined from R and T as follows: A = (1 – R – T).

As discussed earlier, a complete knowledge of R or T over a large range of energies is required to 
determine both n and k. Such a task is usually difficult. A more convenient and accurate procedure 
is to measure the change in polarization properties of an obliquely incident plane-polarized light 
beam after it interacts with the specimen. This procedure, called ellipsometry, uses the polarization 
change of the incident beam in the material to extract n and k as well as the thickness of each layer 
of a multilayer structure.105,106 The underlying principles and a more detailed discussion follow.

The nonlinear and inelastic spectroscopic procedures have been popular since the advent of 
lasers. The very large power densities achievable using lasers over the wide range of energies extend-
ing from the far-infrared (FIR) to the UV have driven the rapid developments in this field. At high 
excitation powers, the absorption of light energy can become superlinear due to the presence of 
higher-order interactions as discussed previously. Exploitation of these specific interactions as a 
means of gaining information regarding the specimen is the content of nonlinear spectroscopic 
techniques. On the other hand, the high degree of wavelength purity and coherence offered by lasers 
is exploited to perform inelastic spectroscopic analyses such as Raman107 and Brillouin107 spectros-
copies. The crux of these techniques is to project a high-power highly coherent laser beam onto a 

Incident light beam

li, ki, Pi

l = Wavelength

lE ≠ li ⇒ Inelastic
IE α Ii ⇒ Linear
IE α Ii ⇒ Nonlinear

lE = li ⇒ Elastic

I = Intensity

P
→

= Polarization vector

lE, kE, PE

Emergent light beam

IEIi

→  →→  →

k
→

= Wavevector

FIGURE 49 Schematic of interaction of light with semi-
conductors showing the linear, nonlinear, elastic, and inelastic 
processes.
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specimen and observe the scattered part of the intensity. The scattered part will be dominated by 
light with the same wavelength as the incident laser beam; that is, the elastic part, but a small part, 
usually <10−8 of the original intensity, can be observed with well-defined frequency shifts. These 
additional frequency bands, similar to the sidebands that arise as a consequence of intensity modu-
lation, can be analyzed to provide crucial information regarding the specimen. For instance, optical 
phonons can interact with the incoming laser photon and energy-shift it by an amount equal to 
a multiple of the phonon energy. Hence, an analysis of the frequency-shifted bands in the Raman 
spectrum can be used to establish phonon energies. The major task of Raman spectroscopy is to iso-
late the very weak frequency-shifted component in the scattered beam.107

Light emission is important for both spectroscopic analysis and device applications and, hence, 
has commanded a large amount of attention.108,109 Any excited semiconductor will emit light as a 
means of relaxing to its equilibrium state. Under proper excitation, such as with above-bandgap 
radiation, the light emission can be made quite intense and can then be easily recorded and sub-
jected to spectroscopic analyses. Within the specimen, the above-bandgap photoexcitation leads to a 
transition of the electron from a valence band to the conduction band, followed by a rapid process 
of thermalization whereby the excited electron and hole reach their respective band extrema and 
recombine from there radiatively; that is, by emitting the potential energy in the form of a photon. 
The photoexcited free electrons and holes may also form an exciton, or interact with the impurity 
states in the forbidden band, or both. The final recombination can be mediated by a large number 
of such intermediate processes, and, hence, the luminescence spectra can display a very rich and 
complicated structure. The most important aspect of the luminescence spectrum is the fact that 
nearly all the interactions involve impurity and defect states in the forbidden band. Add to this the 
rapid thermalization and large self-absorption effects for emission of light with energies greater 
than the gap, and luminescence is almost entirely a sub-bandgap tool dominated by the impurities 
and defects present in the semiconductor.

The major categories of spectroscopic procedures are grouped by the energy range of photons 
used. The commonality of the instrumentation for a given wavelength range accounts for this cat-
egorization. The lowest energy region in the FIR spans the phonon energies and a variety of other 
possible excitations such as plasmons (free-carrier oscillations), magnons, and impurity-related 
electronic and vibrational excitations. The energy-bandgap of semiconductors ranges from 0 for 
HgTe to >5 eV110 in diamond and can hence occur anywhere from the far-infrared to the vacuum 
ultraviolet. For two of the most important electronic materials, namely Si and GaAs, the gaps occur 
in the near-infrared at 0. 8 and 1.5 eV,110 respectively. Hence, the mid- and near-infrared investiga-
tions have largely been confined to the study of impurity states within the forbidden gap. The elec-
tronic band transitions dominate the higher energies.

Instrumentation

The major components of a spectroscopic system are schematically displayed in Fig. 50. Light from 
the broadband source enters a monochromator fitted with a dispersion element that separates the 
various wavelength components and allows a chosen narrow spectral band of light to interact with 
the specimen. A detector converts the intensity information in the beam to an electrical or digital 
signal that can then be recorded by a computer or other recording device and then analyzed. Passive 
components such as lenses and mirrors, filters, polarizers, light pipes, and optical fibers, etc., that are 
needed to tailor the behavior of the system also form an integral part of the experimental apparatus. 
A short discussion of each of the major components follows.

Sources

Broadband The ideal broadband source should emit light with sufficient intensity in the 
wavelength band of interest, possess a stable output and exhibit a minimum amount of noise, and 
display a slowly varying spectral character; that is, the source should not possess intense spectral 
features that will interfere with the measurement procedure.111 All these characteristics can be 
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satisfied by blackbodies, and, if blackbodies with high enough temperatures can be fabricated, they 
would be ideal sources for any wavelength region. However, this is not possible since the operating 
temperatures required to obtain workable energy densities in the ultraviolet are extremely large. 
Hence, blackbody sources are usually restricted to wavelengths in the red-yellow region start-
ing at ≈500 nm or larger and ending at ≈2000 μm in the FIR. The incandescent lamp with a hot 
filament is the best known BB source. Gas emission lamps such as high-pressure arc lamps and 
low-pressure discharge lamps are useful in the visible and ultraviolet region. Their main feature is 
the ability to produce a large intensity in the upper energy regions. However, the inherent atomic 
processes and associated line spectra that are present make using these somewhat complicated. 
Care should be exercised to avoid wavelength regions where intense spectroscopic features arise 
from the discharge medium. The unavoidable electronic activity in the discharge media can also 
be a source of noise.

Laser Laser sources are required in applications where large intensities are essential, as in the 
studies of nonlinear optical phenomena using Raman scattering or photoluminescence techniques. 
Lasers are currently available from the UV to the FIR, and often both cw and pulsed operations are 
possible.112 The argon and krypton ion lasers with emissions in the visible and near-infrared regions, 
the Nd:YAG with a 1.06 μm emission, and the CO2 laser with emission in the 9.2 to 10.8 μm range 
have been the workhorses for a wide variety of semiconductor investigations.

Since efficient laser operation requires a set of excitable electronic or vibrational levels properly 
arranged to produce population inversion and sufficient amplification, intense laser emission is usu-
ally confined to specific wavelengths. However, the use of optically excited dye lasers and tunable 
solid-state lasers such as the Ti:sapphire lasers can be used to fill the wavelength regions in between 
most of the visible and near-infrared regions.

The semiconductor lasers that are currently available extend in wavelength from the red to the 
far-infrared. The III-V alloy-based double heterostructure lasers, fabricated from Alx Ga1−x As and 
In1−xGaxAs, are particularly efficient in the near-infrared region. The IV–VI alloy-based lasers, fab-
ricated from Pb1−xSnxTe, operate at considerably longer wavelengths of ≈10 μm; a small range of 
emission wavelength tunability has been achieved based on the change of the band gap with the 
temperature. The intense interest in the development of blue-green laser emission is now having 
substantial influence.

Spectrometers and Monochromators

Dispersion spectrometers The monochromator or the spectrometer is the heart of the spec-
troscopic apparatus, and the dispersion element that analyzes the light is the main component of 
the monochromator.113 The simplest and best known dispersion unit is the transparent prism. The 
physical mechanism that leads to the dispersion is the inherent dispersion in the optical refractive 
index n of the prism material over the wavelength range of interest. Prism-based monochromators 
work very well and are still employed. They possess a large throughput; that is, they transmit a large 
fraction of the incident intensity but suffer from limited resolution since the degree of dispersion is 
restricted by the characteristics of the prism material.

Specimen Detector

Recorder

Monochromator
Spectrometer

Source

FIGURE 50 Schematic of a spectroscopic measurement apparatus.
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The most widely used dispersion element is the diffraction grating which is a collection of finely 
spaced grooves or slits. Diffraction from the multiple slits leads to a dispersive action. The dispersion 
is given by the following relationship: nl = d sin (q).

The fact that the degree of dispersion can be controlled by the slit spacing reduces the complexity 
of design and fabrication when compared to the prism. Gratings have a drawback in that they dis-
play multiple orders, and hence the throughput at any given order is likely to be very high. Blazing 
(i.e., control of the shape of the groove) can be used to increase energy in a given band in a particu-
lar order to reduce this shortcoming. Both transmission and reflection gratings can be fabricated as 
well as concave gratings that both disperse and focus the light beam. The major manufacturing 
flaw in grating fabrication that used mechanical devices was that groove spacing was not well con-
trolled and hence the flawed grating led to the appearance of spectroscopic artifacts that were called 
“ghosts.” The advent of holographic grating fabrication procedures has eliminated these difficulties.

Fourier-transform spectrometers An alternate method for performing spectroscopic measure-
ments is the use of Michelson’s interferometer.114 Figure 51 displays the layout of the interferometer. 
The approach in this procedure is to divide the white-light beam from the source into two wave-
fronts, introduce a path difference x between the two, recombine them, and record the interference-
modulated intensity as a function of x. The recorded intensity variation B(x) is known as the 
interferogram, and a Fourier transformation of I(x) will yield the spectral distribution of the white 
light. Experimentally, this is achieved as shown in Fig. 51. The incident beam from the source is col-
limated by lens l1, split into two wavefronts by the beam splitter S. The two wave fronts are directed 
to a movable mirror, M1, and a fixed mirror, M2. The reflected beams are combined at the detector 
where the intensity is recorded as a function of x, the path difference between M1 and M2. The spec-
trum B(w) is related to I(x) by the following relationship:

  
B( ) [ ( ) ( )]cos( )ω πω= − ∞∫ I x I x dx

0

∞
2

  (67)

M2

M1
I2

I1

f

e2

B (w) = ∫
∞
Ο

  [I (x) – I (∞)] cos (2pwx) dx

e1

M´2S C2

1 x

FIGURE 51 Schematic of the Fourier-transform interfer-
ometer.
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This procedure of measuring the spectra is referred to as Fourier-transform spectroscopy and 
contains two major advantages: the throughput advantage and the multiplex advantage, both of 
which greatly add to the ultimate signal-to-noise ratios that can be achieved as compared to mea-
surements performed with grating spectrometers under comparable conditions of illumination 
and recording times. The throughput advantage arises from the fact that improved resolution is not 
achieved at the expense of reducing slits and reduced throughput, and the multiplex advantage is a 
consequence of the fact that all wavelength channels are observed all the time as opposed to a one-
channel-at-a-time measurement constriction in the dispersion-based instruments.

These significant advantages come with a price. The much larger signal intensities are likely to be 
seen by the detector and place stringent conditions on the detector performance in its dynamic range 
and linearity. Less-than-optimum performance may lead to significant distortions in the transformed 
spectrum that are not intuitively evident. The FT spectrometer was used first in the far-infrared, soon 
after the advent of high-speed computers that were capable of performing the Fourier transforma-
tions. However, the advances in the technology of designing and fabricating complicated optical 
elements and computer hardware have contributed greatly to the advancement of the field, and FT 
spectrometers are now available that cover a wide spectral region extending from FIR to the VUV.

Detectors The photomultiplier (PMT)115 is a widely used light detector that is a vacuum-tube-
based device that uses a photoemitter followed by a large (>105) amplification stage so that very low 
signal levels can be detected. The wavelength band that the detector responds to is determined by the 
photocathode and window characteristics. Photomultipliers are particularly useful when low-light-
level detection is needed as in Raman spectroscopy, but their use is largely confined to the visible 
and near-infrared as a consequence of the limitation in obtaining photoemitters for lower energies. 
Use of fluorescent phosphors can extend the upper working region of the PMTs to the VUV and 
beyond. Since they are vacuum-based devices, they are fragile and have to be handled with care.

Solid-state detectors115 which are almost entirely fabricated from semiconductors have advanced 
to a state where, in many applications, they are preferable to PMTs. The simplest semiconductor 
detector is the photoconductor (PC), where absorption of an above-band-gap photon leads to an 
increase in conductivity. Semiconducting PC detectors are, therefore, sensitive to any radiation with 
an energy larger than the bandgap. Since the bandgap of semiconductors extends all the way from 0 
in HgTe to >5 eV in diamond,110 detectors that function over a very large energy range can be fabri-
cated. Photovoltaic detectors, as the name implies, employ the photovoltaic effect in a p-n junction 
and can also detect above-bandgap radiation.

The explosive growth in semiconductor technology that has led to large-scale integration has 
benefited spectroscopic experimenters directly in the field of detectors. Imaging devices such as the 
CCD (charge-coupled device) array have been incorporated in spectroscopy. The array detectors 
combined with a dispersion spectrometer can be used for observing multiple channels simultane-
ously. This has led to an advantage similar to the multiplex advantage in the Fourier spectrometer. 
In addition, the low noise levels present in these detectors, particularly when they are cooled, have 
had a large impact on high-sensitivity spectroscopic analysis. Commercially available CCDs are fab-
ricated and, hence, have a lower energy limit of 0.8 eV, the bandgap of Si. However, some linear and 
2D arrays, fabricated from InSb and HgCdTe, with longer wavelength response are also available.

Major Optical Techniques

Advances in semiconductor physics have relied on measuring fundamental material and device 
properties, measuring the quality of the material, and accurately determining the details of 
thin films, quantum wells, and other microstructures that control or affect device performance. 
Properties that need to be determined therefore include basic band structure properties such as 
energy gaps, the presence and concentration of impurities and defects, alloy parameters, layer 
thicknesses, homogeneity, and uniformity. A very practical review, “Optical Characterization in 
Microelectronics Manufacturing” describes in detail six techniques: ellipsometry, infrared spec-
troscopy, microscopy, modulation spectroscopy, photoluminescence, and Raman scattering.116 The 
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discussion of each technique indicates the basic semiconductor quantities measured, gives the scien-
tific basis of the technique, and indicates how the measurement is made. Illustrative examples from 
the literature are discussed in detail, showing applications to important semiconductor materials. 

Much of the basic physics concerning the optical functions of silicon and related materials has 
been known since the 1950s. Jellison has reviewed the understanding of the physics of optical mea-
surements in the interest of providing the background required for understanding the many optical 
techniques.117 The practical value of spectroscopic ellipsometry in gate dielectric metrology for the 
semiconductor industry is well known and has been documented by Clive Hayzelden.118 Finally, we 
point out that there are important applications in real-time monitoring of film growth, etching, and 
surface modification using spectroscopic ellipsometry measurements with monolayer precision.119

Reflection and Transmission/Absorption Measurements of the power reflection, transmission, 
and absorption, R, T, and A, respectively, are the simplest and most direct methods of spectroscopic 
analyses of semiconductor materials. The measurements are simple to perform so long as satisfac-
tory spectroscopic apparatus is available in the wavelength region of interest. The major drawback is 
the less-than-satisfactory absolute accuracies with which the measurements can be performed.

The measurements are usually conducted at near-normal incidence for convenience; normal 
incidence measurements are difficult to perform and oblique incidence measurements are difficult 
to analyze. Once the major elements of the spectroscopic system— namely, the source, monochro-
mator, and detector—have been chosen, the R measurements are obtained by directing the light 
beam on the specimen and measuring the incident and reflected intensities with the detector. The 
experimental R is determined by ratioing the incident and reflected power, I0, and IR, respectively.

 R
I

I
R=
0

 (68)

The spectral behavior of the measurement apparatus will not affect the final result so long as they 
remain fixed during the observation of I0 and IR. A change in the source intensity or the response 
of the detector will be reflected in the measurement. Since the measurement conditions cannot be 
identical in the two measurements, this is an unavoidable source of error.

Several arrangements have been attempted to minimize such an error. The most direct approach 
is to hold the optical path fixed and instead of measuring I0 and IR; one measures IREF , and IR, where 
IREF is the reflected intensity from a well-calibrated reference surface. A ratio of these two measure-
ments leads to the following relationship:

 
I

I
R

R
R

REF REF

=  (69)

A knowledge of RREF , the known reflectivity of the reference surface, may then be used to extract 
R. This procedure works well and has been employed widely in the infrared region, where reference 
surfaces from metal mirrors with ≈100 percent reflectivity and stable blackbody sources are avail-
able. For the visible and higher-energy regions that use gas lamp sources that tend to be not as stable 
as blackbody sources, the reference method is not satisfactory. The procedure used to overcome 
the short-term variations in the lamp intensity was to perform the ratioing at each measurement 
wavelength. Such a “real-time” ratioing arrangement used a dynamical arrangement with a rotating 
optical element that directed the light beam alternately to the reference and the sample. Many such 
configurations were used, and a good example of a particularly ingenious arrangement is presented 
in Fig. 52. The essence of this rotating light pipe reflectometer120 was the rotating light pipe that 
sampled the incident and reflected beam alternately at a frequency of ≈70 Hz, a frequency large 
enough to remove any errors due to variations in the lamp intensity.

The use of reflectometers for the spectroscopic analysis of semiconductors in the visible and 
near-visible regions has been limited since the advent of the spectroscopic ellipsometer. However, 
they are still used at higher energies and in applications where their simplicity makes them attrac-
tive, for example, to monitor thin films in semiconductor device fabrication. 
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Recent advances in optics have pushed the energy range of commercial reflectometers to just 
beyond 10 eV (120 nm) and ellipsometers to just beyond 8 eV (150 nm). Reflectometers and ellip-
someters are both currently used for measurement of dielectric film thickness during the manufac-
ture of integrated circuits and other semiconducting multilayer film measurements. The reflectivity 
spectrum obtained from three SiO2 films on Si is presented in Fig. 53.121 The results of the computer 
fit are also displayed. The thicknesses determined from the reflection analyses agree to within ≈0.5 
percent of the values obtained from ellipsometric values. As illustrated in the figure, the change in 
the spectral shape from the 200-nm-thick film to 100 nm is much greater than that between the 
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FIGURE 52 Schematic diagram of the rotating light 
pipe reflectometer and expanded top view showing the 
geometry of the sample and bent light pipe.120
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FIGURE 53 Measured (points) and calculated (line) opti-
cal reflectivity spectra of silicon dioxide films on silicon.121
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100- and the 50-nm films which points to reducing sensitivity to film thickness determination as 
the films get thinner. The ultra-precise measurement of film thickness for dielectric films less than
2 nm in thickness requires use of ellipsometry.

The techniques used to measure the transmission spectra are almost identical to those used for 
reflection except that nature provides a perfect reference, namely, the absence of the sample in the beam. 
The sample-in/sample-out reference intensity ratioing works satisfactorily. Since transmission measure-
ments are mainly confined to energies below the forbidden gap and hence lower energies covered by 
blackbody sources, the difficulties faced by high-energy reflectivity analysis have not been as keenly felt.

The absorption of energy of a specimen may be determined from a knowledge of R and T. The most 
important absorption mechanism is that associated with the electronic transitions discussed previ-
ously. The absorption edge spectra for a number of semiconductors were reproduced in Fig. 13. The 
sub-bandgap region has been studied extensively using absorption spectroscopy where the spectra are 
dominated by impurity-related effects. The absorption from the electronic transitions associated with 
a number of impurities in Si was presented earlier in Fig. 33. The impurity-related vibrational features 
and the lattice phonon bands can be observed as discussed under the section, “Lattice.” The collective 
charge carrier oscillations and impurity to band-type transitions may also be observed in this region.

Modulation Spectroscopy A very useful variation of the reflection and transmission analysis is the 
use of modulation techniques that produce a periodic perturbation of a property of the specimen or 
the light beam and detect in-phase changes in R and T. The schematic diagram of a measurement 
apparatus is presented in Fig. 54.122 The capacity of lock-in amplifiers for very large amplifications of 
> 105 with a concomitant reduction in broadband noise is the heart of the procedure. Modulations 
in R and T, namely, ΔR and ΔT, of 10−5 can be easily detected. This means the modulating pertur-
bation can be quite small and accessible in routine experimental systems. In the simplest cases, the 
modulation response of a specimen to a property x may be expressed as follows:

 Δ ΔR
dR
dx

x= ⋅  (70)

where Δx is the intensity of modulation. The modulated property may be internal to the specimen, 
such as the temperature and pressure, or external, such as the wavelength or polarization of the 
probe. The most attractive feature, from a measurement point of view, is the fact that modulation 
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FIGURE 54 Block diagram of a typical modulation spectrometer.122

05_Bass_V4_Ch05_p001-096.indd 5.64 9/18/09 10:05:27 AM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICAL PROPERTIES OF SEMICONDUCTORS  5.65

spectra are derivative-like and hence suppress slowly varying background structure and emphasize 
features in the vicinity of the critical points in the electronic band structure. Figure 55 presents a 
comparison of the reflective spectrum of GaAs in the 0 to 6 eV region and a wavelength-modulated 
spectrum and an electric-field-modulated spectrum.123 Note the narrow linewidths and larger 
signal-to-noise ratios in both the WMR (wavelength modulation reflectance) and ER (electroreflec-
tance) spectra. For instance, the E0 + Δ0, indistinguishable in R, is clearly observable in both WMR 
and ER. These techniques are crucial in providing accurate values of the interband transition ener-
gies, which result in a better understanding of the electronic band structure of a material.

A variety of modulation procedures, underlying mechanisms, measured specimen properties, and 
other salient features are presented in Table 9.123 The techniques are broadly classified as internal or 
external modulation to signify if the perturbation is intrinsic to the measurement approach, as in the 
case of WMR, or is external, as in the case of ER where an externally applied electric-field modulation 
is needed at the specimen surface. Temperature, stress, and magnetic-field modulation are included 
for completion. Compositional modulation that compares two nearly identical alloy samples is less 
frequently used to investigate semiconductors. Spectroscopic ellipsometry, to be discussed later, may 
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FIGURE 55 A comparison of three types of 
spectra from 0 to 6 eV for a typical semiconductor, 
GaAs. Top: reflectance R; middle: energy-derivative 
reflectance; and bottom: low-field electroreflectance.123
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also be considered to be a polarization-modulation technique. Modulation techniques are useful in 
yielding crystal properties such as the electronic transition energies as well as information regarding 
the perturbation mechanism such as the electro-optic or magneto-optic effects.

A widely used and very useful form of a modulation technique for the study of semiconductors 
is the electric-field-modulated reflection spectroscopy, referred to as electroreflectance. The basis of 
the procedure is the electric-field-induced changes in the optical response.

The electric-field-induced perturbations can be treated in detail by considering the effects of the 
applied potential on the electronic band structure. For relatively weak fields (i.e., for field strengths 
not large enough to modify the band structure significantly), the major perturbation mechanism 
may be considered to be the acceleration of the electron to a successive set of momentum states. The 
perturbation to ε(E, E), for such a simple case may be expressed as:123

 Δ Ωε ε= ⋅( )
[ ( )]

� 3

2

3

3
2

3E E
E E

∂
∂  (71)

where E is the energy and

 ( ) ( ) ( )||� �Ω 3 2 2 2 8= e E / μ  (72)

e is the electronic charge, and  μ|| the effective mass parallel to E. 
When the field is large, the electroreflectance spectra display oscillatory structure, known as Franz-

Keldysh oscillations, and ΔR/R has a more complicated functional form that can be found in Ref. 124.
In practical terms, the oscillations may be analyzed to determine �Ω and, hence, the strength of 

the electric field that causes the perturbation.
A particularly attractive and widely used form of electroreflectance is the contactless form of 

electric-field-modulated reflectivity known as photoreflectance (PR).125 In this procedure, one uses 
the electric-field modulation produced near the surface of the specimen by a chopped laser beam to 
modulate the reflectivity of a weak probe beam. PR is observable when there is band bending at the 
surface of the semiconductor such as that observed in damaged oxide layers on silicon.126,127

The sharp features in the PR spectrum associated with the critical points in the electronic den-
sity of states including the direct gap Eg may be employed to determine the transition’s energies 
accurately. The information obtained using ER and PR was instrumental in leading to a detailed 
understanding of the band structure of semiconductors. The variation of the critical point energies 
with alloy composition has been used to understand the electronic behavior as well as characterize 
semiconductor alloys.128 Similar studies have been used extensively in the study of microstructures, 
where PR is particularly useful since it allows the observation of the gap as well as several additional 
higher-energy transitions as shown in Fig. 56.129 Distinct transition from both the well and the bar-
rier region can be observed, and, hence, a complete picture of the microstructure can be obtained. 
The electric-field-induced Franz-Keldysh oscillations in the ER and PR line shapes have been used 
to establish the electric field strengths,124,130 and, more recently, a similar technique has been used 
to measure the electric field strength in the surface region of GaAs and the effects of passivation130 
as shown in Fig. 57. The electric field strength can be determined from the slope of the inset in Fig. 
57. Since PR measurements can be performed at room temperature with minimal sample prepara-
tion, it is attractive for routine characterization. Commercial PR spectrometers are now available for 
use in semiconductor fabrication. Several excellent reviews of the applications of PR are available. 
A compilation of activity may be found in the Proceedings of the 1990 International Conference 
on Modulation Spectroscopy131 and the review by Glembocki and Shanabrook,132 and the reader is 
referred to them for more details. A more recent reference is the third International Workshop on 
Modulation Spectroscopy of Semiconductor Structures, July 3–5, 2008, Wrocław, Poland.

Ellipsometry The reflection and transmission measurements discussed in the previous section 
consider the ratio of the incident to the reflected or transmitted optical power and hence ignore 
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FIGURE 56 Room-temperature PR spectra for an 
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tiple quantum-well samples with x ≈ 0.2, Lz is the well thick-
ness, and arrows labeled h1, h2, . . . (l1, l2, . . .) correspond to 
calculated values of interband transitions involving heavy 
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3/2 as a function of index n. The 
slope of the line in the inset yields the electrical field strength.130

any information carried by the phase change suffered by the incident beam. A complete descrip-
tion of the reflection or transmission process will have to include the phase information as well. 
Ellipsometry attempts to obtain part of the phase information by measuring the phase difference, 
introduced upon reflection, between the normal components of obliquely incident plane-polarized 
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light. Even though the absolute phase suffered by each component is not measured, the phase dif-
ference may be measured easily as an ellipticity in the polarization state of the reflected light, hence, 
the name ellipsometry. Recent developments in ellipsometry as well as handbooks covering practical 
applications can be found in Refs. 133, 134, 135, 136, and 137.

The intrinsic sensitivity of ellipsometry may be illustrated by considering a thin film with thick-
ness d, refractive index n, and measurement wavelength l. The phase change in the reflected com-
ponent can be measured to a precision of 0.001° in ellipsometers which translates to a sensitivity of 
approximately 10−4l in thickness. Such extraordinary precision may be used for the study of sub-
monolayer films or as a real-time monitor for measuring very small changes in materials’ properties. 
With recent advances in instrumentation, the lower wavelength limit has been extended to below 
135 nm (9.5 eV). As an example, Figure 58 shows the dielectric functions of Si and SiO2 between 
0.7 eV and 9.5 eV. Due to the extended spectral limit into the VUV, ellipsometry has become attrac-
tive to study wide-bandgap semiconductors, insulators, oxides, and very thin films.138 

Recent extensions of ellipsometry to long wavelength now permit investigation of lattice vibra-
tions (phonons) and free-charge carriers (plasmons) in complex semiconductor layer structures.139 

The infrared dielectric function is sensitive to strain, composition, and ordering. Furthermore, 
concentration, mobility, and effective mass parameters can be determined from far-infrared 
magneto-optic generalized ellipsometry measurements.140−143. Even the sign of the free-charge 
carrier can be determined, just as in an electrical Hall effect measurement. Finally, magneto-optic 
generalized ellipsometry has even been extended into the terahertz frequency domain using an 
intense terahertz synchrotron source at wavelengths from approximately 30 to 270 cm−1 (0.9–8.1 
THz).144 Even Landau transitions could be seen in a two-dimensionally confined electron system in 
a grapheme sample.

Luminescence The process of luminescence, as described earlier, occurs in a suitably excited 
specimen. It is a mechanism through which the excited specimen relaxes to the equilibrium 
state.108,109 Hence, unlike reflection and transmission spectroscopies, luminescence procedures 
concentrate on the relaxation of the specimen and often lead to complementary information. 
For instance, impurities in semiconductors (particularly at low concentrations) are impossible 
to detect through reflection and more difficult to detect by absorption than by luminescence. 
Luminescence spectroscopy is thus an important part of the analysis of the optical behavior of 
semiconductors.108 Moreover, since one of the main applications of semiconductors is in the 
arena of light emitters including lasers, the study of luminescence provides direct access to device 
optoelectronic information.
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FIGURE 58 Real (solid) and imaginary (dashed) parts of the dielec-
tric function of Si determined using VUV spectroscopic ellipsometry. For 
comparison, the real part of the dielectric function of SiO2 is given by the 
short-dashed line.138
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5.70  PROPERTIES

Luminescence processes may be induced by excitations that produce free electron-hole (e-h) 
pairs that may recombine across the bandgap or through defect- and impurity-related intermediate 
steps and emit a photon. The excitations employed most often are (1) an incident intense above-
bandgap radiation such as from a laser source, (2) an incident electron beam, (3) electrical injection 
of electrons and/or holes through an appropriate contact, and (4) thermal excitation. These proce-
dures are known as photoluminescence (PL), cathodoluminescence (CL),145 electroluminescence 
(EL),146 and thermoluminescence (TL), respectively. The most widely used technique for the analy-
sis of semiconductor materials is PL. Cathodoluminescence measurements are usually conducted in 
a scanning electron microscope (SEM). The SEM electron beam can be focused to a spot size 1000 Å 
and can be scanned over the area of the sample. Hence, much work has been performed in CL imag-
ing of wafers where one can obtain not only spectroscopic information but also spatial details. 
Electroluminescence is the most difficult to obtain because of the complexity of producing appro-
priate contacts. However, in terms of application, EL is the most important since a light emitter has 
to be able to produce light in an efficient manner under electrical excitation. Thermoluminescence 
is a technique used with insulators and wide-gap materials and is not widely employed in the analy-
sis of the commercially important materials such as GaAs and Si. The principles of luminescence 
and the optical information regarding the semiconductor that can be obtained are discussed in the 
next section using PL.

Photoluminescence Luminescence processes may be excited using an above-bandgap-beam of 
light that leads to the creation of an electron-hole pair that may recombine across the gap and emit 
a photon with energy equal to the gap Eg. This process is schematically displayed in Fig. 59.109 Two 
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FIGURE 59 Schematic of photoexcitation and relaxation in 
semiconductors.109
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possibilities are shown: namely, the direct-gap and the indirect-gap semiconductors. The recombi-
nation will be direct in the former and will have to involve an additional participant, mostly a pho-
non, to conserve momentum in the latter. This is the simplest possible recombination mechanism. 
Several additional routes exist for the relaxation that involves impurities. The photoexcited charges 
may recombine with ionized acceptors (A) and donors (D) with or without involving a phonon. The 
process may also be more complicated where, for example, an electron may be trapped by an ionized 
donor which may subsequently recombine with a hole at a neutral acceptor, leading to a donor-
acceptor pair (DAP) transition. In addition, recombination may also occur through the annihilation 
of excitons considered further in this section.

Excitons, as discussed earlier, are hydrogen-like two-particle electron-hole combinations that are 
not included in the one-electron energy band description of the solid. The strong Coulomb interac-
tion between the electron and the hole leads to the excitonic coupling.

As the excitation intensity increases, so does the population of the excitons. Higher-order 
interactions can occur between excitons and entities, such as biexcitons, and may be observed. 
Under intense excitation, the electrons and holes form a liquid state known as the electron-hole 
liquid. The presence of impurities and defects can also significantly alter the nature of the lumi-
nescence spectra, in particular the excitonic behavior. The electric field in the vicinity of the 
impurity can trap and localize excitons. Such an interaction leads to bound excitons; the binding 
energy of the bound exciton EBE will, in addition to Eex given in Eq. (37), contain a localization 
part as shown:

 EBE ex= +E δ  (73)

The impurity potential that confines an exciton to a given center depends on both the impu-
rity and its local environment. Hence, the impurity-bound excitonic features can be very rich and 
informative. A detailed knowledge of the PL excitonic spectrum may be used to identify both the 
chemical species and its environment, as is demonstrated later on. The observed luminescent pho-
ton energy at low temperatures may be written as

 E Eg= − EBE  (74)

Transitions from a free electron or hole to a neutral acceptor or donor, respectively, will occur at 
the following energies:

 E E Eg= − ion  (75)

where Eion is the relevant ionization energy. A complete description of the free-to-bound transition 
will have to take into account both the dispersion of the band in the vicinity of the minima and the 
population distribution. For the donor-to-acceptor transition, an additional electrostatic energy 
term e2/e(0)rsep will have to be accounted for as shown:

 E E E E
e

rg A D= − + +(
( )

)
2

0ε sep  (76)

where rsep is the distance that separates the two participating centers. The last term is needed to 
account for the electrostatic energy of the final ionized state of both centers. All of the transitions 
discussed may occur with phonon participation, and hence the emission energies should be reduced 
by the quantum of the energy of the phonon; multiple phonons may also be involved in more com-
plex spectra.

The measurement of PL is, in most cases, routine and straightforward, which partly accounts for 
its popularity as a materials characterization technique. The laser provides the excitation and the 
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5.72  PROPERTIES

dispersive spectrometer along with a sensitive detector, the detection. The sample should be cooled 
to ≈5 K so that the temperature-induced broadening is kept to a minimum and the population of 
the processes with a small activation energy, such as the excitons, is sufficiently high to perform 
accurate measurements. Photoluminescence measurements may also be performed using Fourier 
transform (FT) spectrometers. The main advantage is the extraordinary resolution that can be 
achieved with the FT systems.

The extension of PL into a tool with quantitative accuracy, particularly in very high-purity Si, 
has demonstrated the versatility of the analysis.147 The paths of luminescence decay in high-purity 
Si are schematically presented in Fig. 60. The first step in the excitation process is the creation of 
electron-hole pairs, which subsequently can undergo a wide variety of processes before recombina-
tion. Figure 60 represents the possible intermediate states that eventually lead to radiative recombi-
nations. A typical spectrum obtained from a sample containing 1.3 × 1013 cm−3 B, 1.8 × 1012 cm−3 P, 
and 3 × 1011 cm−3, As is presented in Fig. 61.147 The spectrum displays both the no-phonon (NP) 
component (shown as an inset) and TA, TO, and LO phonon-assisted features for the free exciton 
(FE) and the impurity-related bound exciton features. The measurement was performed at 4.2 K. 
Since B is an acceptor and P and As are donors in Si, electrical transport analyses are not sufficient to 
fully analyze the impurities. In contrast, all three impurities can be unambiguously identified using 
PL. In addition, when dependable calibration curves are available, the concentration of each species 
can also be established. A representative calibration curve is presented in Fig. 62 for the impurities B, 
Al, and P.147 Note that quantitative measurements can be performed down to 1012 cm−3 for all three 
impurities. In the case of B, in ultrapure samples, measurements can be performed to levels as low as 
∼1010 cm−3.

Next, we turn our attention to GaAs, which is a direct-bandgap material and hence exhibits 
efficient luminescence. Figure 63a displays a representative spectrum from a high-quality MOCVD-
grown sample doped with C and Zn measured using an FT spectrometer.148 The spectra shown are 
intense, sharp, and well-resolved near the band edge, with excitonic features appearing slightly below 
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FIGURE 60 Luminescence decay processes stimulated by above-bandgap photoexcitation in high-
purity Si.147
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FIGURE 61 Photoluminescence spectrum from a Si sample doped with 
1.3 × 1013 cm−3 B, contaminated with 1.8 × 1012 cm−3 P, and 3 × 1011 cm−3 As.147

the band gap of ≈1.519 eV at 4.2 K. The near-edge features, labeled (A0, X) and (D0, X), are due to 
excitons bound to neutral donors and acceptors, and the deeper-lying features are the free-to-bound 
transition to the C acceptor, (e, C  0) and the donor-acceptor-pair transitions, (D0, Zn0), and (D0, C0), 
to the Zn and C centers, respectively. An expanded high-resolution version of the same spectrum, in the 
vicinity of (A0, X) region, is displayed in Fig. 63b.148 Note the impressive resolution obtainable in the 
FT system and the clear resolution of the excited states associated with the bound exciton.

The use of PL techniques may be extended deeper in the infrared region as well. Deep levels asso-
ciated with impurities such as Fe, Cr, and Ag in GaAs are known to produce luminescence bands at 
∼0.35, ∼0.6, and ∼1.2 eV.149 The narrow-gap semiconductors such as InAs, InSb, and HgCdTe lumi-
nesce in the 100 to 200 meV region farther into the infrared region. An example of the PL spectra 
observed from Hg0.78Cd0.22 Te narrow-gap alloy150 is displayed in Fig. 64. The spectra, in compari-
son to those presented earlier, are rather featureless due to the fact that the effective masses in the 
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FIGURE 62 Calibration of the photoluminescence technique 
for measuring B, P, and Al concentrations in Si.147
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FIGURE 63 (a) Representative PL spectrum from MOCVD-grown GaAs.148 (b) High-resolution, near-
band edge spectrum of the same sample as in (a).148
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Hg0.78− Cd0.22Te measured at 6 K for different 1.06 
μm excitation power.150
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narrow-gap semiconductors tend to be small, and hence the excitonic binding energies are small as 
well. Therefore, sharp, well-resolved spectra are not normally observed. The observation of lumines-
cence is much more difficult in narrow-gap semiconductors.

The luminescence processes described provide information on the relaxation mechanisms 
and hence are heavily weighted toward transitions that involve only the first excited state and the 
final ground state of a system. A complete study of a recombination process, for instance the FE, 
requires information regarding the higher excited states. This can be achieved by a variation of 
the PL procedure known as photoluminescence excitation (PLE) spectroscopy. The crux of this 
technique is to concentrate on the PL response with respect to the excitation wavelength and 
thereby to determine the excitation resonances. Since the resonances occur when the excitation 
photon energy matches the excited energies, information regarding the excited states may be 
elucidated. The principle is illustrated with Fig. 65, where an attempt is made to determine the 
process that the photoexcited electron-hole pair undergoes before the formation of a free exciton 
in high-purity CdTe.151 The spectrometer was set to the FE energy of 1.596 eV, and the excita-
tion photon energy was scanned from 1.6 to ∼1.8 eV. The excitation wavelength may be scanned 
using a dye laser as shown in Fig. 65. Two PLE spectra obtained at 1.8 and 20.6 K are displayed in 
Fig. 65. The strong oscillatory behavior, with spacing of 21 meV, demonstrates a cascade process 
through intermediate states separated by the LO phonon energy of 21 meV. This study illustrates 
the importance of the LO phonon in the electron-hole relaxation process and yields information 
regarding electronic states that lie above the conduction band extremum, involving the hot elec-
tron behavior.
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FIGURE 65 Excitation spectra of exciton lumi-
nescence of the emission line at 1.596 eV in the energy 
region higher than the bandgap of CdTe: (a) a pure n-type 
sample at 1.8 K and (b) the sample at 20.6 K.151
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Inelastic Light Scattering (Raman and Brillouin) The elastic interaction of the incident photon 
with the specimen implies a process where the energy or wavelength of the photon is preserved. For 
instance, reflection and transmission spectroscopies involve the measurement of the fraction of the 
incident beam that is reflected or transmitted with no change in the incident wavelength. The vast 
majority of the incident photons undergo only elastic interactions, but a tiny fraction, of the order 
of ∼10−8, are subjected to inelastic scattering. Inelastic interactions, though very few, are extremely 
important as probes of the properties of the specimen. The advent of high-powered coherent laser 
sources and sensitive detectors has made the measurement of the scattered spectra straightforward, 
leading to an explosive growth in the last 20 years. Several excellent reviews may be found in the five 
volumes on light scattering, edited by Cardona and Guntherodt.152 A good introduction to the pro-
cedure and theory may be found in Ref. 153.

The experimental procedure involves projecting a high-power laser beam onto a specimen, 
collecting the back-scattered light, and performing a spectrum analysis and detection. Multiple-
dispersion stages are needed for improved resolution and filtering out of the unwanted elastically 
scattered beam. A typical set of spectra measured from GaAs68 is presented in Fig. 66. The axes for 
the spectra are the detected intensity and the frequency shift suffered by the incident light. The 
intense peak at 0 cm−1 is the elastically scattered peak. The spectrum at the room temperature of 
∼300 K displays both the frequency up-shifted and down-shifted components labeled as Stokes and 
anti-Stokes features corresponding to the TO phonon interaction; these correspond to microscopic 
processes where the incident photon loses or gains energy due to TO phonon emission or absorp-
tion, respectively. At lower temperatures, additional features labeled L+ and L− appear near the TO 
peak as well as a broad feature in the 0 to 100 cm−1 region. These features originate from charge car-
riers and were discussed in earlier sections.

The inelastic scattering techniques are usually divided into two categories, namely, Brillouin and 
Raman scattering. The former covers low frequencies extending from 0 to ∼10 cm−1, while the latter 
spans the higher frequencies. The low-frequency Brillouin scattering measurements provide access 
to information on properties of acoustic phonons, spin waves, etc., and involve the use of special-
ized spectrometers needed to remove the very intense elastic peak.154 The position of the elastic peak 
is taken to be the reference zero position, and the scattered spectrum is measured with respect to 
the zero position; that is, the spectrum is recorded as a function of the frequency shift and not the 
absolute frequency. Raman scattering is, in general, easier to perform and more informative for the 
study of semiconductors and hence is emphasized in this section.
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FIGURE 66 Typical Raman spectrum in GaAs, with n = 1.4 × 1018 cm−3, at 
300, 30, and 5 K showing the lineshape change with temperature.69
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The techniques reviewed so far all involve first-order interactions that provide direct information 
regarding the electronic, vibrational, and impurity-related behavior of semiconductors. In contrast, 
inelastic light scattering such as Raman and Brillouin scattering involves the electron-phonon or other 
quasi-particle interactions and hence can provide additional information regarding these interactions. 
In addition, since inelastic scattering involves a higher-order interaction, processes that are inactive in 
first-order may be investigated. For instance, the optical phonons in Si do not possess a dipole moment 
and therefore do not interact with infrared radiation but can be clearly observed in Raman scattering.

The response of the specimen may be expressed, through the susceptibility c.155 However, the 
presence of the inelastic interactions will give rise to additional contributions. Consider the example 
of lattice vibrations and their influence on c in the visible-frequency range. Since the lattice vibra-
tional frequencies correspond to far-infrared light frequencies, no direct contribution is expected. 
However, the lattice vibrations can influence c even in the visible-frequency range in an indirect 
fashion by a small amount. The influence of this interaction may be expressed as follows:
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where uj and uj are the displacements associated with the normal modes of lattice vibrations or pho-
nons. The first term contains the elastic term, and the second and third terms denote the second- 
and third-order inelastic interactions with the phonons. Note that the form of c shown here differs 
from that used previously in nonlinear optics because it is expressed explicitly in terms of the pho-
non coordinates. Assuming sinusoidal oscillations for the incident radiation E and the phonons uj, 
the polarization induced in the specimen may be expressed as follows:

 P E= + ′ ± + ′′∑χ ω χ ω ω χo o o o o o oexp( ) exp{ ( ) }i t u i t u ui
i

i i j
iij

i ji t∑ ± ±exp{ ( )}ω ω ωo  (78)

The source of the inelastically scattered or frequency-shifted components is immediately apparent.
The scattered intensity, assuming only second-order interactions, is usually expressed in terms of 

a differential cross section; that is, scattered energy per unit time in the solid angle dΩ as follows:
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where êi and ês denote the polarization state of the scattered and incident light, ws the frequency of 
the scattered beam, and V the scattering volume.

c  ′ and c  ″ are Raman tensors whose symmetry properties may be calculated from a knowledge of 
the structure of the crystals.156 The notation used to express the combination of incident and scat-
tered beam directions and polarizations is as follows: a(b, c)d, where a and d denote the incident and 
scattered directions, and b and c denote the respective polarizations. Using the cubic crystal axes x, y, 
and z, the selection rules may be expressed as follows.

Back scattering from (100) surface:

TO—disallowed for any combination of incident and scattered beam configurations

LO—allowed only for crossed polarizations; that is, z(x, y) z  and z(y, x) z , where z  is the opposite 
direction to z.

Similar selection rules may be derived for other orientations and crystal structures.
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A microscopic description of the scattering event considers quantum mechanical details using 
perturbation theory. The incident photon with frequency wi and wave vector ki produces a transi-
tion from the initial state i to a virtual state b where the incident photon is annihilated, followed by a 
transition to the final state f, accompanied by the emission of the “scattered” photon with frequency 
and wave vector vs and qs, respectively. The entire process is part of a complete quantum mechanical 
event and will be governed by momentum, energy, and symmetry conservation rules shown as
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where Ω and K denote the frequency and wave vector of the participating phonon. The exact forms of 
the scattering cross section will depend on the details of the interactions and are reviewed in Ref. 153.

One of the most powerful aspects of Raman scattering is the ability to perform resonance excita-
tion. When the incident photon energy or the scattered photon energy matches an intrinsic excita-
tion energy, a substantial increase in the scattered intensity is observed. This ability to resonate has 
been used for both an understanding of the details of the scattering process and applications in 
which the source of the scattering can be selected. For instance, the study of a particular impurity in 
a large matrix may be conducted by tuning the resonance to match that of the impurity. Examples 
of resonance studies are discussed in the following sections.

The power and versatility of Raman scattering to probe many important properties of semicon-
ductors have been exploited for a wide variety of characterizations. Figure 67 schematically displays 
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FIGURE 67 Schematics of inelastic light scattering and information 
which can be extracted from such measurements.157
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the broad areas where Raman scattering has been employed.157 The study of materials, devices, and 
microstructural properties include chemical, structural, and electronic properties. The develop-
ments in microscopic measurements and analysis have opened up new applications as well. The 
measurement of the temperature in a spot ≈1 μm in diameter is one such example that is discussed 
in the following sections.

The most dominant Raman-scattering mechanism in semiconductors is that due to phonons—
in particular, the optical phonons at the center of the Brillouin zone—namely, TO (Γ) and LO (Γ). 
Even though a semiconductor crystal can support a variety of vibrations, the momentum conserva-
tion requirements restrict the interaction of the incident photon to only the TO (Γ) and LO (Γ). 
The position and shape of the spectra contain important information regarding the structural state 
of the material: the presence of strain will be reflected as shifts in the line position; degraded crystal 
quality due to multiple grains and concomitant distributed strain will lead to a broadening of the 
lineshape. The effects of crystal damage on the Raman spectrum as a result of ion implantation 
in GaAs is displayed in Fig. 68.158 Note the large increase in the linewidth of the LO (Γ) feature. In 
addition, a series of new structures, not present in the undamaged sample, can also be observed. 
These have been interpreted to be the result of relaxing the momentum conservation laws and hence 
the activation of phonon-scattering processes not normally allowed in a good crystal. A simple 
interpretation of the broadening of the LO lineshape was provided using a phonon confinement 
model, where the LO phonon is described as being confined to small damage-free regions. The shift 
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in the position of the LO peak and the full-width-at-half-maximum were related to the diameter of 
the undamaged region. The information obtained is useful in characterizing lattice damage, amor-
phous materials, and degrees of recovery during annealing.

As explained earlier, Raman processes can involve higher-order interactions that involve more 
than one phonon. Hence, multiphonon scattering can be performed, and information comple-
mentary to that discussed in the section entitled “Lattice” on the infrared absorption properties 
can be obtained. The Raman spectra obtained from Si159 are displayed in Fig. 69. The spectra were 
recorded at room temperature where X′ = (100), Y′ = (011), and Z′ = ( )011 . The irreducible repre-
sentation of the phonons involved is also noted in the figure. Note the strong peak at ∼522 cm−1 
which is due to the degenerate TO(Γ)/LO(Γ) phonons that are not observable in infrared absorp-
tion measurements. Additional bands present in the 200 to 400 cm−1 and the 600 to 1000 cm−1 
range are due to multiphonon scattering processes. The ability to employ polarization selection 
rules has been used effectively to isolate the symmetry character of the underlying vibrational 
features and can be used to eventually identify the source of the various features. Such studies are 
useful both in understanding the optical behavior of Si and in illuminating the lattice dynamical 
properties of the material.

In crystals that contain a substantial number of free carriers, the incident photon can scatter off col-
lective charge oscillations, known as plasmons, as discussed earlier. The Raman spectra measured from 
three GaAs samples160 with electron densities ranging from 1.95 × 1018 to 6.75 × 1018 cm−3 are pre-
sented in Fig. 70. The observed features in addition to the LO phonon peak at ∼293 cm−1 are due to the 
coupled LO phonon-plasmon features, also discussed earlier. The variation of the L+ mode frequencies 
with the carrier density may be calculated and compared to measurements, as was shown in Fig. 32. 
The shape of the L+ and the L− features can be used to deduce the mobility of the carriers as well. The 
uniqueness of the Raman results is that they can be employed to study the behavior of carriers near the 
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FIGURE 69 The Raman spectra of Si at room temperature showing the multiphonon contributions. 
The polarization configuration and the representations which were possible contributors to the spectra are 
shown for each of the four spectra.159
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surface. Since the incident laser light with a photon energy of ∼2.5 eV penetrates only 1000 Å into the 
sample, the Raman results represent only the behavior of this near-surface region.

The single-particle nature of the free carriers can also be probed by Raman scattering.69 
The mechanism responsible for the interaction is the scattering of the carriers from inside the 
Fermi-surface to momentum states that lie outside, the total change in momentum being equal 
to that imparted by the photons. The integrated effect in the case of the spherical Fermi-surface 
in GaAs is displayed in Fig. 71. The Fermi wave vector is denoted by pF and that of the electron is 
p. The wave-vector change as a result of the scattering is q. Two cases of small and large q and the 
resultant single-particle spectrum at 0 K are shown. The net effect in the first case will be a linear 
increase followed by a rapid fall, and, when q is large, the spectrum displays a band-like behavior as 
shown. The single-particle spectrum measured from a sample of n-GaAs161 is presented in Fig. 72. 
The measurements were performed using the 6471 Å line of the Kr+ laser at 10 K. The ability to 
probe the Fermi sphere directly, using a spectroscopic technique, can lead to valuable insights into 
the electronic distributions that are complementary to those obtained from transport studies that 
usually provide only information regarding integrated effects of all the carriers.

The effect of resonance enhancement, as mentioned earlier, is one of the most powerful features 
of Raman scattering. The effect can be illustrated with the variation of the scattering intensity of the 
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FIGURE 70 Raman spectra of three different n-GaAs samples 
obtained in backscattering geometry from (100) surfaces showing the 
coupled plasmon-LO phonon modes.160
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cm−3. Temperature: 10 K. Excitation: 6471 Å. The interband 
transition energy from the split-off valence band to the 
Fermi level is very close to the laser photon energy. Estimated 
luminescence background is shown by the dashed line.161
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optical phonons in CdS with the incident photon energy as discussed in Ref. 162. An order-of-mag-
nitude enhancement was observed as the excitation energy approached the energy gap at ∼2.6 eV 
for all the observed phonon modes. In addition, the TO modes both displayed a reduction before a 
large enhancement as Eg was approached. The reduction was interpreted as the result of a destruc-
tive interference between the resonant and nonresonant terms that contribute to the scattering cross 
section. Resonance Raman-scattering studies can therefore shed light on the microscopic details of 
the scattering process.

The application of Raman scattering to the localized vibration due to impurities is illustrated in 
Fig. 73 which presents the data obtained from B-doped Si.163 In most cases, the density of the impuri-
ties needs to be quite high to be observable in Raman scattering. However, rapid advances in the mea-
surement procedures may improve the sensitivities. Direct measurement of the electronic transitions 
related to dopant ions can also be observed in Raman scattering. A good example is the electronic 
interbound state transitions from three donors in GaP.164 The normally symmetric, threefold degener-
ate 1S state of the donor, split into a 1S(A1) singlet and a 1S(E) doublet due to the interaction with the 
conduction band valleys in the indirect-gap GaP was clearly observed as well-resolved peaks.164 The 
Raman spectra are sensitive to the impurity electronic states and provide a tool to probe them as well.
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5.6 SUMMARY AND CONCLUSIONS

An overview of the optical properties of semiconductors has been presented in this chapter. 
These properties form the foundation for understanding and utilizing the wide variety of opti-
cal devices manufactured today. A number of materials can be used together with electronic 
circuits to generate, detect, and manipulate light signals leading to the field of optoelectronics. 
Semiconductor materials are becoming increasingly important for use in optoelectronic devices: 
devices can be made very small, leading to a high degree of compactness and compatibility with 
other electronic and optical functions; they are robust and highly reliable; they are highly effi-
cient as light-generating sources with internal efficiencies sometimes approaching 100 percent; 
they are capable of large power dissipation, of very high frequency performance, and can access 
an enormous range of wavelengths; and performances can be tuned over wavelength, frequency, 
and efficiency.165 Table 10 lists some of the most important materials and their applications for 
optoelectronics.165

In conclusion, Table 11 presents some of the important parameters for the most common 
semiconductors that determine the optical behavior of each material. The forbidden-energy gap 
and higher-energy critical point energies are listed along with optical phonon energies, dielec-
tric constants, refractive index at energies below the energy gap, and free exciton binding energy. 
Closely related transport parameters such as the charge carrier effective masses and the mobilities 
are also included for completion. The reader is referred to Palik’s compilation in Refs. 10 and 11 for 
refractive indices for several semiconductors over a wide range of energies. Additional information 
may also be obtained from many comprehensive collections of physical parameters such as those 
presented in the Landolt and Bornstein Tables,166−169 which are now available on the Internet.170 A 
more concise semiconductor data handbook was recently published by O. Madelung, and much 
of the data, figures, references, and more detailed information were shifted to an accompanying 
CD-ROM.171
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6.1 INTRODUCTION

Optical instruments and telescopes rely on black baffle and vane surfaces to minimize the effect of stray 
light on overall system performance. For well-designed and well-baffled systems, the black surfaces chosen 
for the baffles and vanes can play a significant role in reducing the stray light on the detector.1–8 In space-
borne systems, a large number of black surfaces play an important role. An excellent and comprehensive 
review of infrared surfaces is given by Persky.9 Additional infrared measurements of materials are given by 
Miller10 and Persky and Szczesniak.11 Black surfaces are also used extensively in solar collector applications. 
Excellent reviews of spectrally selective surfaces for heating and cooling applications are found in Hahn and 
Seraphim12 and in Granqvist13. In many solar applications, high solar absorptance is desired along with low 
thermal emittance.14 In general, surfaces for solar applications will not be addressed in this chapter.

Black coatings are also used in radiometric detectors.15 Because the surface needed is often small, 
these surfaces may be even more specialized than the black coatings used for stray light reduction 
in optical instruments. This chapter will concentrate on the selection and characterization of black 
surfaces chosen for stray light suppression and suitable for application to relatively large areas of an 
optical system or optical test bed. Some examples of these uses are seen in Table 1. 

The optical system designer has a wide repertoire of baffle surfaces from which to choose. 
Summaries of optical properties of materials were given by Wolfe,16 Pompea et al.,4 and McCall et al.17

Reviews of materials by McCall18 and Smith and Howitt19 emphasized the ultraviolet/visible and 
infrared properties, respectively. A number of company databases of scattering data are available, 
including one using the same instrument (for bidirectional scatter distribution function or BSDF 
measurements at 0.5145 μm) for approximately 15,000 data runs!20 Large amounts of BSDF data are 
at Breault Research Organization and a BSDF database format has been proposed by Klicker et al.21 An 
organized effort to create specialized databases of optical properties of surfaces applicable to both 
ground- and space-based instruments has been undertaken and is proving to have great utility.22

The choices of optical black surfaces are usually first narrowed by the nature of the application, 
the substrates available or possible, the wavelength or bandpasses of interest, the angles at which 
the surfaces must be nonreflective, and a host of system issues and environmental factors.5 As the 
system performance requirements have become more stringent, an array of surfaces has become 
available to meet these requirements. Many paints (e.g., Chemglaze Z306, SolarChem) (Table 2); 
anodized surfaces (e.g., Martin Black, Infrablack, Tiodize) (Table 3); etched, electrodeposited, and 

6.1

6
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6.2  PROPERTIES

TABLE 1 Possible Uses for Black Surfaces in Optical Systems and Test Beds

Apertures and 
field stops Baffles Barrels Blackbodies Choppers Cold shields

Detector
housings

Dewar interiors Enclosures and 
testing struc-
tures

Lens edges Laser light traps Radiometers Radiators Simulators and 
targets

Surface Name or 
Designation

Manufacturer and/or Distributor 
(contact person) Historical Notes Surface Type Main Literature References

Aeroglaze L300 Lord Corporation
Chemical Products Division
Industrial Coatings
2000 West Grandview Boulevard
P.O. Box 10038
Erie, PA 16514–0038

Formerly called 
Chemglaze L300

Paint 24

Chemglaze Z004 Lord Corporation
Erie, Pa.

 Paint 24

Aeroglaze Z302 Lord Corporation
Erie, Pa.

Formerly called 
Chemglaze Z302

Paint 25, 26, 24

Aeroglaze Z306 Lord Corporation
Erie, Pa.

Formerly called 
Chemglaze Z306

Paint 27, 24, 28, 29, 30, 31, 20, 32, 33, 
19, 34, 35, 36, 37, 38, 39, 40, 41, 42

Aeroglaze Z306 
with microspheres

Lord Corporation
Erie, Pa.

Formerly called 
Chemglaze Z306 with 
microspheres

Paint 43, 44, 45, 28, 24

Aeroglaze Z307 Lord Corporation
Erie, Pa.

Formerly called 
Chemglaze Z307 
(conductive)

Paint 24

Aeroglaze Z313 Lord Corporation
Erie, Pa.

Formerly called 
Chemglaze Z313 

Paint 35, 24

Ames 24E
Ames 24E2

NASA Ames
Research Center
Moffet Field, Calif.
S. Smith
Sterling Software
1121 San Antonio Rd.
Palo Alto, CA 94303

 Paint 4, 46, 47, 34

Cardinal 6450 Cardinal Industrial Finishes
1329 Potrero Ave.,
So. El Monte,
CA 91733-3088

Formerly called 
“Cardinal 6550”

Paint 48, 35

Cornell Black Prof. J. Houck
Department of Astronomy
Cornell University
Ithaca, NY 14853

 Paint 39, 32, 33, 19, 49

DeSoto Flat Black PRC-Desoto International, Inc.
5454 San Fernando Rd.
Glendale, CA 91203

 Paint 50, 35

Electrically 
Conductive Black 
Optical Paint

Jet Propulsion Laboratory, Caltech,
4800 Oak Grove
Dr. Pasadena, CA 91109

Has no tradename Paint 51, 52, 53

TABLE 2 Painted Surfaces

(Continued)
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CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.3

Surface Name or 
Designation

Manufacturer and/or Distributor 
(contact person) Historical Notes Surface Type Main Literature References

IITRI Bone Black 
D-111 (IITRI 
D111)

IIT Research Institute
10 West 35th Street
Chicago, IL 60616

 Paint 25, 54, 32, 34, 55, 38

LMSC Black Lockheed Palo Alto Research Lab  Painted multi-
player coating

32, 33, 19, 55

MH21-1 IIT Research Institute
Chicago, Ill.

 Paint 54

MH55 IIT Research Institute
Chicago, Ill.

 Paint 54

MH2200 IIT Research Institute
Chicago, Ill.

Formerly 3M’s ECP 
2200 paint, but sold 
to IIT

Paint 26, 27, 56, 54, 57, 33, 19, 35, 58

Solarchem Eastern Chem Lac Corporation
1080-T Eastern Ave.
Malden, MA 02148

 Paint 4

463-3-8 Akzo Nobel Coatings, Inc.
434 W. Meats Avenue
Orange, CA 92665

Formerly called 
“Cat-a-lac 463-3-8” 
diffuse black paint

Paint 27, 56, 59, 60, 30, 58, 42, 55, 41

443-3-8 Akzo Nobel Coatings, Inc.
Orange, Calif.

Formerly called
“Cat-a-lac 443-3-8”

Paint 61, 25, 56, 59, 60, 58, 55, 41

443-3-17 Akzo Nobel Coatings, Inc.
Orange, Calif.

Formerly called 
“Sikkens 443-3-17” 
glossy black

Paint 26, 60

Source: Adapted from McCall.23

TABLE 2 Painted Surfaces (Continued)

TABLE 3 Anodized Surfaces

Surface Name Manufacturer Notes Surface Type Main Literature References

Infrablack Lockheed Martin, 
Denver CO 80201

For Al substrates 
only

Anodization 
process

43, 62, 63, 3, 64, 4, 46

Martin Black Lockheed Martin  
Denver, CO

For Al substrates 
only

Anodization 
process

43, 25, 65, 62, 66, 63, 67, 3, 45, 68, 59, 
69, 70, 32, 33, 46, 34, 35, 58, 55, 29, 
38, 31, 64, 4, 20, 71, 39, 72, 37, 41, 38

Martin Black, enhanced Lockheed Martin 
Denver, Colo.

For Al substrates 
only

Anodization 
process

63, 31, 4

Martin Black, posttreated Lockheed Martin 
Denver, Colo.

For Al substrates 
only

Anodization 
process

63

Source: Adapted from McCall.23

plasma-sprayed metal surfaces (Table 4) are now available to meet quite specific optical and system 
performance and environmental requirements.

New classes of surfaces are also being developed to give selected performance at specific angles 
and wavelengths. Other materials are being developed for applications where “hardened” laser-resistant
or radiation-resistant materials are needed. A third area where much development is currently taking 
place is in the area of materials that are able to withstand severe and unusual forms of environmental 
exposure for long periods.
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CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.5

The surface morphology of a “black” or diffusely scattering surface is only one determinant of its 
complex optical properties. However, for many surfaces, surface roughness plays a most significant 
role. This can be illustrated in Figs. 1 to 8, scanning electron micrographs of some important black 
or diffuse surfaces. The size and shapes of the surface features provide a valuable indication of how 
light will be absorbed and scattered or diffracted by such a surface. The creation and design of new 

FIGURE 1 Scanning electron micrograph of Martin Optical Black, an anodized alumi-
num surface for ultraviolet, visible, and infrared use. (Photo courtesy of Don Shepard, Lockheed 
Martin, Denver.)

FIGURE 2 Scanning electron micrograph of Ball Black, an etched electroless nickel 
surface applicable to a variety of substrates. (Photo courtesy of Arthur Olson, Ball Aerospace 
Systems Group, Boulder, Colorado.)
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6.6  PROPERTIES

FIGURE 3 Scanning electron micrographs of Ball Black, an etched electroless nickel 
surface applicable to a variety of substrates. This surface is representative of a class of etched 
electroless nickel surfaces. (Photo courtesy of Arthur Olson, Ball Aerospace Systems Group, 
Boulder, Colorado.)

FIGURE 4 Scanning electron micrograph of a sputtered beryllium surface. (Photo cour-
tesy of Roland Seals, Optics MODIL, Oak Ridge National Laboratory.)
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CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.7

FIGURE 5 Scanning electron micrographs of Ames Perfect Diffuse Reflector (PDR) at 
24 magnification. (Photo courtesy of Sheldon Smith, NASA Ames Research Center and Sterling 
Federal Systems, Palo Alto, Calif.)

FIGURE 6 Scanning electron micrographs of Ames 24E at 24× magnification. (Photo 
courtesy of Sheldon Smith, NASA Ames Research Center and Sterling Federal Systems, Palo Alto, 
Calif.)
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6.8  PROPERTIES

FIGURE 7 Scanning electron micrograph of a textured graphite surface created by bom-
barding a carbon surface with positive argon ions. (Photo courtesy of Chuck Bowers, Hughes 
Aircraft, El Segundo, Calif.)

FIGURE 8 Scanning electron micrograph of Orlando Black surface, produced by elec-
trodeposition of copper and subsequent oxidation in a proprietary process. (Photo courtesy of 
D. Janeczko, Martin Marietta Electronic Systems, Orlando, Fla.)

06_Bass_V4_Ch06_p001-068.indd 6.8 9/14/09 4:40:11 PM

DO
 N

OT
 D

UP
LI

CA
TE



CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.9

surfaces will be touched upon later, in the section on design techniques for creating new surfaces for 
specific applications.

This chapter gives a summary of the materials used in a variety of optical systems (with an 
emphasis on those that are currently available) and describes their optical and material properties 
so that the optical designer can begin the material selection process. As such, it is rather an extreme 
condensation of the data available. However, even the data presented here cannot be considered very 
definitive. There are a number of reasons for inconsistencies and ambiguities in the data presented. 
First, many of these surfaces and the processes that create them are evolving, and improving con-
tinuously. Even though the actual surface may change, the name may not. Thus, optical measure-
ments of the same named surface that are separated by several years may not be consistent, even if 
the measurement techniques are consistent.

A second cause of inconsistency among data sets comes from the remeasurement of 
“archival”samples. When new measurement techniques or improved instruments become avail-
able, or the needs of a program demand new measurements, archival samples are retrieved and 
remeasured. Sometimes these archival samples may not have been stored properly and may not be 
in pristine or original condition. Other times, these samples may never have been archival in qual-
ity. They may have been marketing samples made without specific quality control and distributed 
widely. These measurements still enter the body of literature with the reader usually unaware of the 
important circumstances. For robust samples, poor storage may be of little importance. For more 
exotic materials (e.g., specialized baffles for space applications) that must be handled carefully, lack 
of proper handling can be of great importance. In this latter case, the measurements made on these 
degraded surfaces may not be representative.

Wolfe 88 compares the theory and experiments for bidirectional reflectance distribution function 
(BRDF) measurements of microrough surfaces. The BRDF of a surface is very useful in understand-
ing the optical performance of a surface and is defined as the ratio of scattered radiance [W/(cm2sr)]
to surface irradiance (W/cm2). Its units are inverse steradians. Radiance is used in the definition of 
BRDF in order to make the BRDF independent of the parameters of the measuring instrument, such 
as the detector aperture and distance to the detector. BRDF measurements can be made by a variety 
of instruments and can be made for any number of wavelengths. For example, BRDF measurements 
of surfaces have been made in vacuum ultraviolet to far-infrared wavelengths. However, the most 
common BRDF measurements that are made on black surfaces are probably made at convenient 
laser wavelengths of 0.6328 and 10.6 μm. It is important to keep in mind that these measurements 
may be of less predictive value if the system is operating at a substantially different wavelengths than 
where the measurements were made. 

To make a BRDF measurement requires a light source, a sample mounted and illuminated by 
that source from a variety of angles, a detector to measure the scatter from the sample, and the computer/
electronics package to accurately record the detection of the scattered light as a function of angle of 
incidence and detection angle.

While the optical properties of surfaces can be described or characterized through the use of 
specular and diffuse reflectance measurements, the use of BRDF measurements are very useful in 
characterizing both highly specular and highly diffuse surfaces and provide an excellent way to char-
acterize the optical properties of any surface. The BRDF can be used to describe the angle-dependent 
optical scatter from any surfaces. The angular distribution of scatter can be used, in conjunction 
with computer modeling to calculate if the scatter from a black surface will be a limiting factor in 
the resolution or noise level of an optical system. BRDF measurements of surfaces are also used in 
computer graphics visualization programs to illustrate what a surface may look like under various 
illumination conditions. For some types of black surfaces, the angular distribution of scatter can 
be used to calculate a variety of surface parameters (e.g., surface roughness) if certain assumptions 
about the surface can be made. For opaque black surfaces, appropriate BRDF measurements in the 
wavelengths, angles, polarizations, and so on of interest have proven to be one of the best overall 
descriptors of the optical properties of the surface.

Measurements of optical quantities such as the BRDF, that are by definition measurement-device-
independent, can also show large variations.89,90 No attempt has been made in this chapter to recon-
cile measurement discrepancies; indeed, no attempt to even identify the areas where conflicting data 
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6.10  PROPERTIES

occur is made. This would be a herculean task, but more importantly, it is probably unnecessary. The 
variations in the measurement process ensure that the optical description of black surfaces is still an 
order-of-magnitude science, or, at best, a half-an-order-of-magnitude science. Optical practitioners 
should use their own safety factor or better yet, have their own measurements made.5,17

6.2 SELECTION PROCESS FOR BLACK BAFFLE 
SURFACES IN OPTICAL SYSTEMS

The selection of black surfaces is a systems issue; it must be addressed early and consider all aspects 
of system design and performance. It must also be examined from a total system performance per-
spective. Cost and schedule considerations have important effects on the decision and need to be 
taken seriously. A baffle structure that cannot be built with surfaces that cannot be coated is not a 
desirable state of affairs!

Similarly, proper financial and schedule support must be present. Black surfaces need to be taken 
as seriously as any other optical components, such as mirror surfaces or the thin films that act as fil-
ters. They deserve serious treatment in their design, fabrication, procurement, and testing. They are 
not last-minute design decisions or items to be created at the last minute. Since the baffle design and 
choice of surfaces often sets the final system performance (especially in infrared systems), it makes 
little sense to expend great energy and money to optimize other more traditional system compo-
nents while ignoring stray light design and the surfaces so important in the design.

Figures 9 and 10 are a comparison of two processes that could lead to the selection of surfaces for 
an application. Figure 9 shows a process where design activities are done sequentially. In this process, 
stray light issues (including black surface issues) are left to the end of the program. In practice, with 
limited budgets, stray light and other fundamental system engineering issues are often not addressed 
at all in this process, or are addressed only at stages in the program where the system design is fro-
zen, or cannot be changed without great expense. At this stage, when fundamental problems are 
found, they often have severe performance, budget, and schedule penalties. That many stray light 
and black surface problems are rectified (with severe penalties to schedule and budget) at late stages 
in programs attests to the overall importance of black surfaces to the ultimate success of a system.

Performance
specifications

Align and
test

Optical
design

Where do the
baffles go?

Which black
surface?

Opto-mechanical
layout

Procure
components

Optical
engineering

detailed design

Tolerance
analysis

Image quality
specification met?

Build Yes

No

What about
stray light?

FIGURE 9 When selection of black surfaces is left to the end of a program, serious risks to the program are likely. (From 
Pompea and McCall.5)

06_Bass_V4_Ch06_p001-068.indd 6.10 9/14/09 4:40:12 PM

DO
 N

OT
 D

UP
LI

CA
TE



CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.11

In an integrated systems engineering or concurrent engineering environment, illustrated in 
Fig. 10, the selection process begins early. There are many iterations of the design in the early stages, 
and close work among designers of different disciplines is essential. The level of detail increases with 
time, but no fundamental issues are decided without addressing their implication for the system and 
for each subsystem. This process is far superior to the one in the first flowchart, in which the surface 
selection process is treated as a trivial one and one waits until the end of the program to evaluate 
candidate surfaces. A review of general aspects of selection with emphasis on the system level issues 
inherent in the selection process is given by Pompea and McCall,5 McCall et al.,17 and Pompea.91

Once it has been decided to use black surfaces in an optical system, a whole host of system-
level issues must be addressed to determine an appropriate coating or coatings. The high-level 
items include (1) purpose and position of the surface in the instrument, (2) wavelength(s) and 
waveband(s) of interest, (3) general robustness of the surface, (4) nature of the installation process, 
(5) environment of the optical system, (6) availability, (7) cost, (8) substrate, and (9) other mission 
or system requirements.

For systems that operate over a wide wavelength range, the selection process may be difficult 
because data may not be available over the entire wavelength range of interest. For example, the next 
generation of infrared and submillimeter telescopes are being designed for wavelengths between 
about 10 and 800 μm. Baffle coatings must be adequate over this entire wavelength range.

The position of the coating in the system and its function at that location is a critical item. For 
positions where the incident radiation is nearly normal to the surface, the optical considerations 
become less critical, since the reflectance at near-normal incidence does not vary as significantly at 
this angle for the most often used surfaces. Also, the BRDF is usually at its lowest value. There is a 
wealth of data at these near-normal incident angles.4

The corollary is that if surfaces must be used close to grazing incidence, the optical properties 
become extremely important to understand (and quantify for system predictions) just as the amount 
of data becomes vanishingly small.6 Although there is sufficient optical data on specular reflections 
from specular surfaces, there is relatively little information on specular reflections from diffuse sur-
faces, let alone BRDFs at large angles of incidence. For these reasons, optical designers try to use lambertian-
like surfaces at near to normal incidence light paths as possible.

The robustness of the surface in its environment is a complex subject. Some specific areas that will 
be addressed here are the atomic oxygen environment of low earth orbit, outgassing in the vacuum of 
space, and particle generation by surfaces. The practical considerations of expense, schedule, ease of 

• Image quality
• Image stability
• Stray light
• Etc.

Performance
specifications

Analysis

• Optical design
• Optical engineering
• Baffle design
• Black surfaces
• Etc.

FIGURE 10 The most effective context for black surface selection is near the beginning of the 
program. This flowchart illustrates the early phase of a system-oriented design process. (From Pompea 
and McCall.5)
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6.12  PROPERTIES

cleaning, exportability, and availability of specialized surfaces all play important roles. For a unique 
space instrument, there are different manufacturing considerations than for a large-volume produc-
tion process. The installation process is often overlooked. It often plays a key role in the successful use 
of many surfaces.

Exposed spacecraft surfaces often must not contribute to spacecraft charging problems. Some 
nonconductive surfaces support the buildup of charges that can create large electrical potentials 
between spacecraft components, or the spacecraft and the plasma and subsequent damage may 
result. This is particularly important in the region near a detector, which is often very charge-sensitive. 
Surfaces such as Martin Black do not support charges in excess of 200 V, since the coating can leak 
charge to the aluminum substrate. Textured metallic coatings, as a general rule, do not have surface 
charging problems. Some paints as well (e.g., Aeroglaze Z307) are designed to be conductive. Table 5 
describes several surfaces used for thermal control in space craft. Some of these surfaces are designed 
to be conductive, to avoid charging effects. For space applications where charge buildup is not criti-
cal, nonconductive surfaces may be used.

Other considerations are the ability of a surface to withstand vibration, acceleration, elevated 
temperatures, thermal cycling, chemical attack (including atomic oxygen), solar and nuclear radia-
tion, micrometeoroids, and moisture.

For the coating of baffle and (particularly) vane surfaces in ground-based telescopes, a further 
consideration may often be important. The baffle and vane surfaces in telescopes often have a large 
view angle or geometrical configuration factor (GCF) with the sky. This is particularly true for 
telescopes that operate without an enclosure or with a very large slit or opening to the night sky. In 
this case, the black baffle and vane surfaces must not radiatively couple strongly to the night sky. If 
there is a substantial view to the sky, and the emissivity of the surface is high, it will cool below the 
air temperature. This can create temperature-induced “seeing” effects which degrade image quality. 
The requirement that a surface be strongly absorbing of visible light, yet a poor emitter in the infra-
red is often a difficult one to meet. Table 6 gives the absorptivity and emissivity of some widely used 
surfaces.

In many laboratory or instrument applications, the use of one of a few standard black coatings 
or surfaces (such as the now unavailable 3M Black Velvet 101-C10) was entirely adequate to achieve 
the necessary performance of the optical system. In these applications, if the stray light performance 
was inadequate, it usually indicated that the stray light design, not the choice of black surface, was 
in error. The explanation was that the ignorance of some of the principles of stray light design could 
produce system performance five orders of magnitude worse than a poor choice of surfaces. The vis-
ibility of surfaces from the detector and the paths from those surfaces to the front of the instrument 
(not the optical properties or blackness of the surface) largely determine the total system perfor-
mance. In stray light terminology, the GCF (geometrical configuration factor of surfaces) is more 
important than the BRDF (bidirectional scatter characteristics of surfaces).

TABLE 5 Black Nonconductive and Electrically Conductive Paints and Coatings for Space Use

Name Type of Coating Binder Solar Absorptivity Thermal Emittance

ML-210-IB Thermal control Inorganic 0.98±0.02 0.91±0.02

RM-550-IB Thermal control Inorganic 0.97±0.02 0.91±0.02

TMD-560-IB Thermal control Inorganic 0.95±0.02 0.91±0.02

AZ-1000-ECB Thermal control 
conductive

Inorganic 0.97±0.02 0.89±0.02

MLS-85-SB Thermal control Organic 0.98±0.02 0.91±0.02

MLS-85-SB-c Thermal control 
conductive

Organic 0.98±0.02 0.91±0.02

Source: Courtesy of J. Zweiner, AZ Technology, Huntsville, Alabama.
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CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.13

6.3 THE CREATION OF BLACK SURFACES
FOR SPECIFIC APPLICATIONS

The optical properties in the visible (e.g., BRDF at 0.6328 μm) at near-normal incidence between 
painted black surfaces and more specialized high-performance black surfaces usually do not dif-
fer by more than a factor of 10. For infrared and ultraviolet wavelengths, the performance of more 
specialized surfaces is far superior to many paints by a much larger factor. The optical designer must 
take care not to overspecify the optical performance properties required for a baffle surface. The 
lowest reflectance surface is not necessary for all applications. On the other hand, the choice of low-
performance coatings has important consequences.

Some systems have been designed with an excessive number of vanes on their baffles. In these 
cases, the baffle system is probably too heavy, costs more than necessary to manufacture, and the 
excessive number of vane edges may be introducing extra diffraction effects that degrade the per-
formance. The advantage of the high-performance coatings often lies not only in their optical 
properties, but in the considerable experience of their manufacturers in working on baffle systems, 
the reliability and consistency in the application process, and the superior documentation of the 
optical performance characteristics. The environmental resistance of the high-performance coatings 
is generally much better and much better documented than paints that are used for a wide variety of 
applications.

TABLE 6 Black Coatings

αs εn

Anodize Black 0.88 0.88

Carbon Black Paint NS-7 0.96 0.88

Cat-a-lac Black Paint 0.96 0.88

Chemglaze Black Paint Z306 0.96 0.91

Delrin Black Plastic 0.96 0.87

Ebanol C Black 0.97 0.73

Ebanol C Black-384 ESH∗ UV 0.97 0.75

GSFC Black Silicate MS-94 0.96 0.89

GSFC Black Paint 313-1 0.96 0.86

Hughson Black Paint H322 0.96 0.86

Hughson Black Paint L-300 0.95 0.84

Martin Black Paint N-150-1 0.94 0.94

Martin Black Velvet Paint 0.91 0.94

3M Black Velvet Paint 0.97 0.91

Paladin Black Lacquer 0.95 0.75

Parsons Black Paint 0.98 0.91

Polyethylene Black Plastic 0.93 0.92

Pyramil Black on Beryllium Copper 0.92 0.72

Tedlar Black Plastic 0.94 0.90

Velestat Black Plastic 0.96 0.85

∗Note: Solar absorptivity (0.3 to 2.4 μm) and normal emittance (5 to 35 μm)
of black coatings.
Source: From Henniger.92
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Black Surfaces as Optical Design Elements

The systems approach to the choice of black surfaces in optical systems that has been stressed here 
has led to the rule of thumb in stray light design that the choice of a black surface’s optical proper-
ties should not be the first design issue considered. If the performance of the preliminary design is 
inadequate, the designer should look at the design carefully, rather than look for a better black sur-
face to boost the performance. A flaw in the general system design is probably more responsible for 
the performance than the “blackness” of surfaces.

One reason for this approach is that the choice of a different black surface may not improve 
the performance, if the surface is used in the system in certain ways (e.g., grazing incidence). 
An important equalizing factor among many black surfaces is that they become highly specular 
when used at angles significantly different from normal incidence. This optical performance 
characteristic makes it critical for the baffle designer to conceptualize the paths and ranges of 
angles that are required, and to avoid using a surface where its performance is requried at graz-
ing incidence or close to it. The writing of scatter specifications is discussed by Stover,93 and 
Breault2 discusses sources of BRDF data and facilities where BRDF measurements are routinely 
made.

Black surfaces can be contaminated and their absorbing or diffuse structure can be destroyed by 
improper handling. This can lead to a significant degradation in their optical properties. A margin 
of safety should always be included in the performance estimates.

Many specific high-performance applications today require that black surfaces must become 
critical design elements that are used with only small “safety” factors. First, all of the principles 
of stray light design are used. If the required performance is barely achievable without opti-
mizing the choice of black surfaces, then considerable attention must be paid to the choice of 
surfaces. Sometimes, designers must often use several black surfaces in an instrument or tele-
scope; each particular black surface is used where its performance is optimal. In the past few 
years, a variety of black surfaces have become available to supplement the old standbys such as 
3M Black Velvet (the mainstay of laboratories 10 years ago), and Chemglaze Z306 (now called 
Aeroglaze Z306) and Martin Black (the standard bearers for space instruments in the 1980s). 
Since the applications for these blacks are so specific, we refer to them as designer blacks. This 
term refers not only to new classes of surfaces that have been developed, but also to the creativ-
ity of optical and material scientists in modifying existing surfaces to create special properties 
for specific applications.

This new array of designer optical blacks can still be subdivided into the traditional cat-
egories of specular blacks and diffuse (lambertian) blacks. Glossy or specular black surfaces 
have been used for vane cavities and their use is reviewed by Freniere94 and Freniere and 
Skelton.61 The approach is to reflect unwanted radiation out of the system or to attenuate it 
while tightly controlling its reflected direction. The use of specular baffles (reflective black 
or shiny) requires considerable care to avoid sending specular beams further into the instru-
ment at some particular narrow angles.59,95 The increasing sophistication of stray light analy-
sis programs makes this analysis much more complete. The most widely used specular black 
surfaces are Chemglaze Z302 and a paint formerly called Cat-a-lac Glossy Black, now avail-
able from Akzo as 463-3-8.

The lambertian black surface is often the most desirable type of surface to use in baffled tele-
scopes and instruments. However, there is no true lambertian black, though several are extremely 
close for a near-normal angle of incidence. All diffuse blacks have larger BRDFs at large angles of 
incidence. Furthermore, these black surfaces can be further categorized by the wavelengths where 
they absorb best, the general categories being the ultraviolet, visible, near-infrared, middle-infrared, 
and far-infrared. They can also be distinguished by their degree of resistance to the atomic oxygen 
found in low earth orbit, their resilience under laser illumination, and their performance at narrow 
laser wavelengths or specific angles of incidence. The method of manufacture and the performance 
of these specialized surfaces may be proprietary or classified. Even if the general qualities of these 
surfaces that perform in these areas are known, the full range of test results on them often are not 
readily available.
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CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.15

Design Techniques for Creating Black Surfaces

Four general tools are available to the black surface designer to tailor the optical properties. Many 
highly absorbing surfaces use several of these effects to good advantage. The first tool is to use 
absorbing compounds in the surface. Examples of this are the organic black dye, which is a good 
visible absorber, in the Martin Black anodized surface and the carbon black particles found in many 
paints. Similarly, for the infrared paints, the addition of silicon carbide particles provides good 
absorption near 12 μm. The addition of compounds may create quite different properties at visible 
and infrared wavelengths; a visual observation of blackness is no guarantee of its infrared properties. 
The converse is also true. Titanium dioxide is a good infrared absorber, but is very reflective in the 
visible region. “Black,” therefore, means absorptive in the wavelength region being discussed.

The addition of large (relative to the wavelength of interest) cavities, craters, or fissures in the 
surface can aid in the absorption process by requiring the radiation to make multiple reflections 
within the material before it leaves the surface. The same effect is achieved by growing large angular 
projections from a flat substrate. Each reflection allows more of the radiation to be absorbed. For 
example, a surface with a reflectivity of 15 percent (a rather poor black) becomes a very good black 
if the light can scatter or reflect three times within the surface before it exits. After three internal 
reflections, the 15 percent reflectivity black has become a (0.15)3 or 0.34 percent reflective surface. 
The NBS Black and Ball Black surfaces are good examples of this; they are shiny electroless nickel 
surfaces until etched. After etching, the surface is filled with a plethora of microscopic, cavities that 
absorb enough light to create a surface that is black to the eye.

Black appliqués can also be used to create rough absorbing surfaces.96 These surfaces can be 
“tuned” for different wavelengths or for maximum absorptance at certain angles of incidence. This 
can be done by angling fibers or surface structure to provide cavities that are oriented normal to the 
angle of incidence. These materials have low reflectance at a variety of incident angles.96–98

Aerogels can also be used to create very black surfaces. Aerogels are highly porous materials 
nanometer-scale structures that can be synthesized through the removal of the pore-filling liquid. 
Of particular interest are carbon aerogels consist of 10-nm-sized particles, which are amorphous, 
connected in an interconnected network with approximately 10- to 50-nm pores and a pore volume 
of  over 80 percent. Since carbon has inherent absorption in the infrared, this innately rough surface 
can have extremely low reflectivities over a broad wavelength range (e.g., 2 to 14 μm).99

The third phenomenon is the use of scattering from the surface structure, from particles in the 
surface coating, or from the substrate to diffuse the incoming beam over a hemispherical solid angle. 
Even without any absorption, this dilution factor can be very important in destroying specular 
paths, particularly in the far-infrared, where broad wavelength absorption is difficult. For an intro-
duction to surface roughness and scattering phenomena, see  Refs. 33, 46, 93, and 100. An in-depth, 
very readable, treatment of scattering by small particles is given by Bohren and Huffman.101

The fourth phenomenon is based on optical interference of light in thin films. A black optical 
thin-film multilayer structure can significantly enhance, through optical interference, the amount 
of absorption of light in a multilayer structure over that of intrinsic absorption alone.87 The black 
layer system technology has been used successfully in a range of applications.84–87,102,103 Optical thin 
films provide tremendous design flexibility. The reflectance, absorptance, and transmittance can be 
tailored as a function of angle and wavelength. Black multilayers may have a higher cost per unit of 
surface area, are generally limited to small surfaces, and have a strong angular sensitivity. This last 
characteristic can be used to great advantage for specialized applications. The films (especially those 
deposited by ion-beam process) are durable and are suitable for space use.

There is no ideal black surface. For good absorption across a wide wavelength band (e.g., 0.5 to 
20 μm), the surface might be excessively thicker than is needed for a narrowband application. Even 
a “perfect” absorbing surface has disadvantages associated with higher emissivity (e.g., the surface 
radiates to the detector). In practice, even specular surfaces can be acceptable as black baffle 
surfaces under the right circumstances, although they are much more difficult to use. By design, 
they must direct the energy out of the system or in a direction that is not harmful to the system 
performance.95,104,105 Their alignment is critical and there are caveats for their use.59 The “blackest” 
surface is not necessarily the best for a specific application.
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In some other applications, a combination of low absorptance and high emittance are desir-
able. High emittance-low absorptance coatings are possible using a combination of techniques or 
surfaces.  For example, a potassium silicate binder with zinc oxide or zinc orthotitanate particles can 
be applied to an anodized aluminum surface. In this case, the absorptance is less than 0.16 and the 
emittance is about 0.92.106

6.4 ENVIRONMENTAL DEGRADATION
OF BLACK SURFACES

Contamination control for terrestrial and spaceborne sensors is a very rapidly developing and 
important area. A good introduction to the field with extensive references is given in Refs. 2, 107 to 109. 
A good review of contamination assessment techniques given by Heaney110 and Nahm et al.111

discusses scattering from contaminated surfaces. The prevention, detection, and removal of con-
tamination should be important considerations early in the design of the sensor.

Three areas of great interest for spaceborne sensors are the effects of atomic oxygen, outgassing 
effects, and particle generation by surfaces. A large number of other effects can also influence the 
performance of surfaces or of the systems where those surfaces are installed over short or long peri-
ods. These include adhesion of coatings, radiation effects on coatings, thermal cycling effects, vac-
uum ultraviolet effects, and electrostatic charging effects, to name a few. It would be helpful if each 
new coating developed could be tested by a suite of tests relevant to the area of concern, similar to 
what was done in cryomechanical tests of Ames 24E2 infrared black coating.34 All too often, the tests 
are done on different formulations at different labs and with different degrees of care. This makes it 
extremely difficult for the optical designer to have the data necessary to make good decisions.

The surface contamination of a black surface as well as aging effects can affect its optical proper-
ties. However, the effect of contaminants from black surfaces on mirror scatter in the optical system 
is much more pronounced. Williams and Lockie112 use the BRDF as the sensitive parameter to judge 
the effects of dust, hydrocarbon oil, acrylic, and peelable coating residue on low-scatter mirror sur-
faces. Young113 describes the effect of particle scatter on mirrors. Shepard et al.71 have suggested that 
scattering properties of black baffle surfaces may be temperature-dependent. This may be a result of 
chemical changes in the surface or in changes to the surface as absorbed molecules are released at 
increased temperatures. Further work should be done at the temperatures of interest.

A large number of studies have been done to describe the behavior of black baffle surfaces to 
intense exposure to high-powered lasers and radiation, where damage to the surface is widespread. 
Accurate results can often be obtained using other vehicles to deliver energy into the surface. For 
example, rapid pulsed, low-energy electron beam irradiation of optical surfaces is described by 
Murray and Johnson114 as a cost effective way to test for radiation hardness. Black baffle surfaces are 
vulnerable even at low fluences because of their great absorptivity. The damage mechanisms are not 
well understood. Many of the damage mechanisms are related to the thermal shocks produced by 
rapid heating of a surface of thin layers on different materials. The destruction of surfaces not only 
reduces the ability of the surface to absorb stray radiation, but often also creates a contaminating 
cloud of particles that can greatly affect the optical system.

Atomic Oxygen Effects

Spacecraft surfaces on the early space-shuttle flights showed significant weight loss and aging effects. 
For example, on STS-1 the forward bulkhead camera blanket was milky yellow after the flight and 
the white paints on the suttle exhibited exposure-related degradation effects. On later flights, surfaces 
such as Kapton showed significant mass losses. These effects were attributed to the interaction of the 
surfaces with the atomic oxygen present in low earth orbit.115 The atomic oxygen attacks the binder 
materials in paints, thus removing mass, and causes glossy surfaces to become more lambertian.116

Carbon particles are released when the binder is removed. The weight loss is due both to chemical 
processes and to erosional (kinetic energy) processes.
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A second problem is that many surfaces have a glow associated with them when exposed to the 
atomic oxygen. Both of these phenomena undermine the effectiveness of baffle surfaces on space 
instruments. The effect of exposure to atomic oxygen on anodized black surfaces (Martin Black 
and Enhanced Martin Black) has been measured and simulations of atomic oxygen exposure on 
Chemglaze (now called Aeroglaze) Z306 paint has been done with a plasma etch chamber.64

These tests showed that a carbon-black-based paint could be significantly degraded by atomic 
oxygen over time while anodized surfaces exhibited only small changes in their surface morphologies 
or in their visible and near-infrared reflectances. The graying of some smooth painted black surfaces 
is somewhat compensated for by an etching process that roughens these surfaces. If the exposure 
times are short, the etching action of the atomic oxygen may even improve the scattering properties 
of paints. However, removed material may show up on optical surfaces, degrading the optical perfor-
mance, and it should be obvious that long exposure times would remove too much of the coating.

In general, however, the optical properties of surfaces degrade during longer exposure times and 
at higher atomic oxygen flux levels. Experiments in space on the long duration exposure facility 
(LDEF) have indicated how the properties of materials change after nearly six years of exposure to 
atomic oxygen. For Chemglaze (now called Aeroglaze) Z306 paint, for example, this exposure has 
led to a loss of the binder material117 and to loss of pigment. Some ion-textured surfaces were also 
flown as part of this experiment and showed high stability in the space environment.79 The effects of 
space exposure on infrared baffle coatings were described by Blue and Perkowitz118 who showed that 
long-term exposure decreased the reflectance of these surfaces.

Outgassing

For space applications, the amount of outgassed material and its composition are of great importance. 
One of the primary dangers is that the outgassed products may form a film with undesirable properties 
on optical components. This hazard of space exposure is particularly relevant for cooled systems. For 
cryogenic systems, the continued outgassing of materials as they break down after long exposure to the 
space environment becomes an additional source of contamination on optical surfaces. Outgassing is 
also of concern for severe environments on the ground, though the correlation between vacuum testing 
and a behavior of black surfaces under severe heat in air is not well understood. For the context of this 
chapter, only vacuum outgassing measures will be considered. In either case, the condensation of volatile 
materials on optical components can lead to catastrophic system failure.

The two primary measures or tests of outgassing are the total mass loss (TML) and the percent col-
lected volatile condensable materials (CVCM). An American Society for Testing and Materials (ASTM) 
Standard Test Method was developed for this purpose and is called E 595-77/84. Several NASA pub-
lications give values for TML and CVCM (Ref. 119 gives the most extensive listing; see also Ref. 120). 
For example, measurements at Goddard Space Flight Center of Chemglaze (now Aeroglaze) Z306 
black urethane paint give a TML of 0.92 percent and a CVCM of 0.03 percent. Wood et al. shows 
the near-infrared absorption due to the outgassing products of Aeroglaze Z306 black paint. For the 
paint, the total mass loss was 2.07 percent. Ames28 reports outgassing problems with Aeroglaze Z306 
if exposed to temperatures greater than 40°C after a room temperature cure. However, many poten-
tial space material outgassing problems with this and other surfaces can be avoided completely with 
proper bakeout procedures. In 1993, a low volatile version of Z306 was being developed.

A third measure of outgassing relates to the water content of the material or surface. The water 
vapor regained (WVR) is a measure of the amount of water readsorbed/reabsorbed in 24 hours, while 
the sample is exposed to 25°C and 50 percent relative humidity (for extensive listings, see Ref. 119). 
This determination is done after the vacuum tests for TML and CVCM.

Particle Generation

Materials for space use must be able to withstand launch vibration without generating an excessive 
number of particles. This is not simply a coating or surface problem—it is a dynamics and substrate 
problem as well. The details of the baffle design and assembly play an important role in the generation 
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6.18  PROPERTIES

of particles. If a baffle surface is grossly distorted by the launch vibration, the adhesion of the black 
surface should not be blamed for the failure; the baffle design failed. A common source of particle 
generation is abrasion between coated baffle surfaces. For severe vibration environments and for 
fragile surfaces, special considerations are necessary.70 Similarly, surfaces must be able to withstand 
thermal cycling without producing particles. As painted materials outgas and their composition is 
altered, particles in the paint can become dislodged.

Materials used in baffles can also get dusty or contaminated by exposure to outgassing products 
from the spacecraft. For an accessible ground-based black surface, normal cleaning procedures 
appropriate to the surface may be used, if they do not damage the texture or optical properties of 
the surface. For a baffle system already in space, the cleaning procedures developed to clean mir-
rors in situ may apply. These techniques include laser cleaning, plasma or ion cleaning, and jet snow 
cleaning (see, e.g., Ref. 121, and other papers in Ref. 109).

Baffle Material for Extreme Environments

One important form of degradation for earth-based materials involves the exposure of the surface 
to the elements of temperature cycling, sunlight, humidity, and other factors of its operating envi-
ronment. This combination is a severe test of many surfaces. Unfortunately, there is very little data 
published on the environmental degradation of black surfaces that are exposed to the outdoor envi-
ronment, or to high temperatures, such as might be found in a closed automobile in the summer. 
Often, a black surface that is very ordinary in its optical properties is chosen for use in an extreme 
environment. The reason is that it was the first surface that did not peel or fade significantly.

Space-based surfaces must withstand severe launch vibrations, temperature extremes, collisions 
with space debris and micrometeoroids, and exposure to ultraviolet radiation. Military missions 
have also added the requirement that these materials be hardened against nuclear or laser threats. 
For example, these baffle surfaces and their associated optics must still perform after exposure to 
high-power lasers.

In the simplest sense, these black surfaces must be able to either selectively reject laser radia-
tion (a difficult requirement) or be able to absorb significant amounts of energy and not degrade. 
Most of the coatings have been developed for application to substrates, which can survive high 
temperatures, such as molybdenum, beryllium, tungsten, carbon/carbon, and titanium, because of 
their ability to withstand high flux densities of laser light. Generally, painted surfaces are completely 
inadequate. Even anodized surfaces on aluminum may not be adequate at these flux densities.

6.5 OPTICAL CHARACTERIZATION
OF BLACK SURFACES

The baffle designer must be concerned about the optical properties of black surfaces over a large 
range of wavelengths and angles of incidence. Wolfe16 summarizes the relevant design data. 
Performance measurements, such as measurements of the specular reflectance and total hemispheri-
cal reflectance over a range of wavelengths are now supplemented by a more complete characteriza-
tion of these optical surfaces: the bidirectional reflectance distribution function (BRDF).122 BRDF 
has units of inverse steradians and is usually measured at several discrete wavelengths, which are 
easily generated by the most common lasers. In particular, measurements at the HeNe laser wave-
lengths of 0.6328 μm and at the CO2 wavelength of 10.6 μm are particularly valuable for visible and 
infrared applications. There is a notable shortage of BRDF data in the ultraviolet, from 1 to 4 μm, 
and for far-infrared wavelengths.

BRDF measurements at the same wavelength have the additional advantage that they are directly 
comparable. As Smith and Wolfe123 point out, the directional reflectivity of a surface is convolved 
with the instrument function (a weighted mean of the detector solid angle), a unique characteris-
tic of each reflectometer. An approximate deconvolution of the instrument function can be easily 
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performed by dividing the measured reflectance by the projected measurements, which are instru-
ment independent as mentioned in ASTM Standard E12.09. However, simple specular reflectance 
measurements and spectra made on different instruments must first be divided by the projected 
detector solid angle before being compared. Several studies89,90 have detailed the variation between 
BRDF measurements made in different laboratories. With the advent of the ASTM standard, greater 
congruence among BRDF measurements in the future is probable.

Because of the value of BRDF measurements in comparing the scattering characteristics of surfaces, 
a large set of BRDF data of black baffle materials that have traditionally been used in optical devices of 
all types, as well as the scattering functions of some new materials are presented in this chapter. These 
measurements may be compared to previous measurements made on other instruments.67

The specular and total hemispherical reflectance data thus become most valuable in describ-
ing some general characteristics of a surface over a wide wavelength range, while the BRDF data at 
a wavelength of particular interest allow the designer to characterize the angular scattering of the 
surface for angles of incidence of interest and for view angles from the detector. The total integrated 
scatter also is extremely useful for surface roughness determination.93

This chapter provides the optical designer a useful summary of data. Sufficient data are presented 
to allow a determination of which surfaces might be appropriate for a given task. The data generally 
can be divided into two forms, the first being specular and hemispherical reflectance data over a 
wavelength range. These data allow the designer to choose a surface with the right basic properties 
over the wavelength range of interest. BRDF measurement provides a second form of data. The data 
are usually presented for a few characteristic angles of incidence (5°, 30°, 45°, and 60° are the most 
common) at each wavelength. These BRDF measurements are particularly useful as input to optical 
modeling or stray light modeling programs.

In stray light analysis programs such as APART,124 ASAP,125 and GUERAP,126 as well as many 
other modeling programs, it is the mathematical value of the bidirectional reflectance distribution 
function that is used by the program models. In these programs, a library of BRDF functions for the 
most common surfaces is available for use by the analyst. For surfaces that do not explicitly have a 
BRDF associated with them in the code, the BRDF values can be input.

In most baffle designs, surfaces are used at angles not represented by the available BRDF measure-
ments. Some surfaces are even used at angles close to grazing incidence where few measurements 
have been made. For these areas, the data available for the models are very limited, and often generous 
extrapolations are needed. A smooth transition between measurements at different angles or at very 
large angles of incidence, or from one wavelength to another is often assumed. The more unusual 
or nonrandom the surface, the more these assumptions or extrapolations should be questioned. 
Examples of how BRDF measurements are made and used in system designs and analysis are found 
in, for example, Refs. 3, 43, and 127 to 130.

Black surfaces are also used in radiators used for the thermal control of spacecraft. The hemi-
spherical reflectivity can provide a general indication of the optical properties for a thermal analysis. 
The normal emittance at room temperature is also an important quantity for spacecraft design. 
Table 7 gives the hemispherical reflectance and normal emittance of some surfaces. Radiatively 
cooled surfaces are important for space infrared telescopes and, if designed properly, can provide 
a reliable means of reducing background radiation. Because of on-orbit degradation, the radiators 
must be sized for the appropriate performance at the end of the mission.

For these applications, the absorptivity and emissivity of surfaces as a function of wavelength 
and temperature must be well understood. Thus, room temperature measurements of normal emit-
tance may not be very useful if the surface is to be used at cryogenic temperatures. Stierwalt41,132 has 
contributed greatly to the measurement of far-infrared emissivity of black materials. Clarke and 
Larkin133 describe measurements on a number of black surfaces suitable for radiometry detectors 
where a low reflectance is needed, independent of wavelength. For opaque surfaces, the spectral 
emittance at a given wavelength is equal to the spectral absorptance, which is equal to one minus the 
spectral reflectance.

These parameters are very sensitive to coating thickness and may change with exposure to ultra-
violet radiation from the sun, with damage from solar electron and proton radiation, damage from 
space debris and micrometeoroids, and with outgassing. In practice, the solar absorptance is measured 
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by obtaining the reflectance from 0.3 to 2.4 μm, the region containing 95 percent of the sun’s energy. 
The normal emittance is determined using an infrared spectrophotometer over the wavelength range 
5 to 35 μm, where close to 90 percent of the energy of a 300 K blackbody is emitted (see Table 6). 
While these measurements are useful for design of radiators that operate near room temperature, 
further measurements are required in order to predict a surface’s thermal emittance at lower operat-
ing temperature.

6.6 SURFACES FOR ULTRAVIOLET
AND FAR-INFRARED APPLICATIONS

Many surfaces are multipurpose and are useful for a variety of wavelengths. Before discussing the 
properties of these surfaces, it may be instructive to look at several surfaces that are used for ultra-
violet and far-infrared applications. In these wavelength regions, the performance of black surfaces 
is often critical to the performance of the optical instrument.

Black Surfaces for Ultraviolet Applications

For space telescopes or instruments operating in the ultraviolet, surfaces such as Martin Black have 
been used successfully. However, very few measurements of candidate baffle material have been 
made at wavelengths less than 0.3 μm (300 nm) and even fewer have been made at shorter ultra-
violet wavelengths. Jelinsky and Jelinsky40 studied the performance characteristics of a variety of 
surfaces and surface treatments for use on baffle materials in the Extreme Ultraviolet Explorer. They 
determined some scattering characteristics of several materials at 30.4, 58.4, and 121.6 nm.

Heaney131 has made some pioneering bidirectional measurements at 15°, 45°, 75°, and 85° at 
58.4 nm (584 Å) of candiate baffle materials for space instrument applications. Interestingly, two of 
his samples are “bare” aluminum with no applied coating. The natural oxide present on uncoated 
aluminum samples is strongly absorbing at this wavelength and, by itself, reduces the reflectances to 
below 5 percent at near-normal incidence. The baffle surface candidates are described here and their 
optical properties are presented in the figures.

Roughened aluminum: Aluminum 6061 alloy, sheet finish, sandblasted to an unspecified degree 
of surface roughness. Uncoated (Fig. 11).

Gold iridite: Aluminum with a chromate surface coating produced in a room temperature chemi-
cal conversion process (Fig. 12).

Black nickel: Aluminum with a black nickel surface that was produced in an electroplating pro-
cess with NiS and ZnS (Fig. 13).

Copper black: An aluminum substrate coated with approximately 80 to 100 nanometers of evapo-
rated Cu to provide a conductive layer and then overcoated with an evaporated Cu black deposited 
at a chamber pressure in the 10–3 torr range (Fig. 14).

Black paint: An aluminum substrate painted with a carbon-loaded black silicone paint (NSB69-82) 
(Fig. 15).

Aluminum, grooved and blazed: An aluminum plate, 6061 alloy, with grooves cut at a blaze angle of 
about 20°, with a period of 1.1 mm, a depth of 0.4 mm, and otherwise uncoated (Figs. 16, 17, and 18).

Surfaces for Far-Infrared (>30 lm) Use

In the far-infrared wavebands, many surfaces such as paints, which have good visible absorptance, 
lose their absorbing and scattering characteristics. Although measurements have only been made 
at wavelengths longer than 15 μm on a few surfaces, the data suggest that most surfaces do not 
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102

Instrument profile

Perfect diffuser

BRDF∗cosqRoughened aluminum
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75°
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45°

15°

10–3

1.00 2.000.00

(b – bO)

–1.00–2.00

FIGURE 11 BRDF of roughened aluminum. Instrument profile and 
perfect diffuse reflector shown for reference. Wavelength is 58.4 nm. (From 
Heaney.131)

102

Instrument profile

Perfect diffuser

BRDF∗cosqGold iridite

101

100

10–1

10–2

75° 85°
45°

15°

10–3

1.00 2.000.00

(b – bO)

–1.00–2.00

FIGURE 12 BRDF of gold iridite. Instrument profile and perfect diffuse 
reflector shown for reference. Wavelength is 58.4 nm. (From Heaney.131)

06_Bass_V4_Ch06_p001-068.indd 6.22 9/14/09 4:40:15 PM

DO
 N

OT
 D

UP
LI

CA
TE



CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.23

75°
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15°
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Instrument profile

Perfect diffuser

BRDF∗cosqBlack nickel

101
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10–2

10–3

1.00 2.000.00

(b – bO)

–1.00–2.00

FIGURE 13 BRDF of black nickel. Instrument profile and perfect diffuse 
reflector shown for reference. Wavelength is 58.4 nm. (From Heaney.131)

75°

85°

102

Instrument profile

Perfect diffuser

BRDF∗cosqEvaporated Cu black

101
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1.00 2.000.00

(b – bO)

–1.00–2.00

FIGURE 14 BRDF of evaporated Cu black. Instrument profile and perfect 
diffuse reflector shown for reference. Wavelength is 58.4 nm. (From Heaney.131)
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15°

102

Instrument profile

Perfect diffuser

BRDF∗cosqBlack paint (NSB69–82)
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1.00 2.000.00

(b – bO)

–1.00–2.00

FIGURE 15 BRDF of NSB69-82 black paint. Instrument profile and 
perfect diffuse reflector shown for reference. Wavelength is 58.4 nm. (From 
Heaney.131)
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Perfect diffuser

BRDF∗cosq
Aluminum, grooved and blazed

A—Grooves parallel to plane
 of incidence
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–1.00–2.00
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85°

45°
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FIGURE 16 BRDF of aluminum, grooved and blazed, with grooves paral-
lel to angle of incidence. Instrument profile and perfect diffuse reflector shown 
for reference. Wavelength is 58.4 nm. (From Heaney.131)
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Instrument profile

Perfect diffuser

BRDF∗cosq

q

Aluminum, grooved and blazed

B—Grooves perpendicular to 
plane of

 incidence 101

100
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10–3
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–1.00–2.00
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85°
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Incidence angle with respect
to sample normal

Incidence angle with respect
to blaze normal

n

FIGURE 17 BRDF of aluminum, grooved and blazed, with grooves 
perpendicular to angle of incidence. Instrument profile and perfect diffuse 
reflector shown for reference. Wavelength is 58.4 nm. (From Heaney.131)
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C—Grooves perpendicular
 to plane
 of incidence 101
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to sample normal

Incidence angle with respect
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FIGURE 18 BRDF of aluminum, grooved and blazed, with grooves 
perpendicular to angle of incidence. Instrument profile and perfect diffuse 
reflector shown for reference. Wavelength is 58.4 nm. (From Heaney.131)
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perform well as “blacks” for long wavelength operation.41,133 Smith32 points out that many coatings 
become transparent at longer wavelength and the substrate roughness enters strongly into the scat-
tering characteristics. An example of this is Infrablack, a rough anodized surface that was previously 
described. The approach has been carried further in Ames 24E.134 A number of approaches and sur-
faces have been developed to create effective surfaces at these wavelengths.

A model has been constructed33 to describe the effect of coating roughness and thickness on the specu-
lar reflectance. Smith and Howitt19 survey materials for infrared opaque coatings (2 to 700 μm). They 
highlight the value of silicon carbide and carbon black for far-infrared absorption. Smith 32,33,39,46,57,72,134–137

provides much of the reference work in this area.
The optical properties of the several infrared coatings and surfaces are given in Figs. 19 to 24. For 

applications in laboratories and in calibration facilities, surfaces like velvet, commando cloth, and even 
neoprene may be used. The long-wavelength measurements on these surfaces are given in Figs. 25 to 
32. The long-wavelength coatings may be grouped into a few basic categories discussed here. As this 
area is one of rapid development for space infrared telescopes and space radiators, there will likely be 
many new approaches in the next few years.

Multiple-Layer Approach For reducing the far-infrared reflectance of baffles, a technique of using 
antireflection surfaces composed of multiple layers with a different refractive index in each layer was 
discussed by Grammar et al.55 For such a coating to be effective, it must match the optical constants 
of free space with the large constants of the baffle substrate.
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CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.27

Teflon Overcoat A polytetrafluoroethylene (Teflon) spray-on lubricant was used as an antireflection 
overcoat for opaque baffle surfaces in the far-infrared and submillimeter by Smith.50 A thick Teflon 
overcoat created by spraying Teflon Wet Lubricant reduced the specular reflectance at millimeter and 
infrared wavelengths by a factor of two. The refractive index of the coating plays a more significant 
role than the thickness.

Cornell Black Houck49 created a far-infrared black paint based on adding large particles of grit 
(silicon carbide #80 and #180 grit) to 3M Black Velvet Nextel 101-C10. This paint could be repeat-
edly cycled to cryogenic temperatures with no flaking or peeling. The far-infrared properties of 
Cornell Black are described by Smith.32,33 Since this 3M paint is no longer available, Cornell Black is 
not now generally used. The ECP-2200 (now called MH2200) replacement for 3M Black Velvet was 
studied by Smith and Howitt19 in an effort to create a paint similar to Cornell Black. Houck49 gives 
complete instructions for making the Cornell Black paint.
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6.28  PROPERTIES

Infrablack Infrablack is a black anodized surface generally applied to 6061 Aluminum.31,64,138 It 
is highly suitable for space radiators, infrared baffles, and for applications where a high emissivity 
is desired. The specular reflectance of the Infrablack is conservatively one order of magnitude less 
than that of Martin Black across the spectral region from 12 to 500 μm. The reduced reflectance 
of Infrablack is attributed to a large increase in the roughness of its substrate prior to anodization. 
The diffuse reflectance characteristics of the Infrablack are different from Martin Black at the longer 
wavelengths. At 12 and 50 μm, the BRDF of Infrablack is considerably less than that of Ames 24E, 
while at 100 and 200 μm they are comparable.
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surface based on roughened aluminum surfaces over the wavelength range 1 to 1000 μm. (From 
Heaney.131)
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FIGURE 25 Reflectance of black felt contact paper from 100 to 10 wave numbers (100 to 
1000 μm). (From Heaney.131)
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FIGURE 26 Reflectance of commando cloth on aluminum from 100 to 10 wave numbers 
(100 to 1000 μm). (From Heaney.131)
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FIGURE 27 Reflectance of black velvet cloth on aluminum from 100 to 10 wave numbers 
(100 to 1000 μm). (From Heaney.131)
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FIGURE 28 Reflectance of neoprene on aluminum from 100 to 10 wave numbers (100 to 1000 μm).
(From Heaney.131)
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FIGURE 29 Transmittance of black felt contact paper from 50 to 500 wave numbers (200 to 20 μm). 
(From Heaney.131)
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FIGURE 30 Transmittance of black velvet cloth from 50 to 500 wave numbers (200 to 20 μm). 
(From Heaney.131)
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FIGURE 31 Transmittance of commando cloth (lps) from 50 to 500 wave numbers (200 to 20 μm). 
(From Heaney.131)
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6.34  PROPERTIES

Ames 24E and Ames 24E2 Ames 24E is a new coating developed at NASA’s Ames Research Center.46

The coating is a very rough, very thick, highly absorbing coating composed largely of SiC grit and 
carbon black, and has very low far-infrared reflectance.46 BRDF measurements show that this sur-
face is a model lambertian surface at a wavelength of 10.6 μm at near-normal incidence. Ames 24E 
is nearly lambertian at longer wavelengths, even at 200 μm.

Ames 24E2 is a formulation using ECP-2200, carbon black, silicone resin, and #80 silicon carbide 
grit. The coating was developed for far-infrared space telescopes and can pass severe cryogenic 
cycling and vibration tests.34 The coating is considerably less reflective at 100 μm than Ames 24E 
and has excellent absorption out to about 500 μm. Smith137 has also developed a highly lambertian, 
diffuse reflectance standard, which he calls PDR, for perfect diffuse reflector. It shows lambertian 
behavior from 10 to about 100 μm.

6.7 SURVEY OF SURFACES WITH OPTICAL DATA

A Note on Substrates and Types of Coatings

Many different substrates are employed for baffle and vane surfaces. In particular, for space or cryo-
genic use, the 6000 series of alloys of aluminum (particularly 6061) are popular. They represent the 
baseline by which other materials are judged. Titanium and graphite epoxy are also widely used, and 
beryllium and carbon fiber substrates are becoming more common. For high-temperature applica-
tions or for resistance to lasers, materials with high melting points such as nickel, molybdenum, and 
carbon/carbon are used.
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FIGURE 32 Transmittance of neoprene rubber from 50 to 500 wave numbers (200 to 20 μm). (From 
Heaney.131)
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CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.35

The distinction between substrate and surface or surface coating is blurry. When paints or other 
coatings are applied to a substrate, the distinction between the two is very clear. However, many sur-
faces today involve an extensive alteration of the substrate before the “coating” is applied. They may 
chemically alter the substrate to create the surface coating, which is an integral part of the substrate. 
In these cases, the use of the word substrate only serves as a description of the material that must be 
altered to create the black surface.

The classification of surfaces by substrate and/or type of coating or surface treatment is only one 
of the many ways available. However, it is a very useful form of classification, and will be used here.

6.8 PAINTS

Paints are easy to apply and their availability and usually low price make them ideal for laboratory 
experiments and instruments. However, their high outgassing rates and, in some cases, the large 
number of particles that can be liberated from them compromise their use in space-based applica-
tions. However, there are many space-qualified paints that have been flown in space. Notable among 
them is Aeroglaze Z306, and the derivatives of this basic paint system that have been developed at 
Goddard Space Flight Center.

The way that paint may be applied can greatly affect the optical properties. The most obvious are 
the number of coats and the thickness; the substrate preparation also plays a critical role. Brown27

describes the effects of number of coats on optical performance for three diffuse paints. The impor-
tance of developing a procedure for painting that incorporates the paint manufacturers’ application 
recommendations cannot be overstated. This procedure must also include process control require-
ments, cleanliness requirements, application process and surface preparation requirements, safety 
requirements, quality assurance requirements, and storage shipping requirements, as McCall18

describes in detail. A short description of a few of the more common paints is given here. Table 2 
gives further reference data on these and other paints.

3M Paints and Their Current Derivatives

3M Nextel Black Velvet Several varieties of 3M Black Nextel paint from Minnesota Mining and 
Manufacturing Company have seen extensive use in ground-based instruments and were considered 
as standards for black coatings. These paints consisted of pigments with approximately 20 percent 
carbon black and 80 percent silicon dioxide. However, most of them are presently unavailable. Those 
that are available are manufactured under license by other companies. The optical properties of the 
original paint are given in Fig. 33.

The paint labeled 3M 101-C10 historically was one of the most widely used laboratory black 
paints; however, it is no longer made. Redspot Paint and Varnish (Evansville, Indiana) now makes 
a similar paint, but uses resin instead of glass microspheres, making it unsuitable for space applica-
tions according to Ames.28 Two other paint varieties in the same line were 3M401-C10 and 3M3101 
(see Figs. 34 and 35), apparently available from Red Spot Paint and Varnish.

The 3M Nextel Black Velvet was replaced by 3M SCS-2200 (3M Brand ECP-2200) (see Fig. 35). 
The optical differences between the original and its replacement are discussed by Willey et al.42 Illinois 
Institute of Technology now produces the ECP-2200 under the name MH2200 (see following).

Nextel 2010 A sprayable Nextel 2010 Velvet paint is available from the German company 
Mankiewicz Gebr. & Co., Hamburg, and has been used on several ground-based astronomical 
instruments, where cryogenic cycling durability is important. The 2010 surface has an outgassing 
rate of 1.3 × 10–4 g/cm2 at 84°F (29°C) in a 20-hour test at 10–5 to 10–6 torr. The solar alpha of this 
surface (from the company literature) is about 0.97 and the normal emittance is about 0.95.

The total emissivity of different black surfaces was investigated with regard to their being used 
as a total radiation standard in the temperature range –60 to +180°C by Lohrengel.139 The investiga-
tions showed that the matte varnish Nextel Velvet Coating 2010 black with an emissivity of 0.951 was 
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Black Velvet. (From Willey et al.42)
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CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.37

best suited for these purposes. Additional changes to the surface (sprinkling of Cu globules, etching) 
could be made to increase the total emissivity by a further 0.007 or 0.016, respectively. The present 
availability of this paint from U.S. manufacturers is unknown.

Nextel Brand Suede Coating Series 3101-C10 C-10 is the black variety of this paint, available 
from Red Spot (see references). It is a low-gloss paint, with reasonable abrasion resistance (see Fig. 36). 
It has a soft-cushioned feel and suedelike appearance and was used on office equipment, furniture, 
and electronic equipment housings. The manufacturer recommends it for interior use only.

MH 2200 MH2200 (formerly ECP-2200, which was derived from the original 3M Nextel Black 
Velvet) is a one-part, flat black, nonselective solar absorber coating designed for high-temperature 
service (Fig. 37). When applied to aluminum substrates, the coating integrity and its “solar absorp-
tion” of 0.96 are unaffected by temperatures to about 500°C. The coating is 43 percent solids in 
xylene and is intended for nonwear applications. ECP-2200 is available from IIT Research Institute. 
It is touted as the substitute for 3M Nextel Black, but does not have the low BRDF at visible wave-
lengths of its former relative. It has a normal emittance of 0.95 at 10.6 μm and an absorptance of 
0.96 over the wavelength range of 0.35 to 2.15 μm. Its emittance is 0.86 on an aluminum substrate 
(normal emittance at 75°F from 2 to 25 μm).

Aeroglaze Z Series Aeroglaze (formerly Chemglaze) Z306 diffuse black paints are part of the Z line 
of single-package, moisture-curing, ASTM Type II, oil-free polyurethanes.24 This paint has excellent 
chemical, solvent, and (if used with a primer) salt-spray resistance. This is a popular paint for aerospace 
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FIGURE 35 Comparison of BRDF profiles at an angle of 45° and
254-nm wavelength: (1) Reynolds Tru Color Diffuse; (2) Chemglaze Z306;
(3) Sikkens 443; (4) Sanodal Fast Black GL; (5) Chemglaze Z306 plus micro-
balloons; (6) Sanodal deep black MLW; (7) 3M 401-C10; (8) Chemglaze Z313; 
(9) DeSoto Flat; (10) DeSoto Flat after EUVSH; (11) Martin Black anodize. 
(From Viehmann and Predmore.35)
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CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.39

use, especially after the discontinuation of 3M’s 401-C10 Black Velvet Nextel.28 For space use, the 
Aeroglaze 9924 and Aeroglaze 9929 primers are recommended. The optical properties are given in 
Figs. 34 and 38 to 43.

A low volatile version of the paint is being developed. In a version developed at Goddard Space 
Flight Center (based on the Z306)44 glass microballoons are added to reduce the specular com-
ponent, though the particles may be a source of particulate contamination. Other versions were 
developed at Goddard based on the Z004 paint. Goddard Black is a generic term for several paints 
of composition and optical properties different from Z306. This name is often incorrectly applied to 
the modified Z306 described here.

Akzo Nobel Paints Three paints sold formerly under the label Cat-a-lac are now known as Akzo 463-
3-8 (formerly Cat-a-lac 463-3-8 diffuse black), 443-3-8 (formerly Cat-a-lac 443-3-8) (see Figs. 34 and 
43 to 46) and 443-3-17 (formerly called Sikkens 443-3-17). The Bostic name is also formerly associated 
with these same paints. The 463-3-8 is the most diffuse of the three blacks, and the other two are con-
sidered “glossy.” It is an epoxy-based system with low outgassing and low reflectance.

Cardinal Black From Cardinal Industrial Finishes. Optical data are given in Fig. 47.

Cat-a-lac Black (Former Name) This is an epoxy system with low outgassing and low reflectance. 
It is now manufactured by Sikkens Aerospace Finishes (see Akzo in the tables for address) and is 
described here.

DeSoto Black The PRC DeSoto Black is a flat black paint most suitable for the range 0.2 to 2.5 μm. 
It has a reflectance of between 2 and 3 percent over this range. Its emissivity is 0.960 compared to a 
300 K blackbody, while its absorptivity over the solar spectrum is 0.924. DeSoto Black can meet out-
gassing requirements for space applications when vacuum baked. The weight loss is typically below 
0.5 percent and the volatile condensable material is below 0.5 percent, similar to 3M Black Velvet.140

A BRDF curve is given in Fig. 35.
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(5°) at a wavelength of 0.6328 μm. (From Ames.28)
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FIGURE 40 BRDF for Chemglaze (now Aeroglaze) Z306 at near grazing incidence 
(80°) at a wavelength of 0.6328 μm. (From Ames.28)
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FIGURE 41 BRDF for Chemglaze (now Aeroglaze) Z306 at near-normal incidence 
(5°) at a wavelength of 10.60 μm. (From Ames.28)
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FIGURE 42 BRDF for Chemglaze (now Aeroglaze) Z306 at near grazing incidence 
(80°) at a wavelength of 10.60 μm. (From Ames.28)

100

90

80

70

60

50

40

30

20

10

0

R
ef

le
ct

io
n

 (
%

)

Angle of incident light (degrees)

900 10 20 30 40 50 60 70 80

FIGURE 43 Specular reflection measured for Cat-a-lac 
glossy (now called Akzo 443-3-8) and for Chemglaze glossy 
(now called Aeroglaze Z302). The wavelength is 0.6328 μm. 
The two lines overlap. (From Griner.25)
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FIGURE 44 BRDFs of glossy surfaces at 0.254 μm and 45° angle of 
incidence. (From Viehmann and Predmore.35)
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FIGURE 45 Total hemispherical 
reflectivity of Bostic 463-3-8 (now called 
Akzo 463-3-8) on bare aluminum. (From 
Willey et al.42)
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FIGURE 46 Total hemispherical 
reflectivity of Bostic 463-3-8 (now called 
Akzo 463-3-8) on ZnCr primer. (From 
Willey et al.42)
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Floquil: Black for Lens Edges Lewis et al.141 discuss experiments to find low-scatter blackening 
components for refractive elements. With index of refraction matching, gains of several magnitudes 
in lower BRDF can be achieved over other edge-blackening techniques. The paint Floquil (Polly S 
Corporation) has been used as an edge-blackening compound and is discussed by Lewis. Smith and 
Howitt19 give a specular reflectance curve for Floquil in the infrared from 20 to 200 μm.

Parson’s Black Prior to 1970, Parson’s Black was a standard black reference.

SolarChem SolarChem is a black paint with excellent visible absorbing properties and has been 
suggested as a replacement for the unavailable 3M Nextel Black. The visible BRDF of SolarChem has 
a flat profile at near-normal angles of incidence (Fig. 48), while the 10.6-μm BRDF of SolarChem 
shows quite a different shape.88 The surface is highly specular at 10.6 μm.

Anodized Processes

Anodized processes can produce fine black surfaces. The condition of the substrate plays an impor-
tant role in the overall scattering properties of the surfaces. A common technique is to sandblast 
(vapor hone) the surface before anodization. Many varieties of grit may be used and each will produce 
a different kind of surface treatment. Sometimes, small pieces of grit can become embedded in the 
surface and this may affect the anodizing process. The BRDF of sandblasted aluminum surfaces are 
given in Figs. 49 and 50. Table 3 gives reference data on anodized surfaces.
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FIGURE 47 BRDF profiles of Cardinal black paint 6550 at 633 nm. 
(From Viehmann and Predmore.35)
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FIGURE 48 Visible (0.6328 μm) BRDF of SolarChem at 5° angle of 
incidence. (From Pompea et al.4)
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FIGURE 49 BRDF profiles of sandblasted aluminum. Open circle:
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(From Viehmann and Predmore.35)
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6.46  PROPERTIES

Martin Black Martin Black is an anodized aluminum surface that is made microrough by a special 
anodization process developed by Lockheed Martin, Denver.142,143 It is made black from the inclusion 
of an aniline dye that is sealed into the surface. It was developed for the Skylab program and has been 
used on a wide variety of space instruments operating at vacuum ultraviolet to far-infrared wave-
lengths. The surface is rough, and scattering at several fundamentally different scale lengths occurs.

Special care in handling surfaces of this class is needed since the surface morphology consists of 
pyramids extending from the surface, and these features are easily crushed. The surface is still quite 
black, however, even if some surface damage occurs. The surface morphology works well for space 
applications as it does not support electrical potentials higher than 200 V, is not affected by tempera-
tures as high as 450°C, by hard vacuum, or by ultraviolet radiation. It also has very low outgassing rates 
and will not delaminate even under severe environmental conditions.144 It passes NASA SP-R-0022A 
specifications for outgassing.

The surface is also highly resistant to chemical attack by atomic oxygen prevalent in low earth 
orbit.64 BRDF measurements of Martin Black show its lambertian character at 0.6328 and 10.6 μm. 
The reflectance spectrum shows significant reflectances at about 2.5 and 5 μm; at other wavelengths, 
the reflectance is low. The optical data are given in Figs. 36, 51, and 52.

Enhanced Martin Black Enhanced Martin Black is similar in its properties to Martin Black, but was 
created to provide an even more durable surface for long exposure to atomic oxygen in low earth orbit. 
Experiments aboard the space shuttle confirm this superiority in the shuttle orbit environment.64 The 
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FIGURE 50 Forward (F) and back (B) scatter profiles of sandblasted 
aluminum. Wavelength of 633 nm. (From Viehmann and Predmore.35)
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process refinements also reduced the near- and middle-infrared reflectances from about 40 percent at 
2.3 μm to about 25 percent and from about 15 percent at 5.5 μm to about 3.5 percent, while maintain-
ing an absorption of about 99.6 percent in the visible region.

Posttreated Martin Black Another variation of the Martin Black surface is designed for near-infrared 
applications. Posttreated Martin Black uses hydrogen fluoride to further reduce the near-infrared reflec-
tance peak and eliminate the middle-infrared reflectance peak of Martin Black. The area under the 2.3-μm
peak of Martin Black has been reduced by about two-thirds and the 5.8-μm peak of Martin Black has 
been eliminated.
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FIGURE 51 Visible (0.6328 μm) BRDF of Martin Black at 5° angle of 
incidence. (From Pompea et al.4)
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FIGURE 52 Infrared (10.6 μm) BRDF of Martin Black at 5° angle of 
incidence. (From Pompea et al.4)
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Infrablack Infrablack is another anodized surface from Martin Marietta, which relies upon a very 
rough substrate to produce a diffusing and absorbing surface for wavelengths up to 750 μm.138,145

It was developed for the next generation of far-infrared NASA telescopes. It has also been used in 
experiments to measure the Stefan-Boltzmann constant where a “blackbody” surface with very high 
emissivity was needed. This type of surface can also be used in space radiators where high emissivity 
is beneficial. Like other anodized surfaces in this class, the Infrablack surface is fragile and care in 
handling is needed to avoid crushing the surface structure. As with Martin Black, even a mistreated 
or crushed surface will still be significantly more light absorbing than most other black surfaces. 
Infrablack can be tuned for maximum absorption between 100 and 500 μm. The BRDF in the vis-
ible and infrared for Infrablack is similar to Martin Black and Enhanced Martin Black; all exhibit 
relatively lambertian behavior in the visible at near-normal angles of incidence (Figs. 53 and 54).
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FIGURE 53 Visible (0.6328 μm) BRDF of Infrablack at 5° angle of inci-
dence. (From Pompea et al.4)
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FIGURE 54 Infrared (10.6 μm) BRDF of Infrablack at 5° angle of inci-
dence. (From Pompea et al.4)
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DEEP SPACE BLACK DEEP SPACE BLACK (N-Science/Advanced Surface Technologies, Arvada, 
Colorado) shares many if not most characteristics of Martin Optical Black, a similar specialized 
anodization process. Like Martin Black it is extremely absorptive over a wide range of wavelengths 
from ultraviolet to the infrared and is best used on 6061 aluminum. The surface has good mechani-
cal stablility. The surface can be fine tuned for better performance in the near-infrared (1 to 5 μm)
and for maximal durability in the low-earth orbit space environment. The total hemispherical 
reflectance in the 0.4- to 0.7-μm range is 0.37 and 0.78 percent in the 0.4- to 1.0-μm range. Like 
Martin Black, the surface does not support an electrical potential greater than 200 V and is robust 
under vibration and cryogenic cooling. When cryogenically cooled the surface has an emissivity in 
the far-infrared region (7 to 120 μm) of 0.985 or better.

This surface is used in controlling stray light or as black surface with high emissivity in a variety 
of optical systems such as detector cold shields and assemblies, detector calibration sources and 
blackbody cavities, thermal control and radiator surfaces, and spacecraft applications such as star 
trackers and cameras. DEEP SPACE BLACK is available in three variations:

DEEP SPACE BLACK-VIS: DSB-VIS is optimized for performance in the visible wavelength regime. 

DEEP SPACE BLACK-Full Spectrum Basic: DSB-FSB is optimized to provide best performance over 
the largest wavelength regime possible. DEEP SPACE BLACK-Full Spectrum Enhanced: DSB-FSE is 
a special variant of DSB-FSB that has a more robust finish with the same outstanding optical char-
acteristics of the FSB. DSB-FSE provides a somewhat improved optical performance in the near- and 
middle-IR. The performance in the visible region of the spectrum is maintained. This product is more 
suited to spacecraft applications, including those applications concerned with LEO environments.

Tiodize V-E17 Surface The Tiodize process is an electrolytic-conversion hard coating of titanium 
using an all-alkaline, room-temperature bath. It produces an antigall coating with good optical 
properties. The process can be used on all forms of titanium and its alloys and has been used in a 
wide variety of space vehicles and aircraft. The Ultra V-E17 coating is a black organic coating which 
changes the absorptivity and emissivity of titanium (0.62 and 0.89, respectively) to 0.89 and 0.91, 
respectively. The emittances were determined from a 25-point integration between 4.8 and 26.2 μm. 
The absorptance was determined by a 19-point integration between 0.32 and 2.1 μm. The surface 
has a total mass loss (TML) of 0.91 percent and no detectable volatile condensable material (VCM) 
in tests run at Ford Aerospace.146 Its interaction with atomic oxygen is unknown.

TRU-Color Diffuse Black An electrolytic coloring process from Reynolds Aluminum.

Hughes Airborne Optical Adjunct Coating A cleanable specular black for use at 1 to 10 μm.

Etching of Electroless Nickel

The etching of electroless nickel provides a black coating useful for many applications. Some refer-
ence data on several electroless nickel processes are presented in Table 4. Kodama et al.147 developed 
optical absorbing black films of etched nickel-phosphorus alloy deposited on substrates using an 
electroless plating process. Results of varying the plating and etching bath components and condi-
tions were studied. They produced an optical absorber with a spectral reflectance of about 0.1 to 
0.2 percent in the wavelength range of 488 to 1550 nm. The absorber showed substantial immunity 
to degradation in two accelerated-aging environments: 2000 hours in a dry-heat environment at 
100°C, and 2000 hours in a damp-heat environment at 85°C and 85 percent relative humidity.

NBS Black This is a blackened electroless nickel surface developed for use as a solar collector at 
the National Bureau of Standards (now NIST) in Gaithersberg, MD.75,76,148 It consists of an electro-
less nickel-phosphorous coating that can be plated onto a wide variety of substrates such as metals, 
glass, ceramics, and plastics. This coating is subsequently etched using nitric acid, creating conically 
shaped holes into the surface, which act as light traps.
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6.50  PROPERTIES

The specular reflectance is less than 1 percent over the range of 0.32 to 2.4 μm, making it an 
extremely black coating (Figs. 55 and 56). As this surface finish was developed for solar collectors, 
the surface has a high value for absorptivity (0.978), but a low value for room-temperature emis-
sivity (about 0.5). The surface is moderately durable as the surface’s relief consists of conical holes 
into the surface. The NBS Black process has been modified resulting in the next surface, which has 
greater infrared absorption.

Ball Black Ball Black is an optical black surface produced with modifications to the techniques just 
described—the selective etching on an electroless nickel surface to produce a multiplicity of conical 
light traps in the surface.29,65 The surface appears intensely black to the eye. The surface, however, 
is still an unaltered nickel-phosphorous deposit with the same chemical properties as the unetched 
surface, which was shiny. Ball Black can be plated on aluminum, beryllium, copper, stainless steel, 
invar, polycarbonate and ABS plastics, titanium, and some magnesium alloys. Since this process 
involves only deposition and etching of a metallic material, problems with outgassing or volatization 
of the surface in a vacuum are minimal.

The surface is able to withstand rapid changes in temperature, with immersion into boiling water 
after being at liquid nitrogen temperature. The surface is sensitive to handling, though less so than 
surfaces like Martin Black. Small blemishes in the surface can be restored by re-etching without replat-
ing. The solar absorptivity can be made to vary between 0.71 and 0.995 and its room-temperature 
emissivity can be tailored to values between 0.35 and 0.94 by changes in the etching parameters. The 
directional reflectance increases by less than a factor of two from 1.5 to 12 μm. It has a BRDF of about 
6 × 10–2 at normal incidence at 0.6328 μm. See Figs. 57 and 58 for optical data.

Plasma-Sprayed Surfaces

Boron Black Martin Marietta Boron Black is a surface that is black in the visible (solar absorptivity 
between 0.89 and 0.97, and emissivity of at least 0.86) and black in the infrared149 (Fig. 59). Boron 
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FIGURE 55 Total integrated scatter of NBS Black. The sub-
strates are magnesium AZ31B-F (upper curve) and magnesium 
ZK60A-T5. Substrate is silica sandblasted. α = 0.978. ε = 0.697. 
(From Geikas.65)

0.2

5
4
3
2
1
0

0.4 0.6 0.8 1.0 1.2

Wavelength (μm)

1.4 1.6 1.8 2.0

R
ef

le
ct

an
ce

 (
%

)

FIGURE 56 Diffuse scatter of NBS Black. The substrates are 
magnesium AZ31B-F and magnesium ZK60A-T5. The plots are 
overlaid and are virtually identical. Substrate is silica sandblasted.
α = 0.978. ε = 0.697. (From Geikas.65)
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Black is a plasma-sprayed surface and can probably be applied to most metallic substrates. It has 
been applied to molybdenum, nickel, and titanium substrates. It offers a low-atomic-number surface 
with good optical properties and the ease of a plasma-spray deposition. The infrared BRDFs show a 
profile characteristic of a surface with lambertian profiles at near-normal angles of incidence.

Boron Carbide This is a Martin Marietta proprietary process. The boron carbide surface is applied 
to a titanium substrate. A 10- to 15-μm layer of B4C is applied in a proprietary plasma-spraying 
process. BRDF measurements at 30° angle of incidence at two wavelengths illustrate that this surface 
is more lambertian in the visible.

Beryllium Surfaces Porous surfaces or those with steep-walled features which can trap radiation have 
been developed using plasma-sprayed beryllium and sputter-deposited beryllium by workers at Oak 
Ridge82,150,151 and at Spire Corp.152 who are developing baffles that can operate in severe environments.
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FIGURE 57 BRDF measurements at 0.6328 μm of textured 
metal surfaces from Spire Corporation and Chemglaze Z306 paint, 
Ball Black electroless nickel coating, and Martin Black anodized coating. 
(From Lompado et al.29)
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FIGURE 58 BRDF measurements at 0.6328 μm of two textured 
metal surfaces from Spire Corporation and Chemglaze Z306 paint, Ball 
Black electroless nickel coating, and Martin Black anodized coating.  
(From Lompado et al.29)
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Plasma-sprayed beryllium samples appear visually rough with a matte gray finish. The specular 
reflectance is approximately constant at about 1.6 percent from 2 to 50 μm, while the BRDF is lam-
bertian in character at near-normal angles of incidence with a value of about 5 × 10–2 sr–1, equivalent 
to a total hemispherical reflectance of about 15 percent.

Beryllium surfaces with varying thicknesses and columnar grain sizes can also be created by low-
temperature magnetron sputtering. The surfaces can then be chemically etched to enhance their 
absorptive properties. These surfaces exhibit less than 2 percent specular reflectance at near-infrared 
wavelengths. Very thick surfaces (350 μm) exhibit specular reflectances of less than 0.5 percent up to 
50 μm wavelength.

A sputtered coating of Be on a Be surface can be made more absorptive through exposure to an 
oxygen plasma to form a layer of BeO on the surface of the coating.29 Optical data are presented in 
Figs. 57, 58, 60, and 61.
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FIGURE 59 Infrared (10.6 μm) BRDF of Boron Black Black at 5° angle 
of incidence. (From Pompea et al.4)
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Ion Beam-Sputtered Surfaces

Ion beam-sputtering processes can roughen surfaces of a large variety of compositions. An excellent 
review is by Banks in Cuomo et al.77 (see also Ref. 78). A variety of sputtering processes can create 
rough features of various geometries that decrease specular reflections and create a black-appearing 
surface from a light-appearing substrate. Since the roughness is integral to the surface, these surfaces 
often have desirable environmental resistance to atomic oxygen. However, these surfaces also have 
tremendous surface area for trapping of contaminants and thus a potential for large outgassing rates 
if preventative steps are not taken. These surfaces are expensive to make in large areas, though they 
are becoming less expensive as coating facilities are built to harness this technology. They do have 
tremendous potential as diffuse baffle surfaces and as high-emittance surfaces for high-temperature 
space radiators.154,155 They are also cleanable and very durable.

Lompado et al.29 and Blatchley et al.83 describe several textured aluminum surfaces and give plots 
of their total hemispherical reflectance in the 0.4- to 1.0-μm range, as well as BRDF plots at 0.6328 
and 10.6 μm (Fig. 60).

Electrodeposited Surfaces

Refer to Table 4 for further reference data on these surfaces.

Black Cobalt Black cobalt is a patented surface developed at Martin Marietta156 which appears 
black in the visible, with a solar absorptivity of at least 0.96 and emissivity of at least 0.6. It is applied 
by an electrodeposition process to a substrate of nickel, molybdenum, or titanium; other substrates 
are also expected to work. It can be used at higher temperatures than anodized aluminum surfaces 
such as Martin Black. It is stable against loss of absorptivity at temperatures greater than 450°C for 
prolonged periods. The surface is not a lambertian surface at 10.6 μm (Fig. 62).

Black Chrome A black chrome surface developed for aerospace use157 is black in the visible and 
is created by an electroplating process on a conducting substrate. Many metallic substrates can be 
used and samples on molybdenum, nickel, and titanium have been made. The preferred substrates 
are titanium and molybdenum. The coating process involves electrodeposition using chromium and 
chromium oxides. The visible BRDF is flat (Fig. 63), while the infrared profile shows the surface to 
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be largely specular in its scattering profile. The solar absorptivity is at least 0.95 and the emissivity 
can be tailored in the range of 0.4 to 0.8. The surface has excellent adhesion to the substrate.

Orlando Black Optical Coating A dendritic surface is produced by the electrodeposition of copper 
in a proprietary copper-plating formulation (Janeczko158). The dendritic structure is then oxidized 
to form smaller structures superimposed on the larger ones. The surface has excellent broadband 
absorption properties from 0.4 to 14 μm and good absorptance at nonnormal angles of incidence 
(Fig. 64). It may be suitable for use at shorter wavelengths. The surface is usable in vacuum envi-
ronments as well as a thermal reference in FLIR systems. A wide variety of materials can be coated 
including ABS plastic, nylon, Ultem, Noryl, fiberglass-reinforced epoxy, glass, stainless steel, copper, 
brass, nickel, aluminum, gold, and beryllium oxide. Dimensional allowances must be made for the 
thickness of the finish (approximately 0.001 in).
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FIGURE 62 Infrared (10.6 μm) BRDF of Black Cobalt at 5° angle of 
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incidence. (From Pompea et al.4)
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Other Specialty Surfaces

Refer to Table 4 for further data on some of these surfaces.

Acktar Black Coatings (Acktar Ltd., Kiryat-Gat, Israel)  Aktar makes a number of black coatings 
including Nano Black, Magic Black, Vacuum Black, Fractal Black, Ultra Black, and Metal Velvet. 
These inorganic coatings each have a wide range of working temperatures, very low outgassing 
(CVCM) in the 0.001 percent range and RML in the 0.167 percent range. Additionally the coatings 
have excellent adhesion to aluminum, copper, stainless steel, invar, kovar, glass, ceramics, polyimide, 
nickel, magnesium, titanium and other metals. There are options to make the coatings electrically 
conductive or nonconductive. The company also makes high emissivity foils.

Carbon Nanotubes and Nanostructured Materials Carbon nanotube arrays can also be used to 
create ultrablack surfaces. These surfaces are not yet practical for many applications but may have 
utility in specialized areas. For example, Yang et al.159 have demonstrated that low-density vertically 
aligned carbon nanotube arrays can be engineered to have an extremely low index of refraction. The 
nanoscale surface roughness of the arrays contributes to an ultralow diffuse reflectance of 1 × 10–7;
an order-of-magnitude lower compared to commercial low-reflectance standard carbon. The nano-
tube arrays can have an integrated total reflectance of 0.045 percent making it among the darkest 
materials ever fabricated.

Vorobyev and Guo160 and Paivasaari et al.161 have also showed that laser ablation and altering of 
metallic surfaces can lead to greatly enhance optical absorptance.

Nanostructuring alone can enhance the absorptance by a factor of about three or more. The 
physical mechanism of the increased absorption is due to several effects including nanostructural, 
microstructural, and macrostructural surface modifications. The value of femtosecond laser ablation 
techniques using high fluences with a large number of applied pulses in reducing surface reflectivity 
may be applicable for a wide variety of metallic surfaces. Currently the process is time consuming 
for large area surfaces.

DURACON (American IMEX Corporation, Monroe, CT) DURACON is another high emissivity 
(>0.98 over the 0.55- to 1.8-μm range; >0.95 over the 2- to 20-μm wavelength range) durable black 
coating used in applications that cover a variety of wavelengths, especially the middle-infrared. It has 
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(2) Orlando Black commercially available anodized aluminum. 
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good thermal diffusivity and the interesting property that its conductivity can be tailored from low 
resistivity (less than 700 Ω cm) to nearly an insulating surface. Thus, it can be used in environments 
where electrostatic discharge may be damaging to dielectric and insulating surfaces. It has good 
adherence and can be used on ceramic, glass, composite, plastic, and metal surfaces. It is durable to 
handling, unlike some anodized surfaces with surface structures that can be damaged by abrasion or 
direct compression. It also has very good ability to withstand wind shear at high Mach numbers and 
to withstand thermal cycling to 1000°F.

The surface can be applied by brush on, spray, or dip coating and any damaged areas can be 
repaired using a brushed on application of a fresh layer. The product is reported to be ready for nor-
mal regular use in 2 hours after this repair.

Electrically Conductive Black Paint Birnbaum et al.51 developed an electrically conductive, flat 
black paint for space use in places such as Jupiter’s radiation belts where spacecraft charging effects 
can be important. Its small resistivity prevents the buildup of charge on the surface. It has a visual 
reflectance of less than 5 percent and other desirable optical properties.

Epner laser black (Brooklyn, New York) This makes a well-known coating used in a variety of 
application. Laser Black is a multilayer metallic oxide that has a microdendritic structure susceptible 
to crushing. This inorganic coating does not outgas and when vibrated ultrasonically in acetone 
shows no flaking or chipping. It has good durability at cryogenic temperatures and can be applied to 
any metallic substrate and most plastics. It requires a deposition of copper approximately 10 to 12 μm
thick. Laser Black is used in cold shields for micro-bolometers and in baffles.

Ebanol C This specialty cupric oxide coating can be applied per MIL-C-14550 undercoat and 
MIL-F-495 processes: immersion in a zincate bath followed by a high cyanide, low copper bath, and 
copper strike and dip in an Ebanol C solution.9

High-Resistvity Coatings Strimer et al.162 describe a number of black surfaces with high electrical 
resistivity for visible and infrared applications.

Sputtered and CVD Surfaces Carbon, quartz, and silicon surfaces have been modified by sputtering 
or by chemical vapor deposition163–165 to create surfaces that are black over the wavelength range of 1 to 
15 μm. The textured surfaces are produced by sputtering with a low-energy (e.g., 500 eV) broadbeam 
ion source while adding impurities to the surface. The results from sputtering with this seeding pro-
cess are structures in the form of cones, pyramids, and ridges. The exact nature of the surfaces created 
depends on the substrate temperature, ion and impurity fluxes, and the impurity species. The reflectiv-
ity of one modified silicon surface was below 1 percent throughout 1- to 25-μm wavelength range.

Silicon Carbide A silicon carbide surface for high-temperature applications was developed at 
Martin Marietta for application to a carbon-carbon substrate. It is applied to a hot substrate by a 
chemical vapor deposition process. The visible BRDF is flat, while the infrared profiles show the 
surface’s specular nature at the longer wavelength.4

IBM Black (Tungsten Hexafluoride) This is a surface being produced at Martin Marietta, Orlando, 
using a process licensed from IBM. Any material that can tolerate 400°C can be used as a substrate 
for this process which involves vapor deposition of tungsten. The surface has dendritic structures 
that form light-absorbing traps. The surface looks like a collection of obelisks, does not outgas, and 
is rugged to the touch. Optical properties and an SEM photograph of the surface are given by Willey 
et al.42 The surface is very black in the 1- to 2-μm wavelength range.

ZO-MOD BLACK ZO-MOD BLACK (ZYP Coatings, Oak Ridge, Tenn.) is a high-emissivity coating 
applied like paint to ceramic porous and fibrous structures. On heating, a hard abrasion- and chemical-
resistant, calcia-stabilized zirconium oxide coating is formed. The coating has high emissivity. The 
coating has been used inside of ceramic furnaces.
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Gold Black Gold blacks are fragile surfaces made by evaporating gold in a low-pressure atmo-
sphere of helium or nitrogen. The surface has good visible light absorption. The preparation and 
optical properties of gold blacks are given by Harris and McGinnies,166 Blevin and Brown,167 and 
Zaeschmar and Nedoluha.168

Flame-Sprayed Aluminum Flame-sprayed aluminum is a very durable and very rough surface that 
has uses as an infrared diffuse reflectance standard. The parameters of the flame-spray process must 
be tightly controlled to create a similar surface each time.

Black Glass Black glass is available from Schott Glass Technologies, Duryea, Pa., in a glass called 
UG1, which is an ionically colored glass. Star Instruments, Flagstaff, Ariz., produces a glossy black 
glass called LOX8. It is a low-expansion copper glass with a coefficient of expansion of about 30 times 
lower than Pyrex.

Black Kapton The optical properties of Black Kapton are given in Fig. 65.

Other Surfaces Some other data is given for specular metallic anodized baffle surfaces (Fig. 66). 
This kind of basic treatment is adequate for some applications. The BRDF of Beta cloth is given in 
Fig. 67. Figure 68 shows the potential of various structured carbon surfaces to be highly absorbing 
over a wide range of angles. These kind of surfaces have great potential for the future.
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6.9 CONCLUSIONS

Black surfaces are used as optical elements in a variety of ways. There is a great choice of surfaces 
available, but the selection of the appropriate surface is often problematical. The consequences of 
choosing the wrong surface are often quite severe.

For the selection process to be most effective, it must be done as early as possible. While the opti-
cal data on surfaces is relatively extensive, the data are often inconsistent or are not available for the 
particular wavelength of interest. The creation of large databases of optical and material properties 
is a great aid to the optical designer and materials consultant. Of great concern for space materials is 
the lack of very long term environmental test data. The synergistic effect of a number of degrading 
influences (e.g., solar ultraviolet, charging effects, atomic oxygen) is unknown for many interesting 
and potentially effective space materials. The use of specialized surfaces that can be tailored for very 
specific applications is an emerging trend and is likely to continue.

When black surfaces are used effectively in optical systems, the performance of the system can be 
greatly enhanced. However, when other approaches to stray light control are not implemented, even 
the “blackest” possible surfaces cannot establish the desired system performance. This cruel fact is a 
persuasive basis for an integration of black surface selection into the general stray light design stud-
ies, which today are nearly mandatory for the design of high-performance optical devices.
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OPTICAL PROPERTIES OF 
FILMS AND COATINGS

Jerzy A. Dobrowolski
Institute for Microstructural Sciences
National Research Council of Canada
Ottawa, Ontario, Canada

7.1 INTRODUCTION

Scope of Chapter

In the broadest sense of the term, an optical filter is any device or material which is deliberately 
used to change the spectral-intensity distribution or the state of polarization of the electromagnetic 
radiation incident upon it. The change in the spectral intensity distribution may or may not depend 
on the wavelength. The filter may act in transmission, in reflection, or in both.

Filters can be based on many different physical phenomena, including absorption, refraction, inter-
ference, diffraction, scattering, and polarization. For a comprehensive review of this broader topic the 
interested reader is referred to the chapter entitled “Coatings and Filters” which appeared in the first 
edition of the Handbook of Optics.1 This chapter deals only with filters that are based on absorption and 
interference of electromagnetic radiation in thin films. Optical thin-film coatings have numerous appli-
cations in many branches of science and technology and there are also many consumer products that use 
them. The spectral region covered in this chapter extends from about 0.003 to 300 μm (3 to 3 × 105 nm), 
although the main emphasis is on filters for the visible and adjacent spectral regions.

The discussion in this chapter is largely confined to generic thin-film filters, such as antireflec-
tion coatings, cutoff filters, narrowband transmission or rejection filters, reflectors, beam splitters, 
and so forth. Filters for very specific applications, such as filters for colorimeters and other scientific 
instruments, color correction filters, and architectural coatings, are, as a rule, not treated. Of the 
filters described, many are available commercially while others are only research laboratory proto-
types. This review does not cover thin-film filters whose properties can be changed by external elec-
tric or magnetic fields, temperature, or illumination level.

In this introductory section some general considerations on the use of optical filters are pre-
sented. In the following sections, the theory of optical multilayers and the methods for their deposi-
tion and characterization are briefly discussed. These sections are useful for gaining a proper under-
standing of the operation, advantages, and limitations of optical coatings. The remaining sections 
then describe the properties of various generic thin-film filters.

For further information on this subject the interested reader is particularly encouraged to con-
sult the books by Macleod,2 Rancourt,3 and Baumeister.4

7.1

7
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7.2  PROPERTIES

General Theory of Filters 

There are many different ways of describing the performance of optical coatings and filters. For 
example, transmission and reflection filters intended for visual applications are adequately described 
by a color name alone, or by reference to one of the several existing color systems (see Chap. 10, Vol. III). 
There also exist other specialized filter specifications for specific applications. However, the most 
complete information on the performance of a filter is provided by spectral transmittance, reflec-
tance, absorptance, and optical density curves. This is the method adopted in this chapter.

Referring to Fig. 1, at a wavelength l the spectral transmittance T(l) of a filter placed between 
two semi-infinite media is equal to the ratio of the light intensity of that wavelength transmitted 
IT(l) by the filter to that incident I0(l) upon it,

  T
I

I
T( )

( )

( )
λ λ

λ
=

0

  (1)

The spectral reflectance R(l) of a filter is defined in a similar way,

 R
I

I
R( )
( )

( )
λ

λ
λ

=
0

  (2)

At non-normal incidence the component of the intensity perpendicular to the interface must be 
used in the above equations.2 The relationship between the transmittance T(l) and the density D(l) 
of a filter is given by

  D
T

( ) log
( )

λ
λ

= 1
  (3)

In this chapter, transmittances and reflectances will be plotted using either linear or logarithmic scales. 
The logarithmic scale is particularly well suited whenever accurate information about the low trans-
mission or reflection region is to be conveyed. However, this is done at the expense of detail at the high 
end of the scale. A variant, the decibel scale, equal to –10D(l), is frequently used in the telecommuni-
cations field. Wavelengths are normally specified in micrometers (μm) because this is the most convenient 
unit for the whole spectral range covered in this chapter. In the following discussions the dependence of 
the transmittance, reflectance, and absorptance on wavelength will be implicitly assumed.

R2

R1

T1 T2

IR(l)

Io(l)

IT(l)

(1) (2)

I´ I˝ = t I´

d

FIGURE 1 Specular transmission and reflection of 
light by a plane-parallel plate (see Sec. 7.1, subsection 
“General Theory of Filters”). 
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OPTICAL PROPERTIES OF FILMS AND COATINGS  7.3

Transmission and Reflection of Coatings on a Substrate

Many multilayer coatings are deposited onto a transparent or partially transparent substrate. 
Both the multilayer and the substrate contribute to the overall performance of the filter. For 
example, absorption in the substrate is frequently used to limit the transmission range of the filter. 
Reflectances at the filter interfaces need also to be considered. However, they can be reduced by anti-
reflection coatings, or by cementing several components together.

In general, a filter can consist of multilayer coatings deposited onto one or both sides of a sub-
strate. The overall transmittance Ttotal of a filter can be expressed in terms of the internal, or intrin-
sic transmittance t  of the substrate and the transmittances T1, T2 and internal reflectances R1, R2 of 
each surface of the substrate (Fig. 1).

The internal transmittance t of a substrate is defined to be the ratio of the light intensity I″ just 
before reaching the second interface to the intensity I′ just after entering the substrate (Fig. 1):

 τ = ′′
′

I
I

  (4)

Expressions for the evaluation of the transmittance T and reflectance R of multilayer coatings are 
given in Sec. 7.2, subsection “Matrix Theory for the Analysis of Multilayer Systems.”

Providing that the incident light is not coherent, there will be no interference between the 
beams reflected from the two surfaces of a substrate, even when the surfaces are plane parallel. A 
summation of all the partial reflections leads to the following expression for the overall spectral 
transmittance Ttotal of a filter:

  T
T T

R Rtotal =
−

1 2

1 2
21

τ
τ

  (5)

The reflection coefficients of uncoated interfaces can be calculated from Eq. (80), providing that the 
complex refractive indices of the substrate and of the medium are known. If all the materials in the 
filter are nonabsorbing, then 

  T
T T

R Rtotal =
−

1 2

1 21
  (6)

If R1 is small, an appropriate expression for Ttotal is

  T R R Ttotal ≈ − −[ ( )]1 11 2 2   (7)

However, this last approximation is not valid in general; some infrared substrate materials have 
high-reflection coefficients and in such cases Eq. (6) must be used.

Transmission Filters in Series and Parallel

To obtain a desired spectral transmittance it is frequently necessary to combine several filters. One 
common approach is to place several filters in series (Fig. 2a).

Because of the many different partial reflections that may take place between the various sur-
faces, precise formulas for the resulting transmittance are complicated.5 Accurate calculations are 
best carried out using matrix methods.6

To a first approximation, the resultant transmittance T′ of a filter system consisting of k indi-
vidual filters placed in series is given by

  ′≈ ′ ′ ′ ′T T T T Tk1 2 3�  (8)
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7.4  PROPERTIES

Here Ti′ is the total transmittance of filter i. This expression is valid only if the reflectances of the 
individual filters are small or if the interference filters are slightly inclined to one another and the 
optics are arranged in such a way that the detector sees only the direct beam.

Under other circumstances the use of this expression with interference filters can lead to serious 
errors. Consider two separate filters placed in series and let T1′, T2′, R1′ and R2′ correspond to the 
transmittances and reflectances of the two filters. If T1′ = T2′ = R1′ = R2′ = 0.5, then according to
Eq. (8), the resulting transmittance will be T′ = 0.25. For this simple case the precise expression can 
be derived from Eq. (5) and is given by

  ′=
′ ′

− ′ ′
T

T T

R R
1 2

1 21
  (9)

Evaluating this expression one obtains T′ = 0.33. This is significantly different from the result 
obtained from the application of Eq. (8).

Some spectral transmittance curves cannot be easily designed by placing filters in series alone. 
For certain applications it is quite acceptable to place filters not only in series, but also in parallel.7 
This introduces areas as additional design parameters. Thus, for example, the effective spectral 
transmittance T′ of the filter shown in Fig. 2c would be given by

  ′= ′ + ′ + ′ + ′
⎛

⎝
⎜

⎞

⎠
⎟T

a
A

T
b
A

T
c
A

T
d
A

Ta b c d   (10)

where

  

A

a b c d

=

=

overall area of filter,

, , , areas of the four zones,

transmittanceT T T Ta b c d
′ ′ ′ ′ =, , , ss of four zones

  

The latter are given by

  

T T T

T T T

T T T

a

b

c

′ = ′ ⋅ ′ ⋅ ′ ⋅ ′

′ = ′ ⋅ ′ ⋅ ′

′ = ′ ⋅

1 2

1 2

1 2

T T

T

3 4

3

′′

′ = ′ ⋅ ′ ⋅ ′ ⋅ ′T T3 5Td T T1 2

  (11)

Great care must be exercised when using such filters. Because the spectral transmittance of each zone 
of the filter is different, errors will result unless the incident radiation illuminates the filter uniformly. 

T´

1 1

1

a b c d

(c)(b)(a)

2 2

23
3 3

4

5

k

k

T´ Tá Td́TćTb́

FIGURE 2 Transmission filters arranged in series and 
in parallel. The filters can be air-spaced (a), (c) or cemented (b). 
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OPTICAL PROPERTIES OF FILMS AND COATINGS  7.5

Similar care must be used when employing the filtered radiation. One way proposed to alleviate 
these problems is to break the filter down into a large number of small, regular elements and to 
reassemble it in the form of a mosaic.8

Reflection Filters in Series

If radiation is reflected from k different filters, the resultant reflectance R′ will be given by

  R R R R Rk
′ = ′ ⋅ ′ ⋅ ′ ′

1 2 3�   (12)

which is analogous to Eq. (8) for the resultant tansmittance of filters placed in series. Many of 
the considerations of that section also apply here. For instance, R′ will be significant only at those 
wavelengths at which every one of the reflectors has a significant reflectance. Metal layers (Sec. 7.15, 
subsection “Reducing Reflection with a Thin Metal Film”) and thin-film interference coatings can 
be used exclusively or in combination.

For the sake of convenience the number of different reflecting surfaces used is normally 
restricted. The outlines of some possible reflector arrangements given in Fig. 3 are self-explanatory. 
The arrangement shown in Fig. 3b does not deviate or displace an incident parallel beam. The num-
ber of reflections depends in each case on the lengths of the plates and on the angle of incidence of 
the beam. Other arrangements are possible.

Clearly, reflection filters placed in series require more space and are more complicated to use 
than transmission filters. But if in a given application these shortcomings can be accepted, multiple-
reflection filters offer great advantages, which stem mainly from the nature of the reflectors available 
for their construction (see Sec. 7.16, subsection “Multiple Reflection Filters”).

7.2 THEORY AND DESIGN OF OPTICAL
THIN-FILM COATINGS

Design Approaches

A thin-film designer may be asked to design a multilayer coating in which the transmittance, reflec-
tance, and/or absorptance values are specified at a number of wavelengths, angles, and polarizations 
of the incident light. The designer may be required to provide a coating with many other more 

(a)

(b)

(c)

(d)

FIGURE 3 Various arrangements (a) to (d) for 
multiple-reflection filters. 
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7.6  PROPERTIES

complicated properties, including integral quantities such as CIE color coordinates, solar absorp-
tance, or emissivity.9 The parameters that can be used to reach these goals are the number of layers 
in the multilayer, its overall thickness, the layer thicknesses and the refractive indices and extinction 
coefficients of the individual layers and of the surrounding media. Clearly, the more demanding the 
performance specifications, the more complex the resulting system. Many different methods have 
been developed for the design of multilayer coatings. For a good overview of this topic the interested 
reader is referred to the books by Macleod,2 Knittl,10 and by Furman and Tikhonravov.11 Here only 
the most important methods will be mentioned.

Graphical vector methods provide the most understanding of the problem, but the necessary 
approximations limit them to the solution of problems in which the final reflectance is not too high. 
Admittance diagrams and similar chart methods do not suffer from this limitation, but they are best 
applied to problems in which the specifications are relatively simple.12 Many problems can be solved 
using the known properties of periodic multilayer systems.13 Analytical synthesis methods yield 
solutions to problems in which quite complex spectral transmittance or reflectance curves are specified.14,15 
However, solutions frequently obtained in this way call for the use of inhomogeneous layers that are 
often more difficult to deposit, or for homogeneous layers with optical constants that are outside the 
range of known materials. Numerical design methods are the most flexible of all because they can 
be applied to problems with very complex specifications requiring a large number of layers for their 
solution.16,17 They are usually based on the matrix theory of optical multilayer systems and are par-
ticularly powerful for the solution of complicated spectral problems when combined with analytical 
methods.

Matrix Theory for the Analysis of Multilayer Systems 

If electromagnetic radiation falls onto a structure consisting of thin films of several different materi-
als, multiple reflections will take place within the structure. Depending on the light source and the 
layer thicknesses, the reflected beams may be coherent and interfere with one another. This optical 
interference can be used to design optical multilayer filters with widely varying spectral character-
istics. In this section the basic equations for thin-film calculations are presented and some general 
properties of interference filters are listed. For a thorough discussion of this topic the reader is 
referred to the work of Macleod2,18 and Thelen.19

Consider the thin-film system consisting of L layers shown in Fig. 4. The construction parameters 
comprise not only the refractive indices nj and the thicknesses dj of the layers j = 1, 2, . . . L, but also 

1.0

…
…

R

dL

dj

d2

d1

nm

ñL

ñ2

ñj

ñ1

ñs

R´ T

qj

qo

1

2

L

j

FIGURE 4 Construction parameters of a multilayer. 
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OPTICAL PROPERTIES OF FILMS AND COATINGS  7.7

the refractive indices ns and nm of the substrate and the incident medium. The angle of incidence q, 
the wavelength l, and the plane of polarization of the incident radiation are the external variables of the 
system. It should perhaps be mentioned here that in some application areas it is more customary to 
use the grazing angle of incidence qg , where qg = 90 – q.

The most general method of calculating the transmittance T and the reflectance R of a multilayer 
from the above quantities is based on a matrix formulation20,21 of the boundary conditions at the 
film surfaces derived from Maxwell’s equations.21

It can be shown that the amplitude reflection r and transmission t coefficients of a multilayer 
coating consisting of L layers bounded by semi-infinite media, for the general case of obliquely inci-
dent light, are given by

  r
E H

E H
m m m

m m m

=
−
+

η
η

  (13)

and

  t
E H

m

m m m

=
+

2η
η

  (14)

where

  
E

H
m

m s

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟ =

⎛

⎝
⎜

⎞

⎠
⎟M 1

η   (15)

Em and Hm are the electric and magnetic vectors, respectively, in the incident medium, and M is a 
product matrix given by

  M M M M M M= −L L j1 2 1� �   (16)

In the above equation Mj is a 2 × 2 matrix that represents the jth film of the system:

  M j

j
j

j

j

m im

im m

i

i

=
⎛

⎝
⎜⎜

⎞

⎠
⎟⎟ =11 12

21 22

cos sin

sin

δ
η

δ

η δ jj jcosδ

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

  (17)

where

  δ π
λ

θj j j jn d= 2
( cos )   (18)

the quantity njdj cosqj is the effective optical thickness of the layer j for an angle of refraction qj. In 
Eqs. (13) to (17) h represents the admittance of the medium, substrate, or layer and is given by

  η θ
θ

=
n

p

n
cos
cos

-polarization

ss-polarization

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
  (19)

depending on whether the incident radiation is polarized parallel (p) or perpendicular (s) to the 
plane of incidence. Clearly, for normal incidence of light, the value of the admittance is equal to the 
refractive index. The angle qj is related to the angle of incidence q0 by Snell’s law

  n nm j jsin sinθ θ0 =   (20)
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7.8  PROPERTIES

The intensity transmittance and reflectance are

  T ts

m

=
η
η

| |2   (21)

  R r=| |2   (22)

and the phase changes on transmission and reflection, fT and fR, are given by

  φT t=arg   (23)

  φR r=arg   (24)

More often than not, multilayer coatings are specified in terms of T and R and the phase changes 
on reflection and transmission are usually not of direct interest to the users. Exceptions are reflec-
tors for interferometers.22 It has also been found that specifying certain values of jT, jr was useful in 
controlling the solution type obtained by some thin-film design methods.23

If the materials in a multilayer are all nonabsorbing, then T + R = 1. Should one or more materi-
als absorb, then in the above equations the refractive indices of these materials must be replaced by 
their complex refractive indices ñ, defined by

  �n n ik= −   (25)

where k is the extinction coefficient of the material. Even though all the elements of the layer matrix 
for such a material are now complex, its determinant will still be unity. The absorptance of the mul-
tilayer is then calculated from

  A T R= − −1   (26)

Certain important general conclusions about the properties of multilayer filters can be drawn from 
the above equations.

1. The properties of thin-film systems vary with angle of incidence [Eqs. (18), and (19)]. For some 
applications this is the major disadvantage of interference filters compared to absorption filters.

2. This variation depends on the polarization of the incident radiation [Eq. (19)]. The following 
equations define T and R for obliquely incident nonpolarized radiation:

  T T Tp s= +1
2

( )   (27)

  R R Rp s= +1
2

( )   (28)

The dependnce of T and R on polarization has been used for the design of polarizers (see
Chap. 13, Vol. I). However, like the angular variation, it is a disadvantage for most other applica-
tions. Many researchers have investigated ways of reducing these effects.13,24–27 

3. Transmittance curves of nonabsorbing multilayers composed of layers whose optical thicknesses 
are all multiples of l/4 show symmetry about l0 when plotted on a relative wavenumber scale l0 /l
[Eqs. (17)and (18)].

4. A proportional change of all the thicknesses of a nonabsorbing multilayer results merely in a dis-
placement of the transmittance curve on a wave-number scale [Eq. (18)]. Thus a thin-film design 
can be utilized in any part of the spectrum subject only to the limitations imposed by the disper-
sion of the optical constants of the materials used.

5. The reflectance and absorptance of a filter containing absorbing layers will depend, in general, 
on which side of the filter the radiation is incident (Fig. 5). However, the transmittance does not 
depend on the direction of the incident light.
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OPTICAL PROPERTIES OF FILMS AND COATINGS  7.9

An important parameter is the electric field amplitude squared, |E|2. The susceptibility of a mul-
tilayer to high-power laser damage is proportional to the highest value of this quantity within the 
multilayer. One way to evaluate E is to subdivide each layer of the system into Lsub sublayers (Fig. 6) 
and to evaluate the partial matrix products Pj,

  P Sj k
k

jp ip

ip p
=

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟=

=
∏11 12

21 22 1

( )   (29)
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FIGURE 5 Spectral characteristics of a thin chro-
mium alloy film on glass. Curve 1: transmittance; curves 
2 and 3: reflectance from the glass and air sides, respec-
tively. (After Liberty Mirror.28)
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FIGURE 6 Subdivision of layers for the evaluation of 
the electric field within a multilayer (see Sec. 7.2, subsection 
“Matrix Theory for the Analysis of Multilayer Systems”).
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7.10  PROPERTIES

for all L sublayers, where Sk is the matrix of the kth sublayer. Then, the electric field amplitude at a 
point j in the multilayer is given in terms of the elements of the total and partial product matrices by 
the following expression:29

  E
p n p

m n m n m nj
s

s m m

=
+

+ + +
4 11

2
12

2

11 22
2

21

[ ( ) ]

[ ( )] [( )/ / nn ms 12
2]

  (30)

The analysis of optical thin-film systems [with computer programs based on Eqs. (13) to (30)] is relatively 
simple. The design of filters with any but the simplest spectral characteristics is a more complicated 
problem and one of the methods listed in Sec. 7.2, subsection “Design Approaches” must be used.

7.3 THIN-FILM MANUFACTURING CONSIDERATIONS

The optical, mechanical, and environmental properties of multilayer coatings depend on the materi-
als used, on the deposition process and on the surface quality of the substrate.

There are many different methods for the deposition of thin films.30–32 Some of the more com-
mon processes are reviewed below. The deposition methods and process parameters used affect the 
microstructure of the resulting layers. The films can be dense with an amorphous or a microcrystal-
line structure, or they may exhibit a columnar growth with considerable voids. The optical constants 
clearly depend on this microstructure and films of the same materials may sometimes have very dif-
ferent properties, depending on how they were deposited (see, for example, Ref. 33). The individual 
films in a multilayer may be under tensile or compressive stress and, unless materials and film thick-
nesses are selected to compensate for these stresses, the overall stress may be large enough to distort 
the substrate or cause the multilayer to break up. The mechanical properties of multilayer coatings 
also critically depend on the microstructure of the films. An excellent discussion of the effects of 
microstructure on the various properties of optical coatings has been given by Macleod.18

Optical Coating Materials 

Many different materials have been used in the past for the construction of optical multilayer coatings. 
Some of the compounds used for the deposition of nonabsorbing layers for the ultraviolet, visible, and 
infrared parts of the spectrum are cryolite (1.35), LiF (1.37), MgF2 (1.39), ThF4 (1.52), CeF3 (1.62), PbF2 
(1.73), ZnS (2.30), ZnSe (2.55), Si (3.5), Ge (4.20), Te (4.80), PbTe (5.50), and the oxides SiO2 (1.48), 
Al2O3 (1.60), MgO (1.72), Y2O3 (1.82), Sc2O3 (1.86), SiO (1.95), HfO2 (1.98), ZrO2 (2.10), CeO2 (2.20), 
Nb2O5 (2.20), Ta2O5 (2.10), and TiO2 (2.45). The numbers in parenthesis represent the approximate 
refractive indices at the midpoints of the material transparency range. Some of the metals used in the 
same wavelength range for the deposition of reflecting or absorbing layers are Ag(0.12 - i3.45), 
Al(1.02 - i6.85), Au(0.31 - i2.88), Cu(0.83 - i2.60), Ni(1.80 - i3.33), Cr(3.18 - i4.41), Inconel(2.94 - i2.92), 
and Rh(2.00 - i5.11). The complex refractive indices of the metals given in the brackets correspond to a 
wavelength of 0.56 μm. The above values are approximate and are intended as a rough guide only. More 
extensive listings of coating materials are given, for example, by Macleod2 and Costich.34 

As already mentioned, the properties of multilayers depend on the materials used for their con-
struction. For example, layers made of oxides are, as a rule, harder than those made of fluorides, sul-
phides, or semiconductors. They are therefore preferred for use on exposed surfaces. Semiconductor 
materials should be avoided in filters that are to be used over a wide range of temperatures because 
their optical constants can change significantly. Some metals are soft and easily damaged while oth-
ers tarnish when exposed to the atmosphere. Such coatings require further protective coatings, or 
should be cemented between two transparent plates. Other materials require the precoating with 
adhesion layers to ensure a good bond to the substrate. For example, frequently a Ni adhesive layer is 
deposited onto glass before coating with Au.
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Evaporation

Conventional (nonreactive) or reactive evaporation from resistance, induction or electron beam gun 
sources is a low energy process (~0.1 eV) and the resulting films frequently have a porous struc-
ture. The porosity may vary with the material, the substrate temperature, the residual pressure in 
the deposition chamber, the deposition rate and angle of incidence of the vapour on the substrate. 
Values of porosities ranging from 0 to 40 percent have been observed. On exposure to the atmo-
sphere some of the voids in the film may adsorb water vapor. This increases the effective refractive 
index of the films and results in a shift of the spectral features of the multilayer towards longer 
wavelengths (“ageing”). This shift is partially reversible—by placing the filter in an inert atmosphere 
or in a vacuum, or on heating, some of the adsorbed water vapor can be removed. Unless it has been 
allowed for at the design stage, such ageing can render some filters useless.

The microstructure of the films can be significantly affected by bombarding the substrate during 
deposition with energetic ions from an auxilliary ion beam source.35–37 The additional energy (~50 to 
100 eV) results in denser films. Hence, coatings produced by ion-assisted deposition have higher refrac-
tive indices and exhibit less or no ageing on exposure to the atmosphere.

The ion-plating process can result in even denser coatings.38–40 In this high deposition rate pro-
cess the starting material must be a good conductor and is usually a metal. Argon and a reactive gas 
species are introduced into the chamber and, together with the evaporant, are ionized. The ions are 
then accelerated to the substrate with energies of the order of 10 to 50 eV. Transparent films with 
near-bulklike densities and low temperature variation of refractive index can be obtained by this 
process. For most materials the layers are glasslike and the interfaces remain smooth. This results 
in a lower scatter. Plasma-ion-assisted deposition is a process that also produces such good quality 
coatings, but it has the advantage over the ion-plating process that it does not require a conducting 
evaporant, so that fluorides and other nonconducting materials can be deposited with it. 41–43

Conventionally evaporated thin films can be under compressive or tensile stresses. If not con-
trolled, these stresses can distort the substrate or cause the multilayer to break up. The magnitudes 
of the stresses depend on the material and on the deposition conditions. It is often possible to select 
the materials and process parameters so that the stresses of the various layers counteract each other. 
In contrast, almost all ion-plated layers are under compressive stress. It is therefore more difficult to 
produce stress-compensated multilayers by this process. 

Sputtering

Reactive or nonreactive DC, RF, AC, or pulsed magnetron sputtering are also used to deposit optical 
multilayer coatings. Very many varients of this process exist.44 Most are significantly slower than 
evaporation and the targets can be quite expensive. Filters produced by magnetron sputtering may 
therefore also be more expensive. However, the process is stable, provides excellent control over 
the thicknesses of the layers and can be readily scaled to provide uniform coatings over large areas. 
Both metal and metal oxide layers can be produced. Sputtering is an energetic process and results in 
dense, bulklike layers that exhibit virtually no ageing.

In ion-beam sputtering an energetic beam of inert ions is aimed at a target made of the material 
that is to be deposited. Atoms or clusters of atoms of the material are dislodged from the target and 
land on the substrate with a high energy (about 10 to 200 eV). This is the slowest physical vapor 
thin-film deposition method described here and it cannot yet be readily scaled for the coating of 
large components. However, it yields the highest quality coatings. Many of the high reflectance coat-
ings for laser gyros, in which no significant losses can be tolerated, are produced in this way.

Deposition from Solutions

In this procedure the substrate is either dipped in an organo-metallic solution and withdrawn at 
a very steady rate from it, or the solution is applied from a pipette onto a spinning substrate. The 
substrate is then placed in an oven to drive off the solvent. The thickness of the film depends on the 
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7.12  PROPERTIES

concentration of the solvent and on the rate of withdrawal or spinning. Other factors that influence 
the process are temperature and humidity, as well as the freshness of the solution. Although it yields 
quite porous films, this method is of interest because many of the layers produced in this way have 
a high laser damage threshold. The process has also been adapted for the coating of quite large area 
substrates with multilayer antireflection coatings for picture frame glass and for display windows. 

Other Deposition Methods

Great strides have been made in the development of various chemical vapor deposition methods for 
the production of optical coatings.45 These processes often take place in the presence of plasmas 
operating at microwave and/or radio frequencies. The advantage of this approach is that it is rela-
tively easy to produce robust layers with intermediate optical constants through the use of appropri-
ate mixtures of two or more reactant gases. However, most of the reactants used are toxic and their 
handling requires special care.

Atomic layer deposition is inherently a slow deposition process that is capable of depositing very 
precise, conformal layers onto irregular-shaped substrates. Recently it has been demonstrated that 
it can be a commercially viable process if large chambers that contain stacks of closely packed sub-
strate holders are used for the simultaneous coating of hundreds of objects.46 

Thickness Control during Deposition

The performance of many optical multilayers depends critically on the thicknesses of the individual 
layers. The control of the layer thicknesses during their formation is therefore very important. Many 
different methods exist for the monitoring of layer thicknesses. For very steady deposition processes, 
such as sputtering, simple timing can give good results. However, the most common techniques used 
are quartz crystal and optical monitoring. The former is very sensitive and can be used for thin and 
thick films, as well as transparent and opaque films. However, it is an indirect method and requires 
careful calibration. This is usually not a problem whenever layers of established coating materials are 
formed using a standard geometry and deposition conditions. Optical monitoring can be performed 
directly on the substrate, or indirectly on a witness glass. The quantities measured are usually T, R, 
or the ellipsometric parameters. One advantage of direct optical monitoring is that the parameters 
measured are usually closely related to the required performance. Furthermore, with optical moni-
toring, a real-time error determination and compensation is possible after the deposition of each 
layer, through the reoptimization of the remaining layers of the system.47 With this method even 
quite complicated multilayer structures can be manufactured. This process is now used in many 
laboratories. Even better results should be possible in the future when the above process is combined 
with ion-beam etching to adjust the thicknesses of layers that exceed the intended value.48

7.4 MEASUREMENTS ON OPTICAL COATINGS 

Optical Properties 

Transmission, Reflection, and Absorption The most commonly used instrument for the measure-
ment of the optical performance of thin-film coatings is the spectrophotometer. The wavelength 
dispersion of commercial instruments for the 0.185 to 80.0 μm spectral range is usually provided by 
prisms or by ruled or holographic gratings. Grazing incidence gratings, crystals, or multilayer coat-
ings are used in the soft x-ray and extreme ultraviolet (XUV) spectral regions. Fourier transform 
spectrometers are capable of measurements from about 2 to 500 μm. A variety of attachments are 
available for the measurement of specular and diffuse reflectance. Absolute measurements of T and 
R that are accurate to within ±0.1 percent are difficult to make even in the visible part of the electro-
magnetic spectrum. Measurements at oblique angles of incidence are even more difficult.
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Very small absorptions of single layers are normally measured with calorimeters.49 The losses 
of high performance laser reflectors are obtained from measurements of the decay times of Fabry-
Perot interferometer cavities formed from these mirrors.50

Roughness of the substrate and irregularities occuring within individual films and the layer 
interfaces give rise to light scattering in all directions.51–53 For many applications it is important 
to minimize this scatter. Special instruments, called scatterometers, are used to measure the 
angular variation of the light scatter. Such data provides information about the substrate and 
multilayer.54 

The transmittance, reflectance, and absorptance of some optical coatings are affected by exposure 
to atomic oxygen and by electron, proton, and ultraviolet irradiation. They also depend critically on 
the cleanliness of the components measured. In space contamination of optical components can also 
take place.55,56 

Optical Constants A reliable knowledge of the optical constants of all the materials used in the 
construction of optical multilayer coatings is essential. There exist many different methods for their 
determination.57 These include methods that are based on refractometry, photometric, and spec-
trophotometric measurements of R and/or T, polarimetry, singlewavelength or spectroscopic ellip-
sometry, various interferometric methods, attenuated total reflection, or on a combination of two or 
more of the above methods. Excellent monographs on the various methods will be found in Palik’s 
Handbook of Optical Constants of Solids.58,59 Some are suitable for measurements on bulk materi-
als and the results are valid only for films produced by the more energetic deposition processes 
described above. The optical constants of porous films must be measured directly. They will depend 
on the deposition parameters and on the layer thickness, and may differ significantly from those 
of bulk materials.60 Special methods have to be used for the determination of the optical constants 
in the x-ray, XUV, and sub-millimeter regions. The accurate measurement of very small, residual 
extinction coefficients of transparent coating materials is difficult. Generally it involves the use of 
laser calorimetry or the use of the film as a spacer layer in a bandpass filter. It is also very important 
to be able to measure the thickness of the film independently.

Laser Damage A measure of the ability of an optical component to withstand high laser irradia-
tions is the laser damage threshold (LDT). There are several ways of defining this quantity. One fre-
quently used definition is based on a plot of the percentage of components that are damaged when 
they are exposed to different laser fluences. The value of the fluence corresponding to the intersec-
tion of a mean curve through the experimental points with the ordinate is defined to be the LDT. It 
is thus the maximum fluence at which no damage is expected to the component.

Absorption is the main cause for laser damage. The incident radiation that is absorbed in the 
optical component will be converted into heat. If the thermal conductance of the optical component 
is too low, the temperature of the local hot spot on the mirror will rise to a value at which damage 
occurs. The damage will therefore depend on the thermal conduction of the materials of which the 
mirror blank is made. For example, some high reflectivity mirrors consist of coatings on Si or Cu 
substrates that are water-cooled during use.

Thermal conductivities of thin films are several orders of magnitude smaller than those of the 
corresponding bulk materials. (Exceptions to this are some fluoride layers.) This compounds the 
problem. To increase the LDT, the deposition methods are optimized to obtain thin films with more 
bulklike thermal conductivities.

Absorption damage usually initiates at defects and other imperfections. In the case of the sub-
strate, it may occur at or below the surface, even when the substrate material is nonabsorbing. It is 
very important to avoid materials with color centers and subsurface damage and inclusions. The 
substrate surface must be very smooth and devoid of scratches, digs, and pores, otherwise polishing 
compounds and other contaminants can be trapped. It is imperative that the substrate be perfectly 
clean prior to coating. Electric fields associated with the above imperfections increase the absorption 
by an amount that is proportional to the refractive index of the material.

The coating materials used for the construction of high LDT multilayers must be very pure, with 
absorption edges far away from the wavelength of interest. As a rule, materials in thin-film form have 
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7.14  PROPERTIES

extinction coefficients that are orders of magnitude larger than those of the corresponding bulk 
materials. Currently the processes used to produce high LDT coatings include ion-beam sputtering, 
sol-gel deposition, and electron beam gun evaporation. To reduce the effects of the residual surface 
roughness, the thicknesses of the layers are often adjusted to shift the peaks of the electric field away 
from the layer boundaries.

The form that the damage takes depends to a large extent on the materials. Pitting of the coat-
ings is probably due to the evaporation of the thin-film materials. Delamination may be due to poor 
adhesion of the layers to the substrate, to undue stresses in the films and/or to a poor match between 
the expansion coefficients of the layers and the substrate.

The LDT also depends on the laser pulse duration. For very short pulses (<10 ns) thermal 
conductance does not play a role in the process. For higher values, the LDT is proportional to the 
square root of the pulse duration. For high repetition rates the LDT depends on the repetition rate. 
To achieve a long life (10,000 or 100,000 pulses) in an industrial environment, the laser should be 
operated at a fraction (say, 1/4 or 1/10) of the nominal LDT. In CW lasers it is not the LDT, but 
the power handling capability that is of essence. Long before damage takes place, the heating can 
cause a distortion of the surface that, in turn, can result in loss of power and in mode and focussing 
problems.

The development of high LDT of laser coatings is so important, that conferences have been held 
in Boulder, Colorado, on this topic every year since 1970. For more detail the reader is referred to 
the proceedings of these conferences,61 as well as to an article written by Ristau.62 There exists also 
a draft international standard on this topic. An increasing number of thin-film vendors include in 
their catalogues LDT information on all or some of their products. Independent LDT test services 
are provided by several commercial companies and publically funded institutions.

Mechanical Properties 

Optical multilayer coatings are frequently required to operate under severe mechanical and envi-
ronmental conditions. Quite frequently meeting these requirements is more difficult than to achieve 
the necessary optical performance. A number of standards deal with the substrate and coating 
quality (MIL-0-13830B), the adhesion of coatings (MIL-M-13508C, MIL C 48497), their abrasion 
resistance (MIL-C-675A, MIL C 675C, MIL-C-14806-A, MIL C 48497), hardness (MIL-M-13508C), 
and resistance to humidity (MIL-C-675A, MIL-C-14806-A, MIL-810-C, MIL C 48497), salt solution 
(MIL-C-675-A) and salt spray (MIL-M-13508-C, MIL-C-14806-A). Most of these standards are 
reprinted in Rancourt’s book.3 Depending on the application, multilayer coatings may be required 
to meet one or more of the above standards. An overview of the subject of stresses and hardness of 
thin films on a substrate has been recently published by Baker and Nix.63 Sapieha and her coworkers 
compared various mechanical properties of three commonly used oxide layers produced by different 
deposition processes.64 

Analytical Analysis Methods 

In addition to optical and mechanical measurements, multilayer coatings can be subjected to a 
number of analytical measurements. These include Auger electron spectroscopy, energy dispersive 
x-ray analysis, Rutherford backscattering, secondary ion mass spectrometry, transmission elec-
tron microscopy and x-ray photoelectron spectroscopy.63,65 Some of these tests are destructive. 
However, when a multilayer coating is subjected to these tests, they yield fairly accurate informa-
tion about the number of layers in a system, and on the composition, thickness, and structure of 
the individual layers.66
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7.5 ANTIREFLECTION COATINGS

Effect of Surface Reflections on Performance
of Optical Systems 

The reflectance of an interface between two nonabsorbing media of refractive indices n1 and n2 is 
given by

  R
n n

n n
=

−
+

⎡

⎣
⎢

⎤

⎦
⎥1 2

1 2

2

   (31)

An expression for the total transmittance T0 of a nonabsorbing plane-parallel plate that takes into 
account the effect of multiple internal reflections within the plate can be obtained from Eq. (9):

  T
R
R0

1
1

= −
+

  (32)

Of this light only a fraction (1 – R)2 passes through the plate without undergoing any reflections. 
An expression for the transmission of a number of such plates placed in series is of interest. It 

helps to explain the effect of multiple reflections between the various plates on the performance of 
devices such as tripple glazings and photographic objectives. It can be shown6 that the total trans-
mittance Ttotal of m plates placed in series is given by

  T
T

m T mtotal =
− −

0

0 1( )
   (33)

The amount of light transmitted directly Tdirect, is

  T R m
direct = −( )1 2   (34)

The light Tstray that undergoes multiple reflections before transmission is responsible for spurious 
images and stray light in the image plane. It is given by

  T T Tstray total direct= −   (35)

The variation of Tdirect and Tstray with R, for several values of m, is shown in Fig. 7. The refractive 
indices of the plate material plotted against the upper x axis assume that the plates are in air.

It will be seen that even for a relatively small number of low-refractive-index plates the ratio Tstray/Tdirect
becomes significant. This means that in an image-forming system under unfavorable conditions the stray 
light can completely obscure the image.67 Second, even in nonimaging optical systems the loss of light
(1 – Tdirect – Tstray) can become quite prohibitive.

Both these problems can be overcome by reducing the surface reflection through the application 
of suitable antireflection coatings to the plate boundaries. Since antireflection coatings with zero 
reflectance across the whole spectrum cannot be constructed, the spectral reflectance R(l) of antire-
flection coatings is usually chosen to minimise the integral

  R I S d( ) ( ) ( )λ λ λ λ
λ∫   (36)

where I(l) and S(l) are the spectral-intensity distribution of the incident radiation and the spectral 
sensitivity of the detector, respectively. A low reflectance is thus needed only in the spectral region in 
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which I(l)S(l) is significant. It should be emphasized here that in addition to this requirement, for 
most applications antireflection coatings must be mechanically very tough, withstand drastic 
climatic and thermal variations, and stand up to the usual lens-cleaning procedures. Some examples 
of improvements in the performance of image-forming and non-image-forming optical systems 
obtained through the use of antireflection coatings are given by Mussett and Thelen67 and by Faber et al.68 

Antireflection coatings can be based on homogeneous layers or on inhomogeneous coatings. 
One can further classify them into single layer, digital, or structured, and homogeneous multilayer or 
complex inhomogeneous layer coatings (Fig. 8a to f ). Because of their industrial importance, antire-
flection coatings for the visible and infrared spectral regions have been the subject of much research 
and development. Two books have been written on this topic69,70 and there exists a very extensive lit-
erature in scientific and technical journals. For a review of this literature and for a systematic discus-
sion of antireflection coatings, the reader is referred to the excellent review articles by Cox and Hass71 
and by Mussett and Thelen.67. A recent report on the present state of the art has been published in the 
Japanese language. In this section, only a brief summary will be given of the results obtained thus far, 
intended to aid in the selection of antireflection coatings for particular applications. The calculated 
data is presented on a logarithmic scale. The relative wavenumber scale facilitates the calculations of 
the width of the effective region of a coating in different parts of the spectrum.

Antireflection Coatings Made of Homogeneous Layers 

The single homogeneous-layer antireflection coating (Fig. 8a) was the first antireflection coating 
and perhaps is still the most widely used. Theoretically it should be possible to obtain a zero reflec-
tance at one wavelength with single dense films. However, because of a lack of suitable low-index 
coating materials, this cannot be realised in practice for substrates with indexes less than about 1.9. 
Nevertheless, even with the available materials a very useful reduction in reflection in a broad spectral 
region is obtained for all common glass types, the reflectance never rising above that of the uncoated 
surface (Fig. 9, curve 8). With the sol-gel method it is possible to produce homogeneous porous oxide 
and fluoride films with very low refractive indices.72–75 Such films have excellent optical characteristics 
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FIGURE 7 Transmittance of a system of m parallel plates of surface reflectances R for directly 
transmitted radiation Tdirect and for radiation that suffers multiple reflections before transmission 
Tstray. The upper x axis is calibrated in terms of the refractive index of the plates for the special case 
when the plates are in air.
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(4). Porous MgF2 on fused silica (2). A conventional single layer antireflection coating on glass 
is shown for comparison (8). (Curve 1 after Wilder;72 curve 2 after Thomas;74 curves 3 and 4 after 
Thomas;75 curves 5–7 after O’Neill;73 and curve 9 after Balzers.76)
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(Fig. 9) and have laser damage thresholds that are considerably higher than those produced by con-
ventional means. However, these gains are at the expense of mechanical strength and long-term sta-
bility. Low-refractive index coating materials can also be simulated by the deposition or etching of 
subwavelength structures (Fig. 8b, e). The effective refractive index depends on the volume fraction 
occupied by the structures.77

If more than one layer is used, all the degrees of freedom could be used to either (1) obtain a 
more complete antireflection in one particular spectral region; (2) increase the width of the spectral 
region over which the reflectance is generally low; or (3) obtain a coating in which the low reflec-
tance is very uniform across the spectrum.78,79 Vlasov has shown with the aid of a diagram of the 
type shown in Fig. 10 that even for a two-layer antireflection coating there exists a large number of 
refractive index combinations which will yield zero reflectance at one wavelength.69 As the number 
of layers and the overall thickness of the antireflection coating increases, it becomes possible to find 
solutions for a particular problem that not only fully meet the most important above desirata and 
almost satisfy the others but are also based on the use of the mechanically most satisfactory coating 
materials. 

The conditions that are satisfied by the refractive indexes and thicknesses of various types of 
antireflection coatings are given in Table 1. In a few cases where they are very complicated, reference 
is made to a paper in which they are set out in full. The calculated transmittance curves of antire-
flection-coated surfaces of glass (Fig. 11a to c), quartz (Fig. 11d), germanium (Fig. 11e and f), silicon 
(Fig. 11g), and other infrared materials (Fig. 11h) utilize refractive indexes that for the most part 
correspond to real coating materials, and hence the curves represent realistic solutions rather than 
the theoretically best possible ones. The actual refractive indices used in the calculations (and opti-
cal thicknesses where they do not correspond to a multiple of l/4) are given in Table 1.

Figure 11a shows the performance of several antireflection coatings on glass for applications 
which require the highest possible efficiency for a limited wavelength region. Of these the coating 
2.1 has probably found the greatest acceptance. A typical measured performance curve for such a 
coating is shown in Fig. 12. Antireflection coatings with a low reflectance in a broad spectral region 
are shown in Fig. 11b and Fig. 13. Coatings of the type 3.4 probably find the widest application in 
practice. The performance of commercial coatings for quartz substrates are shown in Fig. 14.

Solutions listed in Table 1 presume that coating materials with the required refractive indices 
exist. This is frequently not the case and the thin-film designer must seek solutions based on avail-
able coating materials. For example, Furman89 gives a series of practical two-, three-, and four-layer 
solutions for 10 different values of the substrate index ranging between 1.5 and 4.0, while Stolov 
provides90 seven-layer solutions for 10 values of ns, 1.46 ≤ ns, ≤ 1.82.
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FIGURE 10 Refractive index combinations (shaded 
areas) of two-layer antireflection coatings with which a zero 
reflectance at one wavelength can be achieved.
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FIGURE 11 Calculated performance of various antireflection coatings. The numbers identifying the indi-
vidual curves refer to Table 1. (a) High-efficiency antireflection coatings for glass; (b) broadband antireflection 
coatings for glass; (c) highly achromatic antireflection coatings for glass; and (d) antireflection, coatings for quartz.
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(g) Antireflection coatings for silicon and (h) single-layer antireflection coatings for Irtran II, InAs, and InSb. 
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7.20  PROPERTIES

TABLE 1 Some Antireflection Coatings80,81 (The incident medium in all cases is air.)

Type Conditions or Reference
Substrate
Material ns

n1

(n1d1/l)
n2

(n2d2/l)
n3

(n3d3/l)
n4

(n4d4/l) nm

1.1
 n n n n ds m1 1 1 4

= =;
λ  

Glass
Irtran II
InSb
InAs
Ge
Si

1.51
2.20
4.00
3.40
4.10
3.50

1.38
1.59
2.20
1.85
2.20
1.85

1.00
1.00
1.00
1.00
1.00
1.00

2.1

 

tan
( ( )( )

( )(
2

1
1
2

2
2

2
2

1
2

δ =
− −

− −
n n n n n n

n n n n n n
m s s m

s m s m nn

n n n n n n

n n n n n
m s s m

s m

1
2

2
2

2
2

1
2

2
2

1
2

)

tan
( )( )

( )(
δ =

− −
− ss mn n− 2

2)
 

 

Glass

Quartz

Ge

1.51

1.48

4.10

2.30
(0.0524)
2.09
(0.0947)
1.35
(0.0951)

1.38
(0.3250)
1.48
(0.3255)
4.10
(0.0586)

1.00

1.00

1.00

2.2
 n n n n n d n ds m2

2
1
2

1 1 2 2 4
= = =;

λ
 

Glass
Ge

1.51
4.10

1.70
3.30

1.38
1.57

1.00
1.00

2.3
 n n n n n d n dm s1 2 1 1 2 2 4

= = =;
λ

 
Si 3.5 2.20 1.35 1.00

2.4

 

n
n n

n n
n n n n

n n

n d n d

s

m
m

s

1
2 1

2

2
2
2

1 2

2
2

1 1 2

2

0

1

2

− + +

+ =

=

( )( )

22 4
= λ

 

Glass 1.51 1.70 1.38 1.00

2.5
 n d n d1 1 2 2 4

= = λ
 

(see Kard, Ref. 80)

Glass 1.55 1.484 1.32 1.00

3.1

 

n n n n n

n d n d n d

s m s3 2
2

1 1 2 2 3 3 4

= =

= = =

;

λ  

Ge 4.1 3.30 2.20 1.35 1.00

3.2

 

n n n n n

n d n d n d

m s1 3 2

1 1 2 2 3 3 4

=

= = =

;

λ  

Glass 1.53 1.80 2.14 1.47 1.00

3.3

 

n n n n n n n

n d n d n d

m s m s2
2

1
2

3
2

1 1 2 2 3 3 4

= =

= = =

,

λ
 

Si 3.45 2.56 1.86 1.38 1.00

3.4

 

n n n n

n d n d n d

s m3
2

1
2

1 1 2 2 3 3

1

2 4

=

= = =

;

λ  

Glass
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1.51
1.48

1.65
1.65
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1.38
1.38
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n n n n

n d n d n d

s m3
2

1
2

1 1 2 2 3 3

1

3

1

2 4

=

= = =

,

λ  

Glass 1.51 1.659 2.20 1.38 1.00

(Continued)
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OPTICAL PROPERTIES OF FILMS AND COATINGS  7.21

Willey has given a useful empirical expression which relates the average reflectance Ravg in the 
visible and near-infrared spectral region lmin ≤ l ≤ lmax to the overall optical thickness Σ(nd) of an 
antireflection coating composed of layers of refractive indices nM, nH and a single, outermost layer of 
index nL:91

  R n
ndLavg = −

⎡

⎣
⎢

⎤

⎦
⎥

⎛

⎝
⎜

⎞

⎠
⎟0 01 1

3 4

. ( )
( )

max

min

.

maxλ
λ

λ
Σ

00 63

21 2 0 42

.

[( . ) . ]− +Δn   (37)

The above expression is valid for the following parameter values:

  

1.5 1.46max

min

≤ ≤ ≤ ≤ ≤ ≤

≤

λ
λ

3 0 1 17 1 38 2 58

1 0

. . . , .

.

n n nL M H

ΣΣ Δ( )
.

max

nd
n n nH Mλ

≤ ≤ = − ≤3.0 1.20 4

  (38)

A method for the design of optimum or near-optimum two-material antireflection coatings for a 
given substrate, coating materials, and overall thickness has recently been described.92

Type Conditions or Reference
Substrate
Material ns

n1

(n1d1/l)
n2

(n2d2/l)
n3

(n3d3/l)
n4

(n4d4/l) nm

3.6 (see Thetford Ref. 81) Glass 1.52 1.80
(0.1799)

2.20
(0.4005)

1.38
(0.2402)

1.00

3.7
 n d n d n d1 1 2 2 3 3 4

= = = λ  

(see Kard, Ref. 80)

Glass 1.55 1.53 1.454 1.32 1.00

4.1

 
n n n n n

n d n d n d n d

m s1 4 2

1 1 2 2 3 3 4 4

1

2 4

=

= = = =

;

λ
 

Glass 1.51 1.38 1.548 2.35 1.38 1.00

4.2

 
n n n n n n

n d n d n d n d

m s1 4 2 3

1 1 2 2 3 3 4 4 4

= =

= = = =

;

λ
 

Ge 4.0 2.96 2.20 1.82 1.38 1.00

4.3

 n d n d n d n d1 1 2 2 3 3 4 4 4
= = = = λ

(see Kard, Ref. 80)

Glass 1.55 1.846 2.289 2.014 1.32 1.00

4.4 (Design derived from Kard, Ref. 82.) Glass 1.55 1.656
(0.2417)

1.888
(0.2463)

1.832
(0.2390)

1.38
(0.2424)

1.00
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n d n l
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s s
s

1
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1 1 2 2 10
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10

1 2 10

= − −
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=

= = =

( ) ,

, , ,�

� dd10 4
= λ  

[see Kard, Ref. 80]

Ge 4.00 n1 3 735= .
 
�  n9 3 735= .  n10 1 35= .  1.00

TABLE 1 Some Antireflection Coatings80,81 (The incident medium in all cases is air.) (Continued)
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7.22  PROPERTIES

Since for some applications the color introduced into an optical system by antireflection coatings 
is of paramount importance, it has been the subject of many studies.93–96 One way to avoid the prob-
lem is to utilise coatings that are particularly achromatic (Fig. 11c). Thus, for example, 50 surfaces 
coated with antireflection coating 4.4 would have a transmittance of 78 + 3 percent across the whole 
visible spectrum. Nevertheless, of the coatings shown in Fig. 11c only the single-layer antireflection 
coating is being used extensively. Antireflection coatings can also be used to correct the residual 
color of lens systems.97

Often transmittance rather than reflectance measurements are performed to evaluate antireflec-
tion coatings. In general, it is incorrect to assume that T = 1 – R. For instance, the transmission of 
antireflection-coated infrared materials depends not only on the efficiency of the antireflection coating but 
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FIGURE 12 Reflectance of a high-efficiency antire-
flection coating on glass. (After Costich.172)
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FIGURE 13 Reflectances of three broadband antireflection coatings. (Curve 1 after Turner;173

curve 2 after Optical Coating Laboratory;84 curve 3 after Thin Film Lab;85 and curve 4 after 
Balzers76 corresponds to a single-layer AR coating on glass and is shown for comparison purposes.)
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FIGURE 14 Ultraviolet antireflection coatings 
on fused silica. (Curve 1 after TecOptics;83 curve 2 after 
Reynard Corp.;87 and curve 3 after Spindler & Hoyer.88)
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OPTICAL PROPERTIES OF FILMS AND COATINGS  7.23

also on the thickness and temperature of the material. This is because of the finite scatter and absorp-
tion in such materials and because of the dependence, in some cases, of the latter on temperature. The 
measured spectral transmittances of three common antireflection-coated infrared materials at room 
temperature are shown in Fig. 15. Curves for other materials are given by Cox and Hass.71

Inhomogeneous and Structured Antireflection Coatings

The interface between two media with refractive indices n1 and n2 can be antireflection coated over 
a very broad spectral region by the application of a transition layer with an index that changes con-
tinuously from n1 to n2 (Fig. 8d). Many different refractive index profiles have been investigated in the 
past.100–103 Although some of these profiles are more effective than others, all reduce the reflectance 
to a fraction of a percent over the spectral region in which the coatings are transparent and do not 
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FIGURE 15 Transmittance of plates of infrared materials antireflection-coated on both sides.
(a) Silicon. Curve 1: uncoated plate of 1.5 mm thickness; curve 2: single l0/4 layer of SiO2 (l0 = 1.8 μm); 
curve 3: l0/4 coatings of MgF2, and CeO2 (l0 = 2.2 μm); and curve 4: hard carbon layer. (b) Germanium. 
Curve 5: uncoated plate; curve 6: single l0/4 layer of SiO (l0 = 2.7 μm); and curve 7: l0/4 coatings of 
MgF2, CeO2, and Si (l0 = 3.5 μm); and curve 8: environmentally stable, high laser damage threshold 
three-layer design based on ThF4 and Ge. (c) Irtran II. Curve 9: uncoated plate of 2 mm thickness; 
curve 10: single l0/4 coating of CeF3; and curve 11: l0/4 layers of MgF2 and SiO (l0 = 4.2 μm). (d) Zine 
selenide. Curve 12: uncoated plate and curve 13: extremely broadband AR coating composed of 398 
layers produced by molecular beam deposition. (Curves 1–3, 5–7, 9–11 after Cox and Hass;71 curve 4 after 
Balzers;76 curve 8 after Oh98; and curve 13 after Fisher.99)
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7.24  PROPERTIES

scatter excessively, and for which the optical thickness of the layer is at least one half wavelength 
(Fig. 16a). A further advantage of inhomogeneous antireflection coatings is that they are not sensi-
tive to the angle of incidence.104 Processes used for the production of inhomogeneous antireflec-
tion coatings include various additive, subtractive, additive/subtractive, and replication methods. 
Excellent reviews of this topic exist.105, 106

In the additive method relatively dense inhomogeneous layers of varying compositions of two 
or more compounds are formed on the substrate by physical or chemical deposition processes. Such 
coatings are mechanically more durable than any other described in this section. However, because 
of a lack of coating materials with refractive indexes lower than about 1.35, solid inhomogeneous layers 
are not very suitable for the antireflection coating of air-glass interfaces. The several different inhomo-
geneous antireflection coatings of this type described in the past do not offer any special advantages 
over those composed of homogeneous layers. 70,108,109 The situation is different in the case of high-index 
materials (Fig. 17). An even lower reflectance can be achieved by ending the inhomogeneous layer 

(a)

nd = 0.275

0.412

0.550

0.3
0.00

0.02

0.04

R
ef

le
ct

an
ce

0.5 0.7 0.9

Wavelength (μm) Wavelength (μm)

1.1

(b)

nd = 0.412 0.550

0.3 0.5 0.7 0.9 1.1

FIGURE 16 Calculated reflectances of the interfaces between two media antireflection-coated 
with inhomogeneous layers of indicated thicknesses and (complex) refractive indexes that vary 
smoothly, from the index of one medium to that of the other. (a) Two nonabsorbing media of indexes 
1.52 and 2.36. (b) Glass-chromium interface with refractive indexes 1.52 and 2.26 – i0.43, respectively. 
(After Anders and Eichinger.107)
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FIGURE 17 (a) Measured transmittance of a germanium plate coated on both sides with 
inhomogeneous antireflection coatings. Curve 1: 1.2-μm-thick film with an index that changes 
gradually from that of Ge to that of MgF2 (after Jacobsson110); curve 2: 1.76-μm-thick film with an 
index that varies from 4.0 to 1.5, overcoated with a 0.74-μm-thick homogeneous MgF2 layer (after
Scheuerman111); and curve 3: transmittance of an uncoated plate. (b) Measured transmittance of a 
TBI-5 plate. Curve 4: uncoated and curve 5: coated on both sides with ten 2.5-μm-thick homoge-
neous layers with refractive indexes that vary between 1.3 and 2.29 and that are obtained through 
the evaporation of suitable NaF-CdTe mixtures. (After Kuznetsov and Perveyev.112)
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OPTICAL PROPERTIES OF FILMS AND COATINGS  7.25

when its index is equal to the square of that of the lowest-index coating material available. It is then 
possible to complete the coating by depositing an additional homogeneous quarter-wave-thick layer 
of that material (Fig. 17a).

A dense inhomogeneous layer can be approximated by a series of homogeneous layers of gradu-
ally decreasing refractive indexes (curve 10.1, Fig. 11f).113,114 Such layers can be prepared by evapo-
rating a series of appropriate mixtures of two coating materials or, without mixing, by using the 
Herpin equivalent-index concept115 to simulate intermediate refractive indexes. An even more prac-
tical solution is to replace the inhomogeneous layer by a series of thin homogeneous layers of two 
materials only (Fig. 18).116

In another additive process a refractive index variation down to a value of 1.0 is achieved by 
depositing onto the substrate microspheres of transparent oxides or fluorides which form pyramid-
like clumps (Fig. 8e).117 If losses due to scattering are to be low, the average lateral size of the features 
of this structure must be a small fraction of the shortest wavelength for which the coating is to be 
effective. A reflectance of 0.3 percent can be achieved, but the films are fragile.

The subtractive methods are attractive because they do not require expensive deposition equip-
ment. The surface to be antireflection coated is leached and/or etched to form a porous transition 
layer in which the index varies with thickness. Not all optical materials can be treated in this way. 
However, special phase-separable glasses have been developed that lend themselves well to this 
process.118–121 Fairly durable antireflection coatings with a reflectance of less than 0.5 percent for the 
0.35 to 2.5 μm spectral region have been produced in this way (Fig. 19a). Some other materials, such 
as Lexan, Mylar, and CR-39 plastic, require an ion implantation pretreatment before the etching can 
be applied. 101,122 

In the technologically important additive/subtractive method, a single glasslike film is first 
deposited by a sol-gel process onto the surface that is to be antireflection coated. The composition 
of the film is such that, after phase separation, it can be readily leached and/or etched to form a 
porous microstructure with a controlled refractive index gradient.123,126 This eliminates the need for 
the use of expensive phase separation glass components. Such coatings have reflectances as low as 
0.13 percent and a laser damage threshold that is 4 times higher than that of coatings produced by 
conventional physical vapor deposition techniques (Fig. 19b).127 Variants of this process exist.

Microstructured surfaces can also be produced in polymeric and similar materials by a replica-
tion process from a suitable cast. Average reflectances in the visible of the order of 0.3 percent have 
been reported for surfaces treated in this way (Fig. 19c).124

Recently there has been a renewed interest in antireflection coatings in which the variable porosi-
ties of leached or etched layers are simulated by dense regular shaped structures formed by photo-
chemical or mechanical means. Clapham and coworkers appear to have been the first to demonstrate 
such devices.128 They applied a photoresist to a surface, exposed it to two orthogonal sets of ultravio-
let interference fringes, and then developed it to form a regular array of protuberances that could be 
optionally enlarged by additional ion-beam etching. Such surfaces can reduce the reflectance to less 
than 0.3 percent in the visible part of the spectrum (Fig. 19d).125 The theory of such structures has 
been investigated by several workers129,130 and devices for wavelengths extending into the micrometer 
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coating and its two-material equivalent. (After Southwell.116)
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7.26  PROPERTIES

and sub-millimeter region have been fabricated.77,121 Efficient laboratory prototype AR coatings pro-
duced by the glancing angle deposition process have been demonstrated by Kennedy and Brett.131

Universal AR Coatings

The idea of a universal AR coating which would reduce the reflectances of a range of substrates with 
different refractive indices has been first proposed by Vvedenski et al.132 Such an AR coating could 
simplify operations in a coating shop, because all substrates, regardless of the glass that they were 
made of, could be coated in one deposition run. The prize that one pays for this convenience is that 
the performance of an AR coating consisting of the same number of layers, but designed for one 
substrate only will be significantly better. 

In Fig. 20 are shown the results obtained for two AR coatings of this type consisting of 11, 17 
layers each (rows a, b, respectively). The coatings were designed to simultaneously reduce the reflec-
tances of substrates of index 1.48, 1.55, 1.60, 1.65, 1.73, and 1.75. In column 1 the reflectances of 
the uncoated and of the coated substrates are shown. Also indicated are the average reflectances of 
all the coated substrates. The refractive index profiles of the six systems for the different substrate 
materials shown in a2, b2 differ only in the substrate refractive indices. Increasing the number of 
layers in the universal AR coatings shown in this figure will result in a diminishing return in the per-
formance. Several papers on this topic have been published by Yeuch-Yeong Liou.134

Antireflection Coating of Absorbing and Amplifying Media 

Antireflection coatings for glasses and semiconductors in regions of weak absorption, and for present-
day laser materials in which k1, the imaginary part of the complex refractive index [Eq. (25)] is small 
and negative, differ little from those described above.135
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FIGURE 19 Measured performance of various broadband inhomogeneous antireflection 
coatings. (a) Subtractive process—leached and etched phase separation glass (after Asahara120);
(b) additive/subtractive process—leached and etched phase-seperable film deposited onto fused 
silica (after Yoldas123); (c) replication process on a cellulose acetate butyrate surface (after Maffitt124); 
and (d) structured antireflection coating in photoresist (after Wilson125).
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The reduction of the reflectance of opaque materials for architectural, decorative and technical 
purposes leads to a corresponding increase in the absorption.136,137 This can be utilised to improve the 
efficiency of radiation detectors and to control the solar-absorptance and thermal-emittance charac-
teristics of surfaces (see, for example, Ref. 138 and 139). A measured example of the reduction in the 
reflectance of a metal surface attainable with a homogeneous nonabsorbing layer is shown in Fig. 21.

Inhomogeneous transition layers whose refractive index and extinction coefficient change 
gradually from the values of one of the media to those of the other are also very effective.107 The cal-
culated reflectance of a glass-chromium interface coated in this way, useful for blackening of prism 
faces, lens edges, scales, and so on, is shown in Fig. 16b. Metal-air interfaces can be treated a little less 
effectively with single layers because of the lack of suitable low-index materials.

Antireflection Coating of Surfaces Carrying a Thin Film 

For some applications it is necessary to deposit a certain film onto a glass surface. The objectionable 
reflectance that such a film would normally introduce can be avoided by incorporating it into an 
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FIGURE 20 Universal AR coatings for substrates with refractive indices 1.48, 1.55, 1.60, 1.65, 1.70, and 1.75. 
Rows a, b depict solutions based on 11, 17 layers. Column 1 depicts the reflectances of the substrates before and 
after the application of the AR coating. In column 2 are shown the refractive index profiles of the solutions. (After 
Dobrowolski and Sullivan.133)
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7.28  PROPERTIES

antireflection coating. Thus, for example, Fig. 22 shows the calculated transmittances of two con-
ducting layers before and after inclusion in antireflection coatings. The use of homogeneous and of 
inhomogeneous antireflection coatings with absorbing layers for opthalmic purposes is described by 
Katsube et al.140 and Anders.141

Antireflection Coatings at Nonnormal Angle of Incidence

The calculated performances at 0°, 45°, and 60° incidence of the three commercially most important 
antireflection coatings and of a 10-layer coating for germanium are shown in Fig. 23. The deteriora-
tion with angle of incidence is particularly severe for the narrowband high-efficiency antireflection 
coating. Figure 23d suggests that the closer the design of an antireflection coating approximates an 
inhomogeneous transition layer (Sec. 7.5, subsection “Inhomogeneous and Structured Antireflection 
Coatings”) the less angle-dependent is its performance.

To design an antireflection coating for one angle of incidence and one plane of polarization the 
effective thicknesses and refractive indexes [Eqs. (18) and (19)] of its layers should satisfy the rela-
tions set out in Table 1. In practice, small departures from those conditions are required to optimise 
the performance with good coating materials. Calculated curves for two sets of two- and three-layer 
coatings designed for use at 45° are shown in Fig. 24.

If the obliquely incident radiation is unpolarized, a compromise is necessary. The effective 
thicknesses are matched for the design angle, but the refractive-index conditions set out in Table 1 
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FIGURE 21 Antireflection coating of opaque 
metals. Curves 1 and 2: reflectance of chromium and 
of chromium with a ZnS layer. (After Lupashko and 
Sklyarevskii.136).
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FIGURE 22 Calculated single-surface transmittance of antireflection coatings incorporat-
ing a conducting layer. Curves 1 and 2: glass of refractive index 1.755 coated with a 0.566-μm-thick 
SnO2 layer before and after three dielectric layers were added to complete the antireflection coating 
and curves 3 and 4: as above except that the refractive index of the glass and the metric thickness of 
the SnO2 film are 1.516 and 0.200 μm, respectively. (After Veremey and Gorbunova.142)
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are satisfied for normal incidence since they cannot be satisfied for both polarizations at the same 
time (Fig. 25).

Achromatic antireflection coatings can be designed that are optimised for both polarizations at 
the same time or that are suitable for use over a range of angles of incidence (Fig. 26b).24,145 But the 
problem becomes more difficult the greater the spectral and angular ranges required, especially if 
angles of incidence greater than 60° are involved. 
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FIGURE 23 Calculated reflectance of (a) one-, (b) two-, (c) three-, and (d) 10-layer antireflec-
tion coatings (sytems 1.1, 2.1, 3.4, and 10.1 in Table 1) at angles of incidence of 0° (solid curve), 45° 
(dashed curve), and 60° (dotted curve) for light polarized parallel and perpendicular to the plane of 
incidence. 
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for light incident at 45° and polarized parallel or perpendicular to the plane of incidence. (After 
Turbadar.143,144)
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7.30  PROPERTIES

In Fig. 27a is shown the variation with angle of incidence of the calculated average reflectance of 
a six-layer AR coating system for the He-Ne laser wavelength. The reflectance is less than 1 percent 
for all angles smaller than 60°, but only for a narrow wavelength region around the design wave-
length. The performance was limited by the lowest available refractive index at the time.

It has been shown previously (Fig. 19) that, for normal incidence of light, the reflectance from an 
interface between two media with refractive indices ns, nm can be effectively removed over a broad 
spectral region by an inhomogeneous layer with a refractive index that changes gradually from ns to nm, 
providing that the optical thickness of this inhomogeneous layer is at least one half wavelength thick at 
the longest wavelength for which the reflectance is to be low. It has been shown numerically151 and 
theoretically,152 that this rule continues to hold for up to very high angles of incidence, providing that 
the effective optical thickness is at least one-half wavelength at the highest angle of interest. This means 
that broadband inhomogeneous layer AR coatings effective up to very high angles of incidence will 
be very thick. However, it is possible to transform such solutions to homogeneous layer systems with 
which, because of the additional thin-film interference effects, similar performances can be obtained 
with a small number of layers and much smaller overall optical thicknesses. Such solutions still call 
for the use of at least one layer with a refractive index that is very close to the medium index, nm. Such 
solutions can be readily implemented for glass/glass interfaces (Fig. 27c). The angular measurements 
shown in this diagram were obtained with a laser light source, but the AR region was quite broad. 
When the medium is air and a maximum angle of incidence is 85° is stipulated, a refractive index of 
the outermost layer should be of the order of 1.02. In the infrared part of the spectrum there are a 
number of Reststrahlen materials with a refractive index that falls below unity. The measured average 
spectral reflectance for a number of angles of incidence of an AR coating based on such a material is 
shown in Fig. 27b. The antireflection region is narrow because the refractive index of the outermost 
layer has the required value only in a narrow wavelength band. In the visible part of the spectrum such 
indices can only be achieved with very porous or structured layers. Ways of producing such layers are 
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FIGURE 25 Calculated reflectance at 0° (solid curve), 45° (dashed curve), and 60° (dotted curve) 
of (a) two-layer and (b) three-layer antireflection coatings (systems 2.1 and 3.4 in Table 1) for use with 
unpolarized light, with the thicknesses of the layers optimized for an angle of incidence of 45°. 
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FIGURE 26 Average reflectances for unpolarized light of antireflection coatings designed (a) for 45° 
incidence and (b) for use with a convergent light cone of semi-angle of 30°. (Optical Coating Laboratory.84)
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OPTICAL PROPERTIES OF FILMS AND COATINGS  7.31

being investigated at many laboratories. The predicted average reflectance of a hybrid AR coating con-
sisting of seven solid thin films and an outermost structured layer is shown in Fig. 27d. It is expected to 
be less than 1 percent over a broad spectral region for all angles of incidence smaller than 60°. This will 
be a huge improvement over the performance of the coating depicted in Fig. 27a. 

The design of antireflection coatings for very high angles of incidence has been considered by 
Monga.153,154

Nonoptical Properties of Antireflection Coatings

Antireflection coatings, in addition to optical specifications, often have to satisfy additional, nonop-
tical requirements. One such requirement may be to provide scratch resistance to soft, plastic sur-
faces. In Fig. 28a is shown the measured reflectance of an AR coating produced by Schulz et al. for 
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the He-Ne laser wavelength for angles of incidence up to 60° (after Dobrowolski et al.146,147); (b) measured aver-
age reflectance of a Si/air interface for angles of incidence up to 85° with an AR coating based on the use of a 
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ing for angles of incidence up to 60° (after Schulz et al.150).
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7.32  PROPERTIES

a PMMA surface.43 It consists of 27 layers of SiO2 and Ta2O5, with an overall metric thickness of of 
over 3 μm, of which most corresponds to SiO2. The inset shows, that the AR coating provides good 
protection from abrasion. Bruynooghe et al. describe an AR coating which repels water, oil, and dust 
(Fig. 28b).155 This coating consists of a more or less conventional AR coating onto which is depos-
ited a bilayer coating, the first part of which provides for good adhesion to the AR coating, and the 
second, the required hydrophobic properties. The total thickness of the bilayer is 0.006 μm.

7.6 TWO-MATERIAL PERIODIC MULTILAYERS 
THEORY

Nonabsorbing [AB]N and [AB]NA Multilayer Types

Let a periodic multilayer be composed of N periods AB, where A, B represent layers of refractive 
indexes nA, nB and optical thicknesses nAdA, nBdB. The most general representation of the complete 
multilayer is

 AB AB AB AB AB
N

N

1 2 3
⋅ ⋅ =� [ ]   (39)

In practice it is customary to write [HL]N or [LH]N, depending on whether nA is greater or less than 
nB, respectively. The spectral-reflectance curve of the multilayer [AB]N will lie within a pair of enve-
lopes which, at normal incidence, depend only on nAdA, nBdB, nA, nB, ns, and nm.156,157 For ns = nm the 
lower of the envelopes becomes R = 0. The envelopes contain high-reflectance zones within which 
the reflectance at each wavelength increases monotonically with the number of periods, approaching 
1.0 as N tends to infinity (Fig. 29). Outside these high-reflectance zones the curves exhibit subsidiary 
maxima and minima whose number depends on nAdA /nBdB and which increases with N. The first-
order high-reflectance zone occurs at a wavelength l1 given by

  n d n dA A B B+ =
λ1

2
  (40)

and subsequent zones occur at wavelengths lq (l1 > l2 > l3 . . .) given by

  N n d n d q qA A B B
q( ) , ,+ = =

λ
2

2 3 4�   (41)
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FIGURE 28 Nonoptical properties of antireflection coatings. (a) Measured reflectance of a 27-layer, 3-μm-thick SiO2/
Ta2O5 AR coating. The insert illustrates the effect of steel wool on the coated and uncoated portions of the substrate (after
Schulz et al.43). (b) Performance of a water- and dust-repellent AR coating. Curves 1 and 2 are the calculated and measured 
reflectances. Curve 3 is the performance after cleaning the coating with acetone (after Bruynnghe et al.155).
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providing that at these wavelengths

  n d n d p pA A B B
q, , ,≠ =

λ
2

1 2 3�   (42)

It is thus possible, by choosing suitable thickness ratios, to arrange for or to suppress high-reflectance 
zones in several spectral regions at the same time. This is useful in the design of broadband reflec-
tors (Sec. 7.7, “Rejection Filters”), cutoff filters and hot- and cold mirrors (Sec. 7.8), laser reflectors, 
and so on. Typical curves for thickness ratios 1:1 and 2:1 are given in Fig. 30. Plotted on a l0/l scale, 
they show symmetry about all wavelengths l for which nAdA and nBdB are both equal to some inte-
gral multiple of l/4.

Maximum Reflectance For a given refractive index ratio (nA/nB ) and number of periods N the 
highest reflectance occurs whenever nAdA, nBdB are each equal to an odd multiple of l/4. It is given by

  R
n n n n

n n n n
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N

m s A B
Nmax
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( )
=

−
+

⎡

⎣
⎢

⎤

⎦
⎥

/ /

/ /

2
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2

  (43)

Intermediate reflectances are obtained for the related symmetrical multilayers [AB]NA:
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FIGURE 29 (a) Calculated reflectance and (b) phase change on reflection of periodic multi-
layers of the type [HLH]N. H and L stand for high- and low-refractive-index layers of quarter-wave 
thickness at l0 = 1.0 μm. The heavy lines are the envelopes of the reflectance curves. 
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7.34  PROPERTIES

Results for a number of such cases are given in Fig. 31. Intermediate reflectances can be obtained by 
changing the refractive index of any of the layers in the stack.

Explicit expressions for R for other thicknesses are complicated.

Phase Change on Reflection The dispersion of the phase change on reflection from periodic all-
dielectric multilayers is much greater than that of metal reflectors. Unless corrected for, it will lead 
to errors in some metrological and interferometric applications. Like reflectance, it varies rapidly 
outside the high-reflection zone (Fig. 29b). Within the high-reflectance zone it changes almost 
linearly with wavenumber and is 180° at l0/l = 1. The slope of this portion of the graph increases 
and approaches a limiting value as N tends to infinity. The limiting value (in degrees per unit wave-
length) is given by

  
d
d
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n n
n
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  (45)

depending on whether the light is first incident on a high- (nH) or low- (nL) refractive index layer.158 
The above values should be multiplied by 3, 5, . . . in stacks composed of 3l /4, 5l /4, . . . layers.

Böhme has shown that, by changing the refractive index of one of the layers in a quarter-wave 
stack, it is possible to obtain a zero value of the phase change on reflection f at l0.
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Periodic Multilayers of the [(0.5A)B(0.5A)]N Type

The construction of such multilayers differs from that of the type [AB]NA discussed above by hav-
ing outermost layers of only half the thickness of the remaining layers.115 The position and width of 
the high-reflection zones are the same in both cases, but in coatings of the [(0.5A)B(0.5A)]N type 
it is possible to reduce the height of the subsidiary maxima on either one or the other side of the 
main reflectance maximum if nAtA = nBtB. Kard et al. describe the optimum choice of all the con-
struction parameters (N, nA, nB, ns, nm) of such a coating.160 If the refractive indices ns, and nm of the 
surrounding media must be chosen on some other basis, then for maximum improvement of the 
short- and long-wavelength transmission the refractive indexes nA and nB, of the coating materials 
must satisfy

  n n
n

ns m
A

B

=
3

  (46)

or

  n n n ns m A B=   (47)

respectively. Estimates of the maximum reflectance for larger values of N can be obtained from Fig. 31. 
Multilayers of this type are of importance in the design of cutoff filters (Sec. 7.8), and are illustrated in 
Fig. 32, which should be compared with the curves of Fig. 33.
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FIGURE 31 Transmittance at the reflection maximum of quarterwave stacks composed of 
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visible region ( ), and ZnS and PbTe in the infrared ( ).
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7.36  PROPERTIES

Width of the High-Reflectance Zone

For a given value of (nA/nB ), the width ΔlR/l of the high-reflectance zone is greatest when nAdA = 
nBdB = l/4, and it is then given by

  
Δλ

λ π
R A B

A B

n n

n n
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⎟−4 1
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FIGURE 32 Calculated reflectance curves of two periodic multilayers with symmetrical peri-
ods of the type [(0.5L)H(0.5L)]6 in which the subsidiary reflectance maxima on (a) the short- and 
(b) the long-wavelength side of the high-reflectance zone are reduced. 
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strate materials (columns 1 and 2). The dotted curves represent the reflectances for light incident at 60°. 
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This width is reduced by a factor of 2N–1 if Nth-order quarter-wavelength layers are used. Graphs of 
the widths of the high-reflectance zones versus refractive index ratio for l0/4, 3l0/4, and 5l0/4 layer 
stacks are given in Fig. 34. Periodic multilayers with equal refractive index ratios have high-reflectance 
zones of equal widths, but their reflectance curves will not be the same unless the refractive indexes 
of the surrounding media are also increased by the same ratio (Fig. 33).

Periodic Multilayers of the [xH.(1 – x)L]N.xH Type

As already stated in Sec.7.6, subsection “Periodic Multilayers of the [(0.5A)B (0.5 A)N Type” it is not 
necessary for the optical thicknesses of the layers of a periodic multilayer reflector to be equal to a 
quarter wave. A multilayer system of the type [xH .(1 – x)L]N . xH, where H, L correspond to quarter-
wave layers of a high- and low-refractive index and where 0 < x < 1.0, will have a high reflectance, 
providing that the number of periods N is high enough.161–164 However, the smaller the value of x, 
the narrower the width of the high reflectance zone. Given two coating materials, it is thus possible 
to independently select the reflectance and the width of the rejection region. Figure 35a, and b shows 
the relationship between Rmax, ΔlR/l and x , N for values of nH, nL, corresponding to the refractive 
indices of ZnS and polyethylene at about 200 μm. 

Angular Sensitivity

For some applications it is important to reduce the angular variation of the reflectance curve. This 
can be done by using materials with high refractive indexes (Fig. 33) (see also Sec. 7.8, subsection 
“Angle-of-Incidence Effects”). Another way is to use periods in which the high-index film is thicker 
than the low-index film (Fig. 30b and Fig. 60a).

Multilayer Reflectors Made of Absorbing Materials

It is possible to achieve a high reflectance with multilayers of the [AB]NA type even when A, B 
correspond to absorbing materials. This is of particular interest for spectral regions for which no 
nonabsorbing coating materials exist. The optical thicknesses of the periods of such systems are still 
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7.38  PROPERTIES

approximately equal to l/2 but, for maximum reflectance, the individual thicknesses dA, dB may be 
quite different, depending on the number of periods N and on the optical constants of the materials 
used. Reflectors with kA > kB, have structures that are intermediate to those of quarter-wave stacks 
(with kA = kB = 0 and optical thicknesses of l/4, in which constructive interference effects are maxi-
mized), and those of ideal Bragg crystals (with kA >> kB, and in which dA << dB to minimize absorp-
tion losses).

In the extreme ultraviolet (XUV) and the soft x-ray regions (n – 1), k is much smaller than 1 for 
most coating materials.165–167 To design a periodic multilayer with a high normal incidence reflec-
tance for a given wavelength, it is first necessary to choose a material (nB – ikB) with the lowest pos-
sible extinction coefficient.166,168 Next a second, chemically compatible material (nA – ikA) is selected 
with the lowest extinction coefficient that will maximize the normal incidence Fresnel reflection 
coefficient of the interface between the two materials given by

  r
n n i k k

n n k kBA
B A B A

B A B A

=
( ) ( )

( ) ( )

− − −
+ + +

  (49)

Vinogradov and Zeldovich use a factor bopt to relate the metric thicknesses of the layers A and B that yield a 
maximum reflectance to the overall thickness dopt of the period:169

  d d d dA B= ⋅ = − ⋅β βopt opt opt optand ( )1   (50)

where bopt is obtained by the solution of the equation

  
tan( )πβ π βopt opt= +

−
⎡

⎣
⎢

⎤

⎦
⎥

n k

n k n k
B B

A A B B

  (51)

dopt is approximately equal to l/2, but Vinogradov and Zeldovich give a more accurate expression 
for this quantity, as well as for the limiting reflectance R and the number of periods N required to 
reach that value.169
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7.7 MULTILAYER REFLECTORS—EXPERIMENTAL 
RESULTS

In the calculations of the data for Figs. 29 to 34, the dispersion of the optical constants of the materials 
was ignored, and it was assumed that the films were absorption and scatter free and that their thick-
nesses had precisely the required values. In practice, none of these assumptions is strictly valid, and 
hence there are departures from the calculated values. In general, the agreement is better within the 
high-reflectance zone than outside.

Reflectors for Interferometers, Lasers, etc.

The measured reflectances and transmittances of a number of quarter-wave reflectors suitable for 
use in Fabry-Perot interferometers are shown in Fig. 36. The transmission of a typical commercial 
laser reflector for l = 0.6328 μm is shown in Fig. 37. The measured reflectances of a number of 
highly reflecting coatings for the infrared spectral region are shown in Fig. 38. 
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FIGURE 36 Measured spectral reflectance and transmittance curves of periodic all-dielectric reflectors of 
the type [HL]NH for the ultraviolet, visible, and near-infrared parts of the spectrum. Curve 1: 27 layers of MgO and 
MgF2; curves 2 and 3: 11 and 13 layers of PbF2 and cryolite, respectively; curves 4, 5, 7, and 8: 7 layers of ZnS and 
cryolite; curves 6, 9-, and 10: 9 layers of ZnS and cryolite. (Curve 1 after Apfel170 and curves 2 to 10 after Hefft et al.171)
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Both “soft” laser coatings that can be dissolved in weak acids and “hard” coatings that can be 
removed only through polishing are available commercially.

Effects of Imperfections

Thickness Errors Small errors in the thickness of the layers of a quarter-wave stack have only a very 
small effect on the reflectance and on the phase change on reflection of the multilayer within the 
high-reflectance zone but they do affect the performance outside the zone.174,175 In fact, the effect 
may be quite serious: thickness variations can give rise to an apparent lack of flatness of the sub-
strate surface.176–178 

Dispersion The most noticeable effects of dispersion of the optical constants in quarter-wave 
stacks of a given multilayer type are the increase in the peak reflectance with decrease in wavelength 
(see Fig. 36) and the asymmetry of the maxima on either side of the main reflectance maximum.

Absorption The separation between the transmission and reflectance curves in Fig. 36 is mostly 
due to absorption. These losses can limit the usefulness of the reflectors for some applications. Thus, 
for example, in interference filters and Fabry-Perot interferometers they lead to a reduction in the 
peak transmissions and limit the attainable half widths. In optical information-storage devices they 
set a limit to the highest reflectance attainable. In lasers the losses counteract directly the gain in the 
laser medium. In addition, absorption within the layers is responsible for damage to laser reflectors 
(see also Sec. 7.4, subsection “Laser Damage”).

If the two materials used for the construction of periodic quarter-wave stacks have small, but finite 
extinction coefficients, the resulting absorption at first reduces both the transmission and reflection 
coefficients.156,176,179,180 With an increase in the reflectance of a multilayer of the [HL]NH type the absorp-
tion occurs more and more at the expense of the reflection coefficient, approaching a limiting value of

  A R
n

n n
k km

H L
H L=− =

−
+δ

π2
2 2

( )    (52)

that is independent of the number of layers.2 The corresponding expression for a multilayer [HL]N 

in which a low refractive index faces the incident medium is

  A R
n k n k

n n n
L H H L

m H L

=− =
+
−

δ π2 2 2

2 2

( )

( )
  (53)
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FIGURE 38 Measured spectral-reflectance curves of all-dielectric reflectors for the infrared 
made of stibnite and chiolite. Curves 1 and 2: multilayers of the type [HL]4H on glass; curves 3 and 
4: type [(0.5L)H(0.5L)]4 on barium fluoride. (After Turner and Baumeister.173)
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OPTICAL PROPERTIES OF FILMS AND COATINGS  7.41

Figure 39 shows the spectral variation of experimentally determined maximum reflectances and 
limiting losses of various quarter-wave multilayer reflectors.

The absorption in periodic multilayers composed of materials having finite extinction coefficients 
can be reduced below the values given by Eqs. (52) and (53) if a structure of the [xH . (1–x)L]N . xH 
type is used.163

Surface and Interface Imperfections In thin-film calculations it is usually assumed that substrate 
surfaces and interfaces between the layers are smooth and that the layers are homogeneous. In prac-
tice, substrate surfaces and interfaces have a certain roughness and, at times, thin uniform or inho-
mogeneous interface layers formed between the boundaries of two layers as a result of oxidation, 
chemical interactions, or interdiffusion of the two coating materials. The interface layers, as a rule, 
are different at the AB and BA boundaries and are typically 0.0003 or 0.0010 μm thick. These and 
other imperfections of the layer system result in reduced reflection and/or in scatter. If ignored in 
the model used to represent the multilayer, they add to the discrepancies that are observed between 
the calculated and experimental data.

Scattering losses are particularily significant at shorter wavelengths. For this reason there have been 
many theoretical and experimental investigations of scattering of surfaces and thin films. Investigations 
have shown that when scatter does occur, most of the light is scattered in directions that are close to that 
of the specularly reflected light.156,183 The experimental results for a typical mirror are shown in Fig. 40.

Very low loss reflectors Mirrors with very low losses are required for use in laser cavities and in ring lasers. 
Mirrors with a combined loss L (= transmission + absorption + scatter) of the order of 5 × 10–5 are commer-
cially available. With special manufacturing techniques practically loss-free reflectors can now be made. 

A 41 quarter-wave stack made of Ta2O5 and SiO2 layers with a combined loss of L = 1.6 ≥ 10–6, 
corresponding to a reflectance of 0.9999984 at 0.633 μm, has been reported.185 The absorption and 
scatter losses were estimated to be of the order of 1.1 ≥ 10–6. The essential starting point for the 
manufacture of such coatings are superpolished substrates with a surface roughness of 0.5 Å rms or 
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7.42  PROPERTIES

less. The layers were deposited by reactive ion-beam sputtering from high purity oxide targets in a 
cryogenically pumped, fully automated deposition system.186

An even greater challenge will be the requirements of reflecting coatings for Michelson inter-
ferometers for the detection of gravitational waves.185,187 For this application, not only must the 
absorption and scattering losses be less than 0.5 and 2 ppm, but in addition, to reduce the thermal 
noise arising from mechanical loss in the coatings, it will be necessary to match the thermal expan-
sion coefficient and the Young’s modulus of the coating materials to those of the substrates.

Multilayers for the soft x-ray and XUV regions The effect of roughness and of interface layers is 
particularly important in soft x-ray and XUV multilayers because the dimensions of these defects are 
comparable to the thicknesses of the individual layers and of the wavelength.165,166,168 For this reason 
much attention has been focused on the proper modeling of such coatings. Many workers use several 
very thin layers and the matrix method outlined in Sec. 7.2, subsection “Matrix Theory for the Analysis 
of Multilayer Systems” to model the effects of roughness and interface layers.188,189 Others make use of 
the following recursive formula for the amplitude reflectance rj of the first j layers of the system:

  r
r r i

r r ij
j BA j

j BA j

=
+

+
−

−

1

1

2

1 2

exp( )

exp( )

δ
δ

  (54)

Here dj is the effective optical thickness of the jth layer [Eq. (18)], rj – 1 is the amplitude reflectance of 
the first (j – 1) layers and rBA is the amplitude reflectance of the interface between the jth and (j + 1)th 
layers. In this approach, if the Fresnel amplitude reflection coefficient rBA is replaced by
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the combined effect of roughness and of interface layers s can be allowed for.190 In the hard x-ray 
region, where n ≈ 1, k ≈ 0 for all materials, the exponential term in the above expression reduces to 
the so-called Debye-Waller factor DW,
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The calculated reflectance of a XUV mirror, with and without the effect of surface imperfections is 
shown in Fig. 41. These significant reflection losses can be reduced through interface engineering—a 
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process in which interdiffusion or oxidation is inhibited by the deposition at the interfaces of thin 
barrier layers of materials such as C or B4C.192

Narrowband Reflection Coatings

Narrowband rejection (or notch, or minus) filters transmit freely all the radiation incident upon 
them except in one narrow spectral region in which the radiation is either wholly or partially 
reflected.193 Lord Rayleigh observed a corresponding natural phenomenon in potassium chlorate 
crystals.194 Subsequent experimentors reported crystals with rejection bands varying between 0.001 
and 0.038 μm in width and reflectances between 33 and 99.9 percent.195–197 But, unfortunately, at 
present the size of the crystals that can be grown is insufficient, and the position and width of the 
rejection region cannot be controlled. The same comments can be made about coextruded polymer 
films made of the thermoplastic materials polypropylene (n = 1.49) and polycarbonate (n = 1.59).198,199 
With thin films the above limitations can be overcome, but until recently it has been difficult to achieve 
the extremely narrow widths and high rejections observed in the crystals.

A quarter-wave stack of the type [AB]NA has been suggested as a model for the construction of 
such filters (see, for example, Refs. 196 and 200). It follows from Figs. 31 and 34 that the closer the 
refractive index ratio nA/nB is to unity, the narrower the width of the reflectance zone and the more 
layers required to achieve a certain rejection. Shown in Fig. 42a is (1 – the measured reflectance) of a 
multilayer consisting of 760 layers that was produced by a plasma chemical deposition technique.201 
Unfortunately, that method could only deposit such coatings on the inside of a tube. To reduce the 
number of layers, films with higher nA/nB ratios could be utilized and the width reduced by using 
layers with thicknesses that are odd multiples of a quarter wavelength. But this can be done only 
at the expense of bringing the adjacent higher- and lower-order reflection peaks closer. Resonant 
reflectors are an extreme example of this. However, recent progress in the manufacture of multilayer 
systems (see Sec. 7.12) has made it possible to produce notch filters for Raman spectroscopy at any 
wavelength in the visible or near-infrared that exceed the reported performance of the naturally 
occurring crystals. Fig. 42b shows the measured transmittance and optical density of a filter that has 
a 0.020-μm-wide rejection region and a very high transmittance with only a 1 to 2 percent ripple 
in the wavelength range 0.6 < l < 1.00 μm. The optical density at l = 0.75 is 6.0. The filter con-
sists of 714 layers and it has a metric thickness of 51 μm.202 The measured width of the notch of 
the filter shown in Fig. 42c is about 0.024 μm and it has an optical density of 5.9 at l = 1.064 μm, 
as measured with a laser. The second surface of this filter was not antireflection coated, and so the 
transmittance is a little lower, but the high transmittance extends from 0.4 to 1.09 μm. The metric 
thickness of this filter is 122.2 μm and it consists of 4410 layers.203
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Resonant Reflectors

In the past, even “hard” evaporated coatings could not survive the power densities present in some 
high-power lasers. To overcome this problem, resonant reflectors were used.204–207 They consisted 
of one or more accurately air-spaced plane-parallel plates of thicknesses of the order of millimeters 
made of a tough, high-optical-quality material. Because of the long coherence length of the laser 
radiation incident upon them, interference takes place in the same way as in thin films. Resonant 
reflectors may be regarded as being quarter-wave reflectors of enormously high order of interfer-
ence, and all the equations given in Sec. 7.6 apply.

Resonant reflectors made of quartz and sapphire are commercially available. Since the refrac-
tive index of quartz is lower than that of sapphire, a larger number of plates is required to attain the 
same reflectance. On the other hand, quartz is much cheaper and is less temperature sensitive. The 
calculated reflectance of one-, two-, three-, and four-plate sapphire resonant reflectors are shown in 
Fig. 43. In another development diffusion-doped quartz plates are used in the construction of resonant 
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reflectors.208 The doping process causes the refractive index of the plate to increase smoothly in a 
0.5-μm region from that of quartz to about 2.0 at the surface. As a consequence fewer elements are 
needed to achieve a given reflectance.

All-Dielectric Broadband Reflectors

There are several ways of obtaining a coating with a broad high-reflection region should the width 
attainable with quarter-wave stacks be inadequate. For a broad region with a very high reflectance 
one can superimpose two quarter-wave stacks tuned to two different wavelengths. The widest 
continuous high-reflectance region is attained when materials with the highest available refractive-
index ratios are used and the thicknesses of the layers are so chosen that the two high-reflectance 
zones are contiguous (see Fig. 44c). For an even broader region further quarter-wave stacks can be 
superimposed. If high-reflection regions overlap, special precautions must be taken to prevent the 
appearance of sharp reflectance minima in the high-reflectance region.173 It is not easy to obtain a 
very uniform, moderately high reflectance in this way. Another approach is to deposit onto the sub-
strate a series of alternating high- and low-refractive-index films of gradually increasing or decreas-
ing thicknesses (Fig. 45). A broad high-reflection region can also be obtained with a multilayer in 
which the layers are different multiples of l/4 of a selected wavelength (see Fig. 46). Finally, it has 
been suggested that multilayers with 10:1 high reflectance regions might be produced by depositing 
hundreds of layers of random thicknesses made of two materials that are nonabsorbing throughout 
the spectral range of interest.209 As yet experimental data for this approach have not been presented.

If only a relatively small increase in the high-reflectance region is required, or if a uniform but 
only moderately high reflectance is required, the desired result can be achieved by modifying the 
thicknesses and refractive indexes of a quarter-wave stack using a computer refinement program 
or by the addition of achromatizing l/2 layers. The measured performances of several such reflec-
tors are shown in Figs. 47 and 48. Broadband reflectors with moderate and high reflectances for the 
ultraviolet spectral region have been reported by Korolev,213 Sokolova,214 and Stolov.215 A boadband 
reflector for the XUV spectral region is shown in Fig. 57b. 
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Broadband Reflectors Effective over a Wide Range of Angles (Perfect Mirrors) At times it is 
required that the reflectance be high not only over a broad wavelength region, but also for a large 
range of angles of incidence. It was clear that if this is to be achieved, the superimposed periodic stacks 
(Fig. 44) must be contiguous at the highest angle required, and that they will therefore overlap at lower 
angles. This situation has been investigated at some length in a theoretical paper for visible reflec-
tors effective for angles up to 50°.220 Subsequently a number of workers outside the thin-film field 
rediscoved this possibility and described similar coatings working for all angles, which they called 
“perfect mirrors.”221–223 

Phase Change on Reflection from Broadband Reflectors The phase change on reflection from 
broadband reflectors varies even more rapidly with wavelength (Figs. 44 to 47) than that from quarter-
wave stacks (Fig. 29).224,225 In fact, the phase change can be so large, that it has been proposed for the 
construction of spacerless transmission interference filters (see Fig. 93h). But a high phase change 
on reflection can also be a disadvantage in certain metrological applications. Another consequence 
of this rapid variation is that, in the presence of systematic thickness variations in the layers, it can 
give an impression of a lack of flatness in the substrate.178 Figures 47d and 48a represent designs of 
broadband reflectors in which an effort was made to reduce this effect.

Coatings for Ultrafast Optics

In all sections of this chapter, with the exception of this one, it is assumed that the intensity of 
the radiation that is falling onto a multilayer does not vary in time and that a steady state exists. 
However, there are applications in telecommunications, spectroscopy, and in other areas in which the 
use of very short pulses of light is a great advantage. But, for pulse durations shorter than 100 fs, the 
transient effects that can be ignored during steady-state operations become significant. In ultrafast optics 
the incident light can consist of very short Gaussian light pulses with a temporal bandwidth as short as 
5 fs. Under these conditions the phase changes jR , jT of a multilayer on reflection or transmission, and 
their first and second derivatives with respect to w, where w = 2pc/l and where c is the speed of light 
in a vacuum, become very important. The first and second derivatives of the phase changes, −( )d dφ ω/  
and −( )d d2 2φ ω/ , are called the Group Delay (GD) and Group Delay Dispersion (GDD), respectively.
Unless they are suitably controlled in a multilayer, the pulse length of the incident beam can be con-
siderably broadened on reflection. In order to avoid this, the thicknesses of layer pairs in a coating 
are reduced in a systematic way, so that light of shorter wavelengths does not penetrate as deeply 
into the multilayer structure before a significant part of it is reflected. Such structures resemble 
those used in broadband reflectors (see, for example, Fig. 45) and are called by some “chirped mul-
tilayers.” At times it is useful to use “double chirped” structures in which, in addition to a gradual 
reduction of the bilayer thickness, the relative thicknesses of the high and low refractive index layers 
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7.48  PROPERTIES

within each pair are also varied. Of course, more degrees of freedom to obtain the required perfor-
mance are obtained if in the final calculations the thicknesses of all layers of the system are allowed 
to vary independently.

It has been shown that the temporal and spectral widths of the reflected pulses are related to 
one another though a Fourier transformation that uses a product of the complex spectrum of the 
incident pulse with the factor ri(w)exp[fi(w)] for the reflecting coating (see, for example, Refs. 226 
and 227). In the numerical design of such coatings, R, GD, and GDD, or even the desired temporal 
pulse length, may need to be specified and they will depend on the particular problem on hand. A 
more detailed presentation of the design of such coatings is outside the scope of this chapter and the 
interested reader is referred to the reviews by MacLeod2 and Tempea et al.226 

Some of the multilayer reflector coating types that are required for ultrafast optics include input 
couplers (with a high R and a negative GDD and a high T in the gain and absorption region of the 
laser); output couplers (with a certain GDD and a rather low transmittance 0.05 < T < 0.3 in a wide 
spectral range of the laser oscillator); chirped mirrors with very large bandwidths. The measured 
performance of three reflectings coatings for femtosecond applications are shown in Fig. 49.

It should be stated that this is currently a very fast moving field. Tunable dispersion compensators202,231 
for femtosecond use are currently employed.232 Compressors and stretchers for nonlinear optics 
amplifiers with negative and positive GDD as large as of 2000 fs2 are being developed.233 In addition 
to reflectors, the design of beam splitters234 and antireflection coatings235 for ultrafast optics have 
also been discussed in the literature.

Rejection Filters

Minus Filters Minus filters are, in essence, multilayer reflectors in which the ripples in the trans-
mission regions on either side of the high reflectance zone have been reduced or eliminated. Filters 
of this kind with various widths and attenuations find applications as correction filters.236 Narrow 
minus filters with high attenuations have various scientific and technological uses, including protec-
tion of equipment and personnel from harmful laser radiation. Figure 50 shows the measured transmit-
tances of a number of rejection filters of various widths and attenuations. Quite recently spectacular 
progress has been made in the deposition of narrowband rejection filters that find applications in 
Raman spectroscopy. The two commercial narrow band rejection filters shown in Fig. 42b and c consist 
of 713, 4410 layers each, have 0.02- and 0.025-μm-wide rejection regions and measured transmit-
tances of less than 10–6 at the center of the notches.202,203
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femtosecond use. (a) Input coupler.228 (b) The large fluctuations of the GDD values that occur in mirrors designed for a very 
wide spectral regions can be reduced by reflecting the light from a pair of mirrors designed to have oscillations that are com-
plimentary. In this diagram, the dotted and thin solid curves correspond to the individual GDD curves; the heavy solid curve 
corresponds to the GDD after reflection from both mirrors.229 (c) Dispersive mirror designed by the time-domain method.230

07-Bass-V4_Ch07_p001-136.indd 7.48 9/18/09 11:01:23 AM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICAL PROPERTIES OF FILMS AND COATINGS  7.49

Thelen has shown how to optimize the transmission on both sides of the rejection band of a 
minus filter simultaneously.238 If the multilayer is surrounded on both sides by the same medium, it 
will be symmetrical and can be represented by C[AB]NAC, DAC[AB]NACAD, . . . Here A, B, C, D, . . . 
are layers of quarter-wave optical thickness at the design wavelength and

 n n nm s A= =   (57)

The refractive indices nC, nD, . . . depend on nA and nB in a more complicated way. The larger the 
number of different materials used in the construction of these multilayers, the better the perfor-
mance in the transmission region. Should the use of more than two coating materials not be con-
venient, it is a simple matter to find a two-material version of this solution. The above points are 
illustrated in Fig. 51. 

Young193 described two other design methods for narrowband rejection filters with improved 
transmission characteristics. The methods are based on analogies with antenna theory, and they 
yield nonperiodic equi-ripple designs in which all the layers either have equal thicknesses but differ-
ent indexes or are made of two materials only but have many different thicknesses.

Should the simultaneous rejection of several wavelengths be required, it is possible to achieve 
this by depositing several minus filters on top of one another (Fig. 52).

Rugate Filters In inhomogeneous layers the refractive index varies continuously in the direction 
of the thickness of the layer.100,240,241 If the refractive index varies in a periodic manner between two 
extreme values, it is possible to design a minus filter with a high transmission on either side of the 
rejection band (Fig. 53). Such periodic inhomogeneous layers are sometimes called rugate filters. 
The rejection wavelength corresponds to that wavelength for which the period of the index variation 
is equal to a half wavelength. The attenuation depends on the ratio of the highest to lowest refractive 
index in the design and on the number of periods. As in the multilayer minus filters, the width of 
the rejection region also depends on the refractive index ratio. Rugate filters do not have the higher-
order reflection peaks that are characteristic of periodic multilayers and this is one reason for their 
attractiveness. Another reason—no sharp interfaces, less scatter, and better mechanical properties. 
However, they are more difficult to produce. If necessary, they can be approximated by a homoge-
neous multilayer system consisting of a few (three of four) materials.

As in the case of minus filters, it is possible to reject a number of wavelengths by depositing sev-
eral rugate filters on top of each other. However, the combined overall thickness of the rugate filters 
will then be quite high. It is possible to find an inhomogeneous layer solution to this problem in 
which the refractive index profile is more complicated, but which requires a considerably thinner 
inhomogeneous layer (Fig. 54).242
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7.50  PROPERTIES

In Lippmann-Bragg holographic mirrors the refractive index varies continuously in a direction 
perpendicular to the plane of the substrate. These devices behave like thin-film systems and have 
properties similar to those of rugate filters. Holographic edge and narrowband rejection filters are 
available commercially.244,245
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transmittance curves and refractive index profiles of a 9-layer quarter-wave stack (a); a 17-layer, 5 material 
minus filter (b); and a two material equivalent of the minus filter (c).
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transmittance curves and refractive index profiles of a 17-layer quarter-wave stack (a); a 9-period rugate 
filter (b); and a 49-layer four material design (c) by Thelen.13
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Graded Reflectivity Mirrors

Mirrors in which the absorption or reflection varies radially have been proposed in the past for the 
control of modes and of edge diffraction effects in laser resonators.246,247 In addition to meeting 
the reflectance specifications, graded reflectivity mirrors must have a sufficiently high laser damage 
threshold for use with high-power lasers. Graded reflectivity mirrors are produced by depositing 
thin films through a suitable mask. The substrate and the mask can be stationary, or one or both can 
rotate. A single shaped layer suffices for a maximum reflectance of intermediate values. For higher 
values the shaped layer can be inserted between a stack of layers of uniform thickness or, alterna-
tively, all the layers can be deposited through the mask.248,249 The experimentally measured reflec-
tions of two graded reflectivity mirrors are shown in Fig. 55.

Multilayer Reflectors for the Far-Infrared Region

Thin film-filters cannot be produced by conventional deposition techniques for wavelengths greater 
than about 80 μm because of a lack of low absorption coating materials that can be deposited in the 
form of thick, stable films. However, a hybrid process in which plastic sheets coated with relatively 
thin high refractive index materials are heat-bonded can be used to produce self-supporting opti-
cal multilayer filters.251,252,164 As mentioned before (Sec. 7.6, subsection “Periodic Multilayers of the
[xH . (1–x) L]N . xH Type”), periodic multilayers of unequal optical thickness can have a high reflectance, 
providing that the number of periods is high enough. The measured reflectance curves of two typical 
hybrid multilayer filters are shown in Fig. 56.
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Multilayer Reflectors for the Soft X-Ray and XUV Regions

There are two main obstacles to obtaining multilayers with a high normal incidence reflectance in 
the soft x-ray and in the XUV regions. First, at these wavelengths all materials absorb; this limits the 
number of layers that can contribute to the overall reflectance. Second, roughness and the interdif-
fusion and alloying of the materials degrade the individual interfaces; this reduces their contribution 
to the overall reflectance.189

XUV mirrors are normally produced from two chemically compatible materials by sputtering or by 
electron beam gun evaporation. As already discussed in Sec. 7.6, subsection “Multilayer Reflectors Made 
of Absorbing Materials” the XUV multilayers mirrors have a period of optical thickness l/2. Within this 
period, the thickness of the less absorbing material is larger. This material usually has an absorption edge 
that is close to the design wavelength. Optical constants can vary widely in this region. 167 The second more 
absorbing material is therefore selected to maximize the Fresnel reflection coefficient of the interface.

Theoretically, the best results are obtained with pure elements. However, sometimes alloys are 
used because they result in multilayers with better interfaces. At other times, MoSi2 might be used 
in place of Mo, or B4C instead of C or B. Examples of some more commonly used material pairs 
for near-normal incidence reflectors are (a) Mo/Si for the 130 to 250 Å region; (b) Mo/Y for the 90 
to 130 Å region; (c) W/B4C, Ru/B4C, Mo/B4C, etc. for the 70 to 130 Å region; and (d) Co/C, W/C, 
Re/C, ReW/C, Ni/C, etc. for the 45 to 70 Å. In the above, the second material in each pair has the 
lower extinction coefficient. A much more complete review of this topic will be found in the review 
article by Windt et al.253 Also, an up-to-date list of material pairs and the measured peak reflectances 
achieved with them will be found on Henke’s website.254 

There are many reasons why there are differences between the theoretical performance of a 
multilayer reflector and the reflectance measured on a synchrotron.165,166 The highest near-normal 
reflectance achieved at 135 Å thus far is R ≈ 0.70 for an interface-engineered Mo/Si multilayer.255 
The measured reflectances of other experimentally produced x-ray and XUV mirrors are shown in 
Fig. 57. Curve 8 in this diagram shows that, as in the visible part of the spectrum (Figs. 44 to 48), by 
departing from periodic multilayer systems, it is possible to produce reflectors in this spectral region 
that have a comparatively wide spectral region with a constant reflectance. 

In the XUV and soft x-ray regions, the reflectances that can be achieved with near-normal angles 
of incidence are not sufficient. For some imaging applications it is necessary to resort to near-grazing 
incidence mirrors. In Sec. 7.16 the reflectances of some metals, compounds, and two- or three-layer 
combinations at high angles, as well as periodic and nonperiodic multilayer interference reflectors 
consisting of tens or even thousands of layers, are presented.

For more information on coatings for the XUV and soft x-ray region, the interested reader is 
referred to the review article by Yulin.266

7.8 CUTOFF, HEAT-CONTROL, AND SOLAR-CELL 
COVER FILTERS 

Ideal cutoff filters would reject all the radiation below, and transmit all that above a certain wave-
length, or vice versa. Real cutoff filters, of course, are not perfect and so, in addition to the cutoff 
wavelength, the slope of the transition region and the extent and average transmission values of the 
transmission and rejection regions must be specified. The tolerable departures of these quantities 
from the ideal values depend greatly on the application. Most all-dielectric cutoff filters are based on 
periodic multilayers, whose basic properties were described in Sec. 7.6.

Transmission in the Passband Region

The usual way of avoiding the secondary transmission minima in the transmission band of a quar-
ter-wave stack is through the use of eighth-wave layers on both sides of the stack (Sec. 7.6, subsection 
“Periodic Multilayers of the [(0.5A) B (0.5A)]N Type”).
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Other, less frequently used methods of smoothing the transmission in the passband are the 
adjustment of the thicknesses of all the layers of a quarter-wave stack,267 the use of homogeneous268 
and inhomogeneous269 layers on either side of the stack; the choice of an optimum set of refractive 
index values for the substrate and films,270 and the use of an equi-ripple design193 in which thick-
nesses are kept constant but the refractive indices are varied.

The Width of the Transmission Region 

For short-wavelength cutoff filters of the type described above, the transmission region is limited 
only by the transmission characteristics of the materials used for their construction. In long-
wavelength cutoff filters the transmission regions can be limited by the appearance of higher-order 
reflectance maxima (Sec. 7.6, subsection “Nonabsorbeing [AB]N and [AB]NA multilayer Types”). 
Should this be a serious limitation, it is possible to suppress a number of adjacent reflectance 
maxima by using multilayers with periods composed of three or more different materials (Fig. 58).
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By using a period consisting of an inhomogeneous layer with a special refractive-index profile an even 
larger number of consecutive reflectance maxima can be suppressed (see also Fig. 53).269 Figure 59 shows 
the measured results for two such experimental coatings in which reflectance maxima are suppressed at 
three and nine consecutive integer multiples of 1/l0, a fact obscured in the case of the second filter by 
the absorption of the materials used.
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tilayers with suppressed higher-order reflectance maxima. (After Thelen.271)
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Transmission in the Rejection Region 

Figure 31 can be used for an estimate of the number of layers required to achieve a given transmis-
sion (Sec. 7.6, subsection “Maximum Reflectance”). Through the use of suitable substrate materials 
the transmittances throughout the rejection region can typically be below 0.01 and 0.1 percent for 
short- and long-wavelength cutoff filters, respectively. Rejection filters with higher rejections can be 
provided or, alternatively, two or more filters in series can be used if they are placed at a small angle 
to one another.

The Width of the Rejection Region 

The width of the high-reflection region of [(0.5A)B(0.5A)]N coatings can be estimated from Fig. 34. 
There is no shortage of absorbing materials should it be necessary to extend the rejection region 
of shortwave cutoff filters. The number of suitable absorbing materials for long-wavelength cutoff 
filters is more restricted and often it is necessary to use thin films to extend the cutoff region. In 
addition to the superposition of two or more cutoff filters tuned to different wavelengths (Sec. 7.7, 
subsection “Rejection Filters”) one can deposit such coatings onto different substrates or onto the 
opposite sides of the same substrate.272 The resulting transmission will be governed by the consider-
ations of Sec. 7.1, subsection “Transmission Filters in Series and Parallel.”

Slope of the Cutoff

This quantity is defined in a number of ways. One common definition is

 
λ λ

λ
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.

%
−

×  (58)

where l0.8, l0.5 and l0.05 refer to the wavelengths at which the transmittances are 0.8, 0.5, and 0.05 
of the maximum transmittance of the filter. Explicit formulas for the slope are complicated.160 The 
slope increases with the number of periods and with the refractive index ratio. Slopes with values of 
the order of 5 percent are readily available in practice.

Angle-of-Incidence Effects

The edges of cutoff filters move toward shorter wavelengths as the angle of incidence is increased. 
The use of higher-index materials reduces the effect. Measured results for a cutoff filter in which the 
shift was reduced by using high-refractive-index layers that have 3 times the thickness of the low-
index layers are shown in Fig. 60a. See also Sec. 7.9, subsection “Nonpolarizing Beam Splitters” on 
polarization independent color-selective beam splitters.

Experimental Results

The spectral transmittance curves of a number of commercially available short- and long-wavelength 
cutoff filters are shown in Figs. 61 and 62. High performance long- and short-wavelength cutoff fil-
ters are depicted in Figs. 63, 104, and 115. Similar filters for intermediate wavelengths can, of course, 
be constructed. It is also possible to construct edge filters in which the thicknesses of all the layers 
vary in proportion around the circumference of the substrate (see also Sec. 7.11, subsection “Linear 
and Circular Wedge Filters”). A tuning of the cutoff wavelength is thus possible.
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FIGURE 60 Effect of (a) angle of incidence and 
(b) temperature on the performance of cutoff filters. 
(Optical Coating Laboratory.273)
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FIGURE 61 A series of commercial short-wavelength cutoff filters. (Curves 1, 5, 8, 9, and 
10 after Optical Coating Laboratory;237,274 curve 2 after Bausch & Lomb;275 curves 3 and 6 after 
Turner;83 curve 4 after Eastman Kodak;276 and curve 5 after Infrared Industries.277)
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FIGURE 62 A series of commercial long-wavelength cutoff filters. (Curve 1 after Apfel;170

curve 2 after Eastman Kodak;276 curves 3, 4, and 7 after Optical Coating Laboratory;274 and curves 5 
and 6 after Infrared Industries.277)
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Heat Reflectors, Cold Mirrors, and Infrared
Suppressing Filters 

Only 39 percent of the total radiation from carbon arcs and 13 percent from tungsten lamps oper-
ated at 3250 K represent visible light. Most of the remaining energy is infrared radiation, which is 
converted into heat on absorption. The use of heat reflectors and cold mirrors in film projectors,278 
in spot lamps for television and film studios,279 and other optical instruments can lead to a very sig-
nificant reduction of this unwanted heat.

Heat reflectors (also called hot mirrors) are special long-wavelength cutoff filters with a cutoff at 
0.7 μm which transmit the visible radiation from 0.4 to 0.7 μm without disturbing the color balance. 
The width of the rejection region depends on the light source to be used and on whether a heat 
absorbing glass is also to be used. The spectral-transmittance curves of three typical commercial 
heat reflectors are shown in Fig. 64a. The measured spectral transmittance and reflectance curves of 
two heat-reflecting coatings not based on periodic multilayers are shown in Fig. 65.

Cold mirrors reflect as much as possible of the visible light incident upon them and transmit the 
remaining radiation. The reflectance curves of two commercial cold mirrors are shown in Fig. 64b.

Solar-Cell Covers

Solar-cell covers remove the incident solar energy that does not contribute to the electrical output 
of the cell and protect it from possible deterioration of its performance through the action of ultra-
violet radiation.283,284 The spectral transmittance of a blue-red solar-cell cover is shown in Fig. 64b. 
The earlier blue solar-cell covers (curve 2, Fig. 61) protected the cell only from the adverse effects of 
ultraviolet radiation.
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FIGURE 63 Measured transmittance of an unblocked 
short-wavelength cutoff filter. (After Thin Film Lab.85)
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FIGURE 64 Measured performance of commercial multilayer coatings for heat control: (a) heat-
reflecting coatings; (b) cold mirrors and blue-red solar-cell cover. (Curve 1 after Corion Corporation;280 curve 2 
after Bausch & Lomb;275 curve 3 after Balzers;76 curves 4 and 6 after Optical Coating Laboratory;237 and curve 5 
after Heliotek.281)
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Temperature Effects

Refractive indexes of optical materials increase almost linearly with increase in temperature thus 
causing cutoff edges to move toward longer wavelengths. In actual filters the fractional-wavelength 
shift varies between 3 × l0–3 and 10–4/°C. Ion-plated films have a smaller temperature shift than films 
prepared by conventional e-beam evaporated layers.285 Higher-index materials tend to be more 
temperature sensitive, thus making it difficult to construct filters that are insensitive both to angle of 
incidence and temperature changes.286 The measured performance of a cutoff filter at two tempera-
tures is shown in Fig. 60b.

Metal-Dielectric Reflection Cutoff Filters

It is possible to construct metal dielectric cutoff filters that act in reflected light (Fig. 66). Short-
wavelength cutoff filters consist of an opaque metal layer and one or more additional layers. The 
light is removed through absorption within the absorbing layers of the system. The thicknesses 
of the individual layers are adjusted to maximize the absorption and width of the rejection 
region. Long-wavelength cutoff filters consist of all-dielectric multilayer reflectors superimposed 
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FIGURE 65 Two nonperiodic coatings with heat-reflecting properties: (a) spray-deposited 
conducting coating of tin oxide and (b) transmittance and reflectance of a gold film (dotted curves) 
and of a broadband metal dielectric filter (solid curves) with semitransparent gold films of the same 
total thickness. (After Turner.282)
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FIGURE 66 Short- and long-wavelength metal-dielectric reflection cutoff filters based on reflection. 
(a) Curves 1 and 2: three-layer coatings on aluminum (after Drummeter and Hass138) and (b) curves 4 
and 5: multilayer reflecting coatings deposited onto black absorber coatings (after Hoppert287).
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onto a black absorbing coating. A high attenuation of the unwanted radiation can be achieved by 
placing identical filters of either type in a multiple reflection arrangement of the kind depicted 
in Fig. 3.

Cutoff Filters Based on Absorption 

All materials used in multilayer interference coatings possess short- and long-wavelength absorp-
tion edges. These can often be used to assist in the blocking of such filters. The admixture of small 
amounts of absorbing materials to an evaporant or organic coating solution is used at times to tune 
this absorption edge (Fig. 67a and c). For example, antireflection coatings containing such ultraviolet-
absorbing materials can be used to protect works of art.288

A series of commercial short-wavelength cutoff filters for the infrared spectral region consisting of 
chemically deposited silver sulfide coatings on silver chloride substrates are also shown in Fig. 67b. 
These filters are quite delicate. When protected with a polystyrene layer, their transmittance is reduced 
and sharp absorption bands appear. The filters should not be used outdoors unless additionally pro-
tected, nor should they be exposed to ultraviolet radiation or temperatures in excess of 110°C.

The greatest advantage of cutoff filters based on absorption in thin films is their much smaller 
angular dependence.
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FIGURE 67 Spectral transmittance of absorbing films produced in various ways.
(a) Envelopes of the transmission maxima of thick evaporated films of ZnS (curve 2), Ge (curve 6), and 
various mixtures of ZnS and Ge (curves 3 to 5) on a glass substrate (curve 1) (after Chang289);
(b) spectral transmittance of chemically deposited silver sulfide coatings on silver chloride 
substrates (curves 7 to 11) (Eastman Kodak276); and (c) intrinsic transmittion of thin films of 
titanium dioxide with admixtures of heavy metal oxides, deposited from organic solutions. Curve 
12: Ti02 + l.5Si02; curve 13: TiO2; curve 14: TiO2+ O.5PbO; curve 15: TiO2 + 0.15Fe2O3; curve 16: 
TiO2 + 5.7UO3 (after Schröder290).
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7.9 BEAM SPLITTERS AND NEUTRAL FILTERS 

Geometrical Considerations

Several different physical forms of beam splitters are illustrated in Fig. 68. The simplest beam splitter 
(Fig. 68b) consists of a coating on a transparent plane-parallel substrate. If the two derived beams 
are to traverse identical paths, a cemented beam splitter is used (Fig. 68c). The lateral displacement 
of the transmitted beam introduced by the above forms can be avoided with a beam splitting cube 
(Fig. 68f) To reduce the stray reflected light in the system, the free surfaces of the above beam split-
ters can be antireflection coated. Alternatively the coatings can be deposited onto an approximately 
2-μm-thick nitrocellulose pellicle (Fig. 68a). The latter is an integral part of the multilayer and may 
introduce an interference pattern into the spectral reflectance and transmittance characteristics. Pellicle 
beam splitters are very light and yet quite sturdy.111,291,292 They are, however, subject to vibrations 

(a) (b) (c) (d)

(e) (f) (g) (h)

(p) (q) (r) (s)

(t) (u) (v) (w)

(l) (m) (n) (o)

(i) (j) (k)

FIGURE 68 Schematic representations (a to w) of some arrangements for beam 
splitters, polarizers, phase retarders and multiple reflection devices. Thin films are rep-
resented in the diagrams by narrow shaded rectangles. Heavy lines ending in an arrow 
represent the path of the utilized radiation. Broken lines correspond to beams that are 
not used. The angles of incidence depend on the application.
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caused by air currents and acoustical waves. The mechanical design of rugged, environmentally 
stable mounts for the above types of beam splitters have been discussed by Heinrich et al., and 
Lipshutz.293,294 Pellicles made of Mylar have been used at temperatures down to 4 K.295 

In general, the transmission and reflection coefficients T and R will depend on the polarization 
of the incident radiation. The polarization effect can be reduced though the use of more compli-
cated thin-film designs, but usually at the expense of other performance aspects. Achromatic or 
color-selective beam splitting arrangements have been described in which the two derived beams 
have intensities that are completely polarization-independent over a very wide spectral region.296 
They consist of three identical beam splitters arranged in such a way that each beam undergoes 
identical reflections and transmissions on passing through the system (Fig. 68o).

Achromatic Beam Splitters

These devices are introduced into an incident beam of radiation when it is desired to divide it into 
two beams of approximately equal relative spectral composition but propagating in two different 
directions.297 In neutral beam splitters the quantity 0.5(Rp + Rs)q=45° is always close to the reflectance 
at normal incidence, even though the individual Rp and Rs values may be quite different. The reflec-
tance of absorbing, uncemented beam splitters depends also on the direction of incidence (Sec. 7.2, 
subsection “Matrix Theory for the Analysis of Multilayer Systems”). The optimum values of T and 
R depend on the application. For example, for a binocular eye piece on a nonpolarizing microscope 
the most important requirement is Tp + Ts = Rp + Rs (Fig. 69a). For a vertical illuminator (RpTp+ 
RsTs) should be a maximum (Fig. 69b). The condition for maximum fringe contrast in some inter-
ferometers requires that R1,pTp = R2,pTp and R1,sTs = R2,sTs (Fig. 69c). This is satisfied automatically by all 
nonabsorbing and by absorbing cemented beam splitters. The occasional requirement that the phase 
change on reflection be the same for radiation incident onto the beam splitter from opposite sides 
is automatically satisfied at the design wavelength by all-dielectric coatings composed of l/4 layers, 
but not by uncemented metal beam splitters.298

For maximum efficiency with unpolarized radiation Rp, Rs, Tp,
 and Ts should all approach 0.5. 

However, such a coating will not necessarily exhibit the best ratio of the intensities of the directly 
transmitted or reflected radiation to that which first undergoes multiple reflections.297 Often 
beam splitters are required that are uniform over a broad spectral region. Inconel films satisfy this 
requirement although about one-third of the incident radiation is lost through absorption (see 
also Sec. 7.9, subsection “Neutral Filters”). The design of achromatic all-dielectric beam splitters has 
been discussed by many workers.299–304 Knittl considered the design of beam splitters in which both 
the reflectance and the phase change on reflection are achromatised.305 The measured performance 
of several beam splitters is shown in Figs. 70 and 71.
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FIGURE 69 Three different ways [(a), (b), and 
(c)] of using beam splitters. 
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Beam splitters for the x-ray region described so far operate at close to normal incidence and are 
effective only over a very narrow range of wavelengths. They consist of multilayer reflecting stacks 
(see Secs. 7.6, subsection “Multilayer Reflectors Made of Absorbing Materials” and 7.7, subsection 
“Multilayer Reflectors for the Soft X-Ray and XUV Regions”) deposited onto membranes or onto 
substrates that are thinned to enhance the transmitted component (Fig. 72).308

Nonpolarizing Beam Splitters For some applications it is important that the beam splitter intro-
duce no polarization effects. Azzam has shown that, with the appropriate single layer on the face of 
a suitable high-refractive-index prism, it is possible to construct a polarization independent beam 
splitter.309 This device is quite achromatic and, in addition, by changing the angle of incidence of 
the beam on the prism, the beam-splitting ratio can be tuned over a wide range of values (Fig. 73a). 
The principle of frustrated total internal reflection can also be used to design beam splitters that 
have a very good performance.310,311 In these devices radiation is incident at a very oblique angle 
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FIGURE 70 Measured spectral transmittance for polarized and unpolarized light of (a) 
Inconel- and (c) dielectric-coated beam-splitting plates (Oriel306) and of (b) silver- and (d) dielectric-
coated beam-splitting cubes (after Anders297).
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FIGURE 72 Measured performance of an x-ray 
beam splitter consisting of 11 pairs of Mo and Si layers 
on a 0.03-μm-thick Si3N4 membrane, operating at an 
angle of incidence of 0.5°. (After Ceglio.263)
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FIGURE 73 Calculated performance at three angles of incidence of beam splitters with an 
incident medium of air. (a) Beam splitter of the type glass (HL)2 air, where nH = 2.35, nL = 1.38; 
(b) single layer (n = 1.533, d = 0.1356 μm) on a prism (ns = 2.35) (after Azzam309); and (c) 15-layer 
frustrated total internal reflection beam splitter (after Macleod311). The last two systems are fairly 
polarization independent and yield different T/R ratios for different angles of incidence. 
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onto an air gap or low-refractive-index films at the interface between two prisms (Fig. 68e, and f). 
Unfortunately, the performance of such systems is very sensitive to the angle of incidence (Fig. 73c).

In many applications it is important that the beam splitter be relatively insensitive to the angle 
of incidence. One way is to reduce the angle of incidence as much as possible (Fig. 68h).312 However, 
in many cases a 45° angle of incidence is mandatory. Relatively polarization insensitive beam split-
ters based on dielectric-metal-dielectric layer systems embedded between two prisms have been 
described.313,314 Much work has been done to find solutions based on dielectric layers only.24,207,314–321 
However, the improvement is frequently at the expense of the width of the spectral region over 
which the beam splitter is effective. Some typical results are shown in Figs. 74 and 75.

Simple angle- and polarization-insensitive mechanical solutions to the achromatic beamsplitting 
problem exist if the application can tolerate spacial or temporal beam sharing (Fig. 76).

Color-Selective Beam Splitters

For various technological applications a beam of light must be divided into several components 
of different color. All-dielectric color selective beam splitters (dichroics) are used for this purpose 
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FIGURE 74 Calculated performance of polarization insensitive achromatic beam splitters consisting of layer 
systems cemented between glass prisms. (a) All-dielectric system of the type ns (LMHMHML)2, where ns = 1.52, nL 
= 1.38, nM = 1.63, nH = 2.35; the quarterwave layers are matched for 45° incidence. (after Thelen13); (b) three-layer 
metal/dielectric system (after Chang322); and (c) polarization independent beam splitting arrangement of the type of 
Figure 68o composed of three identical prisms (after Ho296).
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because they are practically lossless and because their transition wavelengths can be selected at will. 
They are essentially cutoff filters (Sec. 7.8) usually designed for use at 45° incidence. Their spectral 
characteristics normally depend on the polarization of the incident radiation. The effect of this and 
of the variations in the angle of incidence and thickness of the coatings on the chromaticity coordi-
nates of dichroic beam splitters for television cameras was investigated by Pohlack.324 If necessary, the 
polarization of the derived beams can be reduced through the use of auxiliary normal incidence cutoff 
filters.219 Typical transmittance curves of several color-selective beam splitters are shown in Fig. 77.

Nonpolarizing Edge and Bandpass Filters For more exacting applications, such as for use in mul-
tiplexers and demultiplexers, or for the separation of emission or absorption lines in atmospheric 
physics or Raman spectroscopy, it is possible to design and construct short- and long-wavelength 
color selective beam splitters in which the polarization splitting has been largely eliminated.13,325 In the 
designs described the polarization splitting is usually removed for all angles smaller than the design 
angle, but the cutoff wavelength still shifts with the angle of incidence (Fig. 78). Some of the designs 
do not have a wide transmission region.
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FIGURE 76 Achromatic and angle-insensitive 
mechanical beam splitting arrangements. (a) and (b) 
Rotating aluminized blade which alternatively transmits and 
reflects the incident radiation. (c) Stationary transparent 
plate with a polka-dot pattern in which either the circles or 
the backgroud (each of equal total area) are aluminized. (d) 
Aluminized saw-tooth pattern on a transparent substrate 
that can be displaced to reflect different fractions of the 
incident radiation that is collimated into a narrow beam.
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Neutral Filters

These devices are used whenever the intensity of the incident radiation is to be reduced uniformly 
throughout an extended part of the spectrum. The radiation usually traverses neutral filters at or near-
normal incidence. A number of absorbing glasses and gelatin filters are suitable for making neutral-density 
filters with densities of up to 5.0. However, their spectral transmission curves are not very uniform.

Evaporated films of metals such as aluminum, chromium, palladium, platinum, rhodium, tung-
sten, and alloys such as chromel, nichrome, and inconel have been used for a long time to produce 
filters with densities of up to 6.0. A disadvantage of such filters is their high specular reflection. At 
present inconel is commonly used for high-precision neutral-density filters. Chromium is favored 
when tough, unprotected coatings are required (Fig. 79). The operating range and neutrality depends 
on the substrate materials. The spectral-transmittance curves of neutral-density filters on magnesium 
fluoride, calcium fluoride, quartz , glass, sapphire, and germanium substates are shown in Fig. 80. 
Linear and circular metal-film neutral-density wedges and step filters are also available commercially.

At times there may be a need for a neutral attenuation that is not based on absorption. Sets of 
all-dielectric multilayer coating designs have been published with uniform transmission levels for 
the ultraviolet,326 visible,215,327 and near-infrared328 parts of the spectrum (Fig. 81).
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after Spindler & Hoyer88); and on Ge (dotted curves, after Oriel.306)

1.0

0.8

0.6

0.4

Tr
an

sm
it

ta
n

ce

0.2

0.0
0.4 0.5 0.6

Wavelength (μm)

0.7

FIGURE 81 Achromatic all-dielectric attenuators. The 
solid curves are calculated results (after Hodgkinson327) and 
the dotted curves represent the performance of commercial 
coatings (after TechOptics86).

07-Bass-V4_Ch07_p001-136.indd 7.68 9/18/09 11:01:30 AM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICAL PROPERTIES OF FILMS AND COATINGS  7.69

7.10 INTERFERENCE POLARIZERS AND POLARIZING 
BEAM SPLITTERS

The dependence of the optical properties of thin-film systems on the plane of polarization of 
obliquely incident radiation24 (Sec. 7.2, subsection “Matrix Theory for the Analysis of Multilayers 
Systems”) can be exploited to design interference polarizers and polarizing beam splitters with prop-
erties that augment those attainable by other means (Chap. 13, Vol. I). The main difference between 
a polarizer and a polarizing beam splitter is that in the former only one polarized beam is required, 
whereas in the latter both beams are to be utilized. A polarizing beam splitter can therefore also be 
used as a polarizer. The performance in transmission or reflection of both devices is usually charac-
terized by their degree of polarization P, or by the extinction ratio ER, both of which are functions 
of the transmittance T and reflectance R for the desired and undesired polarizations:
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 (59)

In a polarizing beam splitter a high degree of polarization is required in both beams and this is more 
difficult to achieve. Presently efficient interference polarizers and polarizing beam splitters can be 
constructed for the soft x-ray, ultraviolet, visible, and infrared spectral regions. Interference polar-
izers and polarizing beam splitters are of particular interest whenever large areas and low losses are 
required. Schematic representations of the geometries of some of the devices are given in Fig. 68.

Multicomponent Polarizers

It is always possible to find an angle of incidence at which a substrate coated with a film of quarter-wave 
effective thickness will reflect only s-polarized radiation which is polarized perpendicular to the plane of 
incidence.333 This property can be used to construct efficient transmitting polarizers using far fewer plates 
than necessary in the conventional pile-of-plates polarizer of equal performance (Fig. 68d).334 The calcu-
lated degree of polarization attainable with different numbers of plates is shown in Fig. 82 for a series of 
film indices and polarizing angles. Experimental results agree closely with the calculations. In polarizers of 
this type the variation of the degree of polarization is small over a wavelength span of 2:1 and for angular 
apertures of up to 10°.333 Yet, because of its bulk, this type of polarizer is not frequently used. An excep-
tion is polarizers for the infrared, where it is more difficult to produce multilayers composed of many lay-
ers. Because of the high refractive indices available in that spectral region, it is possible to achieve a high 
degree of polarization even after a single transmission through a plate coated with one layer only.335

Several geometries of the reflection equivalent of the multiple plate polarizer exist (Fig. 68). The reflec-
tors can consist of one or more dielectric layers deposited onto nonabsorbing parallel plates or prisms 
(Fig. 68 t to w). In other devices the substrates are made of metal, or are coated with an opaque metallic 
film (Fig. 68 p to s).336 The angles of incidence on the various mirrors need not be the same. Polarizers of 
this type are particularly useful in the infrared337 and vacuum ultraviolet (see subsection “Polarizers for 
the Extreme Ultraviolet and Soft X-Ray Regions”) spectral regions. Interesting variants are polarizers that 
are based on total internal reflection or frustrated total internal reflection (Fig. 68 m and n). 

Plate Polarizers

The number of coated plates in the transmission polarizers described above can be reduced without 
compromising the performance by depositing more than one high-refractive-index layer onto the surface 
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7.70  PROPERTIES

of a plate and by spacing them with low-index films. In particular, it is possible to minimize the surface 
scatter, plate absorption, and lateral beam displacement by combining all the layers into one coating.

The most common solution for high-power laser applications are plate polarizers that are based 
on the polarization splitting that occurs at higher angles, for example, at the edges of quarter-wave 
stack reflectors (Fig. 68).338 The plate on which the multilayer is deposited is held at Brewster’s angle 
with respect to the incident light to avoid second surface reflections. Usually the long-wavelength 
edge of the reflector is used and the design is somewhat modified to remove the ripples in the trans-
mission band of the p-polarized radiation (Fig. 83). The use of other multilayer structures, such as 
bandpass filters, for the construction of plate polarizers has also been proposed.339 The wavelength 
range over which plate polarizers are effective is much smaller than that of polarizers based on a 
series of coated plates, but this is acceptable for most laser applications.

Other methods for the design of narrowband plate polarizers based on two or three coating 
materials have been described by Minkov,340 Mahlein,207 and Thelen.341 However, these solutions 
require many layers and sometimes very oblique angles of incidence.

Embedded Polarizers and Polarizing Beam Splitters
Based on Two Coating Materials

Polarizers and polarizing beam splitters effective over a wider spectral region are obtained when 
multilayer coatings of the type [HL]NH or [(0.5H)L(0.5H)]N are embedded between media of higher 
refractive index than air.342 The higher the refractive index ratio of the two coating materials used, 
the fewer the number of layers needed to achieve a certain degree of polarization and the wider the 
spectral region over which the polarizer will be effective. However, a certain relationship between 
the refractive indexes of the materials and the angle of incidence must be satisfied.343 The optical 
thicknesses of the quarterwave layers should be matched for the angle of incidence.

A particularly convenient polarizer with no lateral beam displacement results when the multilayer is 
embedded between two right-angled prisms, as shown in Fig. 68i.344,345 MacNeille polarizers operate over 
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FIGURE 82 Calculated degree of polarization of different numbers of plates of refrac-
tive index 1.5 coated on both sides with films of different refractive indexes n. The films have 
effective optical thicknesses of a quarter wavelength at the appropriate polarizing angle q.

FIGURE 83 Measured performances (a), (b) of two plate polarizers. (After TechOptics.86)
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a very broad range of wavelengths (Fig. 84a and b). For best results, the following relationship between 
the angle of incidence qp and the refractive indices of the prism and the layers should be satisfied:

  n
n n

n n
p p

L H

L H

sinθ =
+2 2

  (60)

This expression is independent of the thicknesses of the layers and, were it not for the dispersion of the opti-
cal constants, the transmission for the p polarization would be 1.0 across the entire spectral region at the 
design angle qp. However, the dispersion of the high-index material as well as the limit of the index ratio nL/nH 
will tend to decrease the useful spectral range of the polarizer.348 It is possible to select the V-number of the 
substrate material in order to decrease this disturbing effect. The rejection of the unwanted polarization will 
normally not be the same in both beams, although this can be achieved at the expense of the wavelength 
range.349 If polarizers for an even wider spectral region are required, it is possible to extend the range by plac-
ing two polarizers in series (Fig. 84c), by using the technique of superposition of stacks with contiguous high-
reflectance zones (Sec. 7.7, subsection “Rejection Filters”) or of two periodic multilayers with thickness ratios 
of 1:1 and 1:2.173 When both beams are used, the useful angular field of the MacNeille polarizer is of the 
order of ±2°. It is possible to increase it to ±10°, but again at the expense of narrowing the spectral range.350

When the MacNeille polarizer is to be used as a polarizing beam splitter, it is possible to design 
it for normal incidence of the beams onto the prism faces, or for a 90° deflection between the two 
beams (Fig. 68l).349,351 However, it is more convenient to embed the multilayers between two 45° 
prisms. A higher-refractive-index prism material is required if (60) is to be satisfied350 and the effec-
tive wavelength range will once again be reduced (Fig. 85).352

MacNeille polarizers and polarizing beam splitter cubes suffer from several disadvantages. The diam-
eter of the light beam that can be used with the polarizer is limited by the size, cost, and availability of the 
prism material. The attainable degree of polarization is also affected by the residual birefringence in the 
glass prisms. Cemented polarizers cannot be used with high-power lasers because of the absorption of the 
glue. To overcome these difficulties a liquid prism polarizer has been proposed consisting of a multilayer on 
a quartz plate that is immersed in distilled water (Figs. 68j and 86).353 Another way of avoiding the use of a 
cement is to optically contact the polarizer prisms (Figs. 68g, and 84d).354 More frequently the layers are 
deposited onto the hypotenuse of one of two air-spaced prisms (Fig. 68e).355 However, this arrangement is 
similar to a plate polarizer designed for use at 45° and so is its performance.
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FIGURE 84 The measured degree of polarization P and transmittance of parallel and crossed 
MacNeille interference polarizers for the ultraviolet spectral region. (c) Represents the results 
obtained when the cemented polarizers shown in (a) and (b) are placed in series (after Sokolova and 
Krylova346); and (d) is the measured performance of an optically contacted polarizer with a high 
laser damage threshold (after Wimperis347).
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Embedded Polarizing Beam Splitters Based
on More than Two Coating Materials

By using coating materials with more than two refractive indices in the design of embedded polar-
izing beam splitters, it is possible to obtain devices that match the spectral region of a MacNeille 
polarizer while increasing its angular field. For example, a polarizing beam splitter has been 
described with a 72-layer 4-material design that has a ±6° angular field measured in air that is effec-
tive across the 0.4 to 0.7 μm wavelength range.356

Li Li Polarizing Beam Splitter 

Li Li described the design of a new type of embedded beam splitter for the visible and infrared spec-
tral regions, using a geometry that is depicted in Fig. 68k.357 What distinguishes this device from the 
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polarizing beam splitters described in the previous sections is that it operates at angles greater than 
the critical angle and that it transmits s-polarized light and reflects p-polarized light, respectively. 
The calculated performances of these designs in both the transmitted and reflected beams exceed 
those of any previous devices. For example, one polarizing beam splitter (described in Ref. 357) that 
consists of 53 layers has a ±7.4° angular field measured in air in the 0.4 to 0.7 μm wavelength region.

However, because the Li Li polarizing beam splitters require the use of prisms of high refractive 
index for which there are no suitable optical cements, the two prisms must be optically contacted. 
The measured performance of prototypes produced in this manner was in good agreement with the 
calculated values.358 The need for optical contacting, and the rather large size of the prisms, is the 
reason why the Li Li polarizing beam splitter is not yet widely used. 

Metal-dielectric versions of the Li Li polarizer have been described that are simpler and consist 
of fewer layers, but they absorb some of the incident light.359

In Fig. 87a to j the calculated spectral and angular performances of a number of polarizers and 
polarizing beam splitters for the near-UV, visible, and near-IR spectral regions are compared. A 
theoretical comparison of the properties of the MacNeille, cube and plate polarizers for one wave-
length has been given by Cojocaru.360 

Polarizers for the Extreme Ultraviolet and Soft X-Ray Regions

Polarizers based on reflections from two or more single layer coated surfaces have been proposed for 
the vacuum ultraviolet366–368 spectral region. The measured performances in the XUV region of two 
such polarizers that are based on three reflections are depicted in Fig. 88.

Polarizers for the soft x-ray region can also be based on the fact that the reflectance of an x-ray 
multilayer mirror at oblique angles is very different for radiation polarized parallel and perpendicular 
to the plane of incidence. Curve 3, Fig. 91 shows the reflectance of such a periodic Mo/B4C multilayer 
with a very high degree of polarization.370 Because the region of high reflection is very narrow, this 
type of polarizer essentially operates at one wavelength only.371 However, if the radiation is reflected 
from two identical mirrors of this type (Fig. 68q), it is possible to construct a device with a reason-
able throughput (>0.05) that can be tuned over a wide range of wavelengths without changing the 
direction of the emerging beam (Fig. 89).372

More recently multilayer polarizers effective over a broader range of wavelengths have been con-
structed. A few examples are shown in Fig. 90.370,373–375 They are nonperiodic systems made of two 
suitable materials and they consist of between 60 and 300 layers. The one exception is curve 3 which 
corresponds to a periodic system and which is shown here for comparison purposes. It will be seen 
that the effectiveness over a broader range of wavelengths comes at the expense of a lower through-
put, but it is also accompanied by a much wider angular field. This is of particular importance when 
the polarizers are to be used with imaging optics. 

7.11 BANDPASS FILTERS

An ideal bandpass filter transmits all the incident radiation in one spectral region and rejects all the other 
radiation. Such a filter is completely described by the width of the transmission region and the wavelength 
at which it is centered. Practical filters are not perfect and require more parameters to adequately describe 
their performance. No uniform terminology has yet been developed for this purpose. Care should be taken 
when reading and writing specifications since often different terms are used to describe different types of 
filters, and sometimes quantities bearing the same name are defined differently.

The position of the transmission band is variously specified by the wavelength lmax at which the 
maximum transmission occurs, the wavelength l0 about which the filter passband is symmetrical, 
or the spectral centre of gravity lc of the band. When specifying the tolerance on l0 it should be 
remembered that the peak of interference filters can be moved only toward shorter wavelengths by 
tilting (see Sec. 7.2, subsection “Matrix Theory for the Analysis of Multilayer System”).

The peak transmittance T0 may or may not take into account the absorption within the substrate 
and/or blocking filters used to remove the unwanted transmission of the interference filter away 
from the principal passband (Fig. 91).
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Baumeister364); (h) penta prism polarizer (after Lotem and Rabinovich365); (i) polarizing beam splitter based 
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angles greater than the critical angle (after Li Li and Dobrowolski357).
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FIGURE 87 (Continued)
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FIGURE 89 Measured throughput (a) and degree of polarization (b) of an x-ray polarizer consisting 
of two identical 21-layer Ru-C multilayers on Si substrates. The polarizer can be tuned to different wave-
lengths by changing the angle of incidence q of the radiation on the two mirrors. (After Yanagihara et al.372)
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FIGURE 88 Measured throughput (a) and degree of polarization (b) of two extreme ultraviolet polar-
izers based on three reflections from Au (70°, 50°, 70°) and ZnS (63°, 36°, 63°) surfaces. The angles of inci-
dence on the three mirrors (see Fig. 68r) are given in brackets. (After Remneva et al.369)
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FIGURE 90 Measured spectral performances of two-material multilayer reflection thin-film polarizers 
for the soft x-ray (a, b) and extreme ultraviolet (c) spectral regions. In the diagrams the reflectances for s- and
p-polarized radiation for each polarizer are plotted with the same line type. The materials of which the multilay-
ers are made are indicated in the figures. The measurements were performed at the Brewster angle which, for all 
the systems, is close to 45°. (Curves 1 and 2 after Eriksson256 and curves 3 to 7 after Zhanshan Wang.370,374,375)
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FIGURE 91 Definition of some of the terms used to 
describe the properties of narrow-bandpass filters (Sec. 7.11). 
The curve represents the measured transmittance of an 
unblocked second-order metal-dielectric interference filter 
of the Fabry-Perot type (Sec. 7.11, subsection “Filters with 
metallic reflecting coatings”). (After Bausch & Lomb.275)

The half width (HW) Δl0.5 of the filter is the difference between the wavelengths at which the transmit-
tance is a half of T0. This quantity is also sometimes called the full width half maximum (FWHM). It is 
often expressed as a percentage of l0. The base width (BW) Δl0.01 is similarly defined. The ratio Δl0.01/Δl0.5, 
sometimes called the shape factor, indicates how “square” the transmission band is. Sometimes widths cor-
responding to other fractions of the transmittance are used to define it.

The minimum transmittance Tmin of the filter does not take into account the effect of blocking 
filters. The quantity Tmin /T0 is called the rejection ratio.

In all-dielectric transmission-band filters the transmittance rises at some distance on either side 
of the transmission band. The distance over which the transmittance is low is called the rejection 
region. The distance between the two transmission maxima adjacent to the principal transmission 
band is called the free spectral range. Should either of the above two quantities be inadequate, auxil-
iary blocking filters might have to be provided.
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The ultimate measure of the suitability of a bandpass filter with a blocked spectral transmittance 
T(l) for a particular application is the signal-to-noise ratio SN, defined in terms of the spectral 
energy distribution I(l) of the source and the spectral detectivity D(l) of the detector,

  SN=
+

∫ I T D d

I T D d I T D

( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) (

λ λ λ λ

λ λ λ λ λ λ
λ

λ

1

2

λλ λ
λ

λ
)d

2

1

0

∞∫∫
  (61)

where l1, l2 are the lower and upper limits of the transmission region of the filter. The SN ratio is 
sometimes expressed in terms of optical density.

Useful general reviews of bandpass filters exist.376,377 Interference filters, and especially bandpass 
filters, are increasingly deposited in complicated millimeter and sub-millimeter patterns for use with 
display devices and detectors.378,379 Very fine masks or photo-lithographic processes are required to 
produce such structures (Fig. 92).

Narrow- and Medium-Bandpass Filters (0.1 to 35 percent hw)

Even though the essential components of Fabry-Perot (FP) interference filters, that is, the spacer 
and the two reflectors that surround it, can take on many different forms (see Fig. 93), the filters 
are essentially low-order FP interferometers and hence the theory developed for the latter (see, for 
example, Born and Wolf19) applies in full.

The transmittance of a FP type filter, not allowing for absorption and multiple reflections within 
the substrate, is given by 

  T
T

R R
R=

− +

2

2 21 4( ) sin δ
  (62)

where

  T T T R R RR = =1 2 1 2   (63)

T1, R1 and T2, R2 are the transmittances and reflectances of the first and second reflectors, respec-
tively, as seen from within the spacer medium, and d is given by

  δ π
λ

θ φ= +2
ndcos   (64)

FIGURE 92 Four color checkerboard pattern for 
use with a 64 × 64 element focal plane HgCdTe detector 
array. The dimensions of each element are 100 × 100 μm. 
(Reproduced with permission from Barr Associates.380)

07-Bass-V4_Ch07_p001-136.indd 7.78 9/18/09 11:01:33 AM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICAL PROPERTIES OF FILMS AND COATINGS  7.79

  φ φ φ
=

+1 2

2
  (65)

n, d, and q are the refractive index, thickness, and angle of refraction of the spacer, respectively, and 
f1 and f2 are the phase changes on reflection from the spacer side of the first and second reflectors at 
a wavelength l. Maxima of T occur at wavelengths

  λ θ
φ π0

2
0 1 2=

−
=nd

k
k

cos
, , �   (66)

and are given by

  T
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/
  (67)

A (= 1 – TR – R) is the mean absorption of the reflectors. The minimum transmittance

 T
T

R
R

min =
+

⎛

⎝
⎜

⎞

⎠
⎟

1

2

  (68)

occurs at

  λ θ
φ πmin /

=
−

=2 1
2

3
2

5
2

nd
k

k
cos

, , �   (69)

If TR and R are essentially the same at l0 and lmin, the rejection ratio is given by

  
T

T
R
R

min

0

2
1
1

= −
+

⎛

⎝
⎜

⎞

⎠
⎟   (70)

(a) (b) (c)

(f)(e)(d)

(g) (h) (i)

FIGURE 93 Schematic representations of various types of bandpass interference filters:
(a) to (c) Fabry-Perot interference filters with metal, dielectric, and metal-dielectric reflectors;
(d) frustrated-total-internal-reflection filter; (e) and (f ) square-top multicavity filters with metal and 
dielectric reflectors; (g) induced-transmission filter; (h) phase-dispersion (spacerless) interference 
filter; and (i) Fabry-Perot filter with a mica or quartz spacer. 
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7.80  PROPERTIES

For R > 0.7 the half width of the transmission band (expressed as a percentage of l0) is given by

  
Δλ

λ π θ
λ

λ ∂φ
∂λ

0 5

0

0
0

100
1 100

2
.

cos
× ≈ −

−

R

R nd
  (71)

For a given order of interference the half width and rejection ratio cannot be varied independently. 
The formula

  T
T

≈
+ −

0

0 0 5
21 4[( ) ].λ λ λ/Δ

  (72)

valid for FP filters with small values of ∂f/∂l in the neighbourhood of l0, represents a lorentzian 
line shape with Δl0.1 = 3Δl0.5 and Δl0.01 = 10Δl0.5. The shape factor of all FP-type interference filters 
is therefore of the order of 10.

Southwell has recently shown that a spacer in an interference filter need not consist of a single 
layer only, and that there are some advantages when it is partitioned into a number of layers.381

Fabry-Perot Interference Filters (0.1 to 10 percent hw)

Filters with metallic reflecting coatings This is the first interference bandpass filter ever made, 
and the simplest.382 It consists of two partially transmitting, highly reflecting metal layers separated 
by a dielectric film and is symbolically represented by MDM (Fig. 93a). The best metallic reflectors 
currently available are aluminium and silver for the 0.125 to 0.34 μm and 0.34 to 3.0 μm spectral 
ranges, respectively. The measured spectral-transmittance curves of a number of typical filters are 
shown in Fig. 94.

The phase changes on reflection at the spacer-metal-reflector surface are finite and hence they 
affect the position of the transmission maxima [Eq. (66)]. But the dispersion of the phase change 
on reflection can be neglected, and so the half width depends only on the reflectance of the metal 
layers and the order of the spacer. Filters with half widths of 1 to 8 percent are common. Because the 
ratio A/T is not very small for metals, the maximum transmission is limited [Eq. (67)]. Maximum 
transmittances of 40 percent are relatively common. For filters with the narrower half widths, or for 
shorter wavelengths, transmittances of the order of 20 percent have to be accepted. This is much less 
than the transmittances of all-dielectric filters of comparable half widths. Nevertheless, filters of this 
type are useful because their transmittances remain low except at wavelengths at which the first- and 
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FIGURE 94 Measured transmittance of FP filters with metallic reflecting coatings. Curve 6 
represents the transmission of two identical filters cemented together. (Curve 1 after Harrison;383

curve 2 after Bradley et al.;384 curves 3 and 5 to 7 after Balzers;385 curves 4 and 8 after Schott & Gen.386)
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higher-order transmission maxima occur [Eq. (66)]. Blocking is thus easy. In particular, first-order 
filters usually do not require any blocking on the high-wavelength side—a difficult task at all times. 
The rejection of the filters is good, though not spectacular. If a better rejection is required and a lower 
transmittance can be tolerated, two identical filters may be cemented together (curve 6, Fig. 94). This 
is possible because of the finite absorption in the metal films. Alternatively, metal square-top filters 
(Sec. 7.11, subsection “Square-Top Multicavity Bandpass Filters”) or filters with even more compli-
cated structures (Sec. XI A 3) can be used.

Filters with all-dielectric reflectors Above 0.2 μm the metallic reflectors can be replaced by all-
dielectric quarter-wave stacks (Sec. 7.6).344 The symbolic representation of such a filter (Fig. 93b) 
is, for example, [HL]N2mH[LH]N or H[LH]N2mL[HL]NH, H and L being quarter-wavelength layers 
of high and low refractive indices, respectively, m is the order of the spacer and N the number of 
full periods in the reflecting stacks. The phase change on reflection at the boundary between the 
spacer and such a reflector does not affect the position of l0 [Eq. (66)] but the dispersion of the 
phase change on reflection is finite, depends on the materials used, and for lower-order spacers, 
contributes very significantly to the reduction of the half width of the transmission band [Eq. (71)]. 
Expressions for the half width
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 (73)

for high- and low-refractive-index spacers, respectively have been given by Macleod.2

By choosing a suitable combination of the reflectance and order of the spacer almost any half 
width between 0.1 and 5 percent can be achieved in the visible part of the spectrum while maintain-
ing a useful rejection ratio.

The maximum transmittances of all-dielectric FP filters depart from unity because of the finite 
absorption, scattering, and errors in the thicknesses and refractive indexes of the films. In the central 
part of the visible spectrum maximum transmittances of 0.8 are normal for unblocked filters with 
a half width of 1 percent, although higher transmittances can be achieved. This figure is gradually 
reduced as l0 approaches 0.2 or 20 μm, and filters with narrower half widths become impracticable 
for lack of adequate transmittance.

The transmittance away from the transmission maximum is low only over the extent of the rejec-
tion region of the two materials used for the construction of the reflectors (Fig. 34), and additional 
blocking is often required on both the long- and the short-wavelength sides. This can result in a 
considerable lowering of the maximum transmittance of the blocked filter, a 30 to 40 percent loss 
being not uncommon for filters peaked in the ultraviolet or infrared spectral regions.

For those parts of the visible and infrared for which nonabsorbing mechanically robust coat-
ing materials abound, square-top interference filters (Sec. 7.11, subsection “Square-Top Multicavity 
Bandpass Filters”) are often preferred because of their better shape factor and higher rejection ratio. 
All-dielectric FP filters are still attractive in the ultraviolet, where there is a lack of such materials 
and where thickness monitoring is difficult, and also in the far-infrared, where very thick layers are 
required.

The measured transmittance curves of a number of typical all-dielectric FP filters are shown later 
in Fig. 98. An additional curve on a smaller scale is given, whenever necessary, to show the transmit-
tance away from the passband.

Filters with metal-dielectric reflectors In these filters the reflectors consist of metal layers whose 
reflectance has been enhanced through the addition of several dielectric layers (Sec. 7.14, subsection 
“Fabry-Perot Filters with Solid Spacers”) (Fig. 93c).387 The properties of such filters are intermediate 
to those described in the two previous sections.
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Frustrated total internal reflection filters These are essentially FP filters in which the spacer layer 
is surrounded by two frustrated-total-reflection surfaces (Fig. 93d).387,388 They have not found wide 
applications as bandpass filters because the finite absorption and scattering within the layers have 
prevented the theoretically expected high transmittance and small half widths from being realised 
and because the angular variation of the wavelength of the transmission peaks is very high.

Square-Top Multicavity Bandpass Filters (0.1 to 35 percent hw) A filter with a “squarer” shape that 
does not suffer from some of the disadvantages of the FP filters results when the basic FP structure is 
repeated two or more times.158,389,390 Such filters may be based on metal391 or all-dielectric392,393 reflec-
tors (Fig. 93e and f ). Thus, for example, [HL]N2H[LH]NC[HL]N2H[LH]N represents an all-dielectric 
square-top filter in which the FP structure [HL]N2H[LH]N is repeated twice. The quarter-wavelength 
layer C is called a coupling or tie layer, and the half-wavelength-thick spacer layers 2H are often called 
cavities. Small departures from the above model are made at times to improve the transmittance in 
the pass band or the angular properties of the filter.

The half widths of the narrower multicavity filters of the above type do not differ very signifi-
cantly from those of the basic FP structure [Eq. (71)]. The shape factors decrease with an increase in 
the number of the cavities and do not seem to depend on the materials.389 They are approximately 
11, 3.5, 2.0, and 1.5 for one, two, three, and four cavities, respectively. The minimum transmittance 
in the rejection region is roughly that which could be obtained if the filter were composed entirely 
of l/4 layers [Eq. (44)]. Unlike in the FP filter, the half width and rejection ratio can therefore be 
varied independently. These various points are illustrated in Fig. 95. The peak transmittance of mul-
ticavity square-top filters is less affected by the residual absorption in the layers than that of FP type 
filters. As in the case of their FP counterparts, metal-dielectric square-top filters can be cemented 
together to enhance the rejection (curve 5, Fig. 96).

The improvement in the performance of square-top bandpass filters over that of the FP type is 
such that despite their more critical and expensive production, most manufacturers regard them 
as their standard line of filters. The spectral-transmittance characteristics of typical commercially 
produced metal-dielectric and all-dielectric bandpass interference filters of different half widths are 
shown in Figs. 96 and Figs. 97 to 102, respectively. Filters with intermediate half widths and peak 
wavelengths can readily be obtained.

For very critical or special applications multicavity filters are designed and constructed with 
properties that exceed those shown in the above figures. For example, for the use in fiber-optic 
communications systems, multicavity filters are required in which the peak transmittance closely 
approaches unity. Various procedures for the design of such filters, including some that are based 
on the use of Chebyshev polynomials, have been described.407,408 Special care has to be taken during 
the manufacture of the coatings to meet this requirement. Typical measured spectral transmittance 
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L(0.5H)]3H[(0.5H)L(0.5H)]3]N-glass, N = 1, 2, and 3. 
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curves are shown in Fig. 103. For other applications, such as fluourescence or Raman spectroscopy, 
the peak transmittance is not important, but signal-to-noise ratios of the order of 10–8 are required. 
This necessitates the use of many cavities (Fig. 104).

Induced-Transmission Filters The transmittance of a metal layer can be considerably enhanced 
by surrounding it with suitable multilayer structures (Fig. 93g). Thus, for example, it is possible to 
induce a transmittance of 65 percent at l = 0.25 μm in a 0.03-μm-thick aluminum film which, when 
deposited directly onto a quartz substrate, would transmit only 2.5 percent of the same radiation.410 
The induced transmittance is highly wavelength-sensitive and can be used to construct bandpass 
filters containing one or more metal layers.411–417 Induced-transmission filters combine the good long-
wavelength attenuation properties of the more common types of metal/dielectric filters (Secs. 7.11, sub-
section “Filters with metallic reflecting coatings” and “Filters with all-dielectric reflectrors”) with peak 
transmittances that are closer to those of all-dielectric filters. The performances of some experimentally 
produced induced-transmission filters are shown in Fig. 105.

Very Narrow Bandpass Filters (hw - 0.1 percent)

It follows from (71) that the half widths of interference filters can be reduced by increasing the 
reflectance of the reflectors, the order of interference of the spacer, or the dispersion of the phase 
change on reflection. All these approaches have been tried in the past.

Filters with Evaporated Spacers (hw > 0.03 percent) In narrowband filters of conventional con-
struction both high reflectance and higher-order spacers are used. The manufacturing process is 
quite critical, and attention must be paid to details. The films have to be very uniform over the filter 
area, and they must not absorb or scatter. They must not age, or, alternatively, their aging must be 
capable of being accelerated or arrested. Monitoring must be precise, so that the peak occurs at or 
close to the desired wavelength.

Both FP and square-top filters of very narrow bandwidths can be made, the latter being prefer-
able for most applications. The present limit on the half widths of this type of filter seems to be of 
the order of 0.03 percent.419 The performance of two commercially produced filters of this type are 
shown in Fig. 97a and b.

Fabry-Perot Filters with Solid Spacers In practice the half width of interference filters cannot be 
reduced indefinitely by increasing the optical thickness of an evaporated spacer [Eq. (71)] because 
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FIGURE 96 Measured transmittance of square-top bandpass filters with metallic reflecting 
coatings. Curve 5 corresponds to the transmission of two identical filters cemented together. (Curves 
1 and 2 after Schröder;394 curves 3 and 6 after Balzers;385 and curves 4, 5, and 7 after Schott & Gen.386)
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FIGURE 100 Measured transmittances of fully blocked square-top interference filters with half widths of the order of
5 percent. (Curves 1 and 2 after Corion;331 curve 3 after Spectrum Systems;405 curves 4 and 6 after Turner;83 curve 5 after Eastman 
Kodak;276 and curves 7 and 8 after Optical Coating Laboratory.237,274)
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FIGURE 101 Measured transmittances of fully blocked square-top interference filters with half widths of the order of 10 percent. 
(Curve 1 after Bausch and Lomb;275 curve 2 after Baird Atomic;404 curve 3 Infrared Industries;406 curve 4 after Turner;83 curve 5 after 
Eastman Kodak;276 and curve 6 after Optical Coating Laboratory.274)
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FIGURE 102 Measured transmittances of blocked square-top interference filters with half widths of the order of 25 percent. 
(Curve 1 after Heliotek;281 curves 2 and 4 after Optical Coating Laboratory;237 curves 3 and 6 after Turner and Walsh401 and Turner;83 
and curve 5 after Infrared Industries.406)
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7.88  PROPERTIES

when the latter exceeds about two wavelengths, it may become too rough to be useful.396 A high-
order filter can, however, be constructed by evaporating reflecting coatings on either side of a thin 
prefabricated spacer (Fig. 93i).

Mica Spacers (hw > 0.01 percent) Transmission bands in silvered mica were probably first 
observed by Wood420, but the deliberate use of mica to construct filters came much later.421–424 The 
construction of mica interference filters with transmittances of 30 to 80 percent per polarization for 
half widths of the order of 0.01 to 0.1 percent in the 0.45- to 2.0-μm wavelength region is relatively 
straightforward.423 The position of the transmission peak can be located within a fraction of an 
angstrom, does not change with time, and can be sufficiently uniform over areas of 2 to 5 cm diam-
eter. Because of the very high order of interference (70 to 700 orders) the spectral-free range is quite 
small, and auxiliary filtering is necessary for most applications. Unless the thickness of the mica is 
specially selected, the birefringence of mica will result in two mutually perpendicularly polarized 
sets of transmission bands, a fact that can be used to advantage in some applications. The spectral-
transmittance curve of a fully blocked mica interference filter for Ha is shown in Fig. 97c.

Optically polished solid spacers (hw > 0.002 percent) It is possible to construct very narrow 
bandpass filters having thin fused-quartz spacers.425–429 A good fused-quartz flat is coated with an 
all-dielectric reflector, and this coated surface is optically contacted to another flat.397,430 The flat 
is then ground down and polished to form a spacer layer of the required thickness, and the second 
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FIGURE 103  Calculated and experimental spectral 
transmittance and measured attenuation curves of (a) 3-, (b) 4- 
and (c) 5 cavity bandpass filters. (After Minowa.409)
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OPTICAL PROPERTIES OF FILMS AND COATINGS  7.89

reflector layers are applied to complete the filter. As in the mica filters, the position of the transmis-
sion band is very stable, and auxiliary blocking filters are needed because of the small spectral-free 
range. The transmittance of filters with silica spacers is higher than that of corresponding mica 
filters because fused quartz is highly transparent and is not birefringent. A typical unblocked filter 
with a clear aperture of 3.5 cm and a half width of 0.007 percent had a transmittance of 45 percent 
for nonpolarized light. An important advantage of filters with fused-silica spacers is that it has been 
found possible, by repeating the process described above, to construct square-top filters with rejec-
tion ratios of the order of 5 × 10–4 (Fig. 97f) and filters with half widths as low as 0.002 percent (Fig. 97g). 
However, such filters are very expensive.

Other materials can also been used to produce solid spacers by optical polishing. Germanium 
was used by Smith and Pidgeon431 and by Costich252 to produce very narrow bandpass filters for the 
infrared. Roche and Title used a substrate made of a combination of yttrium and thorium oxides to 
produce a filter with a hw = 0.004 percent at 3.3 μm.432 

Plastic spacers (hw > 0.15 percent) Mylar has very smooth surfaces and areas can be selected that 
have a sufficiently uniform thickness to permit the use of this material as a solid spacer. Candille and 
Saurelle have used this material to produce narrow bandpass filters and obtained half widths of the 
order of 0.0008 μm.433,434 In some of their designs a second, evaporated narrowband filter deposited 
onto one side of the solid spacer served to remove unwanted adjacent orders.

Phase-Dispersion Filters (hw > 0.1 percent) The dispersion of the phase change on reflection 
enters into (71) for the half width of FP filters. Typical values of this quantity at l = 0.5 μm for a 
silver reflector, a nine-layer quarter-wave stack with nH/nL = 1.75, and for a broadband reflector 
are –0.5, –6.8, and –112.0, respectively.224 As a result, the half widths of FP filters constructed with 
such reflectors should be reduced by factors of about 1.05, 2, and 20. In the last case the contribu-
tion of the spacer to the half width is negligible, and a spacerless design is possible (Fig. 93h ).435,436 
Unfortunately, the expected reduction in half width has so far not been fully realised in practice, 
probably because of errors in the monitoring and lack of uniformity of the layers.437

Tunable filters (hw > 0.001 percent) These are usually air-spaced FP interferometers, often 
provided with elaborate automatic plate-parallelism and spacing control, which are more akin to 
spectrometers than to filters.438,439 The position of the pass band can be tuned quite significantly by 
changing the separation between the reflector plates. This type of tuning, unlike the tuning of filters 
by tilting, does not affect the angular field or shape of the transmission band. Ramsey reviews the 
various problems associated with the construction and use of such instruments.440,441 

An electrically tunable 0.005 percent half width interference filter with a lithium niobate spacer 
sandwiched between two conducting reflecting coatings has also been described (Fig. 106).
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7.90  PROPERTIES

Wide-Bandpass Filters

Filters with half widths ranging from 10 to 40 percent can be constructed using techniques 
described in Sec. 7.11. subsection “Square-Top Multicavity Bandpass Filters” (Figs. 101 and 102). 
Filters with wider transmission bands are usually obtained by combining short- and long-pass filters 
with cutoffs at the desired wavelengths. The cutoff filters may be all-dielectric (Figs. 61 and 62), glass 
or gelatine cutoff filters or antireflection-coated infrared materials. Some of the short- or long-pass 
filters may be regarded as being wide-bandpass filters in their own right. The cutoff filters may be 
combined into a single filter. Alternatively, it is possible to assemble a number of short- and long-
wavelength cutoff filters into sets that make it possible to assemble wide-passband filters of different 
half widths and peak wavelengths. In this latter arrangement the cutoff positions of all-dielectric 
short- and long-pass filters can be tuned individually by tilting to coincide with the desired wave-
lengths. Another way of tuning the edges of the transmission band is to pass the radiation through a 
pair of circular wedge short- and long-wavelength cutoff filters placed in series.

Filters with very broad transmission bands are also obtained when a multilayer is formed from 
two suitably displaced long-wavelength cutoff filters separated by an appropriate matching layer 
(Fig. 107a).443 Automatic computer programs can be used to design high-transmission broadband 
filters with a high rejection and a shape factor close to unity (Fig. 107b).444

Interference Filters with Multiple Peaks

For some applications filters with multiple peaks in one particular spectral region are required. The 
design of such filters has been considered by Pelletier et al.447 Typical results are shown in Fig. 108. 
Filters with different peak separations, rejections and half widths are possible.

Linear and Circular Wedge Filters

If the thicknesses of all the layers of a bandpass filter vary in proportion across the surface of a sub-
strate, the position of the transmission peak will vary in the same way (Sec. 7.2, subsection “Matrix 
Theory for the Analysis of Multilayers Systems”). Such wedge filters are as old as the interference fil-
ter itself and are available in versions in which the wavelength variation occurs along a straight line 
or a circle. The latter arrangement is particularly useful because it lends itself well to the construc-
tion of low cost, small and light weight rapid-scan monochromators of moderate resolution that are 
robust and environmentally stable.448 Methods for the production of circular variable filters with 
a linear dependence of wavelength on angle and references to some of the previous work on wedge 
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FIGURE 107 Broadband transmission filters: (a) calculated transmittance of three filters con-
sisting essentially of two superimposed suitably tuned long-wavelength cutoff filter structures (after
McKenney and Turner445) and (b) calculated (curve 4) and measured (curve 5) transmittances of a filter 
designed with an automatic synthesis program (after Michael446).
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OPTICAL PROPERTIES OF FILMS AND COATINGS  7.91

filters are given in several papers.449–453 Circular variable square-top filters for the 0.24- to 0.4- and for 
the 0.4- to 25-μm spectral regions are described by Avilov and by Yen.454,455 The maximum transmit-
tances for fully blocked filters vary between 15 and 75 percent, depending on the spectral region and 
the half width of the filter. Rejection levels of 0.1 or 0.01 percent are possible. Typical transmission 
curves for several angular positions on two circular variable square-top filters are shown in Fig. 109. 
The ratio of the maximum to minimum wavelength available in one wheel varies between 1.11 and 
16.454 The angular width of the slit used in conjunction with a circular variable filter, expressed as a 
percentage of the angular size of the filter wedge, should not exceed the nominal half width of the 
filter (expressed in percent) if it is not to cause a marked reduction in the resolution.

Angular Properties of Bandpass Interference Filters

With the gradual increase of the angle of incidence the transmittance maximum of a typical band-
pass filter moves toward shorter wavelengths (Fig. 110a). On further increase in the angle of inci-
dence the maximum transmittance and the half width deteriorate; the transmission band becomes 
asymmetric and eventually splits up into p- and s-polarized components (Fig. 110b). The deteriora-
tion is more rapid for nonparallel radiation.
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FIGURE 108 Calculated performance of interference 
filters with two and three closely spaced peaks of the type. 
glass [HLHLHLH]N 

glass for values of N = 3, 4. The refrac-
tive indices of the surrounding media nm and of the layers 
nH, nL are 1.52 and 2.52, 1.30, respectively. (After Pelletier 
and Macleod.447)
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7.92  PROPERTIES

Properties of Bandpass Filters for Angles of Incidence Less than 20° The behavior of bandpass fil-
ters for angles of incidence q 0 ≤ 20° can be described quantitatively using the concept of an effective 
index μ∗ of the filter. In terms of m∗ the transmittance T in the neighborhood of the transmission 
peak of any FP filter is given by Lissberger:457
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Δl0.5 and T0 are the half widths and the maximum transmittance (at l0) for normal incidence of 
the radiation. Formulas for m∗ in terms of the construction parameters have been found for the 
all-dielectric FP filter and the double-spacer filter458,459 and for the metal-dielectric FP and induced-
transmission filters.460 The change in position of the transmission peak (dl)0, and the half width 
(Δl0.5)q at angle q are
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For convergent radiation of semiangle a the corresponding expressions are
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Linder and Lissberger discuss the requirements and design of filters for this case.457,461
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FIGURE 110 Angular properties of all-dielectric interference filters. (a) Measured variation 
with angle of incidence of the spectral transmittance of a typical commercial interference filter (after
Blifford403) and (b) calculated transmittance of a filter in which the peaks of the two polarized trans-
mission bands at nonnormal incidence coincide. The filter is of the type air-[HL]4(2A)[LH]4-glass, 
where nHtH = nLtL = nAtA = l/4 and ns = 1.52, nM = 1.00, nH = 2.30, nL = 1.38, and nA = 1.825. 
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Small tilts are commonly used to tune the peak of a filter to the desired wavelength even though 
they have an adverse effect on the angular field of the filter.

Bandpass Filters with Little or No Polarization Splitting It has been shown numerically for the 
phase-dispersion filter,435 for the frustrated-total-reflection filter,462 and for the metal-dielectric24 
and all-dielectric463 FP filters that it is possible to arrange for the two polarized transmission bands, 
which may have different widths, to coincide at high angles of incidence (Fig. 110b). The narrow, 
symmetrical high-transmittance bands that result may be useful for some applications even though 
the position of the maximum is still displaced with angle. Baumeister has shown how to design mul-
ticavity filters with no polarization splitting at one angle of incidence (Fig. 111).464

Wide-Angle Bandpass Filters Figure 112 shows the variation with effective index m∗ of the angular 
field of FP filters, defined as being twice the angle of tilt necessary to reduce to 0.8T0 the transmit-
tance of the filter for radiation of wavelength l0. To increase the angular field m∗ must be increased. 
Thus, for example, in an all-dielectric FP filter the expression for m∗ shows that nL < m∗ < nH and that 
with increasing spacer order m∗ approaches the refractive index of the spacer. The upper limits 
for m∗ for an all-dielectric FP filter in the ultraviolet, visible, and infrared parts of the spectrum are 
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show no polarization splitting for light incident at 45°. (After Baumeister.464)

6
10

To
ta

l a
n

gu
la

r 
fi

el
d 

(°
)

1

0.001 0.01 0.1

Half width, % of l0

1 10

100

4

2

1

1.5

3
5

m∗

FIGURE 112  Angular field of FP filters as a function of the half width for different effec-
tive indexes m∗.

07-Bass-V4_Ch07_p001-136.indd 7.93 9/18/09 11:01:37 AM

DO
 N

OT
 D

UP
LI

CA
TE



7.94  PROPERTIES

of the order of 2.0, 2.35, and 5.0, respectively. Little can be done about the angular field of solid 
spacer filters (Sec. 7.11, subsection “Fabry-Perot Filters with Solid Spacers”).

For metal-dielectric FP and for induced-transmission filters effective indexes m∗ of up to 3.2 and 
2.0 have been reported.460 

Wilmot and Schineller465 and Schineller and Flam466 have announced a filter consisting of a thin, 
plane-parallel fiber-optic face plate coated on both sides with all-dielectric mirrors. Since in such a 
filter the half width is determined only by the thickness of the plate and the reflectivity of the coat-
ings, and since the field of view depends on the ratio of the wavelength to the fiber diameter, the 
two quantities are independent. The measured transmittance of a 15-Å-half-width, 6-mm-diameter 
filter composed of 1.5-μm-diameter fibers was 30 percent, and the shift in wavelength with angle of 
incidence was one-eighth that of a conventional filter.

Stability and Temperature Dependence of Bandpass Filters

The stability of the position of the transmission peak has been studied by many workers.389,396,467–475 
The observed changes (up to 1 percent of l0) seem to depend greatly on the materials and manu-
facturing conditions. In filters with evaporated spacers both irreversible changes, probably due to 
changes in the structure of the films, and reversible changes due to the absorption of water vapor, 
have been observed. Many manufacturers are now able to minimise these effects through the use of 
more stable materials, improved high energy deposition methods (see Sec. 7.3), or accelerated artifi-
cial ageing processes. No changes were observed in solid spacer filters (Sec. 7.11, subsection “Fabry-
Perot filters with Solid Spacers”).

Changes in the operating temperature normally do not significantly affect the half widths and peak 
transmittances of medium and wide bandpass interference filters (see, for example, Refs. 476 to 479). 
An exception are filters that contain semiconductors that start to absorb significantly on heating (e.g., 
germanium) or on cooling (PbTe).480,481

The position of the transmission peaks shift linearly toward longer wavelengths with an increase 
in temperature, the magnitude of the shift depending largely on the spacer material. The tempera-
ture coefficient, expressed as a percentage change in l0 per degree Celsius change in temperature, 
lies between 2 × 10–4 and 3 × 10–3 for filters with evaporated spacers for the 0.3- to 1.0-μm spectral 
region403 and between 2 × 10–3 and 2 × 10–2 for the infrared spectral region.389,237 It is of the order of 
1 × 10–3 for filters with mica423 and quartz397 spacers. Unless temperature control is provided, under 
adverse conditions all the above temperature coefficients could lead to serious shifts of the transmis-
sion peaks of very narrow band filters (Sec. 7.11 subsection “Very Narrow Bandpass Filters”). The 
temperature control can take the form of an external constant-temperature enclosure, or it might 
be built in right into the filter. Eather and Reasoner396 and Mark et al.482 describe arrangements of 
the latter type in which two sensors embedded in the filters are used to control the current flowing 
through two transparent conducting coatings that surround the filter.

Deliberate changes in the temperature can be used for a fine tuning of the transmission wave-
length without having an adverse effect on the angular field of the filter.

Bandpass Filters for the XUV and X-Ray Regions

The construction of good bandpass filters for the extreme ultraviolet is hampered by the lack of 
coating materials with suitable optical constants. However, certain metals in thin-film form can be 
used as rudimentary bandpass filters in the extreme ultraviolet. The primary process in these filters 
is absorption, although at times interference within the film may have to be considered to explain 
the spectral transmission characteristics fully.

The measured spectral transmittance of some of these materials are shown in Figs. 113 and 114. 
By increasing the thicknesses of the films higher rejection ratios could be obtained at the expense of 
peak transmissions, and vice versa. The transmittance of the most promising material, aluminum, 
would be higher if it were not for the formation of absorbing oxide layers.
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FIGURE 113 Measured extreme-ultraviolet and soft x-ray transmittances (a) to (o) of several self-
supporting metal films of indicated thicknesses.
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Many of the layers are self-supporting (Fig. 113). Others must be deposited onto a suitable trans-
parent substrate (Fig. 114). Thin aluminum films are sometimes used for this purpose. Other mate-
rials used in the past are Zapon (cellulose acetate); collodion, Parlodion, and Celluloid (cellulose 
nitrates); Mylar (polyethylene teraphtalate); and Formvar (polyvinyl formal) (Fig. 113n and o). Any 
residual absorption in the substrate contributes, of course, to the overall-transmission curve. The 
preparation of self-supporting thin films is described by Novikov and by Sorokin and Blank.483,484 
Because of their fragility such films are usually mounted on a very fine mesh screen.

Multilayer Fabry-Perot interference filters for the soft x-ray region have also been constructed.485–487 

However, thus far the only spectral measurements reported are nonnormal incidence reflection.488 
The finesse of the filters is low and the modulation of the reflectance curve depends on the thickness 
of the spacer. The devices are useful for measurement purposes.

7.12 HIGH PERFORMANCE OPTICAL MULTILAYER 
COATINGS

Advances in the design and the automation of the manufacture of optical multilayer coatings have 
made possible the routine production of filters with a performance that would have seemed impos-
sible to achieve even fifteen years ago. For the visible and near-infrared parts of the spectrum mate-
rials and processes have been developed at a number of commercial and research facilities which 
permit them to deposit with high accuracy layer systems that consist of more than 4000 layers and 
with total metric thicknesses exceeding 100 μm. Currently the most common application areas for 
such coatings are in telecom systems (with filter sizes typically of the order of 1 mm) and in fluo-
rescence and Raman spectroscopy (diameters between 10 and 25 mm). The filter specifications for 
these filters, as a rule, span such a range of transmittances, or have such sharp gradients, that to 
depict the results properly, it is usually necessary to present the data in at least two graphs. In this 
section representative examples will be given to illustrate the type of performance that can be cur-
rently achieved.
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In Fig. 115a1 is shown the calculated and measured performance of a 50-μm-thick gain-flattening 
filter for telecom applications in which the specified transmittance varies in the 1.530- to 1.625-μm spectral 
region between 0.0 and –4.0 dB. The difference between the target and measured transmittances is show in 
Fig. 115a2 and the peak-to-peak variation is <0.1 dB.

Figure 115b1 presents the measured transmittance of a dual band filter of the type that is used 
for adding or dropping signals of certain wavelengths from a fiber network. Also shown are the theo-
retical transmittance and reflectance. The main requirements for this application are that the transmit-
tance be as high as possible with low ripple in the transmission bands and have low transmittance 

0.00

Measured

T measured
T theory [s]
R theory

T measured
T theory [s]
R theory

(a1) (b1)

(a2) (b2)

(c1) (d1)

(c2)

(d2)

Calculated

Tmeas. - Ttarget

–1.00

–2.00

–3.00

–4.00

–5.00

0.10

0.05

0.00

–0.05

–0.10

0.00

T
, R

 (
dB

)
T

, R
 (

dB
)

Tr
an

sm
it

ta
n

ce

Tr
an

sm
it

ta
n

ce
Tr

an
sm

it
ta

n
ce

 (
dB

)
E

rr
or

 fu
n

ct
io

n
 (

dB
)

O
pt

ic
al

 d
en

si
ty

Tr
an

sm
it

ta
n

ce
 (

dB
)

–0.20

–0.40

–0.60

–0.80

–1.00

–10.0

–20.0

–50.0

–40.0

–30.0

–60.0

1.00

0.95

0.85

0.90

0.80

0.0

–20.0

–60.0

–40.0

–80.0

1.53 1.55 1.57

Wavelength (μm)

Wavelength (μm) Wavelength (μm)

Wavelength (μm)

Measured with 0.5 nm resoluton

Measured with 0.2 nm resoluton

1.59

1 2 3

1 2 3

1.61 1.51 1.53 1.55 1.57

0.500.45 0.55 0.650.60 0.635 0.640 0.645 0.650 0.655

0.500.45 0.55 0.650.60 0.6345 0.6350 0.6355

1.00

0.80

0.60

0.40

0.20

0.00

8.00

6.00

4.00

2.00

0.00

FIGURE 115 Measured data for some high performance optical filters. (a) A precise telecom gain flattening 
filter with an attenuation that is defined over four decades; (b) dual band filters with very high transmission and 
reflection regions, for adding or removing signals of certain wavelengths in fiber networks; (c) a set of three filters 
for fluorescence probe microscopy, having very high transmittances and sharp drop-offs; curves 1, 2, and 3 corre-
spond to the transmittance curves of the excitation, beam splitting and emission filters; (d) Raman edge pass filter 
with an edge steepness of approx. 86 dB/nm. (After Iridian Spectral Technologies.202)
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between these bands. The filter shown consisted of more than 300 layers and had a total thickness 
of 65 μm. Figure 115.b2 shows that the rejection between the two transmission peaks is indeed very 
high.

In Fig. 115c are shown the measured transmittance curves of the excitation and emission filters 
and the beam splitter required for fluorescence probe microscopy. For this application the filters 
must have very high transmittances and sharp drop-offs in order to maximize the signal-to-noise 
ratio. The emission and excitation filters were about 35 μm thick and consisted of more than 300 
layers. The optical density outside the transmission regions are shown in Fig. 115c2. Some of these 
measurements are noise limited above an optical density 6.

In Fig. 115d is shown the measured transmittance of a steep cutoff filter for Raman spectroscopy. 
The filter consisted of about 500 layers and had a total thickness of about 40 μm. The ripple in the 
transmission region is only 4 percent. To appreciate the steepness of the cutoff (about 86 dB/nm) 
the region around the cutoff is plotted in Fig. 115c2 on an expanded wavelength scale.

Very advanced spectroscopic notch filters are shown in Fig. 42, one of these consisting of as many 
as 4410 layers. Of course, the processes used to produce the advance coatings described above are 
used today to produce better coatings with the simpler properties described in the earlier diagrams.

7.13 MULTILAYERS FOR TWO OR THREE
SPECTRAL REGIONS

Increasingly there are applications, especially in laser science, in which the spectral transmission 
and/or reflection has to be controlled at two or more wavelengths.34 The design and construction of 
such coatings is more difficult than that of systems for one wavelength region only, especially when 
the ratio of the wavelengths of interest is very large.

Multilayers for Two Spectral Regions

Costich was the first to specify the construction parameters of coatings having all possible combina-
tions of low and high reflection behavior at wavelength ratios of 1.5-, 2.0-, and 3.0: 1.0.489 His solu-
tions were based on systems composed of quarter-wave layers or layers with other simple thickness 
relationships. Experimental results are in good agreement with the calculated values. The calculated 
performance of two coatings not shown before are given in Figs. 116 and 117 presents the perfor-
mance of a number of commercially produced coatings of this type. Systems for other wavelength 
ratios and for combinations of other reflection values are possible.

Sometimes coatings are required in which the reflectance is controlled for wavelength ratios of 
10:1 or more.490,491 A systematic method for the design of such multilayers with different reflectance 
characteristics at the two wavelengths has been described.492,493 The calculated performance of such 
coatings for the wavelengths of 0.6328 and 10.6 μm are shown in Fig. 118.
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Multilayers for Three Spectral Regions

For some laser applications the reflectance or transmittance has to be controlled at three or more 
wavelengths. Solutions to such problems can also be found. Costich has given designs for all possible 
combinations of low and high reflection for the important special case of a set of wavenumbers s0, 2s0,
and 3s0.

489 The designs and performances of his solutions to this problem are shown in Fig. 119.
In principle, the method for the design of coatings for two widely separated spectral regions 

mentioned above can be extended to the design of coatings for three or more wavelengths. However, 
the number of layers required increases dramatically as the number of layers required for the longest 
wavelength region increases. Figure 120 shows the calculated performance of a coating that behaves 
like a high reflection coating, a beam splitter and an antireflection coating at 0.63, 2.52, and 10.6 
μm, respectively.
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7.14 PHASE COATINGS

In some applications, in addition to transmittance or reflectance requirements, special phase rela-
tionships have to be satisfied. These may be specific phase changes on reflection fR or transmission 
fT for radiation incident at 0°. At other times it is required to displace or to deflect a beam without 
affecting its state of polarization. However, most frequently it is necessary to introduce a certain 
phase difference (fp – fs) between p- and s-polarized light. Quarter-wave plates made of birefringent crys-
tals are normally used to provide this phase difference.

Solutions to these and similar problems based on optical interference coatings can also be found. 
Porous films with an inclined columnar structure, formed in physical vapor deposition processes 
when the vapor is incident onto the substrate at an oblique angle, can also be birefringent.495 Such 
films have been proposed for the construction of phase retardation plates for use with normal inci-
dence of the radiation.496 However, more frequently solutions are based on the difference between 
the effective indices hp, hs of thin films for obliquely incident radiation [Eq. (19)]. Azzam has shown 
that, when performance at one wavelength only is specified and when oblique angles of incidence 
are acceptable, elegant solutions to many of the problems can be found that are based on a single 
layer only.335

Phase retarding reflectors are commonly designed for use at 45°. Many layers are required when 
the radiation is incident from the air side. The performances of two multilayers of this type with dif-
ferent phase differences are shown in Fig. 121. The multilayers are optimized to maintain a constant 
phase difference in the vicinity of the design wavelength. Coatings with other phase differences and 
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surface 45° reflectors with different phase retardations.
(a) 20 layers on a Ag substrate (after Southwell499) and (b) 22 layers 
on an Al substrate (after Grishina500).
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7.102  PROPERTIES

reflectances can also be constructed.497,498 For example, an antireflection coating for 45° incidence in 
which the phase change is 180° is shown in Fig. 122.

When the radiation is incident on the layers from the substrate side, total internal reflection takes 
place.501 The design of thin-film phase retarders based on this approach has also been examined by 
Apfel502 and Azzam.503 Total internal reflection phase retarders operate over broader spectral regions 
(Fig. 123) but their size is limited by the weight and homogeneity of the prism materials.

More complex phase retardation devices have been constructed in which the radiation is allowed 
to undergo 2, 3, or even 4 internal reflections.342,506,507 The performance of some typical total inter-
nal reflection devices that are based on the configurations of Fig. 68u, v, w is shown in Fig. 124. For 
high-power laser beam delivery systems front surface reflectors are usually employed (Fig. 125).

In Fig. 126 are shown the phase changes on reflection of a set of four metal/dielectric interferom-
eter mirrors, all with R > 0.97, for which the differences in the phase changes on reflection for adjacent 
members in the set were approximately 90° over an extended spectral region. Other requirements for 
phase changes or phase change differences can also be satisfied with thin films.
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FIGURE 124 90° phase retardation devices 
based on 2 (a), 3 (b) and 4 (c) total internal reflec-
tions (after King,508 Clapham,304 and Filinski507). 
The angle of incidence on the first reflecting sur-
face is indicated in the diagrams.
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retardation for all angles of incidence (after Azzam509); (c), (d) 90°, 180° phase retardations (after Thonn510).
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7.104  PROPERTIES

7.15 INTERFERENCE FILTERS WITH LOW 
REFLECTION

Reducing Reflection with a Thin Metal Film

A suitable thin metal film deposited onto a glass surface can act as a very efficient achromatic anti-
reflection coating for light incident from the glass side (Fig. 127). The reflectance for light incident 
from the air side is not reduced and the transmittance suffers as a result of the absorption within the 
film.511 By combining such films with additional layers, attractive coloured sun glasses or architec-
tural coatings are obtained.

Black Absorbers

Black absorbers efficiently absorb the radiation incident upon them in a specified spectral region. 
They are used, for example, to control radiant energy,512 to remove stray light in optical systems, to 
enhance contrast in display devices513 and to increase the signal-to-noise ratio in multiplexers.514 
Black absorber coatings are based on interference in thin film and generally consist of an opaque 
metal layer and one or more dielectric layers interspersed with partially transparent metal layers
(Figs. 21 and 66a). They can be designed for first- and second-surface application (Fig. 128). 
Coatings of this type can also be designed for the ultraviolet and infrared spectral regions.515
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FIGURE 126 Normal incidence phase changes 
on reflection of a set of four highly reflecting mirrors 
for Michelson interferometers. (After Piotrowski et al.22)
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at l = 0.565 μm is indicated. (After Pohlack.511)
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Neutral Attenuators

Conventional metallic film attenuators described in Sec. 7.9, subsection “Neutral Filters” can-
not readily be placed in series because multiple reflections between the components may result in 
unpredictable density values. However, by using metal and dielectric layer combinations of appro-
priate optical constants and thicknesses, it is possible to reduce the reflection of the metallic film 
from one or both sides of the substrate.82,513–515,517,518 The experimental results for one such attenua-
tor are given in Fig. 129b.
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FIGURE 128 Calculated performance of 
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Other Interference Filters

It is possible, using a similar approach, to reduce the reflection of narrow bandpass filters, cutoff 
filters, and other filter types. In particular, low reflection narrowband interference filters for weld-
ing applications have been described by Jacobsson.521 The experimental performance of a bandpass 
filter and of a long-wavelength cutoff filter are given in Fig. 129c and d. In both cases the luminous 
reflectance has been reduced by an order of magnitude over that of a conventional design. However, 
this is at the expense of the transmittance.

7.16 REFLECTION FILTERS AND COATINGS

Metallic Reflectors

The Fresnel reflection coefficient of an interface between two semi-infinite media of complex refrac-
tive indices ñm, ñs for polarized radiation incident at nonnormal angle is given by

  R m

m

=
−
+

η η
η η

s

s

2

  (79)

where hs, hm are given by (19). When ñm , ñs correspond to air, and the metal, respectively, and when 
the angle of incidence is zero, the above expression reduces to

   R
n k

n k
s s

s s

=
− +
+ +

( )

( )

1

1

2 2

2 2
  (80)

If the substrate is opaque, the above represents the total energy reflected, the remaining energy being 
absorbed within the material.

Metal reflectors are most commonly made by vacuum deposition of the material onto a suitable 
glass or quartz substrate. Before deposition aluminum or beryllium mirror surfaces are sometimes 
first chemically plated with a nickel-phosphorus alloy (Kanigen process). Such deposits have excel-
lent adhesion to the substrate and have a very hard surface that can be optically polished before 
coating.522

Visible, infrared, and ultraviolet spectral reflectancs of some of the more commonly used metals 
are shown in Figs. 130 and 131. Using Eq. (80) and the optical constants in Palik’s handbook,58,59 the 
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FIGURE 130 Reflectances of some metals. (After Drummeter and Hass.138)
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OPTICAL PROPERTIES OF FILMS AND COATINGS  7.107

spectral reflectances for many additional metals can be calculated. Silver has the highest visible and 
infrared reflectance, and hence is used for interferometer mirrors and interference filters. Exposed 
silver films tarnish readily but they can be protected. Aluminum has the broadest high reflectance 
region of all metals and is commonly used in front-surface mirrors. It would reflect highly down 
to 0.1 μm were it not for the absorption below 0.18 μm of the thin oxide layer that starts to form 
seconds after deposition.523,524 Some of the highest known reflectances in the ultraviolet are shown 
in Fig. 132.

Protective Coatings For many applications the thin aluminum oxide layer on an aluminum surface 
does not offer sufficient protection against abrasion and chemical attack, and therefore aluminum 
mirrors are often overcoated with single SiO2 or of MgF2 protective layers. Such mirrors can be 
repeatedly cleaned with water and even withstand boiling in saltwater.534 Single protective layers 
reduce the reflectance (Fig. 133). If necessary this problem can be overcome by using protective 
coatings consisting of two or more layers (Fig. 134).

The deterioration of the ultraviolet reflectance of aluminum mirrors due to oxdiation can be 
partially avoided by covering the freshly deposited aluminum layer immediately with a suitable 
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FIGURE 131 Visible and infrared reflectance of certain metals. (Al after Bennett et al.;525 Ag 
and Au after Bennett and Ashley;526 Cu after Hass and Hadley;527 Rh and Pt after Hass and Fowler.)
(See Drummeter and Hass.138)
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coating of MgF2 
540–542 or LiF. 540,543,544 The reflectances of such overcoated aluminum reflectors are 

shown in Fig. 135. Their variation with angle of incidence in the 0.03 to 0.16 μm spectral region is 
discussed by Hunter. 56

The reflectance of unprotected and protected silver mirrors has been investigated by Burge et al.545 
Highly adherent and chemically stable mirrors with a reflectance in excess of 0.95 for wavelengths 
greater than 0.5 μm have been reported.546,547

The reflectance of protected metal mirrors at oblique angles of incidence in the infrared part of 
the spectrum can be seriously reduced at the short-wavelength side of the Reststrahlen peak of the 
material used for its protection.548–551

Enhancement of Reflection

By depositing a quarter-wave stack (Sec.7.6 subsections “Nonabsorbing [AB]N and [AB]N A 
Multilayer Types” and “Periodic Multilayers of the [(0.5A) B (0.5A)]N Type”) onto the metal mirror 
its reflectance can be enhanced considerably.387 The thickness of the first layer should be adjusted to 
compensate for the phase change on reflection at the metal surface.552 The spectral-reflectance curve 
dips on either side of the high-reflection region whose width is governed by the considerations of 
Sec. 7.6, subsection “Width of the High-Reflectance Zone” and which can be somewhat enhanced 
by the use of a half-wave outermost layer (Fig. 134). The measured spectral characteristics of three 
metal-dielectric reflectors for the ultraviolet region are shown in Fig. 136.
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Curve 1: coating 4 of Fig. 134b; curves 2 and 3: 0.1122 ± 
0.002 and 0.0752 ± 0.001 μm thick films of MgF2 and SiO2, 
respectively, on aluminum. (After Bennett.525)
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extended reflection (after Song et al.537). (b) Aluminum mirrors: curve 4: with four layers of MgF2 and 
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The reflectance of silver, although very high in the visible, falls of rapidly in the near-ultraviolet. 
Attempts to enhance the reflectance in that part of the spectrum and, at the same time, to protect 
the silver from tarnish, have been successfull (Fig. 134a).537

A different kind of reflection enhancement has been reported for the extreme ultraviolet. By 
depositing semi-transparent platinum films onto different substrates the opaque-film reflectances of 
19.3 and 12.8 percent at 0.0584 and 0.0736 μm were increased by up to 2.8 and 3.8 percent, respectively.555 
For space applications suitably thick aluminum films on iridium are expected to yield reflectances as high 
as 40 and 52 percent at the same wavelengths (Fig. 137). Other proposed reflectance-increasing combina-
tions can be found in Madden et al.556

Selective Metal-Dielectric Reflectors Several types of coatings that reflect highly in one spectral 
region, but not in another have been developed in the past for different applications. Hadley and 
Dennison presented the theory and experimental results of reflection interference filters for the iso-
lation of narrow spectral regions (Fig. 138a).558,559 Very narrow reflection filters have been described 
by Zheng (Fig. 138b).560 High-infrared and low-visible reflectance coatings (Fig. 66) are used to 
control the temperature of satellites.138 These coatings could also be used to remove visible light 
from infrared optical systems. Several reflectors designed to reduce stray visible light in ultraviolet 
systems are shown in Fig. 139.
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ultraviolet and visible spectral regions (curve 1 after Stelmack561). Curves 2 to 8 represent the perfor-
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(b) Calculated and experimental performance of a very narrow band near-infrared reflecting filter 
(after Gamble563).
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Reflection at Angles Close to Grazing Incidence

At wavelengths much shorter than the ultraviolet, all materials have refractive indices that are close 
to unity and extinction coefficients that are rather small. It follows from Eq. (80) that normal inci-
dence reflectances in that part of the spectrum are small. However, for angles of incidence greater 
than the critical angle qc,

  θc sn= −−cos [ ( )]1 2 1   (81)

total external reflection occurs resulting in high reflectances. Measured values of oblique angle 
reflection coefficients in the 0.0023 to 0.019 μm spectral region for a number of materials are given 
by Lukirskii et al.565,566 and also on Henke’s website.254 Typical spectral reflectance curves of some 
elements are shown in Fig. 140a and b. An Al reflectance of 0.987 for an angle of incidence of 80° 
at 0.0584 μm has been reported by Newnam.567 It has also been shown that two or three thin films 
on a suitable substrate can have a better performance than a single metal layer (Fig. 140c).568 Higher 
reflectances can be achieved with periodic and nonperiodic multilayers designed for use at grazing 
incidence. For use in near-grazing incidence telescope optics for the soft x-ray region it may also be a 
requirement that, for a given wavelength, the reflectance stays constant over a small range of angles. 
Nonperiodic systems with such properties are sometimes called “supermirrors” and they can be 
composed of hundreds of layers. The performances of several such coatings are shown in Fig. 141. 

Multiple-Reflection Filters

Metal and Metal-Dielectric Multiple-Reflection Filters Metals such as silver, copper, gold, and 
metal-dielectric coatings of the type shown in Fig. 64a used in a multiple-reflection arrangement 
should make low-wavelength cutoff filters with excellent rejection, sharp transition, and a long, 
unattenuated pass region far superior to those available with transmission filters.

Multiple-Reflection Filters Made of Thin-Film Interference Coatings Interference coatings for 
use in a multiple-reflection filter need not be deposited onto substrates that transmit well in the 
spectral region of interest, but they should be used at small angles of incidence if disturbing effects 
due to polarization are not to occur.578 The following are examples of some of the difficult filtering 
problems that can be easily solved with multiple reflection filters composed of interference coatings, 
providing that there is space to use a multiple reflection arrangement.

0.8

0.9

1.0

0.7
0.02 0.04 0.06

Wavelength (μm)
0.08 0.10

Au

q = 85°

Ni
Al

0.92

0.94

R
ef

le
ct

an
ce 0.96

0.98

1.00

0.90
0.02 0.04 0.06

Wavelength (μm)
0.08 0.10

Al
C
SiC
Si

q = 89°

(a) (b) (c)

Pt + Ni + C

Pt

q = 89.5° = 85°

UOx

1.0

0.8

0.6

0.4

0.2

0.0
10–4 10–3 10–2

Wavelength (μm)

FIGURE 140  Measured XUV and x-ray reflectances of (a) Al, Si, C, and CVD SiC films (after Windt et al569);
(b) Ni, Au, and Al films (after Malina and Cash570); and (c) uranium oxide (after Sandberg et al571) and a single Pt layer 
and a triple layer of Pt, Ni, and C (after Tamura et al.568). The angles of incidence are indicated in the diagrams.
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It is difficult to provide adequate blocking with transmission filters for narrow-bandpass filters 
of the type shown in Figs. 97 to 102 without considerably reducing the peak transmittance. This is 
done readily with a multiple-reflection filter composed of quarter-wave stacks of the same materials 
used for the construction of the bandpass filter and centered at the same wavelength (Fig. 142).

It should be possible to construct highly efficient short-pass filters with a very long and low 
rejection region by using broadband reflectors consisting of several contiguous stacks (Sec. 7.7, sub-
section “Rejection Filters”).

The use of a narrowband transmission filter in a multiple reflection arrangement of the type 
shown in Fig. 3 results in a high attenuation narrowband rejection filter surrounded by regions of 
high transmission (Fig. 143). However, such devices must be used with well-collimated light. 

The transmittance curves of three multiple-reflection bandpass filters are shown in Fig. 144a to c. 
By using a number of multiple reflection filters with sharp features it is possible to seperate signals 
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stack after fourfold reflection; curve 3: transmission 
of blocked filter. (After Cohendet and Saudreau.398)
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transmitted by radiation of different, closely spaced wavelengths with a very low cross-talk and small 
insertion loss.514

Additional information on reflection coatings and filters will be found in the reviews by Hass et al. 
and by Lynch.581,582

7.17 SPECIAL PURPOSE COATINGS

Space considerations limit the detailed description of coatings and filters for specific applications. 
Absorbing multilayer coatings on glass for enhancing the visual appearance, thermal and illumi-
nation control, and as “one-way-mirrors” find applications in architecture and in the automotive 
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FIGURE 143 Measured transmission after 
four reflections from identical narrowband interfer-
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lengths (after Valeyev579); and (c) commercial multiple-reflection interference filter (Schott & Gen.580).
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industry. They are also used in solar energy conversion and have been proposed for radiative cooling. 
Thin-film coatings are used in optical recording media and in optical multiplexers/demultiplexers. 
Bistable Fabry-Perot structures are proposed for use as light switches in optical computers. Special 
filters and coatings are used in colorimetry, radiometry, detectors, and in high contrast display 
devices. Consumer-oriented products include various kinds of decorative coatings, as well as coat-
ings for the protection of documents and products from counterfeiting. There is no doubt that in 
the future even more applications will appear for optical multilayer coatings. Some of these will 
require very complex spectral charateristics. At the time of writing of the second edition of this 
Handbook, methods for the design and manufacture of such coatings have just been demonstrated 
(Fig. 145). Now much more complicated correction and gain flattening filters (Fig. 115a) are impor-
tant components for the telecommunications industry and they are routinely produced by many 
companies and laboratories.

The author would like to acknowledge the help and encouragement of his colleagues, Brian T. 
Sullivan, Li Li, Claude Montcalm, Pierre Verly, Daniel Poitras, Jeffrey Wong, and Allan Waldorf.
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PROPERTIES OF SOLIDS
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Scottish Universities Physics Alliance
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Edinburgh, Scotland

8.1 GLOSSARY

A vector fi eld

B magnetic induction

c speed of light

D displacement fi eld

dM penetration depth of material

dTIR evanescent fi eld depth for total internal refl ection

E electric fi eld

�g band gap energy

E loc local electric fi eld

−e electronic charge

ei
r components of unit vectors of incident polarization

es
r components of unit vectors of scattered polarization

fj oscillator strength
G reciprocal lattice vector

H hamiltonian
H magnetic fi eld

I irradiance

I unit tensor

J
c conduction current density

K dielectric constant or relative permittivity

k  electron wavevector

-M induced magnetization

m electron mass

m∗ effective electron mass

8.1
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8.2  PROPERTIES

N charge density

NL refractive index for left circularly polarized light

NR refractive index for right circularly polarized light

n real part of refractive index

P Kane momentum matrix element

-P  induced dipole moment per unit volume

PD dielectric amplitude refl ection polarization ratio

pj′j momentum matrix element

PM metallic amplitude refl ection polarization ratio

Pps, ij elasto-optic coeffi cients

p electron momentum

q~  complex photon wavevector
q
  unit photon wavevector

R refl ectance

 Rex exciton Rydberg

Ps,p Raman scattering coeffi cient

rp fi eld refl ection amplitude for p-polarization

rs fi eld refl ection amplitude for s-polarization

S  Poynting vector

sij components of lattice strain

SR Raman scattering effi ciency

Sj phonon oscillator strength

T transmittance

tp fi eld transmission amplitude for p-polarization

ts fi eld transmission amplitude for s-polarization

V volume of unit cell

P(r) periodic lattice potential

v phase velocity

 W(w) transition rate

 Z number of electrons per atom

a absorption coeffi cient

b two-photon absorption coeffi cient

Γ damping constant

ΔD dielectric refl ection polarization phase difference

ΔM metallic refl ection polarization phase difference

ΔS specifi c rotary power

ΔSO spin-orbit splitting

d energy walk-off angle
ε  electrical permittivity
ε�  complex permittivity

e (∞) high frequency permittivity

e (0) static permittivity

e1 real part of permittivity

e2 imaginary part of permittivity

eo electrical permittivity of vacuum
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FUNDAMENTAL OPTICAL PROPERTIES OF SOLIDS  8.3

η�  complex refractive index

θ  principal angle for metallic refl ection

qOA angle between optic axis and principal axis

qB Brewster’s angle

qC total internal refl ection critical angle

qTIR phase change for total internal refl ection

k imaginary part of refractive index
μ  magnetic permeability

mo magnetic permeability of vacuum

x Hooke’s law constant

ξ
  unit polarization vector

rf free charge density

rp band or polarization charge density

rp real fi eld amplitude for p-polarization

rs real fi eld amplitude for s-polarization

rt total charge density

σ�  complex conductivity
σ  electrical conductivity

s1 real part of conductivity

s2 imaginary part of conductivity

t scattering or relaxation time

f scalar fi eld

fi′ ground state wavefunction

χ�  complex susceptibility

c′ real part of susceptibility

c″ imaginary part of susceptibility
χ

e  electrical susceptibility
χ

m
 magnetic susceptibility

ψk  Bloch solution wavefunction

w photon frequency

wj resonant oscillation frequency

wLO longitudinal optical phonon frequency

wp plasma frequency

ws surface frequency

wTO transverse optical phonon frequency

8.2 INTRODUCTION

This chapter describes the fundamental interactions of light with solids. The discussion is 
restricted to intrinsic optical properties. Extrinsic optical properties of solids are described in 
Chap. 10, “Optical Spectroscopy and Spectroscopic Lineshapes,” by Brian Henderson in Vol. I. 
Basic formulas, definitions, and concepts are listed for reference and as a foundation for subsequent 
chapters of this Handbook. More detailed accounts of specific optical properties and particular types 
of solids are given in later chapters, that is, Chap. 7, “Optical Properties of Films and Coatings,”
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by Jerzy A. Dobrowolski in this volume and Chap. 7, “Electro-Optic Modulators” by Georgeanne 
M. Purvinis and Theresa A. Maldonado in Vol. V. The reader is referred to the many texts which 
provide more elaborate discussions of the optical properties of solids.1-13

Electrical measurements distinguish three general types of solid by their conductivities, i.e., 
dielectrics, semiconductors, and metals. Optically, these three groups are characterized by different 
fundamental bandgap energies, �g. Although the boundaries are not sharply defined, an approxi-
mate distinction is given by metals, �g ≤ 0, semiconductors, 0 < �g < 3 eV, and dielectrics, �g > 3 eV. 
Solids may be found in single crystal, polycrystalline, and amorphous forms. Rudimentary theories 
of the optical properties of condensed matter are based on light interactions with perfect crystal lat-
tices characterized by extended (nonlocal) electronic and vibrational energy states. These eigenstates 
are determined by the periodicity and symmetry of the lattice and the form of the Coulomb poten-
tial which arises from the interatomic bonding.

The principal absorption bands in condensed matter occur at photon energies corresponding to 
the frequencies of the lattice vibrations (phonons) in the infrared, and electronic transitions in the 
near infrared, visible, or ultraviolet. A quantum mechanical approach is generally required to describe 
electronic interactions but classical models often suffice for lattice vibrations. Although the mechani-
cal properties of solids can vary enormously between single crystal and polycrystalline forms, the 
fundamental optical properties are similar, even if the crystallite size is smaller than a wavelength, since 
the optical interaction is microscopic. However, electronic energy levels and hence optical proper-
ties are fundamentally altered when one or more dimensions of a solid are reduced to the scale of the 
de-Broglie wavelength of the electrons. Modern crystal growth techniques allow fabrication of atomic 
precision epitaxial layers of different solid materials. Ultrathin layers with dimensions comparable with 
or smaller than the de-Broglie wavelength of an electron may form quantum wells, quantum wires, 
and quantum dots in which electronic energy levels are quantized. Amorphous solids have random 
atomic or molecular orientation on the distance scale of several nearest neighbors, but generally have 
well-defined bonding and local atomic order which determine the overall optical response.

8.3 PROPAGATION OF LIGHT IN SOLIDS

Dielectrics and semiconductors provide transparent spectral regions at radiation frequencies 
between the phonon vibration bands and the fundamental (electronic) absorption edge. Maxwell’s 
equations successfully describe the propagation, reflection, refraction, and scattering of harmonic 
electromagnetic waves.

Maxwell’s Equations

Four equations relate the macroscopically averaged electric field E and magnetic induction B, to 
the total charge density, ρt , (sum of the bound or polarization charge, ρp  and the free charge, ρ f ), 
the conduction current density, Jc, the induced dipole moment per unit volume, P, and the induced 
magnetization of the medium, M, (expressed in SI units),

∇⋅ =E
ρ
ε

t

o

 (1)

∇ × = −E
B∂

∂t
 (2)

∇⋅ =B 0   (3)

∇× = + + +∇×
⎛

⎝
⎜

⎞

⎠
⎟B

E P
J MCμ ε ∂

∂
∂
∂o o t t

  (4)
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FUNDAMENTAL OPTICAL PROPERTIES OF SOLIDS  8.5

where εo = × −8 854 10 12. F/m is the permittivity of vacuum, μ πo = × −4 10 7 H/m is the permeability of 
vacuum and c the speed of light in vacuum, c o o= −( ) /ε μ 1 2 . By defining a displacement field, D, and 
magnetic field, H, to account for the response of a medium

D P E= +εo   (5)

H
B

M= −
μo

  (6)

and using the relation between polarization and bound charge density,

−∇⋅ =P ρp   (7)

Equations (1) and (4) may also be written in the form

∇⋅ =D ρ f   (8)

and

∇× = +H
D

J
∂
∂t cc   (9)

Vector A and scalar f fields may be defined by

B A=∇×   (10)

E
A=−∇ −ϕ ∂

∂t
  (11)

A convenient choice of gauge for the optical properties of solids is the Coulomb (or transverse) 
gauge

∇⋅ =A 0   (12)

which ensures that the vector potential A is transverse for plane electromagnetic waves, while the 
scalar potential represents any longitudinal current and satisfies Poisson’s equation

∇ = −2ϕ
ρ
ε

t

o

  (13) 

Three constitutive relations describe the response of conduction and bound electrons to the elec-
tric and magnetic fields

J Ec =σ   (14)

D P E E= + =ε εo   (15)

B H M) H= + =μ μo(   (16)

where σ  is the electrical conductivity, ε  is the electrical permittivity, and μ  is the magnetic per-
meability of the medium and are in general tensor quantities which may depend on field strengths. 
An alternative relation often used to define a dielectric constant (or relative permittivity), K is given 
by, D E= εoK . In isotropic media using the approximation of linear responses to electric and mag-
netic fields, s, e, and m are constant scalar quantities.
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8.6  PROPERTIES

Electric, χ
e , and magnetic, χ

m , susceptibilities may be defined to relate the induced dipole moment, P,
and magnetism, M to the field strengths E and H,

P E= ε χo e
  (17)

M H= ε χo m
  (18) 

Thus,

ε ε χ= +
o e
( )I   (19)

and

μ μ χ= +o
m

( )I   (20)

where I  is the unit tensor.

Wave Equations and Optical Constants

The general wave equation derived from Maxwell’s equations is

∇ −∇ ∇⋅ − = + +∇×
⎛

⎝
⎜2

2

2

2

2 2
E E

E P J M
( ) ε μ ∂

∂
μ ∂

∂
∂
∂

∂
∂o o ot t t t

cc
⎞⎞

⎠
⎟   (21)

For dielectric, (nonconducting) solids

∇ =2
2

2
E

Eμε ∂
∂t

  (22)

The harmonic plane wave solution of the wave equation for monochromatic light at frequency, w,

E E q r= ⋅ − +1
2 o exp ( ) . .i t c cω   (23)

in homogeneous (∇e = 0), isotropic ( , ),∇⋅ = ⋅ =E q E0 0 nonmagnetic (M = 0) solids results in a 
complex wavevector, �q ,

�q = +ω ε
ε

σ
ε ωc

i
o o

  (24) 

A complex refractive index, �η , may be defined by

� �q q= ω η
c

ˆ   (25) 

where q̂  is a unit vector and

�η κ= +n i   (26) 

Introducing complex notation for the permittivity, �ε ε ε= +1 2i , conductivity, �σ σ σ= +1 2i , and sus-
ceptibility, �χ χ χe e ei= ′ + ′′ , we may relate

ε ε ε χ ε κ σ
ω1

2 2 21= = + ′ = − =−o e o n( ) ( )   (27) 
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and

ε ε χ ε κ σ
ω

σ
ω2

12= ′′= = =o e on   (28) 

Alternatively,

n
o

= + +( )⎡

⎣
⎢

⎤

⎦
⎥

1
2 1

2
2
2

1

1 2

ε
ε ε ε

/

  (29) 

κ
ε

ε ε ε= + −( )⎡

⎣
⎢

⎤

⎦
⎥

1
2 1

2
2
2

1

1 2

o

/

  (30) 

The field will be modified locally by the induced dipoles. If there is no free charge, rf , the local field, 
E loc , may be related to the external field E i  in isotropic solids using the Clausius-Mossotti equation 
which leads to the relation

E Eloc = +n2 2
3 i   (31) 

Energy Flow

The direction and rate of flow of electromagnetic energy is described by the Poynting vector

S E H= ×1
μo

  (32) 

The average power per unit area, (irradiance, I), W/m2, carried by a uniform plane wave is given by 
the time averaged magnitude of the Poynting vector

I
cn

= =S
Eo

2

2
  (33)

The plane wave field in Eq. (23) may be rewritten for absorbing media using Eqs. (25) and (26)

E r, E q q r nq r( )t = − ⋅
⎛

⎝
⎜

⎞

⎠
⎟ ⋅ −1

2 o c
i

c
t( , ) exp ˆ exp ˆω ω κ ω ω

⎛⎛

⎝
⎜

⎞

⎠
⎟

⎡

⎣
⎢

⎤

⎦
⎥+c c. .   (34)

The decay of the propagating wave is characterized by the extinction coefficient k. The attenuation 
of the wave may also be described by Beer’s law

I I zo= −exp( )α   (35) 

where a is the absorption coefficient describing the attenuation of the irradiance, I, with distance, z.
Thus,

α ωκ πκ
λ

σ
ε

ε ω
ε

χ ω
= = = = =

′′2 4 1 2

c cn cn cno o

e   (36) 
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8.8  PROPERTIES

The power absorbed per unit volume is given by

P I e
oabs = =

′′
α

ω χ
2

2
E   (37) 

The second exponential in Eq. (34) is oscillatory and represents the phase velocity of the wave, v = c/n.

Anisotropic Crystals

Only amorphous solids and crystals possessing cubic symmetry are optically isotropic. In general, 
the speed of propagation of an electromagnetic wave in a crystal depends both on the direction of 
propagation and on the polarization of the light wave. The linear electric susceptibility and dielec-
tric constant may be represented by tensors with components of χ

e  given by

P Ei o j= ε χij   (38) 

where i and j refer to coordinate axes. In an anisotropic crystal, D B q⊥ ⊥  and E H S,⊥ ⊥ but E is 
not necessarily parallel to D and the direction of energy flow S is not necessarily in the same direc-
tion as the propagation direction q.

From energy arguments it can be shown that the susceptibility tensor is symmetric and it there-
fore follows that there always exists a set of coordinate axes which diagonalize the tensor. This coor-
dinate system defines the principal axes. The number of nonzero elements for the susceptibility (or 
dielectric constant) is thus reduced to a maximum of three (for any crystal system at a given wave-
length). Thus, the dielectric tensor defined by the direction of the electric field vector with respect to 
the principal axes has the form

ε
ε

ε

1

2

3

0 0

0 0

0 0

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

The principal indices of refraction are

ni ii i= + =1 χ ε   (39) 

with the E-vector polarized along any principal axis, i.e., E D|| . This case is designated as an ordinary 
or o-ray in which the phase velocity is independent of propagation direction. An extraordinary or e-ray 
occurs when both E and q lie in a plane containing two principal axes with different n. An optic axis
is defined by any propagation direction in which the phase velocity of the wave is independent of 
polarization.

Crystalline solids fall into three classes: (a) optically isotropic, (b) uniaxial, or (c) biaxial (see 
Table 1). All choices of orthogonal axes are principal axes and ε ε ε1 2 3= =  in isotropic solids. For 
a uniaxial crystal, ε ε ε1 2 3= ≠ , a single optic axis exists for propagation in direction 3. In this case, 
the ordinary refractive index, n n no = =1 2, is independent of the direction of polarization in the 1-2
plane. Any two orthogonal directions in this plane can be chosen as principal axes. For any other 
propagation direction, the polarization can be divided into an o-ray component in the 1-2 plane
and a perpendicular e-ray component (see Fig. 1). The dependence of the e-ray refractive index with 
propagation direction is given by the ellipsoid,

n
n n

n nj i
i j

i i j i

( )
( cos sin ) /

θ
θ θ

=
+2 2 2 2 1 2

  (40) 
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System  

Point Group Symbols

Optical ActivityInternational Schönflies

Triclinic biaxial 1-
1

C1

S2

A
-

Monoclinic biaxial 2
m
2/m

C2

Cv

C2h

A
-
-

Orthorhombic biaxial mm
222
mmm

C2v
D2
D2h

-
A
-

Trigonal uniaxial 3–
3
3m
32
–
3m

C3
S6
C3v
D3
D3d

A
-
-
A
-

Tetragonal uniaxial 4–
4
4/m
4mm
–
42m
42
4/mmm

C4
S4
C4h
C4v
D2d
D4
D4h

A
-
-
-
A
A
-

Hexagonal uniaxial 6
–
6
6/m
6mm
–
6m2
62
6/mmm

C6
C3h
C6h
C6v
D3h
D6
D6h

A
-
-
-
-
A
-

Cubic isotropic 23
m3
–
43m
432
m3m

T
Th
Td
O
Oh

A
-
-
A
-

TABLE 1 Crystalographic Point Groups and Optical Properties

where θi is defined with respect to optic axis, i = 3, and j = 1 or 2. θi = °90  gives the refractive index 
n ne = 3 when the light is polarized along axis 3. The difference between no and ne is the birefringence. 
Figure 1a illustrates the case of positive birefringence, n ne o>  and Fig. 1b negative birefringence, n ne o< .
The energy walk-off angle, d, (the angle between S and q or D and E) is given by

tan
( )

sinδ θ θ= −
⎡

⎣
⎢

⎤

⎦
⎥n

n n

2

3
2

1
22

1 1
2   (41)
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8.10  PROPERTIES

In biaxial crystals, diagonalization of the dielectric tensor results in three independent coefficients, 
ε ε ε ε1 2 3 1≠ ≠ ≠ . For orthorhombic crystals, a single set of orthogonal principal axes is fixed for all 
wavelengths. However, in monoclinic structures only one principal axis is fixed. The direction of the 
other two axes rotates in the plane perpendicular to the fixed axis as the wavelength changes (retaining 
orthogonality). In triclinic crystals there are no fixed axes and orientation of the set of three principal 
axes varies with wavelength. Equation (40) provides the e-ray refractive index within planes containing 
two principal axes. Biaxial crystals possess two optic axes. Defining principal axes such that n n n1 2 3> > ,
both optic axes lie in the 1-3 plane, at an angle qOA from axis 1, as illustrated in Fig. 1c, where

sinθOA

n

n

n n

n n
= ±

−
−

1

2

2
2

3
2

1
2

3
2

  (42)

Crystals with certain point group symmetries (see Table 1) also exhibit optical activity, i.e., the ability 
to rotate the plane of linearly polarized light. An origin for this phenomenon, is the weak magnetic 
interaction ∇×M  [see Eq. (21)], when it applies in a direction perpendicular to P (i.e. M||P). The 
specific rotary power ΔS, (angle of rotation of linearly polarized light per unit length) is given by

ΔS L Rn n= −π
λ

( )   (43) 

Optic axis
no

no

ne
1

3

Optic axisno

no

ne

1

3

Optic axisn1
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FIGURE 1 Illustration of directional dependence of refractive indices and optic axes in
(a) a uniaxial, positive birefringent crystal, (b) a uniaxial, negative birefringent crystal, and
(c) biaxial crystal.
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FUNDAMENTAL OPTICAL PROPERTIES OF SOLIDS  8.11

where nL  and nR  are refractive indices for left and right circular polarization. Optical activity is 
often masked by birefringence; however, polarization rotation can be observed in optically active 
materials when the propagation is along the optic axis or when the birefringence is coincidentally 
zero in other directions. In the case of propagation along the optic axis of an optically active uniaxial 
crystal such as quartz, the susceptibility tensor may be written

χ χ
χ χ

χ

11 12

12 11

33

0
0

0 0

i
i−

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

and the rotary power is proportional to the imaginary part of the magnetic susceptibility, ′′ =χ χm 12,

ΔS n
=

πχ
λ
12   (44) 

Crystals can exist in left- or right-handed versions. Other crystal symmetries, e.g., 42m, can be 
optically active for propagation along the 2 and 3 axes, but rotation of the polarization is normally 
masked by the typically larger birefringence except at accidental degeneracies.

Interfaces

Applying boundary conditions at a plane interface between two media with different indices of 
refraction leads to the laws of reflection and refraction. Snell’s law applies to all o-rays and relates 
the angle of incidence, θA in medium A and the angle of refraction, θB in medium B to the respec-
tive ordinary refractive indices nA and nB ,

n nA A B Bsin sinθ θ=   (45) 

Extraordinary rays do not satisfy Snell’s law. The propagation direction for the e-ray can be found 
graphically by equating the projections of the propagation vectors in the two media along the 
boundary plane. Double refraction of unpolarized light occurs in anisotropic crystals.

The field amplitude ratios of reflected and transmitted rays to the incident ray (r and t) in iso-
tropic solids (and o-rays in anisotropic crystals) are given by the Fresnel relations. For s- (s or TE) 
polarization (E-vector perpendicular to the plane of incidence) (see Fig. 2a) and p- (p or TM) 
polarization (E-vector parallel to the plane of incidence) (see Fig. 2b):

r
E

E

n n n

n n n
s

A A B A A

A A B A

= =
− −

+ −
rs

is

cos sin

cos s

θ θ

θ

2 2 2

2 2 iin2θA

  (46) 

r
E

E

n n n n

n n n
p

B A A B A A

B A A B

= =
− −

+
rp

ip

2 2 2 2

2

cos sin

cos

θ θ

θ 22 2 2−nA Asin θ
  (47) 

t
E

E

n

n n n
s

A A

A A B A A

= =
+ −

ts

is

2
2 2 2

cos

cos sin

θ
θ θ

  (48) 

t
E

E

n n

n n n n
p

A B A

B A A B A A

= =
+ −

tp

ip

2
2 2 2 2

cos

cos sin

θ
θ θ

  (49) 
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8.12  PROPERTIES

At normal incidence, the energy reflectance, R, (see Figs. 2c and d), and transmittance, T, are

R
E

E

n n

n n
r

i

B A

B A

= =
−
+

2 2

  (50) 

T
E

E

n

n n

t

i

A

A B

= =
+

2
2

2

4
  (51) 

The p-polarized reflectivity, Eq. (47), goes to zero at Brewster’s angle under the condition

θB
A

B

n

n
=

⎛

⎝
⎜

⎞

⎠
⎟−tan 1   (52) 
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FIGURE 2 The electric field reflection amplitudes (a, b), energy reflectance 
(c, d), and phase change (e, f ) for s- (solid lines) and p- (dashed lines) polarized 
light for external (a, c, e) and internal (b, d, f) reflection in the case nA = 1, nB = 1.5. 
qB is the polarizing or Brewster’s angle and qC is the critical angle for total inter-
nal reflection.2
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FUNDAMENTAL OPTICAL PROPERTIES OF SOLIDS  8.13

If n nA B> ,  total internal reflection (TIR) occurs when the angle of incidence exceeds a critical angle,

θC
A

B

n

n
=

⎛
⎝⎜

⎞
⎠⎟

−sin 1   (53) 

This critical angle may be different for s- and p-polarizations in anisotropic crystals. Under condi-
tions of TIR, the evanescent wave amplitude drops to e–1 in a distance

d
c

n nA A BTIR = −( )−

ω θ2 2 2
1 2

sin
/

 (54) 

The phase changes on reflection for external and internal reflection from an interface with 
nA = 1.5, nB  = 1 are plotted in Fig. 2e and f. Except under TIR conditions, the phase change is 
either 0 or p. The complex values predicted by Eqs. (46) and (47) for angles of incidence greater 
than the critical angle for TIR imply phase changes in the reflected light which are neither 0 nor 
p. The phase of the reflected light changes by p at Brewster’s angle in p-polarization. The ratio 
of s to p reflectance, PD, is shown in Fig. 3a and the phase difference, ΔD = fp – fs in Fig. 3b.
Under conditions of TIR, the phase change on reflection, φTIR , is given by

tan
sin sin

cos

φ θ θ
θ

TIR

2

2 2

=
−A C

A

  (55) 
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FIGURE 3 Typical polarization ratios, P, (a, c) and phase differences Δ, (b, d) for s- and p-polarizations 
at dielectric, D, and metallic, M, surfaces.1
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8.14  PROPERTIES

8.4 DISPERSION RELATIONS

For most purposes, a classical approach is found to provide a sufficient description of dispersion of 
the refractive index within the transmission window of insulators, and for optical interactions with 
lattice vibrations and free electrons. However, the details of interband transitions in semiconductors 
and insulators and the effect of d-levels in transition metals requires a quantum model of dispersion 
close to these resonances.

Classical Model

The Lorentz model for dispersion of the optical constants of solids assumes an optical interaction 
via the polarization produced by a set of damped harmonic oscillators. The polarization P induced 
by a displacement r of bound electrons of density N and charge –e is

P r=−N e   (56) 

Assuming the electrons to be elastically bound (Hooke’s law) with a force constant, x,

− =eE rloc ξ   (57) 

the differential equation of motion is

m
d

dt
m

d
dt

e
2

2

r r
r E+ + =−Γ ξ loc

  (58) 

where m is the electron mass and Γ is a damping constant. Here the lattice is assumed to have infi-
nite mass and the magnetic interaction has been neglected. Solving the equation of motion for fields 
of frequency w gives a relation for the complex refractive index and dielectric constant

� �
η ε

ε ε ω ω ω
2

2

2 2
1= = +

− −∑
o o

j

j jj

Ne
m

f

i( )Γ
  (59) 

We have given the more general result for a number of resonant frequencies

ω
ξ

j
j

m
=   (60) 

where the f j  represents the fraction of electrons which contributes to each oscillator with force con-
stant ξ j . f j  represents oscillator strengths.

A useful semi-empirical relation for refractive index in the transparency region of a crystal 
known as the Sellmeier formula follows directly from Eq. (59) under the assumption that, far from 
resonances, the damping constant terms Γ jω  are negligible compared to ( )ω ωj

2 2−

n
Aj

jj

2
2

2 2
1= +

−∑
λ

λ λ   (61) 

Sum Rules

The definition of oscillator strength results in the sum rule for electronic interactions

f Zj
j

=∑   (62) 
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FUNDAMENTAL OPTICAL PROPERTIES OF SOLIDS  8.15

where Z is the number of electrons per atom. The periodicity of the lattice in solids (see “Energy 
Band Structures” in Sec. 8.7) leads to the modification of this sum rule to

f
m

k

m

mmn
n

m n

= − = −∑ ∗�2

2

2
1 1

∂
∂

�
  (63)

where mn
∗ is an effective mass (see “Energy Band Structures” in Sec. 8.7).

Another sum rule for solids equivalent to Eq. (62) relates the imaginary part of the permittivity 
or dielectric constant and the plasma frequency, ω p,

ωε ω ω π ω2
2

0

1
2

( )d p=
∞∫   (64)

where ω εp oNe m2 2= /  (see “Drude Model” in Sec. 8.6).
Dispersion relations are integral formulas which relate refractive properties to absorptive process. 

Kramers-Kronig relations are commonly used dispersion integrals based on the condition of causal-
ity which may be related to sum rules. These relations can be expressed in alternative forms. For 
instance, the reflectivity of a solid is often measured at normal incidence and dispersion relations 
used to determine the optical properties. Writing the complex reflectivity amplitude as

�r r er
i( ) ( ) ( )ω ω θ ω=   (65) 

the phase shift, q, can be determined by integrating the experimental measurement of the real 
amplitude rr

θ ω ω
π

ω
ω ω

ω( )
( )

=−
′

′ −
′

∞∫2
2 20

�
ln rr d   (66) 

and the optical constants determined from the complex Fresnel relation

r e
n i
n ir

i( )
( )
( )

ω κ
κ

θ = − +
+ +

1
1

  (67) 

Sum rules following from the Kramers-Kronig relations relate the refractive index n(w) at a given 
frequency, w, to the absorption coefficient, a(w′), integrated over all frequencies, w′, according to

n
c d

( )
( )ω

ω
α ω ω
ω ω

− = ′ ′
′ −

∞∫1
2 20

�   (68) 

Similarly, the real and imaginary parts of the dielectric constant, e1 and e2, may be related via the 
integral relations

ε ω
π

ω ε ω
ω ω

ω1
2

2 20
1

2
( )

( )
− =

′ ′
′ −

′
∞∫� d   (69) 

ε ω ω
π

ε ω
ω ω

ω2
1

2 20

2 1
( )

( )
=−

′ −
′ −

′
∞∫� d   (70)
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8.16  PROPERTIES

8.5 LATTICE INTERACTIONS

The adiabatic approximation is the normal starting point for a consideration of the coupling of light 
with lattice vibrations, i.e., it is assumed that the response of the outer shell electrons of the atoms to 
an electric field is much faster than the response of the core together with its inner electron shells. 
Further, the harmonic approximation assumes that for small displacements, the restoring force on the 
ions will be proportional to the displacement. The solution of the equations of motion for the atoms 
within a solid under these conditions gives normal modes of vibration whose frequency eigenvalues 
and displacement eigenvectors depend on the crystal symmetry, atomic separation, and the detailed 
form of the interatomic forces. The frequency of lattice vibrations in solids is typically in the 100 to 
1000 cm–1 range (wavelengths between 10 and 100 μm). Longitudinal and doubly degenerate trans-
verse vibrational modes have different natural frequencies due to long range Coulomb interactions. 
Infrared or Raman activity can be determined for a given crystal symmetry by representing the modes 
of vibration as irreducible representations of the space group of the crystal lattice.

Infrared Dipole Active Modes

If the displacement of atoms in a normal mode of vibration produces an oscillating dipole 
moment, then the motion is dipole active. Thus, harmonic vibrations in ionic crystals contribute 
directly to the dielectric function, whereas higher order contributions are needed in nonpolar 
crystals. Since photons have small wavevectors compared to the size of the Brillouin zone in solids, 
only zone center lattice vibrations, (i.e. long wavelength phonons), can couple to the radiation. 
This conservation of wavevector (or momentum) also implies that only optical phonons interact. 
In a dipole active, long wavelength optical mode, oppositely charged ions within each primitive 
cell undergo oppositely directed displacements giving rise to a nonvanishing polarization. Group 
theory shows that, within the harmonic approximation, the infrared active modes have irreducible 
representations with the same transformation properties as x, y, or z. The strength of the light-
dipole coupling will depend on the degree of charge redistribution between the ions, i.e., the relative 
ionicity of the solid.

Classical dispersion theory leads to a phenomenological model for the optical interaction with 
dipole active lattice modes. Because of the transverse nature of electromagnetic radiation, the elec-
tric field vector couples with the transverse optical (TO) phonons and the maximum absorption 
therefore occurs at this resonance. The resonance frequency, wTO, is inserted into the solution of the 
equation of motion, Eq. (59). Since electronic transitions typically occur at frequencies 102 to 103

higher than the frequency of vibration of the ions, the atomic polarizability can be represented by a 
single high frequency permittivity, e(∞). The dispersion relation for a crystal with several zone cen-
ter TO phonons may be written

ε ω ε
ω ω ω

�( ) ( )
( )

= ∞ +
− −∑

S

i
j

jj TOj
2 2 Γ

  (71) 

By defining a low frequency permittivity, e(0), the oscillator strength for a crystal possessing two 
atoms with opposite charge, Ze, per unit cell of volume, V, is

S
Ze

m Vr
=

∞ +
= − ∞

( ( ) ) ( )
( ( ) ( ))

ε ε
ω ε ε

/
TO

0
2 2

22

9
0   (72) 

where Ze represents the “effective charge” of the ions, mr is the reduced mass of the ions and the 
local field has been included based on Eq. (31). Figure 4 shows the form of the real and imaginary 
parts of the dielectric constant, the reflectivity and the polariton dispersion curve. Observing 
that the real part of the dielectric constant is zero at longitudinal phonon frequencies, ωLO, the 
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FUNDAMENTAL OPTICAL PROPERTIES OF SOLIDS  8.17

Lyddane-Sachs-Teller relation may be derived, which in its general form for a number of dipole active 
phonons, is given by

ε
ε

ω
ω

( )
( )
0

2

∞
=

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟∏ Lj

Tjj

  (73)

These relations [see Eqs. (71) to (73)] give good fits to measured reflectivities in a wide range of ioni-
cally (or partially ionically) bonded solids. The LO-TO splitting and effective charge, Ze, depends on 
the ionicity of the solid; however, the magnitude of Ze determined from experiments does not neces-
sarily quantify the ionicity since this “rigid ion” model does not account for the change of polarizability 
due to the distortion of the electron shells during the vibration.

In uniaxial and biaxial crystals, the restoring forces on the ions are anisotropic resulting in different 
natural frequencies depending on the direction of light propagation as well as the transverse or longitu-
dinal nature of the vibration. Similar to the propagation of light, “ordinary” and “extraordinary” trans-
verse phonons may be defined with respect to the principal axes. For instance, in a uniaxial crystal under 
the condition that the anisotropy in phonon frequency is smaller than the LO-TO frequency splitting, 
infrared radiation of frequency w propagating at an angle q to the optic axis will couple to TO phonons 
according to the relation

ω ω θ ω θT T T
2 2 2 2 2= + ⊥|| sin cos   (74) 
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FIGURE 4 (a) Reflectance and (b) real and imaginary parts of the permittivity of a solid with 
a single infrared active mode. (c) Polariton dispersion curves (real and imaginary parts) showing 
the frequencies of the longitudinal and transverse optical modes.
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8.18  PROPERTIES

where ωT||  is a TO phonon propagating with atomic displacements parallel to the optic axis, and ωT ⊥
is a TO phonon propagating with atomic displacements perpendicular to the optic axis. The corre-
sponding expression for LO modes is

ω ω θ ω θL L L
2 2 2 2 2= + ⊥|| cos sin   (75) 

In Table 2, the irreducible representations of the infrared active normal modes for the different crys-
tal symmetries are labeled x, y, or z.

Brillouin and Raman Scattering

Inelastic scattering of radiation by acoustic phonons is known as Brillouin scattering, while the 
term Raman scattering is normally reserved for inelastic scattering from optic phonons in solids. In 
the case of Brillouin scattering, long wavelength acoustic modes produce strain and thereby modu-
late the dielectric constant of the medium thus producing a frequency shift in scattered light. In a 
Raman active mode, an incident electric field produces a dipole by polarizing the electron cloud 
of each atom. If this induced dipole is modulated by a lattice vibrational mode, coupling occurs 
between the light and the phonon and inelastic scattering results. Each Raman or Brillouin scatter-
ing event involves the destruction of an incident photon of frequency, ωi , the creation of a scattered 
photon, ws, and the creation or destruction of a phonon of frequency, ωp . The frequency shift, 
ω ω ωi s p± = , is typically 100 to 1000 cm–1 for Raman scattering but only a few wavenumbers for 
Brillouin scattering.

Atomic polarizability components have exactly the same transformation properties as the qua-
dratic functions x2, xy, . . . , z2. The Raman activity of the modes of vibration of a crystal with a given 
point group symmetry can thus be deduced from its group theoretical character table. Polarization 
selection rules may be deduced from the Raman tensors given in Table 2. The scattering efficiency, 
SR, for a mode corresponding to one of the irreducible representations listed is given by

S A e R eR i s=
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

∑ σ

ρ σ
σ ρ

ρ

,
,

2

  (76) 

where A is a constant of proportionality, Rσ ρ,  is the Raman coefficient of the representation, and 
ei

σ  and es
ρ  are components of the unit vectors of polarization of the incident, i, and scattered, s,

radiation along the principal axes, where s and r = x, y, and z.
Not all optic modes of zero wavevector are Raman active. Raman activity is often complementary to 

infrared activity. For instance, since the optic mode in the diamond lattice has even parity, it is Raman 
active but not infrared active, whereas the zone center mode in sodium chloride is infrared active but 
not Raman active because the inversion center is on the atom site and so the phonon has odd parity. 
In piezoelectric crystals, which lack a center of inversion, some modes can be both Raman and infrared 
active. In this case the Raman scattering can be anomalous due to the long-range electrostatic forces 
associated with the polar lattice vibrations.

The theory of Brillouin scattering is based on the elastic deformation produced in a crystal by a 
long wavelength acoustic phonon. The intensity of the scattering depends on the change in refractive 
index with the strain induced by the vibrational mode. A strain, sij  in the lattice produces a change in 
the component of permittivity, εμν , given by

δ ε ε εμν μρ ρ σν
ρ σ

= −∑ p sσ ,
,

ij ij  (77) 

where pρσ , ij  is an elasto-optical coefficient.3 The velocity of the acoustic phonons and their anisot-
ropy can be determined from Brillouin scattering measurements.
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8.6 FREE ELECTRON PROPERTIES

Fundamental optical properties of metals and semiconductors with high densities of free carriers 
are well described using a classical model. Reflectivity is the primary property of interest because of 
the high absorption.

Drude Model

The Drude model for free electrons is a special condition of the classical Lorentz model (Sec. 8.4) 
with the Hooke’s law force constant, x = 0, so that the resonant frequency is zero. In this case,

ε
ε

κ
ω

ω τ
1 2 2

2

2 2
1

o

pn= − = −
+ −   (78) 

and

ε
ε

κ
ω

ω τ ωτ
2

2

2 2
2

1

o

pn= =
+

⎛

⎝
⎜

⎞

⎠
⎟−   (79) 

where ω p is the plasma frequency

ω
ε

μ σ
τp

o

oNe
m

c
= =

2 2

  (80) 

and t (= 1/Γ) is the scattering or relaxation time for the electrons. In ideal metals (σ →∞), n = k.
Figure 5a shows the form of the dispersion in the real and imaginary parts of the dielectric constant 
for free electrons, while the real and imaginary parts of the refractive index are illustrated in Fig. 5b.
The plasma frequency is defined by the point at which the real part changes sign. The reflectivity is 
plotted in Fig. 5c and shows a magnitude close to 100 percent below the plasma frequency but falls 
rapidly to a small value above ω p . The plasma frequency determined solely by the free electron term 
is typically on the order of 10 eV in metals accounting for their high reflectivity in the visible.

Interband Transitions in Metals

Not all metals are highly reflective below the plasma frequency. The nobel metals possess optical 
properties which combine free electron intraband (Drude) and interband contributions. A typical 
metal has d-levels at energies a few electron volts below the electron Fermi level. Transitions can be 
optically induced from these d-states to empty states above the Fermi level. These transitions nor-
mally occur in the ultraviolet spectral region but can have a significant influence on the optical prop-
erties of metals in the visible spectral region via the real part of the dielectric constant. Describing 
the interband effects δεb within a classical (Lorentz) model the combined effects on the dielectric 
constant may be added.

� � �ε δε δε= + +1 b f   (81) 

The interband contribution to the real part of the dielectric constant is positive and shows a reso-
nance near the transition frequency. On the other hand, the free electron contribution is negative 
below the plasma frequency. The interband contribution can cause a shift to shorter wavelengths of 
the zero cross-over in e1, thus causing a reduction of the reflectivity in the blue. For instance d-states 
in copper lie only 2 eV below the Fermi level, which results in its characteristic color.
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FIGURE 5 Dispersion of: (a) the real and imaginary 
parts of the dielectric constant; (b) real and imaginary parts 
of the refractive index; and (c) the reflectance according to 
the Drude model where wp is the plasma frequency.
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Reflectivity

Absorption in metals is described by complex optical constants. The reflectivity is accompanied by a 
phase change and the penetration depth is

d
c

M = =
2 4ωκ

λ
πκ

  (82) 

At normal incidence at an air-metal interface, the reflectance is given by

R
n

n
o= − +

+ +
= − = −( )

( )

1

1
1

2
1 2

22 2

2 2
2

κ
κ κ

ε
ε

  (83) 

By analogy with the law of refraction (Snell’s Law) a complex refractive index can be defined by the 
refraction equation

sin sinθ
η

θt i= 1
�   (84)

Since �η  is complex, θt  is also complex and the phase change on reflection can take values other 
than 0 and p. For nonnormal incidence, it can be shown that the surfaces of constant amplitude 
inside the metal are parallel to the surface, while surfaces of constant phase are at an angle to the 
surface. The electromagnetic wave in a metal is thus inhomogeneous. The real and imaginary parts 
of the refractive index can be determined by measuring the amplitude and phase of the reflected 
light. Writing the s and p components of the complex reflected fields in the form

E e E ep
i

s
ip s

rp rs= =ρ ρφ φ;   (85) 

and defining the real amplitude ratio and phase differences as

PM
s

p
M p s= = = −tan ;ψ

ρ
ρ

φ φΔ   (86) 

then the real and imaginary parts of the refractive index are given by

n i i

M
i i≈ −

+
=−

sin tan cos

sin cos
sin tan cos

θ θ ψ
ψ

θ θ ψ
2

1 2
2

Δ   (87) 

κ ψ ψ≈ =−tan sin tan2 2ΔM   (88) 

θ i  is the principal angle which occurs at the maximum in PM at the condition ΔM = p/2, (see Fig. 3c
and 3d), which is equivalent to Brewster’s angle at an interface between two nonabsorbing dielectrics, 
(see Fig. 3a and 3b).

Plasmons

Plasmons are oscillations of fluctuations in charge density. The condition for these oscillations to 
occur is the same as the condition for the onset of electromagnetic propagation at the plasma fre-
quency. Volume plasmons are not excited by light at normal incidence since they are purely longitu-
dinal. Oscillations cannot be produced by transverse electromagnetic radiation with zero divergence. 
However at the surface of a solid, an oscillation in surface charge density is possible. At an interface 
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8.24  PROPERTIES

between a metal with permittivity, εm  and a dielectric with permittivity, εd , the condition ε εm d=−
such that (neglecting damping and assuming a free electron metal) a surface plasmon can be created 
with frequency

ω
ω

ε εs
p

d o

=
+( ) // 1 1 2

 (89) 

By altering the angle of incidence, the component of the electromagnetic wavevector can be made to 
match the surface plasmon mode.

8.7 BAND STRUCTURES AND INTERBAND 
TRANSITIONS

Advances in semiconductors for electronic and optoelectronic applications have encouraged the 
development of highly sophisticated theories of interband absorption in semiconductors. In addi-
tion, the development of low dimensional structures (quantum wells, quantum wires, and quantum 
dots) have provided the means of “engineering” the optical properties of solids. The approach here 
has been to outline the basic quantum mechanical development for interband transitions in solids.

Quantum Mechanical Model

The quantum theory of absorption considers the probability of an electron being excited from a 
lower energy level to a higher level. For instance, an isolated atom has a characteristic set of electron 
levels with associated wavefunctions and energy eigenvalues. The absorption spectrum of the atom 
thus consists of a series of lines whose frequencies are given by

�ωfi = − >� � � �f i f i( )   (90) 

where � f  and � i  are a pair of energy eigenvalues. We also know that the spontaneous lifetime, t,
for transitions from any excited state to a lower state sets a natural linewidth of order �/τ  based on 
the uncertainty principle. The Schrödinger equation for the ground state with wavefunction, ϕi , in 
the unperturbed system

� �o i i iϕ ϕ=   (91) 

is represented by the time-independent hamiltonian, � o. The optical interaction can be treated by 
first order perturbation theory. By introducing a perturbation term based on the classical oscillator

′= ⋅� eE r   (92) 

this leads to a similar expression to the Lorentz model, Eq. (59)

�η ε
ε ε ω ω ω

2
2

2 2
1= = +

− −∑
o o m

Ne
m

f

i
fi

fi fi( )Γ
  (93) 

where

f
mj j

j j

j j
′

′

′
=

2
2

p

�ω
  (94) 
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FUNDAMENTAL OPTICAL PROPERTIES OF SOLIDS  8.25

and p ′j j  are momentum matrix elements defined by

p p r′ ′ ′
∗= = ∇∫j j j j j ji dϕ ϕ ϕ ϕ( )�   (95) 

Perturbation theory to first order gives the probability per unit time that a perturbation of the form 
� �( ) exp( )t i tp= ω  induces a transition from the initial to final state,

W f p i f ifi = − −2 2π ϕ ϕ δ ω
�

�� � �( )   (96) 

This is known as Fermi’s golden rule.

Energy Band Structures

If we imagine N similar atoms brought together to form a crystal, each degenerate energy level of 
the atoms will spread into a band of N levels. If N is large, these levels can be treated as a continuum 
of energy states. The wavefunctions and electron energies of these energy bands can be calculated by 
various approximate methods ranging from nearly free electron to tight binding models. The choice 
of approach depends on the type of bonding between the atoms.

Within the one electron and adiabatic assumptions, each electron moves in the periodic poten-
tial, V(r), of the lattice leading to the Schrödinger equation for a single particle wavefunction

p
m

V
2

2
+

⎡

⎣
⎢

⎤

⎦
⎥ =( ) ( ) ( )r r rψ ψ�   (97) 

where the momentum operator is given by p = –ih∇. The simple free electron solution of the 
Schrödinger equation (i.e., for V(r) = 0), is a parabolic relationship between energy and wavevector. 
The solution including a periodic potential, V(r) has the form

ψk kr r r( ) exp( ) ( )= ⋅ ⋅i uk   (98) 

where k is the electron wavevector and uk r( ) has the periodicity of the crystal lattice. This is known 
as the Bloch solution. The allowed values of k are separated by 2p/L, where L is the length of the 
crystal. The wavevector is not uniquely defined by the wavefunction, but the energy eigenvalues are 
a periodic function of k. For an arbitrarily weak periodic potential

�= +�2 2

2m
k G   (99) 

where G is a reciprocal lattice vector (in one dimension G = 2pn/a, where a is the lattice spacing and 
n is an integer. Thus we need only consider solutions which are restricted to a reduced zone, referred 
to as the first Brillouin zone, in reciprocal space (between k = −p/a and p/a in one dimension). 
Higher energy states are folded into the first zone consistent with Eq. (99) to form a series of energy 
bands. Figure 6 shows the first Brillouin zones for face centered cubic (fcc) crystal lattices and energy 
levels for a weak lattice potential.

A finite periodic potential, V(r), alters the shape of the free electron bands. The curvature of the 
bands is described by m∗,  an “effective mass,” which is defined by the slope of the dispersion curve 
at a given k:

1 1
2m k

d
dk

k
∗ =
�

�
  (100) 
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8.26  PROPERTIES

At the zone center, k = 0, this reduces to the parabolic relationship

�= ∗
�2 2

2

k

mo

  (101) 

Effective masses can be related to interband momentum matrix elements and energy gaps using 
perturbation theory. Substituting the Bloch function, Eq. (98), into the Schrödinger equation, Eq. (97), 
and identifying each band by an index, j, gives

p
m m

k
m

V u uj j j

2 2 2

2 2
+ ⋅ + +

⎡

⎣
⎢

⎤

⎦
⎥ =� �

k p r r r rk k k( ) ( ) ( ) ( )�   (102) 

The k p⋅  term can be treated as a perturbation about a specific point in k-space. For any k, the 
set of all uj k r( ) (corresponding to the N energy levels) forms a complete set, i.e., the wavefunction 
at any value of k can be expressed as a linear combination of all wavefunctions at another k. Second 
order perturbation theory then predicts an effective mass given by

1 1 2
2

m m m
j j

j jj
∗

′

′′

= +
−∑

| |

( ) ( )

p

k k� �
  (103) 

In principle the summation in Eq. (103) is over all bands; however, this can usually be reduced to 
a few nearest bands because of the resonant denominator. For example, in diamond- and zinc-blended 
structured semiconductors, the Kane momentum matrix element, P, defined by

P
i
m

S p Xx=− � co vo   (104) 
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FIGURE 6 Free electron band structure in the reduced Brillouin zone for 
face-centered-cubic lattices. The insert shows the first Brillouin zone with 
principal symmetry points labeled. This applies to crystals such as Al, Cu, Ag,  
Si, Ge, and GaAs.5
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FUNDAMENTAL OPTICAL PROPERTIES OF SOLIDS  8.27

successfully characterizes the band structure and optical properties close to zone center. Here SCO is 
a spherically symmetric s-like atomic wavefunction representing the lowest zone center conduction 
band state and XVO is a p-like function with x symmetry from the upper valence bands. In this case, 
including only the three highest valence bands and the lowest conduction band in the summation of 
Eq. (91), the conduction band effective mass is given by

1 1 2

3

2
2

2 2

m m
P P

co g g
∗ = + +

+

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥� � � ΔSO

  (105) 

where � g  is the band gap energy and ΔSO is the spin-orbit splitting. By inverting this expression, the 
momentum matrix element may be determined from measurements of effective mass and the bandgaps. 
P is found to have similar magnitudes for a large number of semiconductors. Equation (105) illustrates 
the general rule that the effective mass of the conduction band is approximately proportional to the band 
gap energy.

Direct Interband Absorption

In the case of a solid, the first order perturbation of the single electron hamiltonian by electromag-
netic radiation is more appropriately described by

′ = ⋅� ( )t
e

mc
A p   (106) 

rather than Eq. (92). A is the vector potential,

A r q r( , ) ˆexp[ ( )] . .t A i t c co= ⋅ − +ξ ω   (107) 

q is the wavevector and ξ̂ξ  is the unit polarization vector of the electric field. (Note that this pertur-
bation is of a similar form to the k⋅p perturbation described earlier.) Using Fermi’s golden rule, the 
transition probability per unit time between a pair of bands is given by

W
eA

mcfi
o

f i f i=
⎛

⎝
⎜

⎞

⎠
⎟ ⋅ − −2

2
2π ψ ξ ψ δ ω

�
�ˆ ( ( ) ( ) )p k k� �   (108) 

Conservation of momentum requires a change of electron momentum after the transition; how-
ever, the photon momentum is very small, so that vertical transitions in k-space can be assumed in 
most cases (the electric dipole approximation). The total transition rate per unit volume, WT(w) is 
obtained by integrating over all possible vertical transitions in the first Brillouin zone taking account 
of all contributing bands:

W
e I

ncm

d
T ( )

( )
ˆ ( ) (ω π π

ω π
ξ δ=

⎛

⎝
⎜

⎞

⎠
⎟ ⋅∫2 2

2

2

2 2 3

2

�
k

p kfi � ff i
f

( ) ( ) )k k− −∑ � �ω   (109) 

Here the vector potential has been replaced with the irradiance, I, of the radiation through the relation

A
c

n
Io = 2

2

π
ω   (110) 
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8.28  PROPERTIES

Note that the momentum matrix element as defined in Eq. (95) determines the oscillator strength 
for the absorption. pfi can often be assumed slowly varying in k so that the zone center matrix ele-
ment can be employed for interband transitions and the frequency dependence of the absorption 
coefficient is dominated by the density of states.

Joint Density of States

The delta function in the integration of Eq. (109) represents energy conservation for the transitions 
between any two bands. If the momentum matrix element can be assumed slowly varying in k, then 
the integral can be rewritten in the form

J d
d

f i
k

fi
fi

( )
( )

( ( ) ( ) )
( )

ω
π

δ ω
π

= − − =
∇∫1

2

1

23 3
k k k

S
� �

�
�

(( )k
∫   (111) 

where dS is a surface element on the equal energy surface in k-space defined by 
� � �fi( ) ( ) ( ) .k k k= − =f i �ω Written in this way, J(w) is the joint density of states between the two 
bands (note the factor of two for spin is excluded in this definition). Points in k-space for which the 
condition

∇ =k� fi( )k 0   (112) 

hold form critical points called van Hove singularities which lead to prominent features in the 
optical constants. In the neighborhood of a critical point at kc, a constant energy surface may be 
described by the Taylor series

� �fi( ) ( )k k= +
=

∑c c kβμ
μ

μ
1

3
2   (113) 

where μ represents directional coordinates. Minimum, maximum, and saddle points arise depend-
ing on the relative signs of the coefficients, βμ. Table 3 gives the frequency dependence of the joint 
density of states in three-dimensional (3D), two-dimensional (2D), one-dimensional (1D), and 
zero-dimensional (0D) solids. The absorption coefficient, a, defined by Beer’s law may now be 
related to the transition rate by

α ω ω
( )= =−I

dI
dz I

WT
1 �

  (114) 

Thus, the minimum fundamental absorption edge of semiconductors and insulators (in the absence 
of excitonic effects) has the general form (Fig. 7a)

α ω= −A o( ) /� � 1 2   (115) 

Selection Rules and Forbidden Transitions

Direct interband absorption is allowed when the integral in Eq. (95) is nonzero. This occurs when 
the wavefunctions of the optically coupled states have opposite parity for single photon transitions. 
Transitions may be forbidden for other wavefunction symmetries. Although the precise form of 
the wavefunction may not be known, the selection rules can be determined by group theory from a 
knowledge of the space group of the crystal and symmetry of the energy band. Commonly, a single 
photon transition which is not allowed at the zone center because two bands have like parity, will 
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FUNDAMENTAL OPTICAL PROPERTIES OF SOLIDS  8.29

be allowed at finite k because wavefunction mixing will give mixed parity states. In this case, the 
momentum matrix element may have the form

p pfi fi( ) ( ) [ ( )]k k k kk k ko
= − ⋅∇ =0

  (116) 

that is, the matrix element is proportional to k. For interband transitions at an M0 critical point, the 
frequency dependence of the absorption coefficient can be shown to be (Fig. 7b)

α ω ω( ) ( ) /= ′ −A o� � 3 2   (117)

Indirect Transitions

Interband transitions may also take place with the assistance of a phonon. The typical situation is 
a semiconductor or insulator which has a lowest conduction band near a Brillouin zone boundary. 
The phonon provides the required momentum to move the electron to this location but supplies 
little energy. The phonon may be treated as an additional perturbation and therefore second order 

b1 b2 b3
E < Ec E > Ec

3D

M0, min. + + + 0 C E Ec0
/( )− 1 2

M1, saddle + + – C C E Ec1 1
1 2− ′ −( ) / C1

M2, saddle + – – C2 C C E Ec2
1 2− ′ −2

/( )

M3, max. – – – C E Ec3( − )1/2 0

2D

P0, min. + + 0 B

P1, saddle + – − −B E

Ecπ
ln 1

P2, max – – B 0

1D

Q0, min. + 0 A E Ec( ) /− −1 2

Q1, max – A E Ec( /− −) 1 2 0

0D δ(E Ec− )

TABLE 3 Density of States in 3, 2, 1, and 0 Dimensions
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perturbation theory is needed in the analysis of this two step processes. Theory predicts a frequency 
dependence for the absorption of the form

α ω ω ω( ) ( )≈ ± −� � ph �o
2   (118)

where wph is the phonon frequency, absorption or emission being possible. For forbidden indirect 
transitions, this relationship becomes

α ω ω ω( ) ( )≈ ± −� � ph �o
3   (119)

Multiphoton Absorption

Multiphoton absorption can be treated by higher order perturbation theory. For instance, second 
order perturbation theory gives a transition rate between two bands
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FIGURE 7 Illustration of absorption edge of crystals with: 
(a) direct allowed transitions and (b) direct forbidden transi-
tions, based on density of state (dashed lines) and excitonic 
enhanced absorption models (solid lines).
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where the summation spans all intermediate states, t. The interaction can be regarded as two suc-
cessive steps. An electron first makes a transition from the initial state to an intermediate level of the 
system, t, by absorption of one photon. Energy is not conserved at this stage (momentum is) so that 
the absorption of a second photon must take the electron to its final state in a time determined by 
the energy mismatch and the uncertainty principle. In multiphoton absorption, one of the transi-
tions may be an intraband self-transition. Since the probability depends on the arrival rate of the 
second photon, multiphoton absorption is intensity dependent. The total transition rate is given by
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The two photon absorption coefficient is defined by the relation

− = +dI
dz

I Iα β 2   (122) 

so that,

β ω ω ω( ) ( )( )= 2
2

2�
I

WT   (123) 

Excitons

The interband absorption processes discussed earlier do not take into account Coulomb attraction 
between the excited electron and hole state left behind. This attraction can lead to the formation of 
a hydrogen-like bound electron-hole state or exciton. The binding energy of free (Wannier) excitons 
is typically a few meV. If not thermally washed out, excitons may be observed as a series of discreet 
absorption lines just below the bandgap energy. The energy of formation of an exciton is

� �ex
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where Rex is the exciton Rydberg,

R
m er

ex =
∗ 4

2
1
22� ε

  (125) 

m∗
r is the reduced effective mass and n is a quantum number. Optically created electron-hole pairs 

have equal and opposite momentum which can only be satisfied if K = 0 for the bound pair and 
results in discreet absorption lines. Coulomb attraction also modifies the absorption above the 
bandgap energy. The theory of exciton absorption developed by Elliot predicts a modification to 
Eq. (113) for the direct allowed absorption coefficient above the band edge (Fig. 7a)
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8.32  PROPERTIES

Excitons associated with direct forbidden interband transitions do not show absorption to the lowest 
(n = 1) state but transitions to excited levels are allowed. Above the band edge for direct forbidden 
transitions the absorption has the frequency dependence (Fig. 7b)
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3 2
2
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Figure 7 compares the form of the absorption edge based on the density of states function and a dis-
creet exciton absorption line (dashed lines) with the absorption functions based on the Elliot theory 
and a typically broadened exciton (solid lines). Figure 7a is an illustration of a direct allowed gap, 
e.g., GaAs with the n = 1 exciton visible and Fig. 7b shows a forbidden direct absorption edge, e.g., 
Cu2O. In the latter case, optical excitation of the n = 1 exciton is forbidden, but the n = 2 and higher 
exciton transitions are allowed.
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9.1 GLOSSARY

 a lattice constant of the periodic structure

 c speed of light in vacuum

 E energy

 E electric fi eld

 f frequency

 f0 center frequency of the cavity resonance

 H magnetic fi eld

 k wave vector

 L cavity length

 n index of refraction

 P power

 Q quality factor

 r position vector

 Vm modal volume

 Δf frequency width of the cavity resonance

e macroscopic dielectric function

h enhancement factor of the spontaneous emission rate

l wavelength in vacuum

w angular frequency

 Θ differential operator
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9.2  PROPERTIES

9.2 INTRODUCTION

Electromagnetic waves are known to undergo partial reflection at dielectric interfaces. The magni-
tude of the reflection is a function of the wave polarization, angle of incidence, and refractive index 
of the materials at the interface. Inside quarter-wave stacks, electromagnetic waves undergo reflec-
tion at multiple interfaces. The multiple reflections can lead to the destructive interference of the 
waves and the formation of bands of forbidden electromagnetic states. If the frequency of an elec-
tromagnetic wave lies inside such a forbidden band, the wave is prevented from propagating inside 
the stack; instead it is reflected and its amplitude decays exponentially through successive layers.

The operational principle behind fiber Bragg gratings,1 interference filters,2 and distributed 
feedback (DFB) lasers,3 is also based on multiple reflections that occur inside periodic dielectric 
materials. The range of frequencies over which waves are reflected (i.e., over which wave propaga-
tion is forbidden) defines a stop band, or bandgap, the width of which is proportional to the grating 
strength (i.e., to the effective index contrast between the different materials). The range is typically 
less than 1 percent of the midgap frequency, and in some cases much less than 1 percent.

In addition to being forbidden over a small range of frequencies, propagation in dielectric stacks 
is also forbidden over a small range of angles from normal incidence. This small range of angles 
defines a cone with its principal axis normal to the surface. Light incident at an angle outside the 
cone is not reflected, but rather is transmitted through the stack. To increase the angle of the reflec-
tion cone, one can increase the index contrast between the different dielectric layers. The cone can 
be made to extend as far as 90°, allowing light to be reflected off the stack from any angle of inci-
dence.4 Stacks that reflect light from every direction are referred to as omnidirectional reflectors.

The existence of omnidirectional reflectors does not necessarily imply the existence of omnidi-
rectional bandgaps. In fact, omnidirectional reflectors do not have complete three-dimensional (3D) 
bandgaps. Electromagnetic states exist inside the reflectors at every frequency, but incident light cannot 
couple to them; the wave vector of the incident light cannot be matched to the wave vector of the elec-
tromagnetic states inside the reflector. However, if light were to be generated from within the reflector, 
light could propagate along the dielectric planes—hence the absence of a three-dimensional bandgap.

In order to create a complete three-dimensional bandgap and prevent light from propagating 
anywhere inside the material, periodic structures must possess a three-dimensional periodicity. The 
principal feature of three-dimensional (3D) bandgap materials is their ability to eliminate the density 
of electromagnetic states everywhere inside the materials over a given range of frequencies. Since the 
rate of spontaneous radiative decay of an atom or molecule scales with the density of allowed states at 
the transition frequency, photonic bandgap (PBG) materials can be used to greatly affect the radiative 
dynamics of materials and lead to significant changes in the properties of optical devices.

 In addition to affecting the radiative properties of atoms, PBG materials can also be used to control the 
flow of light by allowing certain states to exist within the bandgap. This feature has triggered the imagina-
tion of many researchers as it promises to enable the very large-scale integration of photonic components.

Though three-dimensional PBG materials can completely suppress the density of states, some 
three-dimensional structures possess partial gaps (i.e., gaps that do not extend along every direc-
tion). These pseudogaps can lead to small (but nonzero) densities of states and to significant 
changes in the radiative properties of materials. Moreover, dielectric stacks, in effect one-dimensional 
periodic structures, can reduce the density of states by suppressing states with wave vectors normal 
to the layers but they cannot eliminate every state along every direction.

In this chapter, we discuss the radiative properties of emitters and the control of light flow in 
PBG materials with pseudogaps and complete gaps. An in-depth review of PBG materials can be 
found in Ref. 5. Early fabrication efforts of 3D PBG materials are described in Ref. 6; a review of 
PBG materials at near-infrared frequencies is presented in Ref. 7.

9.3 MAXWELL’S EQUATIONS

Although the word photon is used, the appearance of bandgaps arises from a strictly classical treatment 
of the problem. The properties of PBG materials can be determined from the classical vector wave 

09_Bass_V4_Ch09_p001-020.indd 9.2 9/3/09 2:30:34 PM

DO
 N

OT
 D

UP
LI

CA
TE



PHOTONIC BANDGAP MATERIALS  9.3

equation with a periodic index of refraction. If the fields are expanded in a set of harmonic modes, in 
the absence of external currents and sources, Maxwell’s equations can be written in the following form:

∇ × ∇ ×⎡
⎣⎢

⎤
⎦⎥

=1 2

2ε
ω

( )
( ) ( )

r
H r H r

c
 (1)

where H(r) is the magnetic field, e (r) is the macroscopic dielectric function equal to the square of 
the index of refraction, r is the position vector, w is the angular frequency, and c is the speed of light 
in vacuum. The macroscopic dielectric function has a periodic spatial dependence. Equation (1) is 
an eigenvalue problem; it can be rewritten as

ΘH Hi
i

ic
=

ω 2

2  (2)

where

Θ = ∇ × ∇ ×1
ε( )r  (3)

is a periodic Hermitian differential operator and ωi c2 2/ is the ith eigenvalue. The solutions Hi and wi
are determined entirely from the strength and symmetry properties of e (r). The solutions are char-
acterized by a wave vector k and a band number i. The region of all allowed wave vectors is called a 
Brillouin zone, and the collection of all solutions is termed a band structure.

Equation (2) closely resembles Schrödinger’s equation for the problem of an electronic wave func-
tion inside a periodic atomic potential. Since the solutions of Schrödinger’s equation lead to band 
diagrams for allowed and forbidden electronic states in crystalline structures, and since PBG materials
have similar effects on electromagnetic waves, PBG materials are often referred to as photonic crystals.
In this chapter, the terms PBG material and photonic crystal are used interchangeably.

An interesting feature of Eq. (1) is that there is no fundamental constant with dimensions of 
length, hence no fundamental length scale other than the assumption that the system is macro-
scopic. The solution at one length scale determines the solutions at all other length scales, assuming 
a frequency-independent dielectric function. This simple fact is of considerable practical importance 
as it allows results to be scaled from one wavelength to another, from the ultraviolet to microwaves 
and beyond, simply by expanding all distances.

The solutions Hi and wi provide information about the frequency of the allowed electromagnetic 
modes in a PBG structure and their polarization, symmetry, and field distribution. Although Eq. (1) 
can be applied to any dielectric structure—the only assumptions made were the absence of external 
currents and sources—early work in this field focused on the search for a complete bandgap, that 
is, a range of frequencies with no allowed electromagnetic mode for any wave vector k inside the 
Brillouin zone.6 A review of three-dimensional photonic crystals follows.

Several numerical methods have been used to solve Maxwell’s equations in periodic structures, 
including the use of a variational approach8 where each eigenvalue in Eq. (2) is computed separately 
by minimizing the functional < >H Hi i| | .Θ  In this method, fast Fourier transforms are used 
repeatedly to switch back and forth between real and reciprocal space to avoid storing large matrices.

Other methods include the transfer matrix method9 and the finite-difference time-domain 
(FDTD) method,10 to name but two. In the former, Maxwell’s equations are solved at a fixed frequency 
by stepping the fields forward in space, one plane at a time, satisfying the continuity conditions at 
every step. The transfer matrix method is well-suited for transmission and reflection computations 
in photonic crystals. By imposing Bloch conditions, the transfer matrix method can also be used to 
compute the band structure. In the case of the FDTD method, Maxwell’s equations are discretized 
on a three-dimensional grid, and the derivatives are approximated at each grid point by a corre-
sponding centered difference. Maxwell’s equations are solved everywhere in the computational cell 
at every time step, allowing the temporal response of the fields to be determined inside photonic 
crystals.
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9.4 THREE-DIMENSIONAL PHOTONIC CRYSTALS

Criteria for 3D Bandgaps

The existence of bandgaps in periodic structures is determined entirely from the symmetry and 
strength of the periodic dielectric function. Since photonic crystals do not occur naturally, somehow 
one must arrange dielectric material in a 3D periodic structure, and, as with multilayer dielectric 
stacks, the length of the repeating unit must be on the order of one-half the wavelength in the mate-
rial. Most structures exhibiting 3D bandgaps satisfy the following three general criteria: the periodic 
structure has a spherelike Brillouin zone; the refractive index contrast between the different materi-
als is typically larger than 2; and the high- and low-dielectric materials form connected networks.

Spherelike Brillouin Zone Waves propagating inside a periodic structure sense a periodicity that 
leads to the formation of stop bands at the edges of the irreducible Brillouin zone. Since the waves 
sense a different periodicity along the different directions, the wave vectors at the different points on 
the surface of the Brillouin zone have different magnitudes. Hence, the gaps are likely to be centered 
at different frequencies. Spherical Brillouin zones (if they were possible) would guarantee the over-
lap of all the gaps along every direction, since every point on the surface of a sphere is equidistant 
from the center—but crystal geometries do not allow for spherical Brillouin zones.

Several hundred years of mineralogy and crystallography have led to the classification of the vari-
ous three-dimensionally periodic lattice geometries. The Brillouin zone of the face-centered-cubic 
(fcc) lattice is closer to a sphere than any other common crystal geometry. However, despite having 
the most spherelike Brillouin zone, the farthest point on the surface of the fcc Brillouin zone (i.e., 
the point with the largest wave vector, the so-called W point) lies 29 percent farther from the origin 
than the closest point, the L point. For a gap to open along every direction, the gaps at W and L
must be large enough to overlap.

Large Index Contrast The size of the bandgap at each point on the surface of the Brillouin zone 
scales with the index contrast between the different materials. For the different gaps to overlap 
over the entire Brillouin zone the refractive index contrast must be large, typically 2 to 1 or greater. 
Semiconductor materials such as Si (n = 3.5 at l  = 1.5 μm) and GaAs (n = 3.4) in combination with 
air or low-index oxides are excellent candidates for the fabrication of photonic crystals at infrared 
wavelengths.

A large index contrast and a spherelike Brillouin zone, however, are not sufficient to guarantee 
the formation of a bandgap in 3D structures. It is not sufficient to specify the structure in reciprocal 
space—there are essentially an infinite number of structures with an fcc lattice, since anything can 
be put inside the fundamental repeating unit. One must also specify the dielectric structure in real 
space. An example of a successful 3D photonic crystal is shown in the forthcoming section labeled 
“Examples of 3D Crystals.”

Connected Networks To appreciate the importance of having a connected network, it is useful to 
consider a one-dimensionally periodic structure such as a multilayer dielectric stack. The energy 
density of the mode below the stop band is more strongly localized in the high-index layers than the 
mode above the stop band. The more strongly the energy density of the lower mode is localized in 
the high-index material and the more strongly the energy density of the upper mode is localized in 
the low-index material, the larger the bandgap.

In 3D periodic structures, it is generally advantageous for the high-index material to be fully 
connected to allow the electric field of the mode in the lower band to run through the high-index 
material as much as possible without having to go through the low-index material. One should be 
able to connect any point in the high-index material to any other point without having to cross over 
into the low-index material. The same also holds for the low-index material. Moreover, the low-
index material should occupy typically over 50 percent of the total volume. A detailed discussion of 
the nature of bandgaps in periodic structures is given in Refs. 5 and 11.
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The three general criteria just presented should serve only as guidelines. They do not constitute 
necessary conditions for the creation of 3D bandgaps. For example, though the fcc lattice is the most 
spherelike, other lattice geometries have been shown to generate 3D bandgaps.

Examples of 3D Crystals

The earliest antecedent to photonic bandgaps is the observation by Sir Lawrence Bragg of nar-
row stop bands in crystals from x-ray diffraction. The refractive index contrast, however, was 
very small, typically less than 1.001 to 1, and produced only narrow rings on the surfaces of the 
Brillouin zone.

The first structure with a full 3D bandgap was discovered by K. M. Ho et al. in 1990 and con-
sisted of a diamond lattice of air spheres (i.e., an fcc lattice with two air spheres per unit cell) inside 
a high-index material.12 Since then, there has been considerable effort to develop a process for the 
manufacturing of diamond (or diamondlike) structures at micrometer wavelengths. One such 
approach consists of etching a large number of hole triplets at off-vertical angles in a slab;13,14

another consists of building an orderly stacking of dielectric rods;15 yet another consists of etching a 
series of horizontal grooves into sequentially grown layers and etching vertical holes.16 These struc-
tures are variations of the same diamond lattice grown along either the (1, 1, 1), (0, 0, 1), or (1, 1, 0) 
directions, respectively.

An example of the structure grown along the (0, 0, 1) direction is shown in Fig. 1. It consists of 
multiple layers of polycrystalline silicon rods with a stacking sequence that repeats itself every four 
layers. Within each layer, the rods are parallel to each other; the rods are shifted by half a period 
every other layer. Only five layers are shown. The structure was fabricated by S. Y. Lin et al. at Sandia 
National Laboratories in 1998 using a process that involves the repetitive deposition and etching 
of multiple dielectric films.17 The width of each rod is roughly 1.2 μm. The bandgap is centered at 
a wavelength of 10 μm. In addition to fabricating this structure, the researchers also fabricated a 
structure at shorter wavelengths centered at l  = 1.5 μm.7

An overview of the fabrication of 3D PBG materials at micrometer and submicrometer length 
scales can be found in Ref. 7.

FIGURE 1 Scanning electron micrograph of a 
three-dimensional photonic crystal built at Sandia 
National Laboratories. The crystal consists of five 
layers of polycrystalline silicon rods. The width of 
the rods is 1.2 μm. The photonic bandgap is cen-
tered around a wavelength of 10 μm.
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9.5 MICROCAVITIES IN THREE-DIMENSIONAL 
PHOTONIC CRYSTALS

From Fermi’s golden rule, we know that the rate of spontaneous radiative decay of an atom scales 
with the density of allowed states at the atomic transition frequency. In free space, the density of 
states scales quadratically with frequency, and the probability of finding an atom in an excited state 
simply decays exponentially with time.

The introduction of boundaries in the vicinity of the atom has the effect of changing the density of 
allowed states. For example, in the case of a bounded system with reflecting walls—such as a laser 
cavity—the density of states is reduced to a spectrally discrete set of peaks, each corresponding to a 
resonant longitudinal mode of the cavity. When no mode falls within the emission linewidth of the 
atomic transition, atomic radiative decay is essentially suppressed. However, if the transition frequency 
overlaps one of the resonant frequencies, the density of available modes for radiative decay becomes 
very large, which in turn enhances the rate of spontaneous emission. In conventional solid-state lasers, 
several modes fall within the atomic emission linewidth. The free spectral range of the modes is given 
by c/2nL, where n is the refractive index of the host material and L is the distance between the reflec-
tors. If L was made very small, it would be possible to increase the mode spacing such that only one 
(or even zero) mode would fall within the emission linewidth.

An example of a small laser cavity is the distributed feedback (DFB) laser consisting of a spatially 
corrugated waveguide with a quarter-wave phase shift. The phase shift defines a cavity, and the grat-
ing on either side acts like a mirror. The length L of the cavity is characterized by the decay length of 
the evanescent field along the axis of the grating and typically extends over hundreds of wavelengths 
in the material. The grating creates a stop band along the periodic axis. While the absence of longi-
tudinal modes inside the stop gap reduces the total density of states, the presence of a quarter-wave 
phase shift generates a resonant mode inside the gap and increases the density of states. The increase 
is sufficiently large to allow single-mode action of the laser at the resonant frequency. Though DFB 
lasers have longitudinal stop bands, the total density of states is not zero, since the stop band extends 
only inside a small cone along one direction. Leaky radiation modes exist along every other direction.

3D PBG materials have the ability to open 3D stop bands that reflect light along every direction 
in space and that completely eliminate the density of states for a given range of frequencies. In the 
case where the radiative transition frequency of an atom falls within the frequency gap of the crystal, 
spontaneous radiative decay is essentially suppressed.

If a small defect (or phase shift) is introduced in the photonic crystal, a mode can be created 
within the structure at a frequency that lies inside the gap. If the size of the defect is such that it sup-
ports a mode, the defect behaves like a microcavity surrounded by reflecting walls. If the radiative 
transition frequency of the atom matches that of the defect mode, the rate of spontaneous emission 
can be enhanced.

Figure 2 shows the vector plot of a resonant mode in a 3D photonic crystal similar to the one 
shown in Fig. 1. The defect is located at the center of the crystal and consists of a broken high-index 
rib. (The defect could be introduced, for instance, in one of the layers during the growth of the crystal.) 
The electric field is shown in the vertical plane through the middle of the defect. The mode is strongly 
localized in all three dimensions, and its amplitude falls off sharply away from the defect. The electric 
field jumps from one edge of the broken rib to the other, while the magnetic field (not shown) has the 
shape of a torus and runs around the electric field. The frequency of the mode is f = 0.59c/a, where a is 
the lattice constant (i.e., the length of the repeating unit cell) of the crystal. In this particular example, 
the high-index material has a refractive index of 3.4; the low-dielectric material has an index of 1.0; 
and the gap extends from f = 0.52c/a to 0.66c/a.

In contrast to defects in one-dimensional periodic structures (such as DFB lasers), arbitrarily small 
defects in 3D crystals do not necessarily lead to the creation of localized modes. The volume of the 
defect must reach a certain threshold to sustain a resonant mode. Furthermore, quarter-wave shifts in 
DFB lasers lead to resonant modes at the center of the gap. There is no simple equivalent in 3D crystals.

The frequency of the resonant mode changes with the size and shape of the defect. The simple 
action of adjusting the defect size provides tunability of the resonant mode and affects the localization 
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PHOTONIC BANDGAP MATERIALS  9.7

strength. The field attenuation through successive unit cells is stronger for modes lying near the cen-
ter of the gap than for those lying near the edges.

Although the microcavity in the just-noted example was created by removing part of a high-
index rib, a cavity could equally have been created either by adding material between ribs or by 
changing the shape of one or more ribs. Also, multiple high-order localized modes may appear 
inside the crystal as the size of the defect is made bigger.

Quality Factor

One important aspect of microcavities in finite-sized crystals is the quality factor Q of the resonator 
defined as:18

Q
f E

P
f E

dE dt
= = −

2 20 0π π
/  (4)

where f0 is the resonant frequency, E is the energy stored inside the resonator, and P dE dt= − / is the 
dissipated power. Hence, a resonator can sustain Q oscillations before its energy decays by a factor of 
e−2p (i.e., a reduction of 99.8 percent) of its initial value. In the specific case where the line-shape of 
the resonance is a Lorentzian, Eq. (4) reduces to f0/Δf, where Δf is the width of the resonance.

Since the quality factor is a measure of the optical energy stored in the microcavity over the cycle-
average power radiated out of the cavity, Q is expected to be largest for modes lying near the center 
of the gap where the field attenuation is strongest. Q is also expected to increase with the size of the 
crystal, since the reflectivity increases with the number of periods (i.e., the leakage from the edges of 
the crystal becomes progressively smaller). The quality factor of the mode shown in Fig. 2 is plotted in 
Fig. 3 as a function of the size of the crystal. The quality factor is computed using the finite-difference 
time-domain method described in Sec. 9.3. First the resonant mode is excited and the total energy is 
monitored as a function of time. Then the time required for 99.8 percent of the energy to escape 
is recorded. Results are shown for crystal sizes of dimension 2N × 2N × 2N. In each case, the defect is 
surrounded by N unit cells along every direction. Q increases exponentially with the size of the crystal 
and reaches a value close to 104 with as little as four unit cells on either side of the defect. The steepness 

FIGURE 2 Vector plot of the electric field in a 3D PBG 
with a defect. The overlay indicates the edges of the high-
dielectric material. The defect, located at the center of the 
figure, is fabricated by breaking one of the dielectric ribs. 
The defect supports a localized resonant mode inside the 
crystal.
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9.8  PROPERTIES

of the slope in Fig. 3 follows directly from the field attenuation through each successive lattice of the 
crystal. Since the only energy loss in the structure occurs from tunneling through the walls of the finite-
sized crystal (i.e., intrinsic losses due to material absorption is not considered), Q does not saturate 
even for a large number of unit cells. A more detailed description of the properties of resonant modes 
in photonic crystals can be found in Ref. 19.

Enhancement of Spontaneous Emission

By coupling an optical transition to the microcavity resonance, the spontaneous emission rate can 
be enhanced by a factor h over the rate without a cavity. The expression for h is given by:20

η π
λ= ⎛

⎝⎜
⎞
⎠⎟

2
2

3
Q
V nm

 (5)

where Vm is the modal volume, n is the refractive index of the medium, and l is the free-space 
wavelength of the optical transition. Photonic crystals have the ability to enhance the rate of spon-
taneous emission by enabling microcavities with large quality factors and small modal volumes. In 
the case where the modal volume is on the order of a cubic half-wavelength in the material [i.e., 
Vm ~ (l/2n)3], the enhancement factor is on the order of Q. A detailed example is provided in the 
following section.

9.6 MICROCAVITIES IN PHOTONIC CRYSTALS WITH 
TWO-DIMENSIONAL PERIODICITY

Three-dimensional field confinement can be achieved in dielectric structures, in part by the effect of 
a photonic bandgap and in part by index confinement. An example was given in Sec. 9.5 for the case 
of a DFB laser (i.e., a structure with a one-dimensional periodicity). One important aspect of struc-
tures with dimensional periodicity lower than three is the coupling to radiation modes. By reducing 
the dimensionality of the periodicity and by resorting to standard index guiding to confine light 
along the nonperiodic direction(s), one no longer has the ability to contain light completely, and 
leaves open possible decay pathways through which light can escape.
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FIGURE 3 Quality factor of the resonant cavity shown in 
Fig. 2 as a function of the size of the 3D photonic crystal, given in 
units of cubic lattice constants.
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PHOTONIC BANDGAP MATERIALS  9.9

In this section, we consider a dielectric slab waveguide with a two-dimensional periodic lattice. 
The periodic lattice is used to confine light in the plane of the waveguide (the xy-plane, say), and the
slab keeps the light from escaping along the transverse direction (the z-direction). It is useful to 
begin with a uniform waveguide, and consider the effect of adding a periodic array of holes. The slab is 
chosen to have a large refractive index (n = 3.4) and, for simplicity, is assumed to lie in air. The thick-
ness of the slab is set equal to 0.5a, where a is a scaling parameter as defined in the text that follows. 
The use of a high-index waveguide is twofold: first, the high index provides strong field confinement 
along the z-direction (i.e., the extent of the guided modes outside the waveguide is small), allowing 
a large fraction of each mode to interact with the photonic crystal; and second, the high-index con-
trast between the dielectric material and the holes will increase the likelihood of having a bandgap 
in the xy-plane.

The waveguide is shown in Fig. 4a. Its corresponding dispersion relation is shown in Fig. 4b.
The solid lines correspond to guided modes, and the shaded region corresponds to the continuum 
of radiation (i.e., nonguided) modes. The guided modes are labeled transverse electric (TE) and 
transverse magnetic (TM) with respect to the xy-plane of symmetry in the middle of the waveguide. 
TE (TM) modes are characterized by the absence of electric field components in the z (x and y)
direction at the center of the waveguide.
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FIGURE 4 (a) Schematic diagram of a dielectric slab waveguide of thickness 0.5a and refrac-
tive index 3.4. (b) Band diagram of the slab waveguide shown in (a). The solid lines correspond to 
guided modes; the shaded region corresponds to the continuum of radiation modes. The guided 
modes are labeled TE or TM with respect to the xy-plane of symmetry in the middle of the slab, 
(c) Schematic diagram of a slab waveguide with a two-dimensional triangular array of holes with 
radius 0.3a, where a is the lattice constant of the periodic array. The parameters of the slab are 
identical to those in (a). (d) Band diagram for the slab waveguide shown in (c). Only the lowest 
nine bands are labeled TE and TM. Guided modes do not exist above the cut-off frequency of 
0.66c/a. The inset shows the Brillouin zone and symmetry points for a triangular lattice, with the 
irreducible zone shaded.
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9.10  PROPERTIES

The dispersion relation shown in Fig. 4b extends to the right of the figure; there is no upper 
bound on the wave vector. The introduction of a periodic array of holes in the waveguide has the 
effect of folding the dispersion relation into the first Brillouin zone and splitting the guided-mode 
bands. Figure 4c shows a waveguide with a triangular array of holes. The holes have a radius of 
0.30a, where a is the lattice constant of the array. The associated dispersion relation is shown in Fig. 4d.
Again, the shaded region above the light line corresponds to the continuum of radiation modes. The 
solid lines below the light line correspond to guided modes. These modes remain perfectly guided 
in spite of the holes and propagate in the waveguide with no loss. A bandgap can be seen between 
the first and second TE bands. An experimental observation of bandgaps in this type of structure is 
described in Ref. 21.

The introduction of holes in the waveguide also creates a frequency cutoff for guided modes. 
Every mode above the frequency 0.66c/a is folded into the radiation continuum, and is Bragg-
scattered out of the slab. The cutoff frequency is independent of the refractive index of the slab or 
the size of the holes, and depends only on the lattice geometry of the array of holes.

If a defect is introduced in the PBG structure shown in Fig. 4c, localized modes can be formed in 
the vicinity of the defect. Since each localized mode has a specific polarization, it is possible to create 
a TE mode between the first and second TE bands, orthogonal to TM modes. If, for example, light 
were to originate from a quantum well located at the middle of the waveguide, atomic transitions 
could be made to couple only to TE modes.

Two competing decay mechanisms contribute to the overall decay rate of the localized mode; 
horizontal in-plane coupling to guided modes at the edges of the crystal in the unperturbed (i.e., 
holeless) waveguide, and vertical coupling to radiation modes. For some applications (such as 
photonic integrated circuits) it may be preferable for the localized mode to decay primarily into 
guided modes, while for other applications (such as off-chip emission) it may be preferable for 
the mode to decay primarily into the radiation continuum. These two cases are considered sepa-
rately in the following text.

The total quality factor of the resonant mode, Qtot, is given by:22

1 1 1
Q Q Qtot wg rad

= +  (6)

where 1/Qwg is a measure of the coupling to waveguide modes and 1/Qrad is a measure of the cou-
pling to radiation modes. The strength of the two competing coupling mechanisms depends on the 
size of the crystal (i.e., the total number of holes around the defect), the modal volume, and the 
choice of substrate.

In-Plane Coupling

We present the case of an array of 45 holes with a missing hole at the center (i.e., one hole is filled). 
The structure supports a localized mode inside the TE bandgap. The total quality factor of the mode 
is computed using the finite-difference time-domain method described in Sec. 9.3 and is found to 
be 240. The modal volume, Vm, is defined as:23

V
d

m = ∫ ε

ε

( ) ( )

( ( ) ( ) )max

r E r r

r E r

2 3

2  (7)

where E(r) is the electric field distribution of the mode. The computed modal volume is only three 
cubic half-wavelengths in the material. The spontaneous emission rate enhancement factor, com-
puted from Eq. (5), is equal to 50.

Since the structure does not have a complete three-dimensional bandgap, Qtot cannot be made 
arbitrarily large. While the addition of extra holes would reduce the coupling to the guided modes 
outside the crystal, light could not be prevented from coupling to radiation modes. Any significant 
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PHOTONIC BANDGAP MATERIALS  9.11

increase in the number of holes would cause the mode to primarily radiate outside of the waveguide. 
Moreover, coupling to radiation modes would be enhanced if the waveguide was positioned on a 
substrate. The substrate would provide a favorable pathway for radiation loss. It has been shown, 
however, that the adverse effects of a substrate could be minimized with the use of a low-index insu-
lating layer between the waveguide and the substrate.24,25

The coupling to radiation modes is also enhanced by reducing the modal volume. The more tightly 
a mode is confined, the more likely it is to radiate out of the waveguide. Conversely, if the modal 
volume is made larger, the coupling to radiation modes can be reduced, and, provided the coupling 
to guided modes remains largely unchanged, Qtot can be increased. To increase the modal volume, 
one could create a different type of defect in the structure. If, instead of removing a single hole 
from the two-dimensional array, the radius of seven nearest-neighbor holes was reduced from 0.3a
to 0.2a while otherwise leaving the structure unchanged, the localized mode would become more 
extended—the modal volume would increase by 20 percent to 3.6(l/2n)3—and Qtot would increase 
by more than one order of magnitude to 2500. The frequency of the new localized mode would 
remain unchanged, and the enhancement factor would exceed 400.

Out-of-Plane Coupling

While it may be possible to fabricate high-Q cavities that couple predominantly to guided modes, 
some applications (such as light-emitting diodes) may require a large fraction of the emitted light to 
be extracted from the high-index guiding layer. As mentioned previously, the emitted radiation can 
be made to decay primarily into radiation modes by increasing the total number of holes surround-
ing the defect. In this case, Qwg would essentially be infinite, and Qtot ~ Qrad. For simplicity, in this 
example, we write Qtot = Qrad = Q.

Light-emitting diodes (LEDs) are widely used as incoherent light sources in applications such as 
lighting, displays, and short-distance fiber communications. Two important performance character-
istics of LEDs are the output efficiency (i.e., the amount of light extracted from the structure for a 
given injection current) and the modulation rate (i.e., the information emission capacity).

Photonic crystals with two-dimensional periodicity can lead to the enhancement of the rate of 
spontaneous emission and consequently to higher modulation rates. However, photon reabsorption 
and nonradiative recombination can affect the performance of LEDs by reducing the extraction effi-
ciency and the modulation rate. High-Q cavities, though seemingly favorable for the enhancement 
of the rate of spontaneous emission, may cause severe reabsorption in certain material systems, since 
the likelihood of observing photon reabsorption increases with the photon lifetime inside the cavity.

Display Applications For display applications, it is usually desired to get as much light as pos-
sible out of the high-index material over the entire spontaneous emission bandwidth for a constant 
applied current. If all emitted frequencies fall inside the guided-mode bandgap, all available optical 
modes can contribute to the output signal. In the ideal case where there are no nonradiative recom-
bination processes, the extraction efficiency is unity; every photon escapes from the high-index 
waveguide. Even photons reabsorbed by the atomic system, if given enough time, eventually get 
reemitted and contribute to the output signal. However, when nonradiative processes are present, 
reabsorbed photons can be lost. In order to achieve high output efficiency, the effective spontaneous 
emission rate—the spontaneous emission rate reduced by photon reabsorption—has to dominate 
over the nonradiative recombination rate. The relative rate of the radiative and nonradiative pro-
cesses can be controlled by modifying the quality factor of the cavity.

Two limit cases are identified: the case where photon reabsorption is negligible, and the case 
where it is important. The former arises in certain organic emitters, where the energy levels of the 
molecules are such that absorption and spontaneous emission are spectrally separated. The latter 
arises in most semiconductor systems, where both absorption and emission processes occur between 
the conduction and valence bands.

In the case of low reabsorption, if the cavity linewidth is larger than the emission linewidth, an 
increase of the cavity Q can result in an increase of the effective spontaneous emission rate and of 
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9.12  PROPERTIES

the output efficiency. However, a reduction of the cavity linewidth beyond the material emission 
linewidth does not further enhance the spontaneous emission rate or output efficiency. In the case 
of large reabsorption, the rate of spontaneous emission and the output efficiency reach a maximum 
when the cavity linewidth is comparable to the material linewidth, but fall to zero when the cavity 
linewidth becomes much smaller than the material linewidth. A more detailed description of these 
conditions can be found in Ref. 26.

Communications Applications For communications applications, it is advantageous to reduce 
the emission linewidth below the material emission linewidth to improve the temporal coher-
ence of the emitted light. It is also advantageous to increase the modulation speed to improve 
the information emission capacity. If a time-varying current is applied to the LED, the response 
time of the electron-photon system will be determined by the slowest of the different relaxation 
processes.

While electronic recombination lifetimes are typically on the order of a few nanoseconds in both 
semiconductors and organic dyes, the photon lifetime in a cavity depends on the cavity Q and, in 
the case where, say, Q = 1000, is on the order of several picoseconds. Since the modulation speed is 
limited by the slower of the two processes, the electronic recombination rate, which is a sum of the 
effective spontaneous emission rate and the nonradiative recombination rate, constitutes the limit-
ing factor. To achieve high modulation speeds, it is therefore necessary to increase the spontaneous 
emission rate.

In the case where photon reabsorption is small, such as in organic dyes, the rate of spontaneous 
emission and the modulation speed increase with the cavity Q. Conversely, when photon reab-
sorption is large, such as in semiconductors, the maximum rate of spontaneous emission and the 
maximum modulation rate are achieved when the cavity linewidth is comparable to the material 
linewidth. These conclusions are similar to those found for display applications.

Examples of Low-Q and High-Q Cavities Low-Q cavities can be fabricated in high-index dielectric 
waveguides by introducing an array of holes with no defects. The absence of defects ensures that 
photons inside the waveguide—emitted from a quantum well, say—spend as little time as possible 
inside the waveguide and minimize the risk of being reabsorbed. The cavity is defined by the wave-
guide itself, which provides vertical field confinement. To avoid removing active material, the holes 
can be made to extend only partly into the guiding layer so as to not penetrate into the quantum 
well. Bandgaps for guided modes can be generated even when the holes do not extend through the 
entire thickness of the waveguide. The waveguide can also be positioned on a dielectric or metallic 
mirror to ensure that the output radiation escapes through the top surface.

High-Q cavities can be fabricated in structures similar to those used for low-Q cavities except 
that, in the case of high-Q cavities, defects are introduced in the periodic array. The introduction 
of defects creates highly confined modes in the area of the defects, hence only a small fraction of 
the quantum well overlaps with the resonant modes (i.e., only a fraction of the electron-hole pairs 
contributes to the emitted signal). To eliminate this problem, high-Q cavities could be generated 
by placing the dielectric layer between two vertical Bragg mirrors—in analogy to resonant-cavity 
LEDs—and by getting rid of the defects. The entire active region would then overlap with the reso-
nant cavity mode.

Experimental results of quantum-well emitters and dyes in photonic crystals with two-dimensional
periodicity can be found in Refs. 27 through 31. A detailed analysis of the output efficiency and 
modulation rate of LEDs can be found in Refs. 26 and 32.

9.7 WAVEGUIDES

While three-dimensional field confinement can be achieved by introducing local-point defects 
in photonic crystals, two-dimensional field confinement can be achieved by introducing 
extended line defects. Both point defects and line defects can generate localized modes with 
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PHOTONIC BANDGAP MATERIALS  9.13

frequencies that lie inside the bandgap. However, unlike point defects, line defects can gener-
ate modes that propagate along the lines with nonzero group velocity. Line defects can be 
made, for example, by carving channels in photonic crystals or by creating line dislocations. 
Electromagnetic waves propagating along the lines are guided not from total internal reflection 
but from the bandgap effect; they are prevented from leaking into the crystal since their fre-
quencies lie inside the bandgap.

The absence of radiation modes in three-dimensional photonic crystals suggests that it may 
also be possible to create waveguides with very sharp bends. Since electromagnetic waves are 
prevented from propagating inside photonic crystals, the waves would only either propagate 
through the bend or be reflected back. It will be shown in the subsection labeled “Waveguide 
Bends” that, for certain frequencies, reflection may be eliminated altogether, leading to complete 
transmission. In three-dimensional crystals, waveguide bends could extend along any direc-
tion and could be used for the implementation of interconnected integrated optical circuits on 
multiple planes. In this chapter, however, we focus only on line defects in photonic crystals with 
two-dimensional periodicity.

Waveguides in Photonic Crystals with Two-Dimensional 
Periodicity

As we saw in Sec. 9.6, photonic crystals with two-dimensional periodicity rely on the existence of 
bandgaps to control propagation in the plane and on index guiding to confine electromagnetic 
fields along the third dimension. An example of a photonic crystal with two-dimensional periodic-
ity was shown in Fig. 4c; its corresponding dispersion relation was shown in Fig. 4d. In the bandgap, 
no guided mode existed for TE polarization.

In this section, a line defect is introduced in the photonic crystal shown in Fig. 4c by increas-
ing the radius of a line of nearest-neighbor holes along the Γ-K direction from 0.30a to 0.45a. The 
resulting dispersion relation is shown in Fig. 5. The dispersion relation is computed using the plane-
wave expansion method described in Sec. 9.3. The wave vector along the line defect is plotted on the 
abscissa.
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FIGURE 5 Projected dispersion relation of the TE 
modes in the waveguide structure shown in the inset. The 
dispersion relation is projected along the axis of the wave-
guide (i.e., along the line defined by the series of larger holes). 
The light gray region corresponds to the continuum of radia-
tion modes, and the dark gray regions correspond to modes 
inside the bulk PBG dielectric slab. The thickness of the slab 
is 0.5a, the refractive index is 3.4, the radius of the small holes 
is 0.3a, and the radius of the large holes is 0.45a. The figure is 
to be compared with Fig. 4d along the Γ-K direction.
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9.14  PROPERTIES

In this structure, it is necessary to distinguish between the modes which are guided inside the 
dielectric slab (the so-called bulk crystal modes that correspond to the different bands in Fig. 4d)
and the modes which are guided along the line defect. The dispersion relation is obtained from Fig. 4d by 
projecting the wave vector of every mode along the Γ-K direction; the dark gray regions correspond 
to the continuum of bulk crystal modes and the light gray region corresponds to the continuum of 
radiation modes. The bulk crystal modes and radiation modes are depicted with a uniform shading 
despite the nonuniform density of states in these regions. Since the structure retains an inherent 
periodicity along the line defect, the wave vector has an upper limit. However, although the line 
defect extends along the Γ-K direction, K is not the point at the edge of the dispersion relation. 
The boundary is located at the projected M point along the Γ-K direction, labeled K′ as shown in 
the inset of Fig. 4d.

Only modes lying outside the shaded regions are truly guided along the line defect. A single 
guided mode appears inside the bandgap. Since the line defect consists of a series of larger holes, 
the effective index of the waveguide is lower than that of the surrounding photonic crystal. Hence, the 
mode is not index-guided in the plane; it is constrained horizontally by the bandgap. The effective 
index, however, is higher in the waveguide than in the regions above and below the slab, allowing 
the mode to be guided vertically by index confinement. The electric field of the guided mode is 
mostly concentrated in the dielectric material. The fraction of electric-field energy inside the high-
dielectric material at K′, for example, is close to 75 percent.

Alternatively, a line defect could have been created by reducing the radius of a series of holes, or by 
creating lattice dislocations. Also, instead of using a high-index slab with holes, one could have used an 
array of high-index posts. High-index posts can generate dispersion relations similar to the one shown 
in Fig. 4c except that the open (solid) circles would now correspond to TE (TM) polarization. A more 
detailed analysis of these and other similar structures can be found in Refs. 33 and 34.

Waveguide Bends

If a sharp bend is introduced in a PBG waveguide—with a radius of curvature on the order of a 
few lattice constants—it may be possible to obtain high transmission through the bend for a wide 
range of frequencies. To obtain high transmission, the waveguide must support a single mode at the 
frequency of interest, and the radiation losses must be small, since coupling to high-order guided 
modes and to radiation modes reduces the transmission and increases the reflection.

While it may be possible to obtain 100 percent transmission in photonic crystals with two-
dimensional periodicity, we choose to consider waveguide bends in purely two-dimensional crystals. 
Two-dimensional crystals can be viewed either as flat structures in a two-dimensional Cartesian 
space or as structures of infinite thickness with no field variation along the vertical direction. Since 
there is no index confinement along the vertical direction, there are no radiation modes and no light 
cone. The bandgap in a 2D structure is analogous to a three-dimensional bandgap in that there are 
truly no modes inside the bandgap.

For simplicity, we consider a 2D photonic crystal of dielectric columns on a square lattice, sur-
rounded by air. The refractive index of the rods is chosen to be 3.4 and the radius 0.20a, where a is 
the lattice constant of the array. A large bandgap appears in this structure for TM polarization (electric 
field parallel to the axis of the columns). A line defect is created inside the crystal by removing a 
row of rods. The line defect introduces a single guided TM mode inside the gap, similar to the 
one shown in Fig. 5. The main difference between the dispersion relation for this 2D crystal and 
the one shown in Fig. 5 is the absence of radiation modes in the 2D crystal. The bandgap extends 
over the entire range of wave vectors. If a bend is introduced in the waveguide, light will either travel 
through the bend or be reflected back, since there are no radiation modes to which light can couple. 
Only back reflection can hinder perfect transmission.

The transmission and reflection can be studied using the finite-difference time-domain method 
described in Sec. 9.3. In this method, a dipole located at the entrance of the waveguide creates a 
pulse with a Gaussian envelope in time. The field amplitude is monitored inside the waveguide at 
two points, one before the bend and one after the bend. The pulses are then Fourier-transformed to 
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PHOTONIC BANDGAP MATERIALS  9.15

obtain the reflection and transmission coefficients for each frequency. A detailed description of this 
method and computational results are presented in Ref. 35.

The electric field pattern of a mode propagating through the bend is shown in Fig. 6. The mode 
is strongly guided inside the photonic crystal. One hundred percent of the light travels through the 
bend despite a radius of curvature on the order of one wavelength.

The transmission through the bend can be modeled as a simple one-dimensional scattering pro-
cess. The bend can be broken down into three separate waveguide sections: the input waveguide in 
the (01) direction; the output waveguide in the (10) direction; and a short waveguide section in the 
(11) direction, connecting the input and output waveguides. Each section supports a single guided 
mode with wave vector k1(f) for propagation along the (01) or (10) direction, and k2(f) for propaga-
tion along (11). These wave vectors are given by dispersion relations similar to the one shown in Fig. 5. 
The mode propagating along the (01) direction is scattered into the mode propagating along (11), 
then into the mode propagating along (10). At the interfaces, the fields and their derivatives must be 
continuous. By complete analogy with the one-dimensional Schrödinger equation for a square poten-
tial well, the transmission through the sharp bend can be mapped onto that of a wave propagating 
in a square dielectric potential. This potential consists of three constant pieces corresponding to the 
(01), (11), and (10) directions, respectively. The model differs from the standard one-dimensional 
scattering problem in that the depth of the well, determined by the difference |k1(f)|2 − |k2(f)|2, now 
depends on the frequency of the traveling wave. The scattering model correctly predicts the general 
quantitative features of the transmission spectrum obtained from the FDTD method, as well as the 
frequencies where the reflection coefficient vanishes.35

The results have been experimentally confirmed using a structure consisting of a square array 
of tall circular rods.36 The rods were made of alumina with a refractive index of 3.0 and a radius of 
0.25 mm. The lattice constant was chosen to be 1.27 mm and the rods were close to 10 cm in length. 
The large aspect ratio between the length and the lattice constant provided a good approximation 

Negative 0 Positive

FIGURE 6 Electric field pattern of a guided 
mode in a photonic crystal in the vicinity of a bend. 
The white circles indicate the position of the high-
dielectric columns. The electric field is polarized along 
the axis of the columns. The mode is strongly confined 
inside the guide and is completely transmitted through 
the bend. The radius of curvature of the bend is on the 
order of the wavelength of the guided mode.
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of a two-dimensional system. Because of the absence of vertical confinement, the waveguides were 
made to extend over less than 100 lattice constants to minimize loss in the vertical direction. The 
bandgap extended from 76 to 105 GHz. The experiment was carried out at millimeter-wave fre-
quencies to facilitate the fabrication of structures with a large aspect ratio.

To test the PBG structure, millimeter-wave transmitters and receivers were placed next to the 
entrance and exit of the PBG waveguide. This coupling scheme closely resembled the setup used 
in the computational simulations. The transmitted signal is shown in Fig. 7. The signal is normal-
ized to the transmitted signal of a straight waveguide. The PBG bend exhibits near-perfect trans-
mission around 87 and 101 GHz. The two arrows indicate the expected positions of the reflection 
nodes computed from the one-dimensional scattering model. The positions of the nodes confirm 
a subtle and important point about PBG waveguides: The detection of light at the end of a straight 
waveguide would not be a sufficient condition, in itself, to confirm PBG guiding. It is the existence 
of transmission peaks around the sharp bend, along with the specific position of these peaks, that 
confirms PBG guiding.

Waveguide Intersections

In addition to sharp bends, photonic crystals can be used to fabricate waveguide intersections with 
low crosstalk. If two waveguides intersect each other on the same plane, light traveling along one 
waveguide typically leaks into the second waveguide, causing signal loss and crosstalk. The insertion 
of a microcavity at the center of the intersection of two PBG waveguides can reduce the crosstalk 
and increase the throughput. If the resonant mode inside the cavity is such that it can couple only 
to one waveguide, the crosstalk can be essentially eliminated. In this case, the problem reduces to the 
well-known phenomenon of resonant tunneling through a cavity.

Figure 8a shows two intersecting waveguides in a two-dimensional photonic crystal identical to 
the one shown in Fig. 7. At the center of the intersection, a microcavity is created by adding rods 
inside the waveguides and by increasing the radius of one rod by 60 percent. The cavity is outlined 
by a dashed box. The cavity supports two degenerate modes with opposite symmetry at a frequency 
lying inside the bandgap. From symmetry, each resonant mode can couple to only one waveguide, 
as shown schematically in Fig. 8b. Therefore, under the approximation that the waveguides couple 
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FIGURE 7 Normalized transmission spectrum for the 
PBG structure shown in the inset. The solid circles correspond 
to experimental data; the open circles are computed from the 
one-dimensional scattering model. Near-perfect transmission 
is observed through the bend near 87 and 101 GHz. The arrows 
indicate the positions of the reflection nodes from theory. The 
experimental data is fitted with a polynomial curve.
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PHOTONIC BANDGAP MATERIALS  9.17

to one another only through the resonant cavity, crosstalk is prohibited. The throughput in each 
waveguide is described by resonant tunneling; the throughput spectrum is a Lorentzian function 
with 100 percent transmission at resonance. The width of the resonance is given by the inverse of 
the quality factor of the microcavity.

In general, large throughput and low crosstalk can be achieved if each waveguide has a single 
guided mode in the frequency range of interest, and if the microcavity supports two resonant 
modes, each mode having even symmetry with respect to the mirror plane along one waveguide and 
odd symmetry with respect to the other mirror plane. The presence of radiation loss would reduce 
the throughput and increase the crosstalk. A detailed description of PBG waveguide intersections 
can be found in Ref. 37.

9.8 CONCLUSION

The routing and interconnection of optical signals through narrow channels and around sharp 
bends are important for large-scale all-optical circuit applications. In addition to sharp bends and 
low-crosstalk intersections, photonic bandgap materials can also be used for narrowband filters, add/
drop filters, light emitters, low-threshold lasers, modulators, attenuators, and dispersion compensa-
tors. PBG materials may enable the high-density integration of optical components on a single chip.

While this chapter focuses mostly on applications for high-density optical circuits, many other 
applications have been proposed for PBG materials. One such application is the PBG fiber.38 While 
photonic crystals can guide light along a periodic plane (as shown in Sec. 9.7), they can also guide 
light along the direction perpendicular to the plane of periodicity. A PBG fiber is a two-dimensional 
periodic structure that essentially extends to infinity along the nonperiodic direction. Light is con-
fined inside the fiber by a defect located at the center. PBG fibers may have interesting features such 
as single-mode operation over a large bandwidth and preferred dispersion compensation properties. 
Other applications can be found in Ref. 39.

Input 2

Input 1

(a) (b)

Mirror
planes

FIGURE 8 (a) Diagram of two intersecting waveguides inside a photonic 
crystal. The two waveguides are aligned along the (10) and (01) directions. 
A microcavity—outlined by the dashed line—is created at the center of the 
intersection by adding columns inside the waveguides and by increasing the 
size of the dielectric column at the center. The microcavity supports two 
degenerate modes with opposite symmetry. The mode contours are shown 
schematically in (b). By symmetry, the modes corresponding to the black 
contour lines cannot couple to even modes in the waveguide along the (01) 
direction, and the modes corresponding to the gray contour lines cannot 
couple to even modes in the waveguide along the (10) direction.
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NONLINEAR OPTICS

Chung L. Tang
School of Electrical and Computer Engineering
Cornell University
Ithaca, New York

10.1 GLOSSARY

c velocity of light in free space
 D displacement vector

dmn Kleinman’s d-coefficient
 E electric field in lightwave

�E complex amplitude of electric field
e electronic charge
f oscillator strength
� Planck’s constant
I intensity of lightwave

 k propagation vector
m mass of electron
N number of equivalent harmonic or anharmonic oscillators per volume

n1,2 index of refraction at the fundamental and second-harmonic frequencies, respectively
 P macroscopic polarization
 P(n) nth-order macroscopic polarization
P0,2,+,− power of lightwave at the fundamental, second-harmonic, sum-, and difference-fre-

quencies, respectively
�P  complex amplitude of macroscopic polarization

 Q amplitude of vibrational wave or optic phonons
 S strain of acoustic wave or acoustic phonons

Tmn relaxation time of the density matrix element rmn
Γj damping constant of jth optical transition mode

d Miller’s coefficient
d(E) field-dependent optical dielectric tensor
dn nth-order optic dielectric tensor
e0 optical dielectric constant of free space
g amplitude of plasma wave or plasmons
l wavelength

rmn density matrix element

10.3

10
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10.4  NONLINEAR OPTICS

b(E) field-dependent optic susceptibility tensor
b1 or b(1) linear optic susceptibility tensor

 Xn or b(n) nth-order optic susceptibility tensor
wp plasma frequency

〈 〉a b| |p   dipole moment between states a and b

10.2 INTRODUCTION

For linear optical materials, the macroscopic polarization induced by light propagating in the 
medium is proportional to the electric field:

P E= ⋅ε0 1χχ   (1)

where the linear optical susceptibility b 1 and the corresponding linear dielectric constant 
d1 = e0(1 + b1) are field-independent constants of the medium.

With the advent of the laser, light intensities orders of magnitude brighter than what could be 
produced by any conventional sources are now possible. When the corresponding field strength 
reaches a level on the order of, say, 100 KV/m or more, materials that are normally “linear” at lower 
light-intensity levels may become “nonlinear” in the sense that the optical “constants” are no longer 
“constants” independent of the light intensity. As a consequence, when the field is not weak, the 
optical susceptibility b and the corresponding dielectric constant e of the medium can become func-
tions of the electric field b(E) and d(E), respectively. Such a field-dependence in the optical param-
eters of the material can lead to a wide range of nonlinear optical phenomena and can be made use 
of for a great variety of new applications.

Since the first experimental observation of optical second-harmonic generation by Franken1 and 
the formulation of the basic principles of nonlinear optics by Bloembergen and coworkers2 shortly 
afterward, the field of nonlinear optics has blossomed into a wide-ranging and rapidly developing 
branch of optics. There is now a vast literature on this subject including numerous review articles and 
books.3–6 It is not possible to give a full review of such a rich subject in a short introductory chapter 
in this Handbook; only the basic principles underlying the lowest order, the second-order, nonlinear 
optical processes and some illustrative examples of related applications will be discussed here. The 
reader is referred to the original literature for a more complete account of the full scope of this field.

If the light intensity is not so weak that the field dependence can be neglected and yet not too 
strong, the optical susceptibility and the corresponding dielectric constant can be expanded in a 
Taylor series:

χχ χχ χχ χχ( ) :E E EE= + ⋅ + +1 2 3 �   (2)

or

εε εε εε εε( ) :E E EE= + ⋅ + +1 2 3 �   (3)

where

εε χχ1 0 11= +ε ( )   (4)

εε χχn n n= ≥ε0 2for   (5)
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NONLINEAR OPTICS  10.5

and e0 is the dielectric constant of free space. When these field-dependent terms in the optical sus-
ceptibility are not negligible, the induced macroscopic polarization in the medium contains terms 
that are proportional nonlinearly to the field:

P E EE EEE

P P P

= ⋅ + + +

= + + +

ε ε ε0 1 0 2 0 3

1 2 3

χχ χχ χχ:

( ) ( ) ( )

� �

�  (6)

As the field intensity increases, these nonlinear polarization terms P(n>1) become more and more 
important, and will lead to a large variety of nonlinear optical effects.

The more widely studied of these nonlinear optical effects are, of course, those associated with 
the lower-order terms in Eq. (6). The second-order nonlinear effects will be discussed in some detail 
in this chapter. Many of the higher-order nonlinear terms have been observed and are the bases of 
a variety of useful nonlinear optical devices. Examples of the third-order effects are third-harmonic 
generation7,8 associated with |b (3)(3w = w + w + w |2, two-photon absorption9 associated with 
Im b (3)(w1 = w1 + w2 − w2), self-focusing10,11 and light-induced index-of-refraction12 change 
associated with Re b (3)(w = w + w − w), four-wave mixing13 |b (3)(w4 = w1 + w2 − w3)|2, degen-
erate four-wave mixing or phase-conjugation14,15 |b (3)(w = w + w − w)|2, optical Kerr effect16

Re b(3)(w = 0 + 0 + w), and many others.
There is also a large variety of dynamic nonlinear optical effects such as photon echo,17 optical 

nutation18 (or optical Rabi effect19), self-induced transparency,20 picosecond21 and femtosecond22

quantum beats, and others.
In addition to the nonlinear optical processes involving only photons that are related to the non-

linear dependence on the E-field as shown in Eq. (6), the medium can become nonlinear indirectly 
through other types of excitations as well. For example, the optical susceptibility can be a function 
of the molecular vibrational amplitude Q in the medium, or the stress associated with an acoustic 
wave S in the medium, or the amplitude h of any space-charge or plasma wave, or even a combina-
tion of these excitations as in a polariton, in the medium:

P E EE E

Q S E

= + + +

+ + + +

ε

ε η

0 1 2 3

0

[ : ]

[ : : : ]

χχ χχ χχ

χχ χχ χχ ηη

� �

�q a  (7)

giving rise to the interaction of optical and molecular vibrational waves, or optical and acoustic 
phonons, etc. Nonlinear optical processes involving interaction of laser light and molecular vibra-
tions in gases or liquids or optical phonon in solids can lead to stimulated Raman23–25 processes. 
Those involving laser light and acoustic waves or acoustic phonons lead to stimulated Brillouin26–28

processes. Those involving laser light and mixed excitations of photons and phonons lead to stimu-
lated polariton29 processes. Again, there is a great variety of such general nonlinear optical processes 
in which excitations other than photons in the medium may play a role. It is not possible to include 
all such nonlinear optical processes in the discussions here. Extensive reviews of the subject can be 
found in the literature.3–5

10.3 BASIC CONCEPTS

Microscopic Origin of Optical Nonlinearity

Classical Harmonic Oscillator Model of Linear Optical Media The linear optical properties, 
including dispersion and single-photon absorption, of optical materials can be understood phenom-
enologically on the basis of the classical harmonic oscillator model (or Drude model). In this simple 
model, the optical medium is represented by a collection of independent identical harmonic oscillators 
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10.6  NONLINEAR OPTICS

embedded in a host medium. The harmonic oscillator is characterized by four parameters: a spring 
constant k, a damping constant Γ, a mass m, and a charge −e f  as shown schematically in Fig. 1. f
is also known as the oscillator-strength and −e is the charge of an electron. The resonance frequency 
w0 of the oscillator is then equal to [k/m]1/2.

In the presence of, for example, a monochromatic wave:

E E E= +−1
2 [ ]*� �e ei t i tω ω   (8)

the response of the medium is determined by the equation of motion of the oscillator in the pres-
ence of the field:

∂
∂

+ ∂
∂ + =

− −
2 1

2

1

0
2 1

2
X t

t
X t

t
X t

e f
m

e i
( ) ( )

( )( ) ( )
( ) [Γ ω �E ωωt x+ ⋅c.c.]  (9)

where X(1)(t) is the deviation of the harmonic oscillator from its equilibrium position in the absence 
of the field. The corresponding linear polarization in the steady state and linear complex susceptibil-
ity are from Eqs. (8) and (9):

P P P( ) ( ) ( ) ( )*( ) [ ]1 1 1
2

1 1

2

= − = +

=

−NeX t x e e

Ne f

i t i t� �ω ω

��E
2mD

e i t

( )ω
ω− + c.c. (10)

and

ε χ ω0
1

2
( )

( )
= =
�

�
P

E

Ne f
mD (11)

where N is the volume density of the oscillators and D i( )ω ω ω ω= − −0
2 2 Γ. The corresponding real 

and imaginary parts of the corresponding linear complex dielectric constant of the medium Re e1

X

X

V (2)

V (x)

E(t)

FIGURE 1 Harmonic oscillator model of linear optical media.
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NONLINEAR OPTICS  10.7

and Im e1, respectively, describe then the dispersion and absorption properties of the linear optical 
medium. To represent a real medium, the results must be summed over all the effective oscillators (j):

Re
( )

( )
ε ε

ω ω ω
ω ω ω1 0

2
0
2 2

0
2 2 2 2 2

= +
−

− +∑ pj j j

j jj

f

Γ
  (12)

and

Im
( )

ε
ω ω

ω ω ω
ω

ω1

2

0
2 2 2 2 2

2

2
=

− +
→∑ pj j j

j jj

pj j jf fΓ
Γ

Γ //

( ) ( / )

2

20
2 2 0ω ω

ω ω
− −

≈
j j

jΓ
for   (13)

where ω πpj jN e m2 24= /  is the plasma frequency for the jth specie of oscillators. Each specie of oscil-
lators is characterized by four parameters: the plasma frequency wpj, the oscillator-strength fj, the 
resonance frequency w0j, and the damping constant Γj. These results show the well-known anoma-
lous dispersion and lorentzian absorption lineshape near the transition or resonance frequencies.

The difference between the results derived using the classic harmonic oscillator or the Drude model 
and those derived quantum mechanically from first principles is that, in the latter case, the oscillator 
strengths and the resonance frequencies can be obtained directly from the transition frequencies and 
induced dipole moments of the transitions between the relevant quantum states in the medium. For 
an understanding of the macroscopic linear optical properties of the medium, extended versions of 
Eqs. (12) and (13), including the tensor nature of the complex linear susceptibility, are quite adequate.

Anharmonic Oscillator Model of the Second-Order Nonlinear Optical Susceptibility An exten-
sion of the Drude model with the inclusion of suitable anharmonicities in the oscillator serves as 
a useful starting point in understanding the microscopic origin of the optical nonlinearity classically. 
Suppose the spring constant of the oscillator representing the optical medium is not quite linear in 
the sense that the potential energy of the oscillator is not quite a quadratic function of the deviation 
from the equilibrium position, as shown schematically in Fig. 2. In this case, the response of the 
oscillator to a harmonic force is asymmetric. The deviation (solid line) from the equilibrium posi-
tion is larger and smaller on alternate half-cycles than that in the case of the harmonic oscillator. 
This means that there must be a second-harmonic component (dark shaded curve) in the response 
of the oscillator as shown schematically in Fig. 3. It is clear, then, that the larger the anharmonicity 
and the corresponding asymmetry in the oscillator potential, the larger the second-harmonic in the 
response. Extending this kind of consideration to a three-dimensional model, it implies that to have 
second-harmonic generation, the material must not have inversion symmetry and, therefore, must 
be crystalline. It is also clear that for the third and higher odd harmonics, the anharmonicity in the 
oscillator potential should be symmetric. Even harmonics will always require the absence of inversion 
symmetry. Beyond that, obviously, the larger the anharmonicities, the larger the nonlinear effects.

Consider first the second-harnomic case. The corresponding anharmonic oscillator equation is:

∂
∂

+ ∂
∂ + + =

− −
2

2 0
2 2

2
X t
t

X t
t

X t vX t
e f

m
e i t( ) ( )

( ) ( ) [Γ ω ω�E ++ ⋅c.c.] x   (14)

Solving this equation by perturbation expansion in powers of the E-field:

X t X t X t X t( ) ( ) ( ) ( )( ) ( ) ( )= + + +1 2 3 �   (15)

leads to the second-order nonlinear optical susceptibility

ε χ
ω ω0

2

2

3

2 22 2
( )

( )

( ) ( )
= =
�

�
P

E

z Ne fv
m D D   (16)
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10.8  NONLINEAR OPTICS

Unlike in the linear case, a more exact expression of the nonlinear susceptibility-derived quantum 
mechanically will, in general, have a more complicated form and will involve the excitation ener-
gies of, and dipole matrix elements between, all the states. Nevertheless, an expression like Eq. (16) 
obtained on the basis of the classical anharmonic oscillator model is very useful in discussing qual-
itatively the second-order nonlinear optical properties of materials. Equation (16) is particularly 
useful in understanding the dispersion properties of the second nonlinearity.

X

X

V (2)

V (3)

V (X)

V (X)

FIGURE 2 Anharmonic oscillator model of nonlinear optical 
media.

t

x(t)

t

E(t)

FIGURE 3 Response [x(t)] of anharmonic 
oscillator to sinusoidal driving field [E(t)].
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NONLINEAR OPTICS  10.9

It is also the basis for understanding the so-called Miller’s rule30 which gives a very rough estimate 
of the order of magnitude of the nonlinear coefficient. We note that the strong frequency dependence 
in the denominator of the c(2) involves factors that are of the same form as those that appeared in c(1).
Suppose we divide out these factors and define a parameter which is called Miller’s coefficient:

δ χ ω χ ω χ ω ε= 2 =( ) ( ) ( ) /( ) / [ ( )] ( ) /2 1 2 1
0
2 3 1 22 2mv e f NN 2

0
2ε   (17)

from Eqs. (16) and (11). For many inorganic second-order nonlinear optical crystals, it was first 
suggested by R. C. Miller that d was approximately a constant for all materials, and its value was 
found empirically to be on the order of 2–3 × 10−6 esu. If this were true, to find materials with 
large nonlinear coefficients, one should simply look for materials with large values of c(1)(w) and 
c(1)(2w). This empirical rule was known as Miller’s rule. It played an important historical role in 
the search for new nonlinear optical crystals and in explaining the order of magnitude of nonlinear 
coefficients for many classes of nonlinear optical materials including such well-known materials as 
the ADP-isomorphs—for example, KH2PO4(KDP), NH4PO4(ADP), etc.—and the ABO3 type of 
ferroelectrics—for example, LiIO3, LiNbO3, etc.—or III-V and II-VI compound semiconductors in 
the early days of nonlinear optics.

On a very crude basis, a value of d can be estimated from Eq. (17) by assuming that the anharmonic 
potential term in Eq. (14) becomes comparable to the harmonic term when the deviation X is on the 
order of one lattice spacing in a typical solid, or on the order of an Angstrom. Thus, using standard 
numbers, Eq. (17) predicts that, in a typical solid, d is on the order of 4 × 10−6 esu in the visible. It is 
now known that there are many classes of materials that do not fit this rule at all. For example, there 
are organic crystals with Miller’s coefficients thousands of times larger than this value.

A more rigorous theory for the nonlinear optical susceptibility will clearly have to come from 
appropriate calculations based upon the principles of quantum mechanics.

Quantum Theory of Nonlinear Optical Susceptibility Quantum mechanically, the nonlinearities in 
the optical susceptibility originate from the higher-order terms in the perturbation solutions of the 
appropriate Schrödinger’s equation or the density-matrix equation.

According to the density-matrix formalism, the induced macroscopic polarization P of the 
medium is specified completely in terms of the density matrix:

P p= N Trace[ ]ρ   (18)

where p is the dipole moment operator of the essentially noninteracting individual polarizable units, or 
“atoms” or molecules or unit cells in a solid, as the case may be, and N is the volume density of such units.

The density-matrix satisfies the quantum mechanical Boltzmann equation or the density-matrix equation:

∂
∂ + + − = −∑ρ ω ρ ρ ρ ρ ρmn

mn mn
mn mn

mn
mk kn mk kn

k
t

i
T

i
V V

�
[ ]   (19)

where ρmn is the equilibrium density matrix in the absence of the perturbation V and Tmn is the 
relaxation time of the density-matrix element rmn. The nth-order perturbation solution of Eq. (19) 
in the steady state is:

ρ ρ ρmn
n

mk
n

kn mk kn
nt

i
t V t V t( ) ( ) (( ) [ ( ) ( ) ( )= ′ ′ − ′− −

�
1 1))( )]exp ( )′ +

⎛
⎝
⎜

⎞
⎠
⎟ ′−

⎡

⎣
⎢

⎤

⎦
⎥ ′

−∞∫∑ t i
T

t t dt
t

mn
mnk

ω 1
  (20)

The zeroth-order solution is clearly that in the absence of any perturbation or:

ρ ρmn mn
( )0 =   (21)
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10.10  NONLINEAR OPTICS

In principle, once the zeroth-order solution is known, one can generate the solution to any order 
corresponding to all the nonlinear optical processes. While such solutions are formally complete and 
correct, they are generally not very useful, because it is difficult to know all the excitation energies 
and transition moments of all the states needed to calculate c(n≥2). For numerical evaluations of c(n),
various simplifying approximations must be made.

To gain some qualitative insight into the microscopic origin of the nonlinearity, it can be shown 
on the basis of a simple two-level system that the second-order solution of Eq. (20) leads to the 
approximate result:

χ ω ω ω ω( ) [( )( )]2 1 2
2∞ − − 〈 〉 〈 〉 − 〈 〉⎡⎣

−
ge ge g e e e g gp p p ⎤⎤⎦  (22)

It shows that for such a two-level system at least, there are three important factors: the resonance 
denominator, the transition-moment squared, and the change in the dipole moment of the mol-
ecule going from the ground state to the excited state. Thus, to get a large second-order optical non-
linearity, it is preferable to be near a transition with a large oscillator strength and there should be 
a large change in the dipole moment in going from the ground state to that particular excited state. 
It is known, for example, that substituted benzenes with a donor and an acceptor group have strong 
charge-transfer bands where the transfer of charges from the donor to the acceptor leads to a large 
change in the dipole moment in going from the ground state to the excited state. The transfer of the 
charges is mediated by the delocalized p electrons along the benzene ring. Thus, there was a great 
deal of interest in organic crystals of benzene derivatives. This led to the discovery of many organic 
nonlinear materials. In fact, it was the analogy between the benzene ring structure and the boroxal 
ring structure that led to the discovery of some of the best known recently discovered inorganic 
nonlinear crystals such as b-BaB2O4 (BBO)31 and LiB3O5 (LBO).32

In general, however, there are few rules that can guide the search for new nonlinear optical crys-
tals. It must be emphasized, however, that the usefulness of a material is not determined by its non-
linearity alone. Many other equally important criteria must be satisfied for the nonlinear material to 
be useful, for example, the transparency, the phase-matching property, the optical damage threshold, 
the mechanical strength, chemical stability, etc. Most important is that it must be possible to grow 
single crystals of this material of good optical quality for second-order nonlinear optical applica-
tions in bulk crystals. In fact, optical nonlinearity is often the easiest property to come by. It is these 
other equally important properties that are often harder to predict and control.

Form of the Second-Order Nonlinear Optical 
Susceptibility Tensor

The simple anharmonic oscillator model shows that to have second-order optical nonlinearity, 
there must be asymmetry in the crystal potential in some direction. Thus, the crystal must not have 
inversion symmetry. This is just a special example of how the spatial symmetry of the crystal affects 
the form of the optical susceptibility. In this case, if the crystal contains inversion symmetry, all the 
elements of the susceptibility tensor must be zero. In a more general way, the form of the optical 
susceptibility tensor is dictated by the spatial symmetry of the crystal structure.33

For second-order nonlinear susceptibilities in the cartesian coordinate system:

P E Ei ijk j k
j k

( ) ( )

,

2
0

2= ∑ε χ   (23)

χijk
( )2  in general has 27 independent coefficients before any symmetry conditions are taken into account. 

Taking into account the permutation symmetry condition, namely, the order Ej and Ek appearing in 
Eq. (23) is not important, or

χ χijk ikj
( ) ( )2 2=   (24)
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NONLINEAR OPTICS  10.11

the number of independent coefficients reduces down to 18. With 18 coefficients, it is sometimes more 
convenient to define a two-dimensional 3 × 6 tensor, commonly known as the Kleinman d-tensor:34

P
P

P

d d d d d d
d d
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z

⎛

⎝
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⎞
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= ε0
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⎟
⎟
⎟

  (25)

rather than the three-dimensional tensor χ χijk ikj
( ) ( )2 2= . One obvious advantage of the dim = tensor 

form is that the full tensor can be written in the two-dimensional matrix form, whereas it would be 
difficult to exhibit on paper any three-dimensional matrix.

An additional important point about the d-tensor is that it is defined in terms of the complex 
amplitudes of the E-field and the induced polarization with the 1/2 factor explicitly separated out 
in the front as shown in Eq. (8). In contrast, the definition of cijk may be ambiguous in the litera-
ture because not all the authors define the complex amplitude with a 1/2 factor in the front. For 
linear processes, it makes no difference, because the 1/2 factors in the induced polarization and the 
E-field cancel out. In nonlinear processes, the 1/2 factors do not cancel and the numerical value 
of the complex susceptibility will depend on how the complex amplitudes of the E-field and polar-
ization are defined.

For crystalline materials, the remaining 18 coefficients are, in general, not all independent of 
each other. Spatial symmetry requires, in addition, that they must satisfy the characteristic equation:

χ χαβγ α β γ
αβγ

ijk i j kR R R( ) ( )2 2= ∑   (26)

where Rai, etc., represent the symmetry operations contained in the space group for the particular 
crystal structure and Eq. (26) must be satisfied for all the Rs in the group. For example, if a crys-
tal has inversion symmetry, or R i j k i j kα β γ α β γδ, , , ,( )= −1 , Eq. (26) implies that χ χijk ikj

( ) ( )( )2 21 0= − =  as 
expected. From the known symmetry elements of all 32 crystallographic point groups, the forms of 
the corresponding second-order nonlinear susceptibility tensors can be worked out and are tabulated. 
Equation (26) can in fact be generalized33 to an arbitrarily high order n:

χ χαβγ α β γ
αβγ

ijk
n n

i j kR R R�
�

… …( ) ( )= ∑   (27)

for all the Rs in the group. Thus, the forms of any nonlinear optical susceptibility tensors can in 
principle be worked out once the symmetry group of the optical medium is known.

The d-tensors for the second-order nonlinear optical process for all 32-point groups derived 
from Eq. (26) are shown in, for example, Ref. 34. Similar tensors can in principle be derived from 
Eq. (27) for the nonlinear optical susceptibilities to any order for any point group.

Phase-Matching Condition (or Conservation of Linear 
Photon Momentum) in Second-Order Nonlinear Optical 
Processes

On a microscopic scale, the nonlinear optical effect is usually rather small even at relatively high 
light-intensity levels. In the case of the second-order effects, the ratio of the second-order term to 
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10.12  NONLINEAR OPTICS

the first-order term in Eq. (2), for example, is very roughly the ratio of the applied E-field strength 
to the “atomic E-field” in the material or:

χ
χ
2

1

E E
E

≈
atomic

  (28)

which is on the order of 10−4 even at an intensity level of 1 MW/cm2. The same ratio holds very 
roughly in each successively higher order. To see such a small effect, it is important that the waves 
generated through the nonlinear optical process add coherently on a macroscopic scale. That is, the 
new waves generated over different parts of the optical medium add coherently on a macroscopic 
scale. This requires that the phase velocities of the generated wave and the incident fundamental 
wave be “matched.”35

Because of the inevitable material dispersion, in general the phases are not matched because the 
freely propagating second-harmonic wave will propagate at the phase velocity corresponding to the 
second-harmonic while the source polarization at the second-harmonic will propagate at the phase 
velocity of the fundamental. Phase matching requires that the propagation constant of the source 
polarization 2k1 be equal to the propagation constant k2 of the second-harmonic or:

2 1 2k k=   (29)

Multiplying Eq. (29) by �  implies that the linear momentum of the photons must be conserved. As 
shown in the schematic diagram in Fig. 4, in a normally dispersive region of an optical medium, k2
is always too long and must be reduced to achieve proper phase matching.

Phase-matching condition: 2k1 = k2

k22k1k1

k

w

2w

w

2w, 2k1

2w , k2
2w, k2

2w, 2k1

FIGURE 4 Phase-matching requirement and the 
effect of materials dispersion on momentum mismatch 
in second-harmonic process.
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NONLINEAR OPTICS  10.13

In bulk crystals, the most effective and commonly used method is to use birefringence to com-
pensate for material dispersion, as shown schematically in Fig. 5. In this scheme, the k-vector of the 
extraordinary wave in the anisotropic crystal is used to shorten k2 or lengthen 2k1 as needed. For 
example, in a negative uniaxial crystal, the fundamental wave is sent into the crystal as an ordinary 
wave and the second-harmonic wave is generated as an extraordinary wave in a so-called Type I 
phase-matching condition:

2 1 2k k( ) ( )o e=   (30)

or the fundamental wave is sent in both as an ordinary wave and an extraordinary wave while the second-
harmonic is generated as an extraordinary wave in the so-called Type II phase-matching condition:

k k k1 1 2
( ) ( ) ( )o e e+ =   (31)

In a positive uniaxial crystal, k2
( )e  in Eqs. (30) and (31) should be replaced by k2

( )o  and k1
( )o  in Eq. (30) 

should be replaced by k1
( )e . Crystals with isotropic linear optical properties clearly lack birefringence 

and cannot use this scheme for phase matching. Semiconductors of zinc-blende structure, such as the 
III-V and some of the II-VI compounds, have very large second-order optical nonlinearity but are nev-
ertheless not very useful in the bulk crystal form for second-order nonlinear optical processes because 
they are cubic and lack birefringence and, hence, difficult to phase match. Phase matching can also be 
achieved by using waveguide dispersion to compensate for material dispersion. This scheme is often 
used in the case of III-V and II-VI compounds of zinc-blende structure. Other phase-matching schemes 
include the use of the dispersion of the spatial harmonics of artificial period structures to compensate 
for material dispersion.

These phase-matching conditions for the second-harmonic processes can clearly be generalized to 
other second-order nonlinear optical processes such as the sum- and difference-frequency processes in 
which two photons of different frequencies and momenta k1 and k2 either add or subtract to create 
a third photon of momentum k3. The corresponding phase-matching conditions are:

k k k1 2 3± =   (32)

O
pt

ic
 a

xi
s

k2
(e)

2 k1
(o)

qp

FIGURE 5 Phase matching using birefrin-
gence to compensate material dispersion in second-
harmonic generation.
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10.14  NONLINEAR OPTICS

The practical phase-matching schemes for these processes are completely analogous to those for the 
second-harmonic process. For example, one can use the birefringence in a bulk optical crystal or the 
waveguide dispersion to compensate for the material dispersion in a sum- or difference-frequency 
process.

Conversion Efficiencies for the Second-Harmonic 
and Sum- and Difference-Frequency Processes

With phase matching, the waves generated through the nonlinear optical process can coherently 
accumulate spatially. The spatial variation of the complex amplitude of the generated wave follows 
from the wave equation:

∂
∂

− ∂
∂

= ∂
∂

2

2 2

2

2 2
0

2

2

1 1
z

E z t
c t

E z t
c t

P z ti i i( , ) ( , ) ( , )
ε

  (33)

where

E z t E e E z ei i
ik z i t

i
i( , ) [ ] [ ( ), ,= + +− −1

2 0
1
2 2

0 0� �ω c.c. kk z i t2 2− +ω c.c.]   (34)

and

P z t P z t P z t Pi i i i( , ) ( , ) [ ( , )( ) ( ) (= + +ω ω ω0 0 02 2
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)) ( , )]z t   (35)
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⎦
⎥
⎥

  (36)

P z t P z ei s i
i k z i t

source, c.c( )
,( , ) [ ( )2 1

2
20 0 2ω ω= +− −� ]]   (37)

� � �P z t E Es t ijk j
jk

k,
( ) ( )

, ,( , ) ( )2 1
2 0

2
0 0 0

0 2ω ε χ ω= ∑   (38)

The spatial variation in the complex amplitude of the fundamental wave �E0,i  in Eq. (34) is assumed 
negligible and, in fact, we assume it to be that of the incident wave in the absence of any nonlinear 
conversion in the medium. It is, therefore, implied that the nonlinear conversion efficiency is not so 
large that the fundamental intensity is appreciably depleted. In other words, the small-signal approx-
imation is implied. Solving Eq. (33) with the boundary conditions that there is no second-harmonic 
at the input and no reflection at the output end of the crystal, one finds the second-harmonic at the 
output end of the crystal z = L to be:

I z L
d I

c n n n

L

c
2

2
0
2

0 2 1 2
2

2 00
2ω

ε
ω

( )
( )

sin= =
−

⎛
⎝⎜

⎞
⎠⎟

(( )n n1 2−   (39)

where d is the appropriate Kleinman d-coefficient and the intensities refer to those inside the 
medium. When the phases of the fundamental and second-harmonic waves are not matched, or 
n1 ≠ n2, it is clear from Eq. (39) that the second-harmonic intensity is an oscillating function of the 
crystal length. The maximum intensity is reached at a crystal length of:

L
n nmax =

−
λ

4 2 1

  (40)
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NONLINEAR OPTICS  10.15

which is also known as the coherence length for the second-harmonic process. The maximum inten-
sity that can be reached is:

I z L
d

c n n n
Imax max( )

( )
2

2

0 2 1 2
2 0

20
2ω

ε
= =

−
  (41)

regardless of the crystal length as long as it is greater than the coherence length. The coherence length 
for many nonlinear optical materials could be on the order of a few microns. Therefore, without 
phase matching, the second-harmonic intensity in such crystals corresponds to what is generated 
within a few microns of the output surface of the nonlinear crystal. A much more interesting or 
important case is clearly when there is phase matching or n1 = n2.

The second-harmonic intensity under the phase-matched condition is, from Eq. (39):

I
c n n

L
d I2

2

0 1
2

2 1

2

2
0
28=

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

π
ε λ eff

  (42)

where deff is the effective d-coefficient which takes into account the projections of the E-field and the 
second-harmonic polarization along the crystallographic axes and the form of the proper d-tensor 
for the particular crystal structure. The intensities in this equation refer to the intensities inside the 
nonlinear medium and the wavelength refers to the free-space wavelength. Equation (42) shows that 
the second-harmonic intensity under phase-matched conditions is proportional to the square of 
the length of the crystal measured in the wavelength, as expected for coherent processes. The second-
harmonic intensity is also proportional to the effective d-coefficient squared and the fundamental 
intensity squared, as expected.

One might be tempted to think that, to increase the second-harmonic power conversion efficiency 
indefinitely, all one has to do is to focus the beam very tight since the left-hand side is inversely pro-
portional to the beam cross section while the right-hand side is inversely proportional to the cross 
section squared. Because of diffraction, however, as the fundamental beam is focused tighter and 
tighter, the effective focal region becomes shorter and shorter. Optimum focusing is achieved when 
the Rayleigh range of the focal region becomes the limiting interaction length rather than the crystal 
length. A rough estimate assumes that a beam of square cross section doubles in width (w) due to 
diffraction in an “optimum focusing length,” Lopt ~ w2/l2, and that this optimum focusing length is 
equal to the crystal length L. Under such a nominally optimum focusing condition, the maximum 
second-harmonic power that can be generated in practice is, therefore, approximately:

P
c n n

L
d P2

2

0 1
2

2 2
3

2
0
22( )opt

eff=
⎛

⎝⎜
⎞

⎠⎟
⎛

⎝⎜
⎞

⎠⎟
π

ε λ
  (43)

Note that this maximum power is linearly proportional to the crystal length. It must be emphasized, 
however, that this linear dependence is not an indication of incoherent optical process. It is because 
the beam spot size (area) under the optimum focusing condition is linearly proportional to the 
crystal length. Numerically, for example, approximately 3 W of second-harmonic power could be 
generated under optimum focusing in a 1-cm-long LiIO3 crystal with 30 W of incident fundamental 
power at 1 μm.

Equation (43) can, in fact, be generalized to other three-photon processes such as the sum-frequency 
and difference-frequency processes:

P
c n n n

L
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+ +

=
⎛
⎝⎜
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⎛

⎝⎜
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( (opt)

eff

2 2

0 1 2
3

2π
ε λ

ω++ = +ω ω1 2 1 2)P P   (44)
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and

P
c n n n

L
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− −
= ⎛
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2π
ε λ

ω−− = −ω ω1 2 1 2)P P   (45)

In using Eqs. (44) and (45), one must be especially careful in relating the numerical values of the 
deff coefficients for the sum- and difference-frequency processes to that measured in the second-
harmonic process because the two low-frequency photons degenerate in frequency in the latter 
process.

The Optical Parametric Process

A somewhat different, but rather important, second-order nonlinear optical process is the optical 
parametric process.36,37 Optical parametric amplifiers and oscillators powerful solid-state sources 
of broadly tunable coherent radiation capable of covering the entire spectral range from the near-
UV to the mid-IR and can operate down to the femtosecond time domain. The basic principles 
of optical parametric process were known even before the invention of the laser, dating back to 
the says of the masers. The practical development of the optical parametric oscillator had been 
impeded, however, due to the lack of suitable nonlinear optical materials. As a result of recent 
advances38 in nonlinear optical materials research, these oscillators are now practical devices with 
broad potential applications in research and industry. The basic physics of the optical parametric 
process and recent developments in practical optical parametric oscillators are reviewed in this sec-
tion as an example of wavelength-shifting nonlinear optical devices.

Studies of the optical parameters of materials clearly have always been a powerful tool to gain 
access to the atomic and molecular structures of optical materials and have played a key role 
in the formulation of the basic principles of quantum mechanics and, indeed, modern physics. 
Much of the information obtained through linear optics and linear optical spectroscopy came 
basically from just the first term in the expansion of the complex susceptibility, Eq. (2). The pos-
sibility of studying the higher-order terms in the complex susceptibility through nonlinear optical 
techniques greatly expands the power of such studies to gain access to the basic building blocks 
of materials on the atomic or molecular level. Of equal importance, however, are the numerous 
practical applications of nonlinear optics. Although there are now thousands of known laser 
transitions in all kinds of laser media, the practically useful ones are still relatively few compared 
to the needs. Thus, there is always a need to shift the laser wavelengths from where they are avail-
able to where they are needed. Nonlinear optical processes are the way to accomplish this. Until 
recently, the most commonly used wavelength-shifting processes were harmonic generation, sum-, 
and difference-frequency generation processes. In all these processes, the generated frequencies are 
always uniquely related to the frequencies of the incident waves. The parametric process is differ-
ent. In this process, there is the possibility of generating a continuous range of frequencies from a 
single-frequency input.

For harmonic, sum-, and difference-frequency generation, the basic devices are nothing more 
than suitably chosen nonlinear optical crystals that are oriented and cut according to the basic 
principles already discussed in the previous sections and there is a vast literature on all aspects of 
such devices. The spontaneous optical parametric process can be viewed as the inverse of the sum-
frequency process and the stimulated parametric process, or the parametric amplification process, 
can be viewed as a repeated difference-frequency process.

Spontaneous Parametric Process The spontaneous parametric process, also known as the para-
metric luminescence or parametric fluorescence process, is described by a simple Feynman diagram 
as shown in Fig. 6. It describes the process in which an incident photon, called a pump photon, 
propagating in a nonlinear optical medium breaks down spontaneously into two photons of lower 
frequencies, called signal and idler photons using a terminology borrowed from earlier microwave 
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NONLINEAR OPTICS  10.17

parametric amplifier work, with the energy and momentum conserved:

ω ω ωp s i= +   (46)

k k kp s i= +   (47)

The important point about this second-order nonlinear optical process is that the frequency 
condition Eq. (46) does not predict a unique pair of signal and idler frequencies for each fixed 
pump frequency wp. Neglecting the dispersion in the optical material, there is a continuous range of 
frequencies that can satisfy this condition. Taking into account the dispersion in real optical materi-
als, the frequency and momentum matching conditions Eqs. (46) and (47), in general, cannot be 
satisfied simultaneously. In analogy with the second-harmonic or the sum- or difference-frequency 
processes, one can use the birefringence in the material to compensate for the material dispersion 
for a set of photons propagating in the nonlinear crystal. By rotating the crystals, the birefringence 
in the direction of propagation can be tuned, thereby leading to tuning of the signal and idler fre-
quencies. This tunability gives rise to the possibility of generating photons over a continuous range 
of frequencies from incident pump photons at one particular frequency, which means the possibil-
ity of constructing a continuously tunable amplifier or oscillator by making use of the parametric 
process.

A complete theory for the spontaneous parametric emission is beyond the scope of this intro-
ductory chapter because, as all spontaneous processes, it requires the quantization of the electro-
magnetic waves. Detailed descriptions of the process can be found in the literature.4

Stimulated Parametric Process, or the Parametric Amplification Process With only the pump 
photons present in the initial state, spontaneous emission occurs at the signal and idler frequen-
cies under phase-matched conditions. With signal and pump photons present in the initial state, 
stimulated parametric emission occurs in the same way as in a laser medium, except here the pump 
photons are converted directly into the signal and the corresponding idler photons through the 
second-order nonlinear optical process and no exchange of energy with the medium is involved. 
The stimulated parametric process can also be viewed as a repeated difference-frequency process in 
which the signal and idler photons repeatedly mix with the pump photons in the medium, generat-
ing more and more signal and idler photons under the phase-matched condition.

The spatial dependencies of the signal and idler waves can be found from the appropriate 
coupled-wave equations under the condition when the pump depletion can be neglected. The cor-
responding complex amplitude of the signal wave at the output Es(L) is proportional to that at the 
input Es (0), as in any amplification process:39

E Es sL gL( ) ( )cosh= 0   (48)

k2, w 2

k1, w 1

kp, wp

FIGURE 6 Spontaneous breakdown of a 
pump photon into a signal and an idler photon.
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10.18  NONLINEAR OPTICS

where

g
d E k k

n n
p s i

s i

=
eff

2
  (49)

is the spatial gain coefficient of the parametric amplification process. deff is the effective Kleinman d-
coefficient for the parametric process. ks and ki are the phase-matched propagation constants of the 
signal and idler waves, respectively; ns and ni are the corresponding indices of refraction.

Optical Parametric Oscillator Given the parametric amplification process, a parametric oscillator 
can be constructed by simply adding a pair of Fabry-Perot mirrors, as in a laser, to provide the needed 
optical feedback of the stimulated emission. The optical parametric oscillator has the unique charac-
teristic of being continuously tunable over a very broad spectral range. This is perhaps one of the 
most important applications of second-order nonlinear optics.

The basic configuration of an optical parametric oscillator (OP) is extremely simple. It is shown 
schematically in Fig. 7. Typically, it consists of a suitable nonlinear optical crystal in a Fabry-Perot 
cavity with dichroic cavity mirrors which transmit at the pump frequency and reflect at the signal 
frequency or at the signal and idler frequencies. In the former case, the OPO is a singly resonant 
OPO (SRO) and, in the latter case, it is a doubly resonant OPO (DRO). The threshold for the SRO is 
much higher than that for the DRO. The trade-off is that the DRO tends to be highly unstable and, 
thus, not as useful.

Tuning of the oscillator can be achieved by simply rotating the crystal relative to the direction 
of propagation of the pump beam or the axis of the Fabry-Perot cavity. As an example of the spec-
tral range that can be covered by the OPO, Fig. 8 shows the tuning curve of a b-barium borate OPO 
pumped by the third-harmonic output at 355 μm and the fourth-harmonic at 266 μm of a Nd:YAG 
laser. Also shown are the corresponding spontaneous parametric emissions. The symbols correspond 
to the experimental data and the solid curves are calculated.38 With a single set of mirrors to resonate 
the signal wave in the visible, the entire spectral range from about 400 nm to the IR absorption edge 
of the b-barium borate crystal can be covered. With KTiO2PO4 (KTP) or the more recently developed 
KTiO2AsO4 (KTA) crystals, the tuning range can be extended well into the mid-IR range to the 3- to 
5-μm range. With AgGaSe2, the potential tuning range could be extended to the 18- to 20-μm range.

The efficiency of the SRO that can be achieved in practice is relatively high, typically over 
30 percent on a pulsed basis. Since the OPO is scalable, the output energy is only limited by the 
pump energy available and can be in the multijoule range.

A serious limitation at the early stage of development is the oscillator linewidth that can be 
achieved. Without rather complicated and special arrangements, the oscillator linewidth is typi-
cally a few Angstroms or more, which is not useful for high-resolution spectroscopic applications. 
The linewidth problem is, however, not a basic limitation inherent in the parametric process. It is 
primarily due to the finite pulse length of the pump sources, which limits the cavity length that can 
be used so that the number of passes by the signal through the nonlinear crystal is not too small. As 
more suitable pump sources are developed, various line-narrowing schemes40 typically used in tun-
able lasers can be adapted for use in OPOs as well.

c (2)

M1 M2

wpw
p

qp

ws
wi

FIGURE 7 Schematic of singly resonant optical para-
metric oscillator.

10_Bass_V4_Ch10_p001-024.indd 10.18 9/1/09 11:52:09 AM

DO
 N

OT
 D

UP
LI

CA
TE



NONLINEAR OPTICS  10.19

The OPO holds promise to become a truly continuously tunable powerful solid-state source of 
coherent radiation with broad applications as a research tool and in industry.

10.4 MATERIAL CONSIDERATIONS

The second-order nonlinearity is the lowest-order nonlinearity and the first to be observed as the 
intensity increases. As the discussion following Eq. (26) indicates, only materials without inversion 
symmetry can have second-order nonlinearity, which means that these must be crystalline materials. 
The lowest-order nonlinearity in a centrosymmetric system is the third-order nonlinearity.

To observe and to make use of the second-order nonlinear optical effects in a nonlinear crystal, 
an effective d-coefficient on the order of 10−13 m/V or larger is typically needed. In the case of the 
third-order nonlinearity, the effect becomes nonnegligible or useful in most applications when it is 
on the order of 10−21 MKS units or more.

Ever since the first observation of the nonlinear optical effect1 shortly after the advent of the 
laser, there has been a constant search for new efficient nonlinear materials. To be useful, a large 
nonlinearity is, however, hardly enough. Minimum requirements in other properties must also 
be satisfied, such as transparency window, phase-matching condition, optical damage threshold, 
mechanical hardness, thermal and chemical stability, etc. Above all, it must be possible to grow 
large single crystals of good optical quality for second-order effects. The perfection of the growth 
technology for each crystal can, however, be a time-consuming process. All these difficulties tend to 
conspire to make good nonlinear optical materials difficult to come by.

The most commonly used second-order nonlinear optical crystals in the bulk form tend to be 
inorganic crystals such as the ADP-isomorphs NH4H2PO4 (ADP), KH2PO4 (KDP), NH4H2AsO4
(ADA), CsH2AsO4 (CDA), etc. and the corresponding deuterated version; the ABO3 type of fer-
roelectrics such as LiIO3, LiNbO3, KNbO3, etc.; and the borates such as b-BaB2O4, LiB3O5, etc. 

20
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FIGURE 8 Tuning characteristics of BBO spon-
taneous parametric emission (× and +) and OPO
(circles) pumped at the third (355 nm) and fourth 
(266 nm) harmonics of Nd-YAG laser output. Solid 
curves are calculated.
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10.20  NONLINEAR OPTICS

Although the III-V and II-VI compounds such as GaAs, InSb, GaP, ZeTe, etc. generally have large 
d-coefficients, because their structures are cubic, there is no birefringence that can be used to 
compensate for material dispersion. Therefore, they cannot be phase-matched in the bulk and are 
useful only in waveguide forms. Organic crystals hold promise because of the large variety of such 
materials and the potential to synthesize molecules according to some design principles. As a result, 
there have been extensive efforts at developing such materials for applications in nonlinear optics, 
but very few useful second-order organic crystals have been identified so far. Nevertheless, organic 
materials, especially for third-order processes, continue to attract a great deal of interest and remain 
a promising class of nonlinear materials.

To illustrate the important points in considering materials for nonlinear optical applications, a 
few examples of second-order nonlinear crystals with their key properties are tabulated in Tables 1 
through 3. It must be emphasized, however, that because some of the materials are relatively new, some 
of the numbers listed are subject to confirmation and possibly revision. Discussions of other inorganic and 
organic nonlinear optical crystals can be found in the literature.41

As nonlinear crystals and devices become more commercialized, the issues of standardization of 
nomenclature and conventions and quantitative accuracy are becoming increasingly important. Some 
of these issues are being addressed42 but much work remains to be done.

TABLE 1 Properties of Some Nonlinear Optical Crystals∗

      Crystal LiB3O5 b-BaB2O4
f

Point group mm2a 3 m
Birefringence nx=a = 1.5656b ne = 1.54254

ny=c = 1.5905 no = 1.65510
nz=b = 1.6055

Nonlinearity [pm/V] d32 = 1.16b d22 = 16
d31 = 0.08

Transparency [μm] 0.16–2.6c 0.19–2.5
Γmax[GW/cm2] ~ 25b ~ 5g

SHG cutoff [nm] 555d 411
�ΔT  [°C · cm] 3.9e 55
�ΔΘ  [mrad · cm], CPM 31.3e 0.52
�1 2/ ΔΘ  [mrad (cm)1/2] 71.9e NCPM @ 148.0°C Not available
�Δλ  [Å · cm] Not available 21.1
Δvg

−1  @ 630 nm [fs/mm] 240d 360

OPO tuning range [nm] ~ 415–2500d ~ 410–2500
 (lp = 355) (lp = 355)
Boule size 20 × 20 × l5 mm3e Ø 84 mm × 18 mm
Growth TSSGe @ ~ 810°C TSSG from Na2O @ ~ 900°C
Predominant growth defects Fluxe inclusions Flux and bubble inclusions
Chemical properties Nonhygroscopice (m.p. ~ 834°C) Slightly hygroscopic (b → a ~ 925°C)

∗Data shown is at 1.064 μm unless otherwise indicated. Γmax—surface damage threshold; �ΔT  —temperature-tuning bandwidth; �ΔΘ , CPM—
critical phase-matching acceptance angle; �1 2/ ΔΘ  —noncritical phase-matching acceptance angle; �Δλ —SHG bandwidth; Δvg

−1 —group-velocity 
dispersion for SHG at 630 nm.

aVon H. Konig and A. Hoppe, Z. Anorg. Allg. Chem. 439:71 (1978); M. Ihara, M. Yuge, and J. Krogh-Moe, Yogyo-Kyokai-Shi 88:179 (1980); Z. 
Shuquing, H. Chaoen, and Z. Hongwu, J. Cryst. Growth 99:805 (1990).

bC. Chen, Y. Wu, A. Jiang, B. Wu, G. You, R. Li, and S. Lin, J. Opt. Soc. Am. B6:616 (1989); S. Liu, Z. Sun, B. Wu, and C. Chen, J. App. Phys. 67:634 
(1989). On the basis of d32 = 2.69 × d36(KDP) and using the value d36(KDP) = 0.39 pm/V according to R. C. Ekart et al., J. Quan. Elec. 26:922 (May 1990).

c0.16–2.6 μm: C. Chen, Y. Wu, A. Jiang, B. Wu, G. You, R. Li, and S. Lin, J. Opt. Soc. Am. B6:616 (1989). 0.165–3.2 μm; S. Zhao, C. Huang, and H. 
Zhang, J. Cryst. Growth 99:805 (1990).

dCalculated by using Sellmeier equations reported in reference; B. Wu, N. Chen, C. Chen, D. Deng, and Z. Xu, Opt. Lett. 14:1080 (1989).
eT. Ukachi and R. J. Lane, measurements carried out on Cornell LBO crystals grown by self-flux method.
fReference sources given in: “Growth and Characterization of Nonlinear Optical Crystals Suitable for Frequency Conversion,” by L. K. Cheng, W. R. 

Bosenberg, and C. L. Tang, review article in Progress in Crystal Growth and Characterization 20:9–57 (Pergamon Press, 1990), unless indicated otherwise.
gEstimated surface damage threshold scaled from detailed bulk damage results reported by H. Nakatani et al., Appl. Phys. Lett. 53:2587 

(26 December, 1988).

10_Bass_V4_Ch10_p001-024.indd 10.20 9/1/09 11:52:10 AM

DO
 N

OT
 D

UP
LI

CA
TE
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10.5 APPENDIX

The results in this article are given in the rationalized MKS systems. Unfortunately, many of the 
pioneering papers on nonlinear optics were written in the cgs gaussian system. In addition, different 
conventions and definitions of the nonlinear optical coefficients are used in the literature by differ-
ent authors. These choices have led to a great deal of confusion. In this Appendix, we give a few key 
results to facilitate comparison of the results using different definitions and units.

First, in the MKS system, the displacement vector D is related to the E-field and the induced 
polarization P in the medium as follows:

D E P

E P P

= +

= + + +

ε

ε

0

0
1 2( ) ( ) �  (A-1)

TABLE 2 Properties of Several Visible Near-IR Nonlinear Optical Crystals∗

     Characteristics KNbO3
† LiNbO3

‡ Ba2NaNb5O15

Point group mm2 3 m mm2

Transparency [μm] 0.4–5.5 0.4–5.0 0.37–5.0
Birefringence negative biaxial negative uniaxial negative biaxial

nx=c = 2.2574 n0 = 2.2325 nx=b = 2.2580
ny=a = 2.2200 ne = 2.1560 ny=a = 2.2567
nz=b = 2.1196 nz=c = 2.1700

Second-order nonlinearity d32 = 12.9, d31 = −11.3 d33 = −29.7 d32 = −12.8, d31 = −12.8
[pm/V] d24 = 11.9, d15 = −12.4 d31 = −4.8 d24 = 12.8, d15 = −12.8

d33 = −19.6 d22 = 2.3 d33 = −17.6
∂ − ∂ −( ) [º ]n n Tω ω2 1/ C   1.6 × 10−4 −5.9 × 10−5 1.05 × 10−4

Tpm [°C] 181, d32 −8, d31 89, d32
   101, d31
�ΔT  [°C-cm] 0.3 0.8 0.5

lSHG(cutoff)[μm] @ 25°C 0.860 ~1.08 1.01
Γmax [MW/cm2] Not available ~120 40
Phase transition temperature (°C) 225 and 435 ~1000 300
Growth technique TSSG from K2O Czochralski Czochralski
 @ ~ 1050°C @ ~ 1200°C @ ~ 1440°C
Predominant growth  Cracks, blue coloration,  Temp, induced compositional Striations, microtwinning, 
 problems  multidomains  striations  multidomains
Postgrowth processing Poling Poling Poling and detwinning
Crystal size 20 × 20 × 20 mm3 Ø 100 mm × 200 mm Ø 20 mm × 50 mm
 (single domain) (as grown boule) (with striations)

*Unless otherwise specified, data are for l = 1.064 μm. (Data taken from: a, e–i; a, b–c; and a, d, respectively.
†There is a disagreement on the sign of the nonlinear coefficients of KNbO3 in the literature. Data used here are taken from Ref. e with the appropriate 

correction for the IRE convention.
‡Data are for congruent melting LiNbO3. Five-percent MgO doped crystals gives photorefractive damage threshold about 10–100 times higher.k,l The 

phase-matching properties for these crystals may differ due to the resulting changes in the lattice constants.j

aS. Singh in CRC Handbook of Laser Science and Technology, vol. 4, Optical Materials, part I, M. J. Weber (ed.), CRC Press, 1986, pp. 3–228.
bR. L. Byer, J. F. Young, and R. S. Feigelson, J. Appl. Phys. 41:2320 (1970).
cR. L. Byer in Quantum Electronics: A Treatise, H. Rabin and C. L. Tang (eds), vol. 1, part A, Academic Press, 1975.
dS. Singh, D. A. Draegert, and J. E. Geusic, Phys. Rev. B 2:2709 (1970).
eY. Uematsu, Jap. J. Appl. Phys. 13: 1362 (1974).
fP. Gunter, Appl. Phys. Lett. 34:650 (1979).
gW. Xing, H. Looser, H. Wuest, and H. Arend, J. Crystal Growth 78:431 (1986).
hD. Shen, Mat. Res. Bull. 21: 1375 (1986).
iT. Fukuda and Y. Uematsu, Jap. J. Appl. Phys. 11:163 (1972).
jB. C. Grabmaier and F. Otto, J. Crystal Growth 79: 682 (1986).
kD. A. Bryan, R. Gerson, and H. E. Tomaschke, Appl. Phys. Lett. 44:847 (1984).
lG. Zhong, J. Jian, and Z. Wu, 11th International Quantum Electronics Conference, IEEE Cat. No. 80 CH 1561-0, June 1980, p. 631.
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10.22  NONLINEAR OPTICS

The corresponding wave equation is given in Eq. (33). For the second-order polarization and the 
corresponding Kleinman d-coefficients, two definitions are in use. A more popular definition in the 
current literature is as follows:

P d EE( ) :2
0 2= ε   (A-2)

In an earlier widely used reference,34 Yariv defined his d-coefficient as follows:

P d EE( ) ( :2
2= Yariv)   (A-3)

TABLE 3 Properties of Several UV, Visible, and Near-IR Crystals∗

     Crystal KDP KTP (II)†

Point group 42 m mm2

Birefringence ne = 1.4599 nx=a = 1.7367
no = 1.4938 ny=b = 1.7395

nz=c = 1.8305
Nonlinearity [pm/V] d36 = 0.39 d32 = 5.0, d31 = 6.5

d24 = 7.6, d15 = 6.1
d33 = 13.7

Transparency [μm] 0.2–1.4 0.35–4.4
Γmax[GW/cm2] ~3.5 ~15.0
SHG cutoff [nm] 487 ~990
�ΔT  [°C-cm] 7 22
�ΔΘ [mrad-cm] 1.2 15.7
�Δλ  [Å-cm] 208‡ 4.5
Δvg

−1 @ 630 nm [fs/mm] 185 Not applicable
OPO tuning range [nm] ~430–700 ~610–4200
 [nm] (lr = 266) (lp = 532)
DTF [°C] 12 Not available
Boule size 40 × 40 × 100 cm3 ~ 20 × 20 × 20 mm3

Growth technique Solution growth from H2O TSSG from 2KPO3-K4P2O7
  @ ~1000°C
Predominant growth defects Organic impurities Flux inclusions
Chemical properties Hygroscopic (m.p. ~253°C) Nonhygroscopic (m.p. ~1172°C)

*Unless otherwise stated, all data for 1064 nm. (Data taken from c, e; a, b, f, m; and d, g–i, respectively.)
†KTP Type I interaction gives deff ~ d36 (KDP) or less for most processes.m The dij valuesd are for crystals grown by the hydrothermal technique.j–l

Significantly lower damage thresholds were reported for hydrothermally grown crystals.
‡The anomalously large spectral bandwidth is a manifestation of the l-noncritical phase matching.n This is equivalent to a very good group-velocity 

matching ( ~ / )Δvg
−1 8 fs mm  for this interaction in KDP.

aD. Eimerl, J. Quant. Elect. QE-23:575 (1987).
bD. Eimerl, L. Davis, S. Velsko, E. K. Graham, and A. Zalkin, J. Appl. Phys. 62:1968 (1987).
cD. Eimerl, Ferroelectrics 72:95 (1987).
dY. S. Liu, L. Drafall, D. Dentz, and R. Belt, G. E. Technical Information Series Report, 82CRD016, Feb. 1982.
eY. Nishida, A. Yokotani, T. Sasaki, K. Yoshida, T. Yamanaka, and C. Yamanaka, Appl. Phys. Lett. 52:420 (1988).
fA. Jiang, F. Cheng, Q. Lin, Z. Cheng, and Y. Zheng, J. Crystal Growth 79:963 (1986).
gP. Bordui, in Crystal Growth of KTiOPO4 from High Temperature Solution, Ph.D. thesis, Massachusetts Institute of Technology, 1987.
hInformation Sheet on KTiOPO4, Ferroxcube, Division of Amperex Electronic Corp., Saugerties, New York, 1987.
iP. Bordui, J. C. Jacco, G. M. Loiacono, R. A. Stolzenberger, and J. J. Zola, J. Crystal Growth 84:403 (1987).
jF. C. Zumsteg, J. D. Bierlein, and T. E. Gier, J. Appl. Phys. 47:4980 (1976).
kR. A. Laudis, R. J. Cava, and A. J. Caporaso, J. Crystal Growth 74:275 (1986).
lS. Jia, P. Jiang, H. Niu, D. Li, and X. Fan, J. Crystal Growth 79:970 (1986).
mL. K. Cheng, unpublished.
nJ. Zyss and D. S. Chemla, in Nonlinear Optical Properties of Organic Molecules and Crystals, vol. 1, D. S. Chemla and J. Zyss (eds), Academic Press, 

1987, pp. 146–159.
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NONLINEAR OPTICS  10.23

The numerical values of d2
( )Yariv  in this reference (e.g., Table 16.2)34 are given in (1/9) × 10−22 MKS 

units. The numerical value of e0 in the MKS system is 107 × (1/4pc2) in MKS units. Thus, for exam-
ple, a tabulated value of d2

220 5 1 9 10( ) . ( / )Yariv MKS= × × −  units in Ref. 34 converts to a numerical 
value of d2 = 0.628 pm/V in MKS units.

In the cgs gaussian system, the displacement vector D is related to the E-field and the induced 
polarization P in the medium as follows:

D E P

E P P

= +

= + + +

ε π

ε π π

0

0
1 2

4

4 4( ) ( ) �  (A-4)

The corresponding wave equation is:

∂
∂

− ∂
∂

= ∂
∂

2

2 2

2

2

2

2 2

1 4
z

E z t
c t

E z t
c t

P zi i i( , ) ( , ) ( ,
π

tt)   (A-5)

The conventional definition of d2 is as follows:

P d EE( ) :2
2=   (A-6)

The numerical value of d2 in cgs gaussian units is, therefore, equal to (3 × 104/4p) times the numeri-
cal value of d2 in rationalized MKS units. Thus, continuing with the numerical example given in the 
preceding paragraph, d2 = 0.628 pm/V is equal to 1.5 × 10−9 cm/Stat-Volt or 1.5 × 10−9 esu.

As a final check, the expression Eq. (42) for the second-harmonic intensity in the MKS system 
becomes, in the cgs gaussian system:

I
cn n

L
d I2

5

1
2

2 1

2

2
0
2512=

⎛

⎝⎜
⎞

⎠⎟
⎛
⎝⎜

⎞
⎠⎟

π
λ eff   (A-7)

All the intensities refer to those inside the medium, and the wavelength is the free-space wavelength.
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11.1 GLOSSARY

 E(R, t) electric fi eld vector

 E(t) electric fi eld amplitude

 w fi eld frequency

φ( )t   fi eld phase

w0 atomic transition frequency

ω0   average atomic transition frequency

d atom-fi eld detuning

d0 average atom-fi eld detuning

Ω0(t) Rabi frequency

W(t) pseudofi eld vector

 Ω(t) generalized Rabi frequency

 U(t) Bloch vector

rij(Z, t) density matrix element in a fi eld interaction representation

ρij
T t( , )R   density matrix element in Schrödinger representation

 (u, v, w) elements of Bloch vector

g transverse relaxation rate

g2 excited-state decay rate or longitudinal relaxation rate

 P(R, t) polarization vector

 k fi eld propagation vector

 ES(Z, t) complex signal electric fi eld amplitude

 P(Z, t) complex polarization fi eld amplitude

 � atomic density

11.1

11

This chapter is dedicated to Richard G. Brewer, a pioneer in coherent optical transients, a mentor and a friend.
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11.2  NONLINEAR OPTICS

 L sample length

m dipole moment matrix element

t, tref pulse durations

q pulse area

 Δ difference between local and average transition frequency in a solid

 Wf (Δ) distribution of frequencies in a solid

sw width of Wf (Δ)

 v atomic velocity

 u most probable atomic speed

 W0(v) atomic velocity distribution

 I(L, t) signal intensity exiting the sample

 T21, T time interval between pulses

 Γt transit time decay rate

 Γ2,0, Γ2,1 branching decay rates of the excited state

Ωi
s t( )   two-photon Rabi frequency

wk recoil frequency

 P center-of-mass momentum

 Eb(t1, t2) backscattered electric fi eld amplitude

 JN(x) Bessel function

x one-half of the frequency chirp rate

wRD frequency offset between reference and data pulses

11.2 INTRODUCTION

Optical spectroscopy is a traditional method for determining transition frequencies in atoms and 
molecules. One can classify optical spectroscopy into two broad categories: continuous-wave (CW) 
or stationary spectroscopy and time-dependent or transient spectroscopy. In CW spectroscopy, one 
measures absorption or emission line shapes as a function of the incident frequency of a probe 
field. The absorption or emission maximum determines the transition frequency, while the width 
of the line is a measure of relaxation processes affecting the atoms or molecules. It is necessary to 
model the atom-field interaction to obtain predictions for the line shapes, but, once this is done, it 
is possible to extract the relevant transition frequencies and relaxation rates from the line shapes. In 
transient spectroscopy, one can also determine relaxation rates and transition frequencies, but the 
methodology is quite different. Atomic state populations or coherences between atomic states are 
excited by pulsed optical fields. Following the excitation, the time-evolution of the atoms is moni-
tored, from which transition frequencies and relaxation rates can be obtained. In certain cases the 
transient response is studied as a function of incident field frequency or intensity. Whether or not 
transient or CW spectroscopy offers distinct advantages depends on a number of factors, such as 
signal to noise and the reliability of lineshape formulas.1

In this chapter, we present basic concepts of coherent optical transient spectroscopy,2–12 along 
with applications involving atomic vapors or condensed matter systems. Experimental techniques 
are discussed in Sec. 11.11. As in the case of CW spectroscopy, it will prove useful to consider both 
linear and nonlinear interactions of the atoms with the fields. The examples chosen to illustrate the 
concepts are relatively simple, but it is important to note that sophisticated coherent transient tech-
niques can now be used to probe complex structures, such as liquids and semiconductors. Although 
we consider ensembles of atoms interacting with the applied fields, current technology allows one to 
study the transient response of single atoms or molecules.13
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COHERENT OPTICAL TRANSIENTS  11.3

11.3 OPTICAL BLOCH EQUATIONS

Many of the important features of coherent optical transients can be illustrated by considering the 
interaction of a radiation field with a two-level atom, with lower state |1〉 having energy −�ω0 2/
and upper state |2〉 having energy �ω0 2/ . For the moment, the atom is assumed to be fixed at R = 0 
and all relaxation processes are neglected. The incident electric field is

E R( , ) { ( )exp( [ ( )]) ( )exp(= = − − +0 1
2

t E t i t t E t id ω φ [[ ( ))}ω φt t−   (1)

where E(t) is the field amplitude, d is the field polarization, φ( )t  is the field phase, and w is the carrier 
frequency. The time dependence of E(t) allows one to consider pulses having arbitrary shape while 
the time dependence of φ( )t  allows one to consider arbitrary frequency chirps. It is convenient to 
expand the atomic state wave function in a field interaction representation as

ψ ω φ ω φ
( ) ( )exp

[ ( )
( )exp

[ (
t c t

i t t
c t

i t= −⎧
⎨
⎩

⎫
⎬
⎭

+ − −
1 22

1
tt)]

2
2

⎧
⎨
⎩

⎫
⎬
⎭

  (2)

The atom-field interaction potential is

V t t( , ) ( , )R R= − ⋅l E   (3)

where μ is a dipole moment operator. Substituting the state vector Eq. (2) into Schrödinger’s equa-
tion and neglecting rapidly varying terms (rotating-wave approximation), one finds that the state 
amplitudes evolve according to

i
d

dt

t t

t t
� � � �c

Hc H= =
⎛

⎝
⎜

⎞

⎠
⎟

−⎛

⎝
⎜⎜

⎞

⎠
⎟

2
0

0

δ
δ

( ) ( )

( ) ( )

Ω
Ω ⎟⎟   (4)

where c is a vector having components (c1, c2),

δ ω ω= −0   (5)

is an atom-field detuning,

Ω0
0

2
( )

( ) ( )
t

E t S t
c

= − = −μ μ
ε� �

  (6)

is a Rabi frequency, μ = 〈 ⋅ 〉 = 〈 ⋅ 〉1 2 2 1| | | |l d l d  is a dipole moment matrix element, e0 is the permit-
tivity of free space, S(t) is the time-averaged Poynting vector of the field, and

δ δ φ
( )

( )
t

d t
dt

= +   (7)

is a generalized atom-field detuning. Equation (4) can be solved numerically for arbitrary pulse 
envelope and phase factors.

Expectation values of physical observables are conveniently expressed in terms of density matrix 
elements defined by

ρij i jc c= ∗   (8)
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11.4  NONLINEAR OPTICS

which obey equations of motion

�

�

ρ ρ ρ

ρ ρ ρ

11
0

21 12

22
0

21 12

2

2

= − −

= −

i t

i t

Ω

Ω

( )
( )

( )
( )

��

�

ρ ρ ρ δ ρ

ρ

12
0

22 11 12

21
0

2
= − − +

=

i t
i t

i t

Ω

Ω

( )
( ) ( )

( )

22 22 11 21( ) ( )ρ ρ δ ρ− − i t

 (9)

An alternative set of equations in terms of real variables can be obtained if one defines new parameters

u
u iv

v i
u iv

w

= + = +

= − = −

=

ρ ρ ρ

ρ ρ ρ

ρ

12 21 12

21 12 21

2

2

2
( )

22 11 22

11 22 11

2

2

− = +

= + = −

ρ ρ

ρ ρ ρ

m w

m
m w

  (10)

which obey the equations of motion

�

�

�

�

u t v

v t u t w

w t v

m

= −

= −

=

=

δ

δ

( )

( ) ( )

( )

Ω

Ω

0

0

0

  (11)

The last of these equations reflects the fact that r11 + r22 = 1, while the first three can be rewritten as

�U U= ×Ω( )t   (12)

where the Bloch vector U has components (u, v, w) and the pseudofield vector W(t) has components 
[Ω0(t), 0, d (t)]. An important feature of a density matrix description is that relaxation can be incor-
porated easily into density matrix equations, but not into amplitude equations.

Equations (9) or (11) constitute the optical Bloch equations without decay.8–10,14 The vector U has 
unit magnitude and precesses about the pseudofield vector with an instantaneous rate

Ω Ω( ) ( )] [ ( )]t t t= [ +0
2 2δ   (13)

that is referred to as the generalized Rabi frequency. The tip of the Bloch vector traces out a path on 
the Bloch sphere. The component w is the population difference of the two atomic states, while u and 
v are related to the quadrature components of the atomic polarization (see following discussion).

It is possible to generalize Eqs. (9) and (11) to include relaxation. In the most general situation, each 
density matrix element can be coupled to all density matrix elements via relaxation. For optical transitions, 
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COHERENT OPTICAL TRANSIENTS  11.5

however, it is often the case that the energy separation of levels 1 and 2 is sufficiently large to pre-
clude any relaxational transfer of population from level 1 to level 2, although state |2〉 can decay 
to state |1〉  via spontaneous emission. For the present, we also assume that r11 + r22 = 1; there is 
no relaxation outside the two-level subspace. In this limit, relaxation can be included in Eq. (9) by 
modifying the equations as

�ρ ρ ρ γ ρ11
0

21 12 2 222
= − − +

i tΩ ( )
( )   (14a)

�ρ ρ ρ γ ρ22
0

21 12 2 222
= − −

i tΩ ( )
( )   (14b)

�ρ ρ ρ γ δ ρ12
0

22 11 122
=− − − −i

t
i t

Ω ( )
( ) [ ( )]   (14c)

�ρ ρ ρ γ δ ρ21
0

22 11 212
= − − +i

t
i t

Ω ( )
( ) [ ( )]   (14d)

where g2 is the spontaneous decay rate of level 2, g is the real part of the decay rate of the coherence 
r12, and the detuning

δ δ φ
( )

( )
t

d t
dt

s= + −   (15)

is modified to include the imaginary part s of the decay rate of the coherence r12. The corresponding 
equations for the Bloch vector are

�

�

�

u t v u

v t u t w v

w t v w

=− −

= − −

= − +

δ γ

δ γ

γ

( )

( ) ( )

( ) ( )

Ω

Ω

0

0 2 1

��m =0

  (16)

With the addition of decay, the length of the Bloch vector is no longer conserved.
One can write

γ
γ

= + =2
12 122

Re( ) ( )Γ Γs Im   (17)

where g2/2 is a radiative component and G12 is a complex decay parameter that could arise, for exam-
ple, as a result of phase-interrupting collisions with a background gas. The quantity g2 is referred to 
as the longitudinal relaxation rate. Moreover, one usually refers to T1 2

1= −γ  as the longitudinal relax-
ation time and T2 = g  −1 as the transverse relaxation time. In the case of purely radiative broadening, 
g2 = 2g  and T1 = T2/2.

The optical Bloch equations are easily generalized to include additional levels and additional 
fields. In particular, for an ensemble of three-level atoms interacting with two radiation fields, new 
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11.6  NONLINEAR OPTICS

classes of coherent optical transient effects can appear. Moreover, the sensitivity of the coherent 
transients to the polarization of the applied fields offers an additional degree of selectivity in the 
detection of the transient signals. Some examples of coherent transient phenomena in three-level and 
multilevel systems can be found in the references.11,15–20 Chapter 14, “Electromagnetically Induced 
Transparency,” contains some interesting phenomena associated with such multilevel systems.

11.4 MAXWELL-BLOCH EQUATIONS

The optical Bloch equations must be coupled to Maxwell’s equations to determine in a self-con-
sistent way the modification of the atoms by the fields and the fields by the atoms. To accomplish 
this task, we start with Maxwell’s equations, setting D = e0E + P. The wave equation derived from 
Maxwell’s equations is

∇ − ∇ ∇⋅ = +2
2

2

2
0

2

2

2

1 1
E E

E P
( )

c t c t

∂
∂

∂
∂ε

  (18)

As a result of atom-field interactions, it is assumed that a polarization is created in the medium of 
the form

P R R R( , ) [ ( , )exp ( ) ( , )exp (t P t i kZ t P t i kZ t= − + − −1
2
ε ω ω∗ ))]   (19)

which gives rise to a signal electric field of the form

E R R RS S St E t i kZ t E t i kZ( , ) [ ( , )exp ( ) ( , )exp (= − + −1
2
ε ω ∗ −−ωt)]   (20)

The Z axis has been chosen in the direction of k. It is assumed that the complex field amplitudes 
P(R, t) and ES(R, t) vary slowly in space compared with exp (ikZ) and slowly in time compared 
with exp (iwt). To simplify matters further, transverse effects such as self-trapping, self-focusing, 
diffraction, and ring formation21–25 are neglected. In other words, we take P(R, t) and ES(R, t) to 
be functions of Z and t only, choose ε · k = 0, and drop the ∇ ∇⋅( )E  term in the wave equation. 
When Eqs. (19) and (20) are substituted into the wave equation and terms of order ∂ ∂2 2E Z t tS( , )/ ,
∂ ∂2 2E Z t ZS( , )/ , ∂ ∂2 2P Z t t( , )/ , and ∂ ∂P Z t t( , )/  are neglected, one finds

2
2

2
2

2
ik

Z kc t
E Z t k

c
E Z tS S

∂
∂

∂
∂

+
⎛

⎝
⎜

⎞

⎠
⎟ − −

⎛

⎝
⎜

⎞

⎠
⎟

ω ω
( , ) ( , )) ( , )=− ω

ε

2

0
2c

P Z t   (21)

It is important to note that the polarization field acts as the source of the signal field. Consequently, 
the signal field does not satisfy Maxwell’s equations in vacuum, implying that there can be cases 
when k c≠ω/ . For the moment, however, we assume that this phase-matching condition is met. 
Moreover, it is assumed that a quasi-steady state has been reached in which one can neglect the 
∂ ∂E Z t tS( , )/  in Eq. (21). With these assumptions, Eq. (21) reduces to

∂
∂

E Z t

Z
ik

P Z tS( , )
( , )=

2 0ε
  (22)

Additional equations would be needed if the applied fields giving rise to the polarization of the 
medium are themselves modified to any extent by the signal field.
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COHERENT OPTICAL TRANSIENTS  11.7

The polarization P(Z, t) is the link between Maxwell’s equations and the optical Bloch equations. 
The polarization is defined as the average dipole moment per unit volume, or

P R R R R R( , ) ( ) ( , ) ( )( )t
V

d tT
j

T j
j j

j

= = −∫Tr Trρ μ ρ μδ1 ∑∑
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

= 〈 〉 + 〈 〉�μ ρ ρ[ ( , ) ( , ) ]12 21
T Tt tR R  (23)

where rT(j)(Rj, t) and ρ12
T t( , )R  are single-particle density matrix elements, V is the sample volume, 

and � is the atomic density. The superscript T indicates that these are “total” density matrix ele-
ments written in the Schrödinger representation rather than the field interaction representation. 
The relationship between the two is

ρ ρ ω12 12
T t Z t i kZ t( , ) ( , )exp[ ( )]R = − −   (24)

The angle brackets in Eq. (23) indicate that there may be additional averages that must be carried 
out. For example, in a vapor, there is a distribution of atomic velocities that must be summed over, 
while in a solid, there may be an inhomogeneous distribution of atomic frequencies owing to local 
strains in the media. By combining Eqs. (19), (23), and (24), one arrives at

∂
∂

E Z t

Z
ik

Z t
ik

u z t iv ZS( , )
( , ) ( , ) (= 〈 〉= 〈 −� �μ

ε
ρ μ

ε0
21

02
,, )t 〉   (25)

which, together with Eqs. (14) or (16), constitute the Maxwell-Bloch equations.

11.5 FREE POLARIZATION DECAY

As a first application of the Maxwell-Bloch equations, we consider free polarization decay (FPD),26–30

which is the analog of free induction decay (FID) in nuclear magnetic resonance (NMR).31,32 The 
basic idea behind FPD is very simple. An external field is applied to an ensemble of atoms and then 
removed. The field creates a phased array of atomic dipoles that radiate coherently in the direction 
of the incident applied field. The decay of the FPD signal provides information about the transverse 
relaxation times. We will discuss several possible scenarios for observing FPD. For the present, we 
assume that there is no inhomogeneous broadening of the sample (all atoms have the same fre-
quency). Moreover, in this and all future examples, it is assumed that one can neglect any changes in 
the applied fields’ amplitudes or phases as the fields propagate in the medium; the Rabi frequencies 
of the applied fields are functions of t only.

A short pulse is applied at t = 0, short meaning that

δ τ γτ γ τ( ) , ,t 2 1<<   (26)

where t is the pulse duration. The inequality Eq. (26) allows one to neglect any effects of detuning or 
relaxation during the pulse’s action. Before the pulse arrives, the atom is in its ground state, implying 
that the components of the Bloch vector are u = v = 0, w = −1; that is, the Bloch vector points down 
(see Fig. 1a). During the pulse, the pseudofield vector can be approximated as Ω(t) = [Ω0(t), 0, 0], 
owing to Eq. (26). The Bloch vector precesses in the wv plane and reaches a final value following the 
pulse given by

u v w( ) ( ) sin ( ) cos0 0 0 0+ + += = = −θ θ   (27)
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11.8  NONLINEAR OPTICS

where

θ =
−∞

∞

∫ Ω0( )t dt   (28)

is a pulse area and 0+ is a time just after the pulse. Following the pulse, the pseudofield vector is  Ω = 
(0, 0, d), and the Bloch vector precesses about the w axis as it decays (see Fig. 1b). Explicitly, one finds

u t t t

v t t

( ) sin( )exp( )

( ) sin ( )ex

= − −

=

sinθ δ γ

θ δcos pp( )

( ) ( )exp( )

−

= − + − −

γ

θ γ

t

w t t1 1 2cos

  (29)

From this result, we can draw two conclusions. First, since the applied field is off when the atoms 
radiate, radiation is emitted at the natural frequency w0. This conclusion follows formally from Eqs. (29), 
(10), (23), and (24), which can be used to show that P(Z, t) varies as exp (− idt), and both P(R, t) and 
E(R, t) oscillate at frequency w + d = w0. Second, one can use Eqs. (29) and (25) to obtain

∂
∂

E Z t

Z
k

i tS( , )
sin exp[ ( ) ]= − +�μ

ε
θ γ δ

2 0

  (30)

If the sample under consideration is optically thin, the power exiting a sample of length L in the Ẑ
direction is proportional to

I L t E L t
k L

tS( , ) ( , ) sin exp( )= =
⎛
⎝⎜

⎞
⎠⎟

−
2

0

2

2
2

�μ
ε

θ γ   (31)

The signal is maximal for a pulse area of p/2. A measure of the output power as a function of time 
following the excitation pulse enables one to obtain a value for the transverse relaxation rate. For a 
pencil-like sample, the neglect of cooperative effects such as superradiance is based on the assump-
tion that �L/k2 << 1.25,33–35

An alternative means for observing an FPD signal is to use an atomic beam that traverses a field 
interaction zone. The atom “sees” a radiation pulse in the atomic rest frame. If the atoms all have 

FIGURE 1 Evolution of the Bloch vector in free polarization decay. 
(a) A radiation pulse brings the Bloch vector from its initial position along 
the −w axis to the uv plane. (b) With the field off, the Bloch vector precesses 
in the uv plane. In an inhomogeneously broadened sample, atoms having 
different detunings d precess at different rates. The decay of the Bloch vector 
is not indicated in the figure.
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COHERENT OPTICAL TRANSIENTS  11.9

the same longitudinal velocity u0, then the FPD signal measured at a distance L from the field inter-
action zone arises from atoms which were excited at time te = t − L/u0. This implies that the phase 
factor exp [−(g + id)t] in Eq. (30) should be replaced by exp[ ( )( )] exp[ ( ) / ]− + − = − +γ δ γ δi t t i L ce . The 
emitted field is radiated at the incident field frequency w rather than the atomic frequency w0. If the 
intensity is monitored as a function of L, one can obtain the transverse relaxation rate.

Often the atoms or molecules are characterized by an inhomogeneous distribution of frequencies. 
In a solid, this can occur as a result of different strains in the host medium. In a vapor, the velocity 
distribution of the atoms is equivalent to a distribution of atomic transition frequencies, when viewed 
in the laboratory frame. To discuss both solids and vapors in the same context, we define

δ δ ω ω ω δ≡ = − + ⋅ = + + ⋅( , )0 0 0v k v k vΔ   (32)

where

δ ω ω ω ω0 0 0 0= − = −Δ   (33)

and ω0  is the average transition frequency. In a solid, v = 0, but there is an inhomogeneous distri-
bution of frequencies given by

Wf

w w

( ) expΔ Δ= −
⎛
⎝⎜

⎞
⎠⎟

1
2

πσ σ
 (34)

where sw characterizes the width of the inhomogeneous distribution. In a vapor, D = sw = 0, but 
there is a Maxwellian velocity distribution

W
u

v u0 2 3 2
21

( )
( )

exp[ ( ) ]
/

v = −
π

/   (35)

where u is the most probable atomic speed. The net effect is that Eq. (31) must be replaced by

I L t
k L

t

k L

( , ) ( )

sin

=
⎛
⎝⎜

⎞
⎠⎟

〈 〉

=
⎛
⎝

�

�

μ
ε

ρ

μ
ε

θ

0

2

21

2

02⎜⎜
⎞
⎠⎟

− − + + ⋅( )∫
2

0 0d W d W i tfv v k v( ) ( )exp [ ( )]Δ Δ Δγ ω∫∫

=
⎛
⎝⎜

⎞
⎠⎟

−
−⎡

2

0

2 2

2
2

2
k L

t
t�μ

ε
θ γ

σωsin exp( )exp
( )

⎣⎣
⎢

⎤

⎦
⎥

−⎡

⎣
⎢

⎤

⎦
⎥exp

( )kut 2

2
 (36)

If sw >> g (solids) or ku >> g (vapors), the signal decays mainly owing to inhomogeneous broaden-
ing. Bloch vectors corresponding to different frequencies process about the w axis at different rates, 
implying that the optical dipoles created by the pulse lose their relative phase in a time of order 
T2

12∗ = −( )σω  or (2ku)−1 (see Fig. 1b). The FPD signal can be used to measure T2
∗,  which can be 

viewed as an inhomogeneous, transverse relaxation time. At room temperature, ku/g  is typically on 
the order of 100. In a solid, sw/g can be orders of magnitude larger. An experimental FPD signal is 
shown in Fig. 2.

It is also possible to produce an FPD signal by preparing the atoms with a CW laser field and 
suddenly turning off the field. This method was used by Brewer and coworkers in a series of experi-
ments on coherent optical transients in which Stark fields were used to tune molecules in a vapor 
into and out of resonance.26 The CW field modifies the velocity distribution for the molecules. In 
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11.10  NONLINEAR OPTICS

the linear field regime, this again leads to an FPD signal that decays on a time scale of order (ku)−1.
It is fairly easy to obtain this result. To first order in the field, the steady-state solution of Eq. (14d), 
generalized to include the Doppler shift k · v and initial velocity distribution W0(v), is

ρ γ δ21
0

0
1

02
( ) [ ( )] ( )v k v v= −

⎛
⎝⎜

⎞
⎠⎟

− + ⋅ −i i W
Ω

  (37)

With this initial condition, it follows from Eq. (14d) that, for t > 0,
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where Φ is the error function. For kut > 1 and | | /γ δ+ <<i ku0 1, 〈 〉 − −ρ21 0
2 2 2 2 2 4( ) ~ [ ( )]exp( ).v i k u t k u tΩ / /

When one considers nonlinear interactions with the field, the situation changes. The CW field 
excites only those atoms having k v⋅ = − ± ′δ γ ,  where g  ′ is a power-broadened homogeneous width. 
These velocity-selected atoms are no longer subject to inhomogeneous broadening and give rise 
to a contribution to the FPD signal that decays with rate T2

1− = + ′( )γ γ .26 Thus, by using nonlinear
atom-field interactions, one can extract homogeneous decay rates in situations where there is large 
inhomogeneous broadening. The price one pays is that only a small percentage of the atoms (those 
that have velocities for which the applied field is resonant) contribute to the signal. An example of 
an FPD signal of this type is shown in Fig. 3.
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FIGURE 2 An FPD signal obtained on the 
D2 transition in cesium. The excitation pulse has 
a duration of 20 ps. The decay time of the signal 
is determined by the inhomogeneous transverse 
relaxation rate T2 1 4∗ = . ns. Oscillations in the signal 
originate from the ground state hyperfine splitting. 
(From Ref. 28. Reprinted with permission.)
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COHERENT OPTICAL TRANSIENTS  11.11

11.6 PHOTON ECHO

We have seen that it is possible to measure the transverse relaxation rate T2 in an inhomogeneously 
broadened sample using FPD, but only a relatively small percentage of the atoms participate. The 
question arises as to whether other techniques would allow for full participation of the atoms. The 
photon echo is one such method.8–10,36–38 The photon echo has very little to do with either photons 
or echoes, but the name has a nice ring to it. The photon echo, the optical analog of the spin echo,39

was first observed in ruby by Kurnit et al.36 A pulse having propagation vector k1 is applied at t = 0, 
a second pulse having propagation vector k2 = k1 is applied at t = T21, and an echo is radiated at time 
t = 2T21 in a direction k = k1. There are many ways to explain echo formation, and some of these are 
indicated in the following discussion.

In the Bloch vector picture, a p/2 pulse excites the optical dipoles at t = 0, bringing the Bloch vec-
tor along the n axis (Fig. 4a). The Bloch vector then begins to precess in the uv plane at a rate equal to 
the atom-field detuning. In an inhomogeneously broadened medium, different atoms have different 
resonant frequencies. As a consequence, the Bloch vectors associated with different atoms precess at 
different rates and dephase relative to each other in a time T2

∗ (Fig. 4b). The dipole coherence is not lost, 
however. If at time T21 a p pulse is applied, the net effect of the pulse is to cause a reflection about the uw
plane (Fig. 4c). As the atoms continue to precess at different rates (Fig. 4d), the rates are such that the 
Bloch vectors for all the atoms will become aligned with the −v axis at time t = 2T21 and an echo sig-
nal is emitted (Fig. 4e). From time t = 0 to t = 2T21 the dipoles decay with the homogeneous decay rate g.

1.0.8.6.4

Time (μs)

A
bs

or
pt

io
n

.20

FIGURE 3 An FPD signal obtained in NH2D at 
10.6 μm using the method of Stark switching of a molecular 
transition frequency. Molecules that interact resonantly with 
a CW field are suddenly tuned out of resonance by the Stark 
switching. The oscillations result from the heterodyne detec-
tion method that is used, while the slowly varying increase 
in the signal is the result of optical nutation of molecules 
switched into resonance by the Stark pulse. The FPD signal 
manifests itself as a reduction of the amplitude of the oscil-
lation with time. This amplitude decays with the (power-
broadened) homogeneous decay rate T2, owing to the fact 
that the nonlinear interaction with a CW field results in the 
excitation of only a small fraction of the Doppler profile of 
the molecules. (From Ref. 26. Reprinted with permission.)
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11.12  NONLINEAR OPTICS

By measuring the echo signal as a function of delay time T21 between the pulses, one can obtain the 
transverse relaxation time T2 = g  −1.

It is not necessary that the pulse areas be equal to p/2 and p, although these areas lead to a maxi-
mal signal. What is necessary is that the second pulse produce at least a partial reflection about the 
uw plane. This reflection takes the Bloch vector components u + iv into u − iv, or, equivalently, takes 
density matrix element r12 into r21. Since r12 and r21 are related to the real and imaginary parts of the 
average dipole moment operator, the second pulse must couple these real and imaginary parts. Such 
coupling is impossible for a linear atom-field interaction. Thus, by its very nature, the photon echo can 
occur only when nonlinear atom-field interactions are present.

An alternative way to picture echo formation is to use double-sided Feynman diagrams40 that 
keep track of the relative phase of the different dipoles. Diagrams similar to those indicated in Fig. 5 were 

FIGURE 4 Bloch vector picture of echo formation. (a) An initial p/2 pulse brings the 
Bloch vector to the uv plane. (b) In a field-free region, the Bloch vector precesses in the uv
plane; atoms with different detunings dephase relative to one another in a time equal to 
the inhomogeneous, transverse relaxation rate T2

∗. (c) At time T21, a second pulse, this time 
a p pulse, reflects the Bloch vectors with respect to the uw plane. (d) In a field-free region, 
the Bloch vectors continue to precess. (e) At time t = 2T21, all the vectors are aligned along 
the −v axis (the optical dipoles have rephased), and an echo signal is emitted. The decay of 
the Bloch vector is not indicated in the figure.
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COHERENT OPTICAL TRANSIENTS  11.13

introduced by Hartmann and Friedberg in the context of a billiard ball echo model41 and have been 
used extensively in theories of atom interferometry.42–44 Each line represents a field amplitude. The 
abscissa is time, and the ordinate is the phase associated with the amplitude. In the absence of any 
interactions, it follows from Eq. (4) that the phase associated with the state |1〉 amplitude is dt/2 and that 
associated with the state |2〉  amplitude is −dt/2. In these diagrams, the phase of each amplitude is displaced 
by −dt/2 so that the state |1〉 amplitude evolves without any phase change and the state |2〉 amplitude evolves 
with a phase equal to −dt.

We start with the atom in state |1〉 at t = 0. The atom-field interaction takes state |1〉 to |2〉 on absorp-
tion with a phase factor exp (ik1 · R) and |2〉  to |1〉 on emission with a phase factor exp (−ik1 · R). 
A vertical cut establishes the density matrix element of interest and the vertical distance between the 
two amplitudes is a measure of the relative phase of the amplitudes. For example, between t = 0 and 
t = T21 in Fig. 5, the density matrix element r12 has been created with relative phase (d0 + Δ + k1 · v)t
which grows with increasing t. One finds significant contributions to the dipole coherence at a given 
time only when the relative phase is the same for all the optical dipoles at that time. In a solid v = 0, but 
Δ = −ω ω0 0 is different for different atoms owing to variations in w0; in a vapor Δ = 0, but k1 · v is dif-
ferent for different velocity subclasses of atoms. Thus, the slopes of the lines in Fig. 5 would differ 
for different atoms in both solids and vapors. On averaging over an inhomogeneous frequency distri-
bution, the average dipole coherence would vanish, except at times near crossings of the state amplitudes, 
where the relative phase of all the dipoles is nearly equal to zero. Between t = 0 and t = T21, this 
occurs only near t = 0, where an FPD signal is emitted. The application of a second pulse at t = T21,
however, converts r12 into r21 and begins a rephasing process for the dipoles. The state amplitudes in 
Fig. 5 intersect and the dipoles are rephased at t = 2T21, independent of the value of v or Δ. The echo sig-
nal is radiated for times t ≈ 2T21.

FIGURE 5 A phase diagram that can be used to analyze 
coherent transient phenomena. Each line corresponds to a 
state amplitude, and density matrix elements are obtained by 
multiplying a top line by the conjugate of a bottom line at the 
same time. The relative phase of a given density matrix ele-
ment is given by the vertical separation of the two lines. The 
slopes of various line segments are shown on the graph. Lines 
corresponding to atoms having different atom-field detunings 
Δ (solid) or different velocities v (vapor) would have different 
slopes. The pulse sequence is shown at the top of the figure 
along with the temporal position and direction of the echo. 
This diagram corresponds to the two-pulse photon echo. 
Regardless of the atom-field detuning or atomic velocity, all 
lines cross at t = 2T21, indicating that all the optical dipoles are 
in phase at this point.
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11.14  NONLINEAR OPTICS

Analytical calculations of the signal intensity can be carried out using Eqs. (14) and (16). One 
simply pieces together periods in which the pulses act with periods of free evolution. The results are 
rather complicated, in general. However, if swT21 >> 1 (solid) or k1uT21 >> 1 (vapor), only terms in 
the density matrix sequence indicated schematically in Fig. 5 survive the average over the inhomo-
geneous frequency distribution in the vicinity of the echo at t ≈ 2T21. At these times, one finds a total 
averaged density matrix element

〈 〉 = 〈 〉 −ρ ρ ω21 21
T t t i kZ t( , ) ( ) exp( [ ])R

where
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and qi is the pulse area of pulse i. The corresponding echo intensity is
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It is interesting to note that the echo intensity near t = 2T21 mirrors the FPD intensity immediately 
following the first pulse.

For experimental reasons it is often convenient to use a different propagation vector for the sec-
ond pulse. Let k1 and k2 be the propagation vectors of the first and second pulses, which have identi-
cal carrier frequencies w. In this case, one must modify the definition (24) of the field interaction 
representation to account for the different k vectors. The final result for the total averaged density 
matrix element in the vicinity of the echo is

〈 〉 = 〈 〉 −ρ ρ ω21 21
T t t i kZ t( , ) ( ) exp( [ ])R

where
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Recall that sw = 0 for a vapor and W0(v) = dD(v) for a solid, where dD is the Dirac delta function. In 
these equations there are three things to note. First, the signal is emitted in a direction different from 
that of the applied fields, a desirable feature from an experimental point of view. Second, the phase 
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COHERENT OPTICAL TRANSIENTS  11.15

matching condition k = w/c is no longer satisfied since k = |2k2 − k1| and k1 = k2 = w/c; however, if the 
fields are nearly collinear such that ( ) ,k c L2 2 2 2 1− <<ω / the effects of phase mismatch are negligible. 
Third, there is now a qualitative difference between the solid and vapor case. Owing to the fact that 
the detuning depends on the propagation vectors for the vapor, it is not possible to exactly rephase all 
the dipoles in the vapor when k1 ≠ k2. If | | / ,k k2 1 1 1− <<k  however, nearly complete rephasing of the 
dipoles occurs for t ≈ 2T21. The photon echo signal observed by Kurnit et al.36 is shown in Fig. 6.

As can be deduced from Fig. 5, the signal is sensitive only to off-diagonal density matrix elements in 
the entire time interval of interest. Thus, any disturbance of the off-diagonal density matrix elements 
or optical coherence will be reflected as a decrease in the echo intensity. As such, echo signals can 
serve as a probe of all contributions to transverse relaxation. Transverse relaxation generally falls into 
two broad categories which can lead to qualitatively different modifications of the coherent transient sig-
nals. First, there are dephasing processes, which produce an exponential damping of the coherences and 
contribute to g.  Second, there are spectral diffusion (solid)45–48 or velocity-changing collisions (vapor),47–49

which change the frequency associated with the optical coherences. Such terms enter the optical 
Bloch equations as integral terms, transforming the equations into differentio-integral equations. In a 
solid the change in frequency can be produced by fluctuating fields acting at each atomic site. Spectral 
diffusion of coherences in solids is difficult to detect, since phase-interrupting processes often dominate 
the signals. It has been measured in FPD using impurity ions in a crystalline host.50 The situation in 
vapors is a bit more subtle. The phase-changing and velocity-changing aspects of collisions are entangled 
and cannot be separated, in general.49 If the collisional interaction is state independent, however, as it 
is for some molecular transitions, then collisions are purely velocity changing in nature, leading to an 
echo that decays exponentially as T21

3  for early times and T21 for later times.51 For electronic transi-
tions, collisions are mainly phase changing in nature, but there is a velocity-changing contribution 
that persists in the forward diffractive-scattering cone. This diffractive scattering has been observed 
for Na−,52 Li−,53 and Yb-rare gas collisions54 using photon echo techniques.

11.7 STIMULATED PHOTON ECHO

Up to this point, we have considered pulse sequences that are useful for measuring transverse relaxation 
times. Now we examine stimulated photon echoes,8–10 which can be used to simultaneously measure both 
transverse and longitudinal relaxation times. Stimulated photon echoes have become an important diagnos-
tic probe of relaxation in condensed-matter systems. The pulse sequence consists of three pulses, having 

FIGURE 6 A photon echo signal from ruby. Time 
increases to the right with a scale of 100 ns/division. The 
pulse on the right is the echo signal, while the first two 
pulses are the (attenuated) input pulses. The echo appears 
at t = 2T21 where T21 is the separation of the input pulses. 
(From Ref. 36. Reprinted with permission.)
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11.16  NONLINEAR OPTICS

areas q1, q2, q3 and propagation vectors k1, k2, k3, with ki = w/c. In this section we take k3 = k1, and in the 
next section we will set k3 = −k1. The time interval between the first two pulses is T21, and pulse 1 can 
precede or follow pulse 2. Pulse 3 occurs at time t = T21 + T (Fig. 7). Signals can be generated in many 
different directions. For the sake of definiteness, we consider only the signal radiated in the −k2 + k1 + k3
direction. The phase diagram giving rise to this signal is shown in Fig. 7. For radiation to be emitted in 
the −k2 + k1 + k3 direction when k3 = k1 pulse 2 must precede pulse 1. (Of course, there are diagrams 
with pulse 1 preceding pulse 2, but these give rise to radiation in the −k1 + k2 + k3 direction.) It is 
assumed that T21 is greater than the inhomogeneous relaxation time T2

∗.  The signal contains contribu-
tions from the optical coherence (off-diagonal density matrix elements) in the time intervals (0, T21), 
(T + T21, t) and contributions from atomic state populations (diagonal density matrix elements) in the 
time interval T between the second and the third pulses. The echo appears when t − (T21 + T) = T21.

The calculation of the echo signal is straightforward. Just before the second pulse, the density 
matrix r12(T21) varies as exp [−(g − id2)T21], where di = w0 − w + ki · v. In the time interval T, the popula-
tion difference w = r22 − r11 decays at rate g2 and oscillates at frequency d2 − d1 = (k2 − k1) · v. In the final 
time interval, r21(t) varies as exp [−(g + id3)(t − T − T21)], where d3 = d1 since k3 = k1. Combining the 
various field interaction and free propagation zones, one finds that the total averaged density matrix 
element in the vicinity of the echo t ≈ T + 2T21 is

〈 〉 = 〈 〉 −ρ ρ ω21 21
T t t i kZ t( , ) ( ) exp[ ( )]R
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FIGURE 7 A phase diagram for the stimulated photon echo in 
which field 2 acts first and the echo is emitted in the (−k2 + k1 + k3) =
(2k1 − k2) direction. The solid lines involve the intermediate state popu-
lation r11 while the dashed lines involve the intermediate state popula-
tion r22. All dipoles are in phase at t = 2T21 + T.
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COHERENT OPTICAL TRANSIENTS  11.17

The optimal pulse sequence consists of three p/2 pulses. Phase matching can be achieved only for 
| | .k k1 2 1− <<L  In a solid, the integral in Eq. (42) is equal to unity, and the echo signal is maxi-
mal for t = T + 2T21. In a vapor, the echo signal is degraded if k1 ≠ k2; however, if k1 ≈ k2, then, at 
t = T + 2T21, the echo amplitude varies as

exp( )exp( )exp
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By varying the angle between k1 and k2, one can determine the Doppler width ku. By monitoring 
the echo signal as a function of T21(T), one obtains information on the transverse (longitudinal) 
relaxation.

Relaxation other than spontaneous emission can occur for the populations in the time interval 
T. The inhomogeneous phase d1T21, acquired in the time interval T21, is canceled by the phase d3T21,
acquired in the interval T21 following the third pulse. If, between the second and third pulses, the 
frequency (solid) or velocity (vapor) has changed owing to spectral diffusion (solid)45–48 or velocity-
changing collisions (vapor),47–49,55,56 the phase cancellation will not be complete. Thus, the echo signal 
as a function of T provides information on these relaxation processes. The rate of spectral diffusion 
or velocity-changing collisions must be of order or greater than g2 to be observable. One would have 
a longer time to observe such effects if it were the ground-state lifetime rather than the excited-state 
lifetime that was the relevant time scale, but, in a closed two-level system, such is not the case.

The situation changes if a three-level system, such as the one shown in Fig. 8, is used. The fields drive 
the 1–2 transition, but level 2 decays to both level 1 and level 0. The total population of the 1–2 state 
subsystem is no longer conserved, requiring an additional decay rate to account for relaxation. Let us 
suppose that all states decay with rate Γt as a result of their finite time in the laser beams. Moreover, 
let Γ2,1 and Γ2,0 be the decay rates of level 2 to levels 1 and 0, respectively, such that g1 = g0 = Γt and 
g2 = Γ2,1 + Γ2,0 + Γt. For simplicity, let us also take k1 ≈ k2. In the interval T, the decay dynamics 
resulting from spontaneous emission and transit time effects is
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Assuming that g2T >> 1, one finds that at time t = T21 + T, r22(T21 + T) ~ 0, and
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which then replaces the factor exp (−g2T) in Eq. (42). If Γ2,0 ≠ 0, there is a long-lived component in 
the ground-state population. One can exploit this feature of open systems to study spectral diffusion 
or velocity-changing collisions with very high sensitivity.57,58 In Fig. 9, stimulated echo data is shown 

2

1 0

Γ2,1 Γ2,0Ω0

FIGURE 8 Open atomic-level scheme that can be 
used to observe transient signals limited only by some effec-
tive ground state lifetime. The field couples only states |1〉 and 
|2〉, but level 2 decays to both levels 1 and 0.
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11.18  NONLINEAR OPTICS

that was used to measure a cross section for collisions between ground-state Na and He atoms.58 The 
echo occurs for time separations T much greater than the excited-state lifetime.

Open systems also offer interesting possibilities as storage devices. Since the effective ground-
state lifetime can be as long as days in certain solids, one can write interferometric information 
into the sample by replacing one of the first two pulses by a signal pulse and reading it out at a later 
time with the third pulse.59–62 In the case of vapors, it is also possible to replace some of the incident 
pulses by standing-wave fields.63–71 In this manner, modulated ground-state populations with asso-
ciated Doppler phases of order kuT can be created and rephased, providing sensitivity to velocity-
changing collisions as small as a few centimeters per second.72

Before leaving this section, it is perhaps useful to make a slight digression on homogeneously
broadened systems. A diagram similar to that shown in Fig. 10, in which field 1 acts first, also leads 
to a signal in the k = k1 − k2 + k3 = 2k1 − k2, provided k3 = k1 (in the figure, k3 = –k1). We have not 
considered this contribution for inhomogeneously broadened systems since such a diagram leads 
to an overall phase of φ δd T= − + + ⋅2 20 1 21( )Δ k v  at time t = T + 2T21. On averaging over either Δ or 
v in an inhomogeneously broadened sample, this contribution would vanish. In a homogeneously 
broadened sample, however, Δ = 0 and v = 0, giving an identical relative phase φd to all the atoms. 
For t > T + T21, the corresponding density matrix element associated with this diagram is

〈 〉 =
⎛
⎝⎜

⎞
⎠⎟

−ρ θ θ θ γ21 1 2 3 28
( ) sin sin sin exp( )ext

i
T pp[ ( )]exp[ ( )]− − − −γ δt T i t T0   (43)

Equation (43) does not constitute an echo in the usual sense, since there is no dephasing-rephasing 
cycle. The signal appears promptly (it is actually an FPD signal) following the third pulse. If one 
measures the time-integrated intensity in the signal following the third pulse, however (as is often 
the case with ultrafast pulses in which time resolution of the echo is not possible), it is impossible 
to tell directly whether an echo has occurred or not. For such measurements, a signal emitted in the 
k = 2k1 − k2 direction when pulse 1 acts first is a clear signature of a homogeneously broadened sys-
tem, since such a signal vanishes for inhomogeneously broadened samples.

The time-integrated signal is proportional to

〈 〉
+

∞

∫ ρ21

2

21

( )t dt
T T

When field 2 acts first, the time integrated, inhomogeneously broadened signal varies as exp 
(−4g T21), while the homogeneously broadened signal varies as exp (−2g T21). When field 1 acts 

FIGURE 9 Stimulated photon echo observed on the 
D1 transition in sodium. This is an “open” system for which 
a stimulated echo signal can be produced for separations 
T between the second and third pulses much larger than 
the excited-state lifetime. In this diagram T is 17 times the 
16-ns lifetime of the excited state. The first three pulses are 
scattered light from the three input pulses and the fourth 
pulse is the echo. The echo appears at t = T + 2T21, where 
T21 is the separation of the first two input pulses. (From Ref.  58. 
Reprinted with permission.)
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COHERENT OPTICAL TRANSIENTS  11.19

first, the signal is vanishingly small {varying as exp[ ( ) / ]− +σw k u T2 2 2
21
2 2 } for inhomogeneously 

broadened samples, while the homogeneously broadened signal strength is essentially unchanged 
from that when pulse 2 acts first. This time-ordering asymmetry can be used to distinguish between 
homogeneously and inhomogeneously broadened samples.73

11.8 PHASE CONJUGATE GEOMETRY 
AND OPTICAL RAMSEY FRINGES

A qualitative difference between stimulated photon echo signals arises when k3 is in the −k1 direction 
rather than the k1 direction.61,74,75 In this case, it is possible to generate a phase-matched signal in the

k k k k k= − + = −1 2 3 2

direction for both time orderings of fields 1 and 2. Moreover, in weak fields, the amplitude of the 
signal field is proportional to the conjugate of input field 2. As a consequence, the signal is referred 
to as a phase conjugate signal for this geometry.76,77 To simplify matters, we will set k1 ≈ k2 = −k and 
neglect terms of order |k1 − k2|u(T + 2T21).

The appropriate phase diagrams are shown in Fig. 10 when field 1 acts before field 2 and Fig. 11 
when field 2 acts before field 1. There is a qualitative difference between the phase diagrams of Fig. 10 
and Fig. 7. At time t = 2T21 + T, the lines representing the state amplitudes do not cross in Fig. 10. Rather, 
they are separated by a phase difference of φ δd T= − +2 0 21( ) .Δ  The phase shift resulting from Doppler 
shifts cancels at t = 2T21 + T, but not the phase shift resulting from the atom-field detuning. 

FIGURE 10 A phase diagram for the stimulated pho-
ton echo in which field 1 acts first. The direction of field 3 
is opposite to that of field 1, and the echo is emitted in the 
(k1 − k2 + k3) = −k2 direction. We have taken k2 ≈ k1. The solid 
lines involve the intermediate state population r11, while the 
dashed lines involve the intermediate state population r22. At time 
t = 2T21 + T, the relative phase is f dd T≈ − +2 0 21( ) .Δ  For solids, the 
average over Δ washes out the signal. For vapors, Δ = 0, the phase 
f dd T≈ −2 0 21 is the same for all the atoms, and an echo is emitted.
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11.20  NONLINEAR OPTICS

The significance of these results will become apparent immediately. The averaged density matrix 
element in the vicinity of the echo is

〈 〉=
⎛

⎝
⎜

⎞

⎠
⎟ − −ρ θ θ θ γ21 1 2 3 28

2( ) sin sin sin exp( )exp(t
i

T γγ δ

σω

T i t T T T

t T T

21 0 21 21

2
21

)exp{ ( ) ]}

exp
[( )

− − − +

×
− − − ++⎡

⎣
⎢

⎤

⎦
⎥

− − − −⎡

⎣
⎢

⎤

⎦
⎥

T k u t T T T21
2 2 2

21 21
2

4 4

]
exp

[( ) ]  (44)

In a solid, the signal vanishes near t = 2T21 + T, since swT21 >> 1.
In a vapor, an echo is formed at time t = T + 2T21. At this time, the averaged density matrix ele-

ment varies as exp (−2id0T21), a factor which was absent for the nearly collinear geometry. This 
phase factor is the optical analog78–80 of the phase factor that is responsible for the generation of 
Ramsey fringes.81 One can measure the phase factor directly by heterodyning the signal field with 
a reference field, or by converting the off-diagonal density matrix element into a population by the 
addition of a fourth pulse in the k3 direction at time t = T + 2T21.

∗ In either case, the signal varies as 
cos (2d0T21). In itself, this dependence is useless for determining the optical frequency since one can-
not identify the fringe corresponding to d0 = 0. To accomplish this identification, there are two pos-
sibilities. If the experiment is carried out using an atomic beam rather than atoms in a cell, T21 = L/u0
will be different for atoms having different u0 (L = spatial separation of the first two pulses and u0 is the 

FIGURE 11 A phase diagram for the stimulated photon 
echo in which field 2 acts first and k3 = − k1.The echo is emit-
ted in the (−k2 + k1 + k3) = − k2 direction, and we have taken 
k2 ≈ k1. The solid lines involve the intermediate state population 
r11, while the dashed lines involve the intermediate state popula-
tion r22. At time t = 2T21 + T, the relative phase is fd T≈ ⋅2 1 21k v .
For vapors, the average over the velocity distribution washes out 
the signal. For solids, v = 0, the relative phase is zero for all the 
atoms, and an echo is emitted.

∗In the case of atoms moving through spatially separated fields with different longitudinal velocities, one must first average 
Eq. (44) over longitudinal velocities before taking the absolute square to calculate the radiated field. As a result of this averaging, 
the radiated signal intensity is maximum for d0 = 0. Consequently, for spatially separated fields, heterodyne detection or a fourth 
field is not necessary since the radiated field intensity as a function of d0 allows one to determine the line center.
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COHERENT OPTICAL TRANSIENTS  11.21

longitudinal velocity of the atoms). When a distribution of u0 is averaged over, the fringe having d0 = 0 
will have the maximum amplitude. Experiments of this type allow one to measure optical frequen-
cies with accuracy of order T21

1−  (see Fig. 12). For experiments carried out using temporally separated 
pulses acting on atoms in a cell, it is necessary to take data as a function of d0 for several values of T21,
and then average the data over T21; in this manner the central fringe can be identified. The optical 
Ramsey fringe geometry has been reinterpreted as an atom interferometer.42,83 Atom interferometers 
are discussed in Sec. 11.9.

We now move to Fig. 11, in which field 2 acts before field 1. At time t = 2T21 + T, the lines rep-
resenting the state amplitudes are separated by a phase difference of φd T= − ⋅2 21k v .  The phase shift 
resulting from the atom-field detuning cancels at t = 2T21 + T, but not the phase shift resulting from 
the Doppler effect. The corresponding density matrix element is 

〈 〉 = − −ρ θ θ θ γ γ21 1 2 3 28
2( ) sin sin sin exp( )exp(t

i
T T221 0 21 21

2
21

)exp{ [( ) ]}

exp
[(

− − − −

×
− −

i t T T T

t T

δ

σω −− −⎡

⎣
⎢

⎤

⎦
⎥

− − − +⎡ 2T T k u t T T T) ]
exp

[( ) ]21
2 2

21 21
2

4 4⎣⎣
⎢

⎤

⎦
⎥  (45)

Near t = T + 2T21, the signal vanishes for a vapor since kuT21 >>1, but gives rise to a phase conjugate 
signal in solids (u = 0). There are no Ramsey fringes in this geometry; optical Ramsey fringes cannot 
be generated in an inhomogeneously broadened solid.
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FIGURE 12 An optical Ramsey fringe signal on the 657-nm 
intercombination line in calcium. Four field zones were used. The most 
probable value of T21 was about 10−5 s for an effusive beam having a 
most probable longitudinal speed equal to 800 m/s, giving a central fringe 
width on the order of 60 kHz. The dashed and dotted lines represent 
runs with the directions of the laser field reversed, to investigate phase 
errors in the signals. (From Ref. 82. Copyright © 1994; reprinted with per-
mission from Elsevier Science.)
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11.22  NONLINEAR OPTICS

When the first two fields are identical, there is no way to distinguish which field acts first, and 
Eqs. (44) and (45) must be added before taking the absolute square to determine the radiated elec-
tric field. There is no interference between the two terms, however, since one of the terms is approxi-
mately equal to zero in the vicinity of the echo for either the solid or the vapor.

11.9 TWO-PHOTON TRANSITIONS 
AND ATOM INTERFEROMETRY

In the previous section, we have already alluded to the fact that optical Ramsey fringes can serve as the 
basis of an atom interferometer.44 There is some disagreement in the literature as to exactly what 
constitutes an atom interferometer. Ramsey fringes and optical Ramsey fringes were developed without 
any reference to quantization of the atoms’ center-of-mass motion. As such, optical Ramsey fringes can 
be observed in situations where quantization of the center-of-mass motion is irrelevant. The interference 
observed in these interferometers is based on an internal state coherence of the atoms. Matter-wave 
effects (that is, effects related to quantization of the center-of-mass motion) may play a role under 
certain circumstances, but they are not critical to the basic operating principle associated with optical 
Ramsey fringes.

In this section, we consider a time-domain, matter-wave atom interferometer84 which relies on the 
wave nature of the center-of-mass motion for its operation. Moreover, the interferometer illustrates 
some interesting features of coherent optical transients not found in NMR. We return to an ensemble 
of two-level atoms, which have been cooled in a magneto-optical trap. See Chap. 20, “Laser Cooling and 
Trapping of Atoms,” for a more detailed description of trapping of atoms. The atoms are subjected to 
two standing-wave optical pulses separated in time by T. The electric field amplitude of pulse i(i = 1, 2) 
is given by Ei(Z, t) = eEi(t) cos (kZ) cos (w t). Either off-resonant84,85 or resonant86 pulses can be used. 
For resonant pulses, grating echoes can be observed in situations where a classical description of the 
center-of-mass motion is valid.66–68 We consider only off-resonant pulses in this discussion, for which 
echoes can occur only when quantized motion of the atoms is included. For an atom-field detuning 
|d| >> Ω0, g, g2, ku, it is possible to adiabatically eliminate the excited state amplitude and arrive at an 
effective hamiltonian for the ground state atoms given by

H
P

M
t kZi

s

i

= −
=
∑

2

1 22
2�Ω( )

,

( )cos( )

where P is the center-of-mass momentum operator, M is the atomic mass, and

Ωi
s it

E t( )( )
( )

=
μ

δ

2 2

28�

is a two-photon Rabi frequency. A spatially homogeneous term has been dropped from the hamiltonian.
The net effect of the field is to produce a spatially modulated, AC Stark or light shift of the 

ground state energy. Let us assume that the pulse duration t is sufficiently short to ensure that 
t −1 >> w2k, γ γ ω, , , ( )( )

2 2ku tk i
sΩ , where

ω2

22
2k

k
M

= �( )

is a two-photon recoil frequency whose importance will become apparent. In this limit, any motion 
of the atoms during the pulses can be neglected. The net effect of pulse i is to produce a ground state 
amplitude that varies as exp[ cos( )]( )iθi

s kZ2 , where θi
s

i
s t dt( ) ( )( )= ∫ Ω  is a pulse area. In other words, 

the standing-wave field acts as a phase grating for the atoms. One can think of the two traveling-wave 
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COHERENT OPTICAL TRANSIENTS  11.23

components of the standing-wave field exchanging momentum via the atoms. All even integral mul-
tiples of 2�k  can be exchanged by the fields, imparting impulsive momenta of 2n k�  (n is a positive 
or negative integer) to the atoms. The frequency change associated with this momentum change for 
an atom having momentum P is

E

P

M

n kZ

M
nn kZP P

P

, ˆ

ˆ

± =
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⎝
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⎠

⎟
⎟
⎟

=2

2

2

2

2

2
2�

�

�

�
∓

PP k

M
z

nk−ω2

and consists of two parts. The first part is independent of �  and represents a classical Doppler 
shift, while the second part is proportional to �  and represents a quantum matter-wave effect. 
The quantum contribution will become important for times of order ω2

1
nk

− . In other words, 
following the first pulse, the atomic density will remain approximately constant for times 
t nk< −ω 1

2  (the maximum value of n is the larger of θi
s( ) and unity). For times larger than this, 

the quantum evolution of the center-of-mass motion can transform the phase grating into 
an amplitude grating which can be deposited on a substrate or probed with optical fields. In 
contrast to closed two-level systems, the signals can persist here for arbitrarily long times. The 
recoil associated with absorption and emission “opens” the system and allows for long-lived 
transients.87

The evolution of the system can be followed using phase diagrams in a manner similar to that 
used in Secs. 11.6 to 11.8. The situation is more complex, however, since a standing-wave field 
generates an infinity of different phase shifts ∓2nkvt ,  where v = Pz/M. Details of the calculation 
can be found in the article by Cahn et al.84 Here we sketch the general idea. The first pulse cre-
ates all even spatial harmonics of the fields, with weighting functions that are Bessel functions 
of the pulse area. The atomic density remains constant until a time t nk~ω2

1− . At this time one 
would expect to find a spatially modulated atomic density; however, if ku >> w2k as is assumed, 
by the time the spatial modulation is established, the modulation is totally destroyed as a result of 
Doppler dephasing. As in the photon echo experiment, the Doppler dephasing can be reversed by 
the second pulse at time t = T. Since standing waves are used, there is an infinity of echo positions 
possible, corresponding to different dephasing-rephasing conditions for the various momentum 
components created by the fields.

Of the many echoes that can be produced, we consider only those echoes that are formed at times 
t N TN = +( ) ,1 N =1 2, ,… . Moreover, in an expansion of the atomic density in harmonics of the field, 
we keep only the second harmonic, since it can be probed by sending in a traveling-wave field and 
observing a backscattered signal. Phase matching is automatically guaranteed for the backscattered 
signal. For times t = tN + td, with t ku Td � 1

2 << , the backscattered electric field amplitude varies as84

E t NT
k u t

Jb d
d

N( , ) exp
( ) ( )

[ sin(=
−⎡

⎣
⎢

⎤

⎦
⎥

2

4
2

2 2 2

1θ ωω θ ω ω2 1 2 2 22 0k d N k k dt J N T t)] [ sin( ]+ +   (46)

where the Js are Bessel functions. The electric field can be measured using a heterodyne tech-
nique. The experimental data is shown as a function of td and T for N = 1, 2 in Figs. 13 and 14. 
One sees that the signal vanishes identically at the echo times, but not in the immediate vicinity 
of the echo points. The uniform atomic density at the echo point mirrors the uniform atomic 
density immediately after excitation by the first pulse. As a function of T, the signal is periodic 
with period p/Nw2k for N odd and 2p/Nw2k for N even. By measuring the period, one can obtain 
values for �/M. The interferometer can also be used to measure inertial effects such as the accelera-
tion of the atoms owing to gravity. The advantage of this interferometer is that large interaction 
times are possible—one is limited only by the time it takes for the atoms to leave the atom-field 
interaction zone.
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N = 1 
T = 799 μs

N = 2 
T = 19 μs

(a)

(b)

(b)

0

0

–2 –1 0

Time relative to echo point tN (μs)

1 2

FIGURE 13 A time-domain atom interferometer. Two 
off-resonant, standing-wave optical pulses separated in time 
by T are applied to rubidium atoms in a magneto-optical 
trap and a probe field is applied near (a) t = 2T or (b) t = 3T,
giving rise to backscattered electric field signals. The elec-
tric field amplitude Eb(td, NT) is recorded in the graphs as 
a function of td, the time from the echo position. The solid 
line is theory and the dots are experimental points. Note 
that the time delay between pulses is 799 μs in (a), indicating 
that these ground-state transients are limited only by some 
effective ground-state lifetime. (From Ref. 84. Reprinted with 
permission.)
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FIGURE 14 Same as in Fig. 13, but Eb(td, NT) is now 
recorded as a function of T, the time separation of the pulses. The 
period of the signals is p/w2k = 32.39 μs. (From Ref. 84. Reprinted 
with permission.)
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11.10 CHIRPED PULSE EXCITATION

The discussion in this chapter has focused on transform-limited optical pulses, possessing smooth 
Fourier transforms centered about the carrier frequency. Alternative pulse shapes offer new and 
interesting possibilities. If one uses stochastic pulse envelope functions,88–90 the correlation time tc
associated with the pulse is much smaller than the pulse duration. In some sense, each pulse can 
be viewed as a sequence of pulses having duration of order tc. As a consequence, stimulated photon 
echoes using stochastic pulses can be used to measure relaxation times as short as tc rather than the 
pulse duration.

The idea of using a pulse whose effective coherence time is shorter than the pulse duration has 
been exploited by others91–93 in schemes involving chirped pulses. It was shown both theoretically91

and experimentally92,93 that, by sweeping the pulse frequency, one can write and read data encoded 
in solids, using the equivalent of stimulated echoes, a process Mossberg91 refers to as swept-carrier 
time-domain optical memory. Without going into the mathematical details of the calculations needed 
to arrive at expressions for the signals, we present the underlying physical concepts pertinent to this 
excitation scheme.

There are three pulses, as in a traditional stimulated photon echo, but the pulse characteristics 
differ markedly from those discussed in Sec. 11.7. The first pulse is a reference pulse having electric 
field

E R k R1 1 1 0
2( , ) ( )cos( )t E t t t= ⋅ − −d ω ξ

where the amplitude E1(t) is a smooth function of t centered at t = 0 having temporal width tref and 
φ ξ( )t t= − 2 is the pulse phase. The central frequency of the pulse coincides with the optical frequency, 
but the frequency is chirped at rate 2x, giving an instantaneous frequency ω ω φ ω ξ( )t = − = + 2  and 
an atom-field detuning δ ξ( ) .t t= −Δ 2  The frequency shifts ±xtref are assumed to be less than the 
inhomogeneous width sw. As the frequency is scanned, different atoms in the inhomogeneous 
distribution in the sample come into resonance with the field at different times. If ξ γ τ>> −, ref

1 , for 
atoms having detuning Δ = w0 − w, the field comes into resonance at time t1 = Δ/2x for a duration 
of order x−1/2 << tref. Thus, for each frequency group of atoms, the field acts as a pulse having tempo-
ral width much less than the width of the pulse. In calculating r12 resulting from this pulse one finds a 
phase factor of the form exp[ ( )] exp[ ( )]i t t i− ⋅ + − = − ⋅ −k R k R1 1 1

2
1

2 4Δ Δξ ξ/ .
The second or data pulse

E R k R2 2 2 0
2( , ) ( )cos[ ( ) ]t E t t t= ⋅ − − −d ω ω ξRD

is similar to the first except that it is offset from the first by frequency wRD. Moreover, the field 
amplitude E2(t) is now assumed to consist of a sequence of input data, such as a number of indi-
vidual pulses contained in the overall pulse envelope. If the Fourier spectrum of E2(t) contains fre-
quency components wf, then the second pulse will come into resonance with atoms having detuning 
Δ at time t2 = (Δ + wRD − wf)/2x. To have pulse 2 act on the same atoms at a time greater than t1, one 
must restrict the maximum value of wf to be less than wRD. We shall neglect wf in what follows. For 
each frequency group, the first two pulses act as a sequence of short pulses, separated in time by

T21 2=ω ξRD /

As in the normal stimulated photon echo, the second pulse converts the density matrix element 
r12 created by the first pulse into population. One finds a population difference (r22 − r11) that var-
ies as exp[ ( )]exp( )exp{ [ (− ⋅ − − ⋅ − +i T ik R k R1

2
21 24Δ Δ/ ξ γ ωω ξRD c.c.) / ]}2 4 +  Although the pulse dura-

tions are of order tref, homogeneous decay occurs only on a time scale T21 = wRD/2x << tref, which is 
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11.26  NONLINEAR OPTICS

the effective pulse separation for a given frequency group. The phase factor exp{ [( ) ]}i Tk k R2 1 21− ⋅ − Δ
associated with (r22 − r11) is identical in form to that found in the normal stimulated photon echo. It 
is not surprising then that a third pulse, identical to the first but propagating in the k3 direction and 
displaced in time from the first by T > tref leads to a reconstruction of the data pulse propagating in 
the (− k1 + k2 + k3) direction. In other words, on averaging over the inhomogeneous frequency distri-
bution, one finds contributions to the signal only for those times that correspond to the time sequence 
of pulse 2, displaced by time T.

11.11 EXPERIMENTAL CONSIDERATIONS

Early coherent optical transient experiments were the optical analogs of NMR experiments. These 
experiments firmly established coherent transient spectroscopy as a viable technique in the optical 
domain. The relatively simple atomic and molecular vapors or rare earth-doped crystals that were 
used for these studies were chosen for practical reasons—their transition frequencies coincided with 
available laser frequencies and relaxation times (T2 is typically on the order of 10 ns or longer) were 
longer than the lasers’ pulse widths. The methodology is well described in numerous earlier reviews 
(see, for example, Levenson9). These relaxation time scales are relatively long by today’s standards. 
Hence, the technology that was available based on photomultipliers, high-speed diodes, and fast 
oscilloscopes made it possible to observe the coherent transient phenomena that were created by fast 
laser-frequency or Stark switching. With high-speed detectors, photon echoes were readily observed 
with single-shot Q-switched lasers.

The continued advances in the development of ultrafast lasers have now reduced the pulse 
widths by nearly 6 orders of magnitude compared to the early Q-switched lasers. In addition, mod-
ern laser systems are characterized by high repetition rates (100 MHz if no amplification is used) 
compared to the relatively slow repetition rates of older laser systems (1 to 10 Hz). Ultrafast lasers 
have opened a host of possibilities for studying complex molecules, fluids, and solids, including 
semiconductors. This new capability was accompanied by new challenges, since standard detectors 
and electronics were not capable of time-resolving the emitted signals. In some cases, it was not 
even known whether the materials being investigated were homogeneously or inhomogeneously 
broadened. For these cases, it is important to check for the asymmetry predicted as a function of 
time delay in the stimulated photon echo, as described in Sec. 11.7. For the very shortest pulses 
(typically < 100 fs), even the simplest laboratory operations of reflection from a mirror or trans-
mission through a cryostat window or beam splitter become an issue. The transform-limited pulse 
bandwidth is so large that the linear dispersion in these systems leads to a chirp in the pulse, which 
can give rise to artifacts in the data if the chirp is not compensated at the sample by incorporation of 
grating or prism pairs in the system. High-repetition-rate systems also can give rise to thermal heat-
ing of the sample, leading to gratings which give signals that easily dominate the electronic signals 
of interest. Discrimination against these signals is critical. Sometimes, it is possible to perform the 
measurements of interest using orthogonally polarized fields, giving rise to a signal that is sensitive 
to spatially modulated magnetic-state coherence, but not thermal gratings. An alternative approach 
is to amplitude modulate one of the optical fields at a high frequency and use phase-sensitive detec-
tion. If the modulation frequency chosen is sufficiently high, then the modulation of the thermal 
grating is weak, and the electronic term dominates.

In the case of photon echo spectroscopy, determining the time origin t = 0 is important for accu-
rate analysis of the signals. Although this does not pose any serious technical problems when dealing 
with nanosecond time-scale resolution, for femtosecond laser pulses, where distance scales can be as 
small as a few microns, the problem is not trivial. One solution, discussed in a recent review of pho-
ton echo spectroscopy,73 is to measure the time-integrated signal as a function of pulse separation 
for the ordinary signal (in the 2k2 − k1 direction for self-diffracted four-wave mixing) and the 
complimentary echo (in the 2k1 − k2 direction). The intersection of the two superimposed mirror 
images allows one to determine the time origin. In some cases, it may be necessary to time-resolve 
the emission either to confirm absolutely that the signal is indeed an echo or to determine the 
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COHERENT OPTICAL TRANSIENTS  11.27

inhomogeneous broadening. The usual approach to achieve this goal is to mix some of the original 
laser beam with the signal beam in a second harmonic crystal and detect the upconverted signal. 
The signal is time resolved by measuring the upconverted signal as a function of delay between the 
signal and reference fields.94,95

An experimental configuration incorporating many of these features is shown in Fig. 15. 
Measurements of the dephasing rate are made by monitoring the signal amplitude as a function of 
time delay between fields E1 and E2, while measurements of the energy relaxation rate are made as a 
function of the time delay between fields E2 and E3. In the latter case, measurement of the relaxation 
rate as a function of the angle between fields E1 and E2 allows one to measure the grating (e.g., spa-
tially modulated population) relaxation rate, due, for example, to diffusion.96 Control of the fields’ 
polarizations is essential in these experiments since the allowed electronic excitation depends criti-
cally on the selection rules. The modulator is used to amplitude modulate one of the optical fields 
to allow phase-sensitive detection. Because of scattering, it may also be necessary in some cases to 
modulate field E1 at a different frequency and detect the sum or difference frequency in the lock-
in amplifier. The forward three-pulse geometry is most prevalent in the literature; however, the 
more recently developed phase conjugate geometry shown in the figure is more desirable, owing 
to reduced incoherent scattering into the detector. In addition, this system is much easier to align, 
since the signal is exactly counterpropagating with respect to field E2. Usually, the feedback into the 
oscillator for spectroscopy applications is small because of the presence of the attenuators. However, 
for high-intensity studies it may be necessary to add an optical isolator to eliminate feedback, or, 
as is more typical, simply arrange for a slight misalignment of fields E1 and E3. This results in a 
slight deviation of the signal field from the −k2 direction, but this poses no problem. It should also 
be noted that for ultrafast laser systems, the narrow pulses may experience group velocity disper-
sion (GVD) in propagating through various optical components and in reflection, requiring GVD 
compensation to avoid artifacts due to frequency chirps. In some cases, additional information can 
be obtained by time-resolving the optical phase97 and/or polarization98 of the signal, both of which 
may change during the time interval in which the signal is emitted.

Polarization
control

Delay line

Sample

E1

E3

q
E2

Polarization
control

Polarization
analyzer

Detector

Ref. out

Attenuator

Pulsed laser

Es

Modulator
driver

FIGURE 15 A typical experimental configuration, employing a high-repetition short-pulse 
laser system, that can be used for stimulated photon echo or transient four-wave mixing studies of 
an arbitrary sample.
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Atoms undergoing collisions in a vapor and rare earth-doped solids provided a convenient labora-
tory environment both to study coherent transients and to examine new physical phenomena associated 
with reservoir interactions. Moreover, such studies allowed one to gain theoretical and experimental 
insights upon which the new technology could build. It has now been possible to elevate the utility of 
these spectroscopic tools for application to more complex systems. In particular, coherent optical tran-
sients have yielded important data in both chemical physics99,100 and condensed-matter physics.101 In 
many cases, the theoretical framework described here, with appropriate refinements of the unperturbed 
hamiltonian and reservoir interactions, can adequately model these systems. For example, local field 
corrections and excitation-induced scattering can be accounted for by a relatively simple modification 
of the optical Bloch equations. As a result, additional phase diagrams, with time orderings different 
from those shown in Figs. 10 and 11, can contribute to echo signals.102 However, in other cases, a major 
revision of the theoretical picture is needed to account for more complex many-body interactions.103–105

An approach based on modified optical Bloch equation may not be appropriate in this limit.

11.12 CONCLUSION

Information on level structure and relaxation processes in vapors, solids, and liquids can be extracted 
from coherent optical transient signals. The most basic coherent optical transients have been reviewed 
in this chapter. Coherent optical transient spectroscopy is still an evolving field, as new techniques are 
being added to established ones. It is likely that one will see increased use of both temporal and spatial 
masks for coherent control of atomic state coherence. Although many of the coherent optical transients 
are direct analogs of similar effects in NMR, others are unique to the optical domain. The velocity selec-
tivity associated with the Doppler effect offers unique possibilities. Velocity diffusion has been studied 
extensively using coherent optical transients, and coherent optical transients are being rediscovered as 
an important probe of cold atoms and Bose condensates.106,107 Beyond the gas phase, developments 
in the area of coherent optical transient spectroscopy are moving very rapidly, as the power of this 
methodology is seen as a key that can help unlock the decay dynamics of complex molecules and semi-
conductor systems. One is also examining whether coherent optical transient methods similar to those 
employed in multidimensional NMR108,109 can be used to probe electronic and molecular structure.
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12.1

PHOTOREFRACTIVE 
MATERIALS AND DEVICES

Mark Cronin-Golomb
Department of Biomedical Engineering
Tufts University
Medford, Massachusetts

Marvin Klein
Intelligent Optical Systems, Inc.
Torrance, California

12.1 INTRODUCTION

The photorefractive effect is a real time holographic optical nonlinearity that is effective for low-
power lasers over a wide range of wavelengths. It is relatively easy to use even in modestly equipped 
laboratories: all that is needed to get started is a sample of photorefractive material, almost any laser 
operating in the visible or near-infrared, and a few simple optics such as lenses and beam splitters. 
The diffraction efficiency of photorefractive holograms is roughly independent of the intensity of 
the writing beams and in many materials, the diffraction efficiency of these holograms can approach 
100 percent, so that sophisticated detectors are not required. Its simplicity of use has been largely 
responsible for its widespread popularity. As is often the case, however, attractive features such as 
these come only with associated disadvantages. For the photorefractive effect, the main disadvantage 
is one of speed. The nonlinearities come to steady state at a rate which is approximately inversely 
proportional to intensity. The fastest high-diffraction efficiency materials have response times of 
the order of 1 ms at 1 W/cm2. Even so, in certain applications, the characteristic slowness is not a 
disadvantage. In the first part of this chapter, we explain the basic mechanisms of the photorefrac-
tive effect. The second part deals with material selection considerations and the third part describes 
some typical applications. For the reader in need of an extensive overview of the photorefractive 
effect and its applications, we recommend a two-volume set edited by Gunter and Huignard and the 
three-volume updated version two.1

Grating Formation

The photorefractive effect is observed in materials which

1. Exhibit a linear electro-optic effect

2. Are photoconductive

3. Have a low dark conductivity
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Two laser beams record a photorefractive hologram when their interference pattern is incident 
on a photorefractive crystal (Fig. 1). Charge carriers are preferentially excited in the bright fringes 
and are then free to drift and diffuse until they recombine with traps, most likely in the darker 
regions of the interference pattern. In this way, a space charge builds up inside the crystal in 
phase with the interference pattern. The electric field of this space charge acts through the linear 
electro-optic effect to form a volume holographic refractive index grating in real time. Real time 
means that the development occurs with a time constant of the order of the response time of the 
photorefractive crystal. The writing beams then diffract from the hologram into each other. Even 
though the process depends on the linear electro-optic effect, which is second-order, the whole 
process acts effectively as a third-order nonlinearity as far as the writing beams are concerned, 
and third-order coupled-wave equations can be written for their amplitudes. It is important to 
notice that the electric field is spatially shifted by 90° with respect to the interference pattern 
because of the Gauss’s law integration that links the space charge to the electric field. The refrac-
tive index gradient is also shifted by ± °90 . This shift is possible because the refractive index per-
turbation depends on the direction of the electric field, not just on its magnitude. The direction 
of the grating shift is determined by the sign of the electro-optic coefficient and crystal orienta-
tion. This dependence on crystal orientation is due to the lack of inversion symmetry associated 
with the linear electro-optic coefficient: if the crystal is inverted through its origin, the sign of the 
phase shift changes. In uniaxial crystals, inversion corresponds simply to reversing the direction 
of the optic axis. These symmetry effects are intimately related to the origin of photorefractive 
beam amplification.

The reason that use of the linear electro-optic effect is important is that a Bragg-matched volume 
hologram should have the same period as the optical interference pattern that wrote it. The refrac-
tive index change should be directly proportional to the space charge electric field. This is only pos-
sible if the material displays the linear electro-optic effect leading to a refractive index distribution 
Δn r E ,∝ eff sc  where reff  is an effective electro-optic coefficient and Esc  is the space charge field. The 
lack of inversion symmetry needed by the linear electro-optic effect may be found in ferroelectric 

FIGURE 1 The photorefractive mechanism. Two laser beams intersect, form-
ing an interference pattern I(x). Charge is excited where the intensity is large and 
migrates to regions of low intensity. The electric field Esc associated with the resul-
tant space charge ρsc operates through the linear electro-optic coefficients to pro-
duce a refractive index grating Δn.

I = I0 (1 + m cos(kx))

A1 A2

Esc = ∫ r/e dx

Δn = 1/2 n3 Esc
p/2

r = r0 (1 + m cos(kx))
++ – – + – + –
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PHOTOREFRACTIVE MATERIALS AND DEVICES  12.3

materials such as barium titanate, optically active materials such as bismuth silicon oxide and cubic 
compound semiconductors such as GaAs and InP.

When the charge transport is purely diffusive, the magnitude of the spatial phase shift is 90°. 
However, in certain circumstances the phase shift can depart from 90°. This occurs if electric fields 
are applied to the crystal or if the crystal exhibits the photovoltaic effect2 so that drift mechanisms 
come into play, or, if the writing beams have different frequencies, so that the interference pattern 
moves in the crystal with the index grating lagging behind it.

The second requirement implies that the material should contain photoexcitable impurities. 
Direct band-to-band photoconductivity is usually not useful since it limits the optical interaction 
distances to rather small absorption depths.

The requirement for low dark conductivity ensures that the space charge can support itself 
against decay by leakage through background conduction.

The Standard Rate Equation Model

The simplest model, as formulated by Vinetskii and Kukhtarev,3 involves optical excitation of charge 
carriers. For the purposes of this introduction, we will assume that the carriers are electrons which 
can be excited from a donor species such as Fe2+ and which can recombine into an acceptor such as 
Fe3+.  Let n be the local number density of mobile excited electrons and N N ND = + + be the num-
ber density of the impurities or defects responsible for the photorefractive effect, where N+ is the 
number density of acceptor dopants (e.g., Fe3+) and N is the number density of donor dopants (e.g., 
Fe2+). Let NA be the number density of negative ions that compensate the excess positive charge of 
acceptor dopants when the charge is uniformly distributed in the dark. Neglecting the photovoltaic 
effect, we may write the following rate equations of generation and recombination, continuity, elec-
tric field (Poisson equation), and total drift and diffusion current:
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∂
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where s is proportional to the photoionization cross section σ σ( ),s hv= /  b is the dark genera-
tion rate, g is a recombination coefficient, j is the electric current density. At steady state, the space 
charge is determined by a balance between charge diffusion away from bright fringes and electro-
static repulsion from charge concentrations. Extensions of these equations to include the effects 
of electron-hole competition,4 multiple dopants,5,6 photovoltaic effects,7,8 and short pulse excita-
tion9 have been developed over the past few years. Nevertheless, the most important features of the 
photorefractive effect may be well-modeled by the simple equations shown here. Assuming that the 
number density of charge carriers is much less than the optically induced donor density perturba-
tion ( ),N N A

+ −  a situation that almost always holds, the rate equations can be linearized to give the 
following solution for the fundamental spatial Fourier component of the space charge field Esc  
induced by a sinusoidal optical fringe pattern of wave number kg and fringe visibility m when a dc 
field E0 is applied to the crystal:
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12.4  NONLINEAR OPTICS

where I0 is the total average intensity of the interacting beams, Eq and Ed are characteristic fields of 
maximum space charge and diffusion, respectively E k Tk e E eN kd B g q A g= =/ /, .ε  The response time t 
is given by

  τ
β

μ=
+

+ +
+ +

N

SN I s

E i E E

E i E E
A

D

d

d q( )

( )

( )0

0

0/
  (3)

where Em is the characteristic mobility field E N kA gμ γ μ= / . These results show that the steady-state 
space charge field is approximately independent of total intensity and that the response time is 
inversely proportional to total intensity if the intensity exceeds the saturation intensity b/s.

In the absence of a dc applied field, the fundamental Fourier component of the space charge 
field is purely imaginary, indicating a 90° spatial phase shift between the interference pattern and 
the index grating. The effect of an applied dc field is to increase the magnitude of the space charge 
field and to move the spatial phase shift from 90°. The 90° phase shift is optimal for two-beam 
coupling amplifiers, as will be indicated, and can be restored by inducing a compensating phase dif-
ference through detuning the writing beams from each other to cause the grating to lag behind the 
interference pattern.10 Alternatively, an ac applied field may be used to enhance the magnitude of 
the photorefractive grating and maintain the 90° phase shift.11,12 For externally pumped four-wave 
mixing, the 90° phase shift is not optimum, so the applied field-induced deviation of the phase shift 
is advantageous.13

Wave Interactions

Two-Beam Coupling Consider two laser beams writing a grating in a photorefractive medium 
as depicted in Fig. 2. The effect of the photorefractive nonlinearity on the writing beams can be 
described quite accurately by conventional coupled-wave theory. Coupled-wave equations for two-
beam coupling can be found by taking the slowly varying envelope approximation and substituting 
the optical electric fields into the scalar wave equation.14

  ∇ + =2 2 0E k E   (4)

where

  k
n

c

n n

c

( )
= =

+ω ω 0 Δ
  (5)

with Δn being the optically induced refractive index change.

FIGURE 2 Two-beam coupling amplification. Beams 1 and 4 write a dif-
fraction grating. Beam 1 diffracts from the grating to constructively interfere 
with and amplify beam 4. Beam 4 diffracts from the grating to destructively 
interfere with and attenuate beam 1.

Signal A4
Destructive
interference

Constructive
interference

Pump A1
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PHOTOREFRACTIVE MATERIALS AND DEVICES  12.5

The resultant coupled-wave equations read:
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  (6)

where I0 is sum of the intensities I1 and I4 of the interacting beams. The coupling constant γ  is 
related to the space charge field by

  γ ω
θ

= i

c

r n E m

cos
eff sc /3

2
  (7)

It is proportional to the effective electro-optic coefficient reff
15 and is real when the index grating is 

90° out of phase with the interference pattern (as in the case without an applied dc electric field, or 
with high-frequency ac applied fields). In that case, the coupled-wave equations show that beam 4 
is amplified at the expense of beam 1 if g is positive. The amplification effect can be explained in 
physical terms: the light diffracted by the grating from beam 1 interferes constructively with beam 4, 
so beam 4 is amplified. The light diffracted by the grating from beam 4 interferes destructively with 
beam 1, which consequently loses energy. At the same time, the phases of the interacting beams are 
preserved. If the spatial phase shift departs from 90° then the energy transfer effect becomes less, 
and phase coupling begins to appear.

The photorefractive beam coupling gain can be substantial in materials with large electro-optic 
coefficients. The intensity gain coefficient Γ  which characterizes the transfer of energy between two 
beams [Γ = + ∗γ γ ; see Eq. (8)] can exceed 60 cm–1 in BaTiO3

16 and in SBN.17 Such high gain makes 
possible the construction of devices such as photorefractive parametric oscillators and recursive 
image processors. In the high gain case, signal-to-noise issues become important. Generally, defects 
in photorefractive crystals act as scattering centers. In a process similar to amplified spontaneous 
emission, this scattered light can be very strongly amplified into a broad fan of light. This fanning 
effect18–20 is a significant source of noise for photorefractive image amplifiers, and considerable 
effort has been devoted to lessening the effect by growing more uniform crystals and making device 
design modifications.21, 22 On the other hand, the fanning effect can be a useful source of seed beams 
for various oscillators23, 24 or as the basis for optical limiters.25

In the undepleted pump approximation ( ),I I1 4>>  theoretical analysis is extremely simple: the 
gain is exponential, with amplitude gain coefficient simply g. But even in the pump depletion case, 
analysis is quite straightforward because, as in the case of second-harmonic generation, the nonlin-
ear coupled-wave equations can be solved exactly.14
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  (8)

where Γ = + ∗γ γ  and ′ = − ∗Γ ( ) .γ γ /2i  The physical implications of these equations are clear: 
for I4(0) exp ( ) ( ),Γz I<< 1 0  beam 4 is exponentially amplified; for I4(0) exp ( ) ( ),Γz I>> 1 0  beam 4 
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12.6  NONLINEAR OPTICS

receives all of the intensity of both input beams, and beam 1 is completely depleted. There is phase 
transfer only if g has an imaginary component. Linear absorption is accounted for simply by multi-
plying each of the intensity equations by exp (–az), where a is the intensity absorption coefficient.

The plane-wave transfer function of a photorefractive two-beam coupling amplifier may be 
used to determine thresholds (given in terms of γ �,  where � is the interaction length), oscilla-
tion intensities, and frequency pulling effects in unidirectional ring oscillators based on two-
beam coupling.26–29

Four-Wave Mixing Four-wave mixing and optical phase conjugation may also be modeled by 
plane-wave coupled-wave theories for four interacting beams13 (Fig. 3). In general, when all four 
beams are mutually coherent, they couple through four sets of gratings: (1) the transmission grating 
driven by the interference term ( ),A A A A1 4 2 3

∗ ∗+  (2) the reflection grating driven by ( ),A A A A2 4 1 3
∗ ∗+  

(3) the counterpropagating pump grating ( ),A A1 2
∗  and (4) the signal/phase conjugate grating 

( ).A A3 4
∗  The theories can be considerably simplified by modeling cases in which the transmission 

grating only or the reflection grating only is important. The transmission grating case may be 
experimentally realized by making beams 1 and 4 mutually coherent but incoherent with beam 2 
(and hence beam 3, which is derived directly from beam 2). The four-wave mixing coupled-wave 
equations can be solved analytically in several useful cases by taking advantage of conservation rela-
tions inherent in the four-wave mixing process,30, 31 and by using group theoretic arguments.32 Such 

FIGURE 3 Four-wave mixing phase conjugation. (a) Beams 1 and 
2 are pump beams, beam 4 is the signal, and beam 3 is the phase con-
jugate. All four interaction gratings are shown: reflection, transmission, 
counterpropagating pump, and signal/phase conjugate. Beam 1 interferes 
with beam 4 and beam 2 interferes with beam 3 to write the transmis-
sion grating. Beam 2 interferes with beam 4 and beam 1 interferes with 
beam 3 to write the reflection grating. Beam 1 interferes with beam 2 
to write a counterpropagating beam grating, as do beams 3 and 4. (b) If 
beams 1 and 4 are mutually incoherent, but incoherent with beam 2, only 
the transmission grating will be written. This interaction is the basis for 
many self-pumped phase conjugate mirrors.

Signal A4

(a)

(b)

Phase conjugate A3

Phase conjugate A3

Pump A1

Pump A2

Pump A1

Pump A2

Signal A4
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PHOTOREFRACTIVE MATERIALS AND DEVICES  12.7

analytic solutions are of considerable assistance in the design and understanding of various four-
wave mixing devices. But as in other types of four-wave mixing, the coupled-wave equations can be 
linearized by assuming the undepleted pump approximation. Considerable insight can be obtained 
from these linearized solutions.13 For example, they predict phase conjugation with gain and self-
oscillation. The minimum threshold for phase conjugation with gain in the transmission grating 
case is γ � ln( ) . ,= + ≈2 1 2 1 76  whereas the minimum threshold for the usual χ( )3  nonlinearities is 
γ π� = ≈i i/4 0.79 .  

Self-oscillation (when the phase conjugate reflectivity tends to infinity) can only be achieved if 
the coupling constant is complex. In the χ( )3  case this is the normal state of affairs, but in the pho-
torefractive case, as mentioned, it requires some additional effect such as provided by applied elec-
tric fields, photovoltaic effect, or frequency detuning. Photorefractive four-wave mixing thresholds 
are usually higher than the corresponding χ( )3  thresholds because photorefractive symmetry implies 
that either the signal or the phase conjugate tend to be deamplified in the interaction. In the χ( )3  
case, both signals and phase conjugate can be amplified. This effect results in the fact that while the 
optimum pump intensity ratio is unity in the χ( )3  case, the optimum beam intensities are asymmet-
ric in the photorefractive case. A consequence of the interplay between self-oscillation and coupling 
constant phase is that high-gain photorefractive phase conjugate mirrors tend to be unstable. Even if 
the crystal used is purely diffusive, running gratings can be induced which cause the coupling con-
stant to become complex, giving rise to self-oscillation instabilities.33,34

Anisotropic Scattering Because of the tensor nature of the electro-optic effect, it is possible to 
observe interactions with changing beam polarization. One of the most commonly seen examples 
is the anisotropic diffraction ring of ordinary polarization that appears on the opposite side of the 
amplified beam fan when a single incident beam of extraordinary polarization propagates approxi-
mately perpendicular to the crystal optic axis.35–37 Since the refractive indices for ordinary and 
extraordinary waves differ from each other, phase matching for such an interaction can only be sat-
isfied along specific directions, leading to the appearance of phase-matched rings. There are several 
other types of anisotropic scattering, such as broad fans of scattered light due to the circular photo-
voltaic effect,38 and rings that appear when ordinary and extraordinary polarized beams intersect in 
a crystal.39

Oscillators with Photorefractive Gain and Self-Pumped 
Phase Conjugate Mirrors

Photorefractive beam amplification makes possible several four-wave mixing oscillators, includ-
ing the unidirectional ring resonator and self-pumped phase conjugate mirrors (SPPCMs). The 
simplest of these is the linear self-pumped phase conjugate mirror.40 Two-beam coupling photore-
fractive gains supports oscillation in a linear cavity (Fig. 4a). The counterpropagating oscillation 
beams pump the crystal as a self-pumped phase conjugate mirror for the incident beam. The phase 
conjugate reflectivity of such a device can theoretically approach 100 percent, with commonly 
available crystals. In practice, the reflectivity is limited by parasitic fanning loss. Other types of self-
pumped phase conjugate mirrors include the following. The semilinear mirror, consisting of a linear 
mirror with one of its cavity mirrors removed40 (Fig. 4b). The ring mirror (transmission grating41 
and reflection grating42 types). The transmission grating type is shown in Fig. 4c. The double phase 
conjugate mirror43 (Fig. 4d). This device is also sometimes known as a mutually pumped phase 
conjugator (MPPC). Referring to Fig. 4b, it can be seen that the double phase conjugate mirror is 
part of the semilinear mirror. Several variants involving combinations of the transmission grat-
ing ring mirror and double phase conjugate mirror: the cat mirror23 (Fig. 4e) so named after its 
first subject, frogs legs44 (Fig. 4 f), bird-wing45 (Fig. 4g), bridge46 (Fig. 4h), and mutually incoherent 
beam coupler47 (Fig. 4i). The properties of these devices are sometimes influenced by the additional 
simultaneous presence of reflection gratings and gratings written between the various pairs of coun-
terpropagating beams. The double phase conjugate mirror can be physically understood as being 
supported by a special sort of photorefractive self-oscillation in which beams 2 and 4 of Fig. 3 are 
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12.8  NONLINEAR OPTICS

FIGURE 4 Self-pumped phase conjugate mirrors: those with exter-
nal feedback: (a) linear; (b) semilinear; (c) ring; those self-contained in 
a single crystal with feedback (when needed) provided by total internal 
reflection; (d ) double phase conjugate mirror; (e) cat; ( f ) frogs’ legs; 
(g) bird-wing; (h) bridge; and (i) mutually incoherent beam coupler.
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PHOTOREFRACTIVE MATERIALS AND DEVICES  12.9

taken as strong and depleted. The self-oscillation threshold for the appearance of beams 1 and 3 is 
γ �= 2 0.  with purely diffusive coupling.48 It can be shown that a transmission grating ring mirror 
with coupling constant γ �  is equivalent in the plane-wave theory to a double phase conjugate mir-
ror with coupling constant 2γ �.49

The matter of whether the various devices represent the results of absolute instabilities or con-
vective instabilities has been the subject of some debate.50, 51

Stimulated Photorefractive Scattering

It is natural to ask whether there is a photorefractive analogue to stimulated Brillouin scattering 
(SBS, a convective instability). In SBS, an intense laser beam stimulates a sound wave whose phase 
fronts are the same as those of the incident radiation. The Stokes wave reflected from the sound 
grating has the same phase fronts as the incident beam, and is traveling in the backward phase con-
jugate sense. The backward wave experiences gain because the sonic grating is 90° spatially out of 
phase with the incident beam. In the photorefractive case, the required 90° phase shift is provided 
automatically, so that stimulated photorefractive scattering (SPS) can be observed without any 
Stokes frequency shift.52,53 However, the fidelity of SPS tends to be worse than that of SBS because 
the intensity gain discrimination mechanism is not as strong, as can be seen by examining the cou-
pled-wave equations in each case.54

(e)

1 2

(g) (h)

(i)

(f)

Input

Phase
conjugate

FIGURE 4 (Continued)
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12.10  NONLINEAR OPTICS

Time-Dependent Effects

Time-dependent coupled-wave theory is important for studying the temporal response and tem-
poral stability of photorefractive devices. Such a theory can be developed by including a differential 
equation for the temporal evolution of the grating. The spatiotemporal two-beam coupled-wave 
equations can be written, for example, as
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  (9)

where t is an intensity-dependent possibly complex response time determined from photorefrac-
tive charge transport models. Models like this can be used to show that the response time for beam 
amplification and deamplification is increased by a factor of γ �  over the basic photorefractive 
response time t.55 The potential for photorefractive bistability can be studied by examining the sta-
bility of the multiple solutions of the steady-state four-wave mixing equations. In general, there is 
no reversible plane-wave bistability except when other nonlinearities are included in photorefractive 
oscillator cavities.56,57 (See the section on “Thresholding.”) Temporal instabilities generate interest-
ing effects such as deterministic chaos, found both experimentally58 and theoretically59,60 in high-
gain photorefractive devices.

Influence of the Nonlinearity on Beam Spatial Profiles

In modeling the changes in the transverse cross section of beams as they interact, it is necessary to go 
beyond simple one-dimensional plane-wave theory. Such extensions are useful for analyzing fidelity of 
phase conjugation and image amplification, and for treating transverse mode structure in photorefrac-
tive oscillators. Several different methods have been used to approach the transverse profile problem.61 
In the quasi-plane-wave method, one assumes that each beam can be described by a single plane wave 
whose amplitude varies perpendicular to its direction of propagation. The resulting two-dimensional 
coupled partial differential equations give good results when propagative diffraction effects can be 
neglected.62 Generalization of the one-dimensional coupled-wave equations to multi-coupled wave 
theory also works quite well,63 as does the further generalization to coupling of continuous distribu-
tions of plane waves summed by integration.20 This latter method has been used quite successfully to 
model beam fanning.20 The split-step beam propagation method has also been used to include diffrac-
tive beam propagation effects as well as nonlinear models of the optically induced grating formation.64

Spatiotemporal instabilities have been studied in phase conjugate resonators.65,66 These instabili-
ties often involve optical vortices.67

12.2 MATERIALS

Introduction

Photorefractive materials have been used in a wide variety of applications, as will be discussed later. 
These materials have several features which make them particularly attractive.

• The characteristic phase shift between the writing intensity pattern and the induced space charge 
field leads to energy exchange between the two writing beams, amplified scattered light (beam 
fanning), and self-pumped oscillators and conjugators.
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PHOTOREFRACTIVE MATERIALS AND DEVICES  12.11

• Photorefractive materials can be highly efficient at power levels obtained using CW lasers. Image 
amplification with a gain of 400068 and degenerate four-wave mixing with a reflectivity of 2000 
percent69 have been demonstrated.

• In optimized bulk photorefractive materials, the required energy to write a grating can approach 
that of photographic emulsion (50 μJ/cm2), with even lower values of write energy measured in 
photorefractive multiple quantum wells.

• The response time of most bulk photorefractive materials varies inversely with intensity. Gratings 
can be written with submillisecond response times at CW power levels and with nanosecond 
response times using nanosecond pulsed lasers. Most materials have a useful response with pico-
second lasers.

• The high dark resistivity of oxide photorefractive materials allows the storage of holograms for 
time periods up to a year in the dark.

In spite of the great appeal of photorefractive materials, they have specific limitations which have 
restricted their use in practical devices. For example, oxide ferroelectric materials are very efficient, 
but are rather insensitive. Conversely, the bulk compound semiconductors are extremely sensitive, 
but suffer from low efficiency in the absence of an applied field. In this section we will first review 
the figures of merit used to characterize photorefractive materials, and then discuss the properties of 
the different classes of materials.

Figures of Merit

The figures of merit for photorefractive materials can be conveniently divided into those which 
characterize the steady-state response, and those which characterize the early portion of the 
transient response70–72 Most applications fall into one or the other of these regimes, although 
some may be useful in either regime. For example, aberration correction, optical limiting, and 
laser coupling are applications which generally require operation in the steady state. On the other 
hand, certain optical processing applications require a response only to a given level of index 
change or efficiency, and are thus better characterized by the initial recording slope of a photore-
fractive grating.

Steady-State Performance The steady-state change in the refractive index is related to the space 
charge electric field by

  Δn n r Ebss eff sc= 1

2
3   (10)

where nb is the background refractive index, reff is the effective electro-optic coefficient (which 
accounts for the specific propagation direction and optical polarization in the sample), and Esc is 
the space charge electric field. For large grating periods where diffusion limits the space charge field, 
the magnitude of the field is independent of material parameters and thus Δn n rbss eff∝ .3  In this case 
(which is typical for many applications), the ferroelectric oxides are favored, because of their large 
electro-optic coefficients. For short grating periods or for very large applied fields, the space charge 
field is trap-limited and Δn n rbss eff /∝ ,3 εr  where er is the relative dielectric constant.

The temporal behavior of the local space charge field in a given material depends on the details 
of the energy levels which contribute to the photorefractive effect. In many cases, the buildup or 
decay of the field is exponential. The fundamental parameter which characterizes this transient 
response is the write or erase energy Wsat. In many materials the response time t at an average inten-
sity I0 is simply given by

  τ = W Isat / 0  (11)
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12.12  NONLINEAR OPTICS

This clearly points out the dependence of the response time on the intensity. As long as enough 
energy is provided, photorefractive gratings can be written with beams ranging in intensity from 
mW/cm2 to MW/cm2. The corresponding response time can be calculated simply from Eq. (11).

In the absence of an applied or photovoltaic field (assuming only a single charge carrier), the 
response time can be written as70

  τ τ π= +di /( )1 4 2 2 2Ld gΛ   (12)

where tdi is the dielectric relaxation time, Ld is the diffusion length, and Λg is the grating period. The 
diffusion length is given by

  L k T ed r B=( )μτ / /1 2   (13)

where m is the mobility, tr is the recombination time, kB is Boltzmann’s constant, T is the tempera-
ture, and e is the charge of an electron. The dielectric relaxation time is given by

  τ ε ε σ σdi /(= +r d p0 )   (14)

where sd is the dark conductivity and sp is the photoconductivity, given by

  σ α μτp re I hv= 0 /   (15)

where a is the absorption coefficient.
In as-grown oxide ferroelectric materials, the diffusion length is usually much less than the grat-

ing period. In this case, the response time is given by

  τ τ= di   (16)

In addition, the contribution from dark conductivity in Eq. (14) can be neglected for intensities 
greater than ~mW/cm2. In this regime, materials with large values of absorption coefficient and 
photoconductivity (mtr) are favored.

In bulk semiconductors, the diffusion length is usually much larger than the grating period. In 
this case, the response time is given by

  τ τ π≈ di
2/( )4 2 2Ld gΛ   (17)

If we again neglect the dark conductivity in Eq. (14), then

  τ πε α≈ k T e IB g/ 22
0Λ   (18)

In this regime, materials with small values of dielectric constant and large values of absorption 
coefficient are favored. For a typical bulk semiconductor with ε αr ≈ = −12 1 1, ,cm  and Λg = ,1 μm  
we find Wsat J/cm≈100 2μ . This saturation energy is comparable to that required to expose 
high resolution photographic emulsion. In photorefractive multiple quantum wells (with 
α ≈ −1013 1cm ), the saturation energy can be much smaller. Note finally that an applied field leads to 
an increase in the write energy in the bulk semiconductors.72

Transient Performance In the transient regime, we are typically concerned with the time or 
energy required to achieve a design value of index change or diffraction efficiency. This generally 
can be obtained from the initial recording slope of a photorefractive grating. One common figure of 
merit which characterizes the recording slope is the sensitivity, 70–72 defined as the index change per 
absorbed energy per unit volume:

  S n I n W= =Δ Δ/ / satα τ α0   (19)
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PHOTOREFRACTIVE MATERIALS AND DEVICES  12.13

In the absence of an applied field and for large diffusion lengths, we find the limiting value of the 
sensitivity:

  S n r hv meb g≈1 4 3
0/ / /effπ ε ε( )( )Λ   (20)

where m is the modulation index.
We will see that the only material dependence in the limiting sensitivity is through the figure of 

merit nb
3reff /ε.  This quantity varies little from material to material. Using typical values of the mate-

rials parameters and assuming Λg = 1μm,  we find the limiting value S = 400 cm3/kJ. Values in this 
range are routinely observed in the bulk semiconductors. In the as-grown ferroelectric oxides, in 
which the diffusion length is generally less than the grating period, the sensitivity values are typically 
two to three orders of magnitude smaller.

Comparison of Materials In the following sections, we will briefly review the specific properties 
of photorefractive materials, organized by crystalline structure. To introduce this discussion, we 
have listed relevant materials parameters in Table 1. This table allows the direct comparison among 
BaTiO3, Sn2P2S6 (SPS), Bi12SiO20 (BSO), and GaAs, which are representative of the four most com-
mon classes of photorefractive materials.

The distinguishing feature of BaTiO3 is the magnitude of its electro-optic coefficients, leading 
to large values of steady-state index change. The sillenites are distinguished by their large value of 
recombination time, leading to a larger photoconductivity and diffusion length. The compound 
semiconductors are distinguished by their large values of mobility, leading to very large values of 
photoconductivity and diffusion length. Note also the different spectral regions covered by these 
four materials.

Ferroelectric Materials

The photorefractive effect was first observed in ferroelectric oxides that were of interest for electro-
optic modulators and second-harmonic generation.73 Initially, the effect was regarded as “optical 

TABLE 1 Materials Parameters for BaTiO3, BSO, and GaAs

Material Class Ferroelectric Oxide 
Ferroelectirc 

Nonoxide Sillenite
Compound 

Semiconductor

Material BaTiO3 Sn2P2S6 BSO GaAS

Wavelength range (μm) 0.4–1.1 0.65–1.3 0.45–0.65 0.9–1.3

Electro-optic coefficient reff
 (pm/V)

100(r33)
1640(r42)

174(r11)
92(r21)

140(r31)
–25(r51)

4(r41) 1.4(r41)

Dielectric constant 135(e33)
3700(e11)

230–300
(e11)

56 13.2

n rb
3

eff / pm/Vε( )  10(r33)
6(r42)

18(r11) 1.4 3.3

Mobility m(cm2/V-s) 0.01 0.1 6000

Recombination time tr (s) 10–8 10–6
 3 10 8× −  

Diffusion length Ld (μm) 0.01 0.55 0.5 20

Photoconductivity μtr (cm2/V) 10–10
 1 6 10 7. × −  10–7

1 8 10 4. × −  

(The parameters in bold type are particularly distinctive for that material.)
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12.14  NONLINEAR OPTICS

damage” that degraded device performance.74 Soon, however, it became apparent that refractive 
index gratings could be written and stored in these materials.75 Since that time, extensive research 
on material properties and device applications has been undertaken.

The photorefractive ferroelectric oxides can be divided into three structural classes: ilmenites 
(LiNbO3, LiTaO3), perovskites [BaTiO3, KNbO3, KTa1–x, NbxO3(KTN)], and tungsten bronzes [Sr1–x
BaxNb2O6(SBN), Ba2NaNb5O15(BNN) and related compounds]. In spite of their varying crystal 
structure, these materials have several features in common. They are transparent from the bandgap 
(~350 nm) to the intrinsic IR absorption edge near 4 μm. Their wavelength range of sensitivity is 
also much broader than that of other photorefractive materials. For example, useful photorefractive 
properties have been measured in BaTiO3 from 442 nm76 to 1.09 μm,77 a range of a factor of 2 1

2
. 

Ferroelectric oxides are hard, nonhygroscopic materials—properties which are advantageous for the 
preparation of high-quality surfaces. Their linear and nonlinear dielectric properties are inherently 
temperature-dependent, because of their ferroelectric nature. As these materials are cooled below 
their melting point, they undergo a structural phase transition to a ferroelectric phase. Additional 
transitions may occur in the ferroelectric phase on further lowering of the temperature. In gen-
eral, samples in the ferroelectric phase contain regions of differing polarization orientation called 
domains, leading to a reduction in the net polar properties of the sample. To make use of the electro-
optic and nonlinear optic properties of the ferroelectric oxides, these domains must be aligned to a 
single domain state. This process, called poling, can take place during the growth process, or more 
commonly, after polydomain samples have been cut from an as-grown boule.

Growth of large single crystals of ferroelectric oxides has been greatly stimulated by the intense 
interest in photorefractive and nonlinear optic applications. Currently, most materials of interest are 
commercially available. However, considerably more materials development is required before opti-
mized samples for specific applications can be purchased.

Lithium Niobate and Lithium Tantalate LiNbO3 was the first material in which photorefractive 
“damage” was observed.73 This material has been developed extensively for frequency conver-
sion and integrated optics applications. It is available in large samples with high optical quality. 
For photorefractive applications, iron-doped samples are generally used. The commonly observed 
valence states are Fe2+ and Fe3+. The relative populations of these valence states can be controlled 
by annealing in an atmosphere with a controlled oxygen partial pressure. In a reducing atmosphere 
(low oxygen partial pressure), Fe2+ is favored, while Fe3+ is favored in an oxidizing atmosphere. The 
relative Fe2+/Fe3+ population ratio will determine the relative contributions of electrons and holes 
to the photoconductivity.78 When Fe2+ is favored, the dominant photocarriers are electrons; when 
Fe3+ is favored, the dominant photocarriers are holes. In most oxides, electrons have higher mobili-
ties, so that electron-dominated samples yield faster photorefractive response times. Even in heavily 
reduced LiNbO3, the write energy is rarely lower than 10 J/cm2, so this material has not found use 
for real-time applications. The properties of LiTaO3 are essentially the same as those of LiNbO3.

Currently, the most promising application of LiNbO3 is for holographic storage. LiNbO3 is nota-
ble for its very large value of dark resistivity, leading to very long storage times in the dark. In addi-
tion, the relatively large write or erase energy of LiNbO3 makes this material relatively insusceptibe 
to erasure during readout of stored holograms.

Improved retention of stored holograms can be obtained by fixing techniques. The most com-
mon fixing approach makes use of complementary gratings produced in an ionic species which is 
not photoactive.79, 80 Typically, one or more holograms are written into the sample by conventional 
means. The sample is then heated to 150°C, where it is annealed for a few hours. At this tempera-
ture, a separate optically inactive ionic species is thermally activated and drifts in the presence of the 
photorefractive space charge field until it compensates this field. The sample is then cooled to room 
temperature to “freeze” the compensating ion grating. Finally, uniform illumination washes out the 
photorefractive grating and “reveals” the permanent ion grating.

Another important feature of LiNbO3 for storage applications is the large values of diffraction 
efficiency (approaching 100 percent for a single grating) which can be obtained. These large efficien-
cies arise primarily from the large values of space charge field, which, in turn, result from the very 
large value of photovoltaic field.
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PHOTOREFRACTIVE MATERIALS AND DEVICES  12.15

Barium Titanate BaTiO3 was one of the first ferroelectric materials to be discovered, and also one 
of the first to be recognized as photorefractive.81 The particular advantage of BaTiO3 for photore-
fractive applications is the very large value of the electro-optic coefficient r42 (see Table 1), which, in 
turn, leads to large values of grating efficiency, beam-coupling gain, and conjugate reflectivity. For 
example, four-wave mixing reflectivities as large as 20 have been observed,69 as well as an image 
intensity gain of 4000.68

After the first observation of the photorefractive effect in BaTiO3 in 1970, little further research 
was performed until 1980 when Feinberg et al.82 and Krätzig et al.83 pointed out the favorable fea-
tures of this material for real-time applications. Since that time, BaTiO3 has been widely used in a 
large number of experiments in the areas of optical processing, laser power combining, spatial light 
modulation, optical limiting, and neural networks.

The photorefractive properties of BaTiO3 have been reviewed in Ref. 84. Crystals of this mate-
rial are grown by top-seeded solution growth in a solution containing excess TiO2.

85 Crystal growth 
occurs while cooling the melt from 1400 to 1330°C. At the growth temperature, BaTiO3 has the 
cubic perovskite structure, but on cooling through Tc = 132�C, the crystal undergoes a transition to 
the tetragonal ferroelectric phase. Several approaches to poling have been successfully demonstrated. 
In general, the simplest approach is to heat the sample to just below or just above the Curie temper-
ature, apply an electric field, and cool the sample with the field present.

Considerable efforts have been expended to identify the photorefractive species in as-grown 
BaTiO3. Early efforts suggested that transition metal impurities (most likely iron) were responsible.86 
In later experiments, samples grown from ultrapure starting materials were still observed to be pho-
torefractive.87 In this case, barium vacancies have been proposed as the dominant species.88 Since 
that time, samples have been grown with a variety of transition metal dopants. All dopants produce 
useful photorefractive properties, but cobalt-doped samples89 and rhodium-doped samples90 appear 
particularly promising, because of their reproducible high gain in the visible and enhanced sensitiv-
ity in the infrared.90

One particular complication in developing a full understanding of the photorefractive prop-
erties of BaTiO3 is the presence of shallow levels in the bandgap, in addition to the deeper 
levels typically associated with transition-metal impurities or dopants. The shallow levels are 
manifested in several ways. Perhaps the most prominent of these is the observation that the 
response time (and photoconductivity) of as-grown samples does not scale inversely with 
intensity [see Eq. (11)], but rather has a dependence of the type τ ~ ( )Io

x−  is observed, where
x = 0.6−1.0.81–84,91 Several models relating to the sublinear behavior of the response time and photo-
conductivity to shallow levels have been reported.92–95

The characteristic sublinear variation of response time with intensity implies that the write or 
erase energy Wsat increases with intensity, which is a clear disadvantage for high-power, short-pulse 
operation. Nevertheless, useful gratings have been written in BaTiO3 using nanosecond pulses96,97 
and picosecond pulses.98 Another manifestation of the presence of shallow levels is intensity-
dependent absorption.99 The shallow levels have been attributed to oxygen vacancies or barium 
vacancies, but no unambiguous identification has been made to date.

The major limitation of BaTiO3 for many applications is the relatively slow response time of this 
material at typical CW intensity levels. In as-grown crystals, typical values of response time are 0.1 
to 1 s at 1 W/cm2. These values are approximately three orders of magnitude longer than theoretical 
values determined from the band transport model (see “Steady-State Performance”), or from more 
fundamental arguments.100,101

Two different approaches have been studied to improve the response time of BaTiO3. In the first, 
as-grown samples can be operated at an elevated temperature (but below the Curie temperature). In 
a typical experiment (see Fig. 5), an improvement in response time by two orders of magnitude was 
observed102 when different samples were operated at 120°C. In some of these samples, the magni-
tude of the peak beam-coupling gain did not vary significantly with temperature. In these cases, the 
improvement in response time translates directly to an equivalent improvement in sensitivity.

While operation at an elevated temperature may not be practical for many experiments, the 
importance of the preceding experiment is that it demonstrates the capability for improvement in 
response time, based on continuing materials research.
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12.16  NONLINEAR OPTICS

Other materials research efforts concentrated on studies of new dopants, as well as heat treatments 
in reducing atmospheres.88,89,103,104 The purpose of the reducing treatments is to control the valence 
states of the dopants to produce beneficial changes of the trap density and the sign of the dominant 
photocarrier. While some success has been achieved,89,104 a considerably better understanding of the 
energy levels in the BaTiO3 bandgap is required before substantial further progress can be made.

Potassium Niobate KNbO3 is another important photorefractive material with the perovskite 
structure. It undergoes the same sequence of phase transitions as BaTiO3, but at higher transition 
temperatures. At room temperature it is orthorhombic, with large values of the electro-optic coef-
ficients r42 and r51.

KNbO3 has been under active development for frequency conversion and photorefractive experi-
ments since 1977 (Ref. 70). Unlike BaTiO3, undoped samples of KNbO3 have weak photorefractive 
properties. Iron doping has been widely used for photorefractive applications,70 but other transition 
metals have also been studied.

Response times in as-grown KNbO3 at 1 W/cm2 are somewhat faster than those of BaTiO3, but 
are still several orders of magnitude longer than the limiting value. The most common approach 

FIGURE 5 Measured response time as a function of temperature 
for four samples of BaTiO3. The measurement wavelength was 515 nm 
and the grating period was 0.79 μm.
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PHOTOREFRACTIVE MATERIALS AND DEVICES  12.17

to improving the response time of KNbO3 is electrochemical reduction. In one experiment at 
488 nm,101 a photorefractive response time of 100 μs at 1 W/cm2 was measured in a reduced sample. 
This response time is very close to the limiting value, which indicates again the promise for faster 
performance in all the ferroelectric oxides.

Strontium Barium Niobate and Related Compounds Sr1–xBaxNb2O6 (SBN) is a member of 
the tungsten bronze family,105 which includes materials such as Ba2NaNb5O15 (BNN) and 
Ba1–xSrxK1–yNayNb5O15(BSKNN). SBN is a mixed composition material with a phase transition 
temperature which varies from 60 to 200°C as x varies from 0.75 to 0.25. Of particular interest is the 
composition SBN-60, which melts congruently,106 and is thus easier to grow with high quality. SBN 
is notable for the very large values of the electro-optic tensor component r33. In other materials such 
as BSKNN, the largest tensor component is r42. In this sense it resembles BaTiO3.

In general, the tungsten bronze system contains a large number of mixed composition materi-
als, thus offering a rich variety of choices for photorefractive applications. In general, the crystalline 
structure is quite open, with only partial occupancy of all lattice sites. This offers greater possibilities 
for doping, but also leads to unusual properties at the phase transition, due to its diffuse nature.105

The photorefractive properties of SBN were first reported in 1969,107 very soon after gratings were 
first recorded in LiNbO3. Since that time, there has been considerable interest in determining the 
optimum dopant for this material. The most common dopant has been cerium.108–110 Cerium-doped 
samples can be grown with high optical quality and large values of photorefractive gain.111,112 Another 
promising dopant is rhodium, which also yields high values of gain coefficient.113

As with BaTiO3 and KNbO3, as-grown samples of SBN and other tungsten bronzes are relatively 
slow at an intensity of 1 W/cm2.114 Doping and codoping has produced some improvement. In addi-
tion, the use of an applied dc electric field has led to improvement in the response time.115

The photorefractive effect has also been observed in fibers of SBN.116 The fiber geometry has 
promise in holographic storage architectures.

Tin Hypothiodiphosphate Sn2P2S6 has been known as a ferroelectric since 1974,117 but has been 
investigated as a photorefractive material only since 1991.118 Its Curie point is 337 K, only a few tens of 
degrees above room temperature, so its electro-optic coefficients are expected to be high (Table 1). It is 
distinguished from the ferroelectric oxide photorefractives by its useful wavelength range and speed of 
response. Its bandgap is narrower than that of typical photorefractive oxides, so its wavelength range is 
pushed deeper into the infrared, and will operate with high gain from 0.65 to 1.3 μm119,120 and at least 
as far as 1.55 μm for tellurium doped crystals.121 There are several variants of nominally undoped mate-
rial, known by their color (type I yellow, type II yellow, and modified brown), as well as doped crystals, 
each with their different characteristics. The properties of type I yellow crystals depend on their history 
of illumination, and are characterized by the existence of a photoinduced fast grating mediated by posi-
tive charge carriers and a thermally induced slow grating mediated by electrons. By virtue of the fact that 
these are due to oppositely charged carriers, they are 180° out of phase with each other, and tend to cancel 
each other out. In type II yellow crystals, the slow grating is suppressed, thus improving the steady-state 
gain.122 The response time of the fast grating at 1.06 μm is 300 ms at 1W/cm–2 and is inversely propor-
tional to intensity while the response time of the slow grating is of the order of 100 s, and is approxi-
mately independent of intensity. Brown crystals are produced by modifying the vapor transport crystal 
growth method in such a way as to increase the concentration of intrinsic defects. Typical photorefractive 
properties for type II, brown, and Te-doped crystals are shown in Table 2.

Cubic Oxides (Sillenites)

The cubic oxides are notable for their high photoconductivity, leading to early applications for spa-
tial light modulation123 and real-time holography using the photorefractive effect.124 The commonly 
used sillenites are Bi12SiO20 (BSO), Bi12GeO20 (BGO), and Bi12TiO20(BTO). Some relevant properties 
of these materials are listed in Table 3.

The sillenites are cubic and noncentrosymmetric, with one nonzero electro-optic tensor compo-
nent r41. The magnitude of r41 in the sillenites is small, ranging from approximately 4 to 6 pm/V in the 
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12.18  NONLINEAR OPTICS

visible. In addition, the sillenites are optically active, with a rotatory power (at 633 nm) of 21°/mm in 
BSO and BGO, and 6°/mm in BTO. These values increase sharply at shorter wavelengths. The optical 
activity of the sillenites tends to reduce the effective gain or diffraction efficiency of samples with nor-
mal thickness, but in certain experiments it also allows the use of an output analyzer to reduce noise.

The energy levels due to defects and impurities tend to be similar in each of the sillenites. In spite 
of many years of research, the identity of the photorefractive species is still not known. It is likely 
that intrinsic defects such as metal ion vacancies play an important role. With only one metal ion 
for each 12 bismuth ions and 20 oxygen ions, small deviations in metal ion stoichiometry can lead 
to large populations of intrinsic defects. In each of the sillenites, the effect of the energy levels in the 
bandgap is to shift the fundamental absorption edge approximately 100 nm to the red.

BSO and BGO melt congruently and can be grown from stoichiometric melts by the Czochralski 
technique. On the other hand, BTO melts incongruently and is commonly grown by the top-seeded 
solution growth technique, using excess Bi2O3. BTO is particularly interesting for photorefractive appli-
cations (compared with BSO and BGO), because of its lower optical activity at 633 nm and its slightly 
larger electro-optic coefficient (5.7 pm/V).125 It has been studied extensively at the Ioffe Institute in 
Russia, where both material properties and device applications have been examined.126–128

In the sillenites it is very common to apply large dc or ac electric fields to enhance the photorefrac-
tive space charge field, and thus provide useful values of gain or diffraction efficiency. A dc field will 
increase the amplitude of the space charge field, but the spatial phase will decrease from the value of 
90° which optimizes the gain. In order to restore the ideal 90° phase shift, moving grating techniques 
are typically used.129,130 By contrast, an ac field can enhance the amplitude of the space charge field, 
while maintaining the spatial phase at the optimum value of 90°.12 In this case, the best performance is 
obtained when a square waveform is used, and when the period is long compared with the recombina-
tion time, and short compared with the grating formation time. Both dc and ac field techniques have 
produced large gain enhancements in sillenites and semiconductors, but only when the signal beam 
is very weak, i.e., when the pump/signal intensity ratio is large. As the amplitude of the signal beam 
increases, the gain decreases sharply, by an amount which cannot be explained by pump depletion. 
This effect is significant for applications such as self-pumped phase conjugation, in which the buildup 
of the signal wave will reduce the effective gain and limit the device performance.

TABLE 2 Typical Photorefractive Parameters of Various Sn2P2S6 Crystals at Two Light Wavelengths 

Sn2P2S6 Sample l (nm) ax(cm–1)  Γmax( )cm 1−   t (ms) Neff 1016 cm–1

Yellow type II 633 0.5 4–7 10–50 0.7
 780 0.2 2–5 100 0.2
Brown 633 5.7 38 4 2.5
 780 1.0 18 10 0.7
Te-doped (1%) 633 1.0 10 2.5 0.9
 780 0.4 6 7 1.0

l, without pre-illumination; ax, absorption coefficient for x-polarized light; Γmax ,  maximal two-wave mixing gain: t, 
faster response time at a grating spacing of 1 μm and scaled to a light intensity of 1 W/cm–2; Neff , effective trap density. (After 
Grabar et al.117)

TABLE 3 Material Properties of BSO, BGO, and BTO

 Material BSO BGO BTO

Wavelength range (μm) 0.5–0.65 0.5–0.65 0.6–0.75
Electro-optic coefficient r41 (pm/V) 4.5 3.4 5.7
n rb

3
41( )pm/V   81 56 89

Dielectric constant 56 47 48
n rb

3
41 / pm/Vε ( )   1.4 1.2 1.9

Optical activity at 633 nm (degrees/mm) 21 21 6
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A typical plot of intensity gain in BTO as a function of beam ratio for several values of ac square-
wave voltage amplitude is given in Fig. 6.127 Note that the highest gain is observed only for a beam 
ratio on the order of 105 (small signal limit). The simplest physical description of this nonlinearity 
is that the internal space charge field is clamped to the magnitude of the applied field; this condition 
only impacts performance for decreasing beam ratios (large signal limit). In a carefully established 
experiment using a very large beam ratio (105), gain coefficients approaching 35 cm–1 have been 
measured using an ac square wave field with an amplitude of 10 kV/cm (see Fig. 7).131

FIGURE 7 Measured gain coefficient as a function 
of grating spacing in BTO. The measurement wavelength 
was 633 nm, the applied field was a 60-Hz ac square 
wave, and the beam ratio was 105. The individual points 
are experimental data; the solid curves are fits using the 
basic band transport model.
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Bulk Compound Semiconductors

The third class of commonly used photorefractive materials consists of the compound semicon-
ductors (Si and Ge are cubic centrosymmetric materials, and thus have no linear electro-optic 
effect). Gratings have been written in CdS,132 GaAs:Cr,133 GaAs:EL2,134 InP:Fe,133 CdTe,135 GaP,136 
and ZnTe.137 These materials have several attractive features for photorefractive applications 
(see Table 4). First, many of these semiconductors are readily available in large sizes and high optical 
quality, for use as electronic device substrates. These substrates are generally required to be semi-
insulating; the deep levels provided for this purpose are generally photoactive, with favorable pho-
torefractive properties. Second, the semiconductors have peak sensitivity for wavelengths in the red 
and near-infrared. The range of wavelengths extends from 633 nm in GaP,136 CdS,139 and ZnTe137 to 
1.52 μm in CdTe:V.135 Third, the mobilities of the semiconductors are several orders of magnitude 
larger than those in the oxides. There are several important consequences of these large mobilities. 
Most importantly, the resulting large diffusion lengths lead to fast response times [see Eqs. (12) and 
(18)]. The corresponding values of write/erase energies (10 to 100 μJ/cm2) are very near the limiting 
values. These low values of write/erase energy have been observed not only at the infrared wave-
lengths used for experiments in InP and GaAs, but also at 633 nm in ZnTe.137

The large mobilities of the compound semiconductors also yield large values of dark conductiv-
ity (compared with the oxides), so the storage times in the dark are normally less than 1 s. Thus, 
these materials are not suited for long-term storage, but may still be useful for short-term memory 
applications. Finally, the short diffusion times in the semiconductors yield useful photorefractive 
performance with picosecond pulses.96

The electro-optic coefficients for the compound semiconductors are quite small (see Table 4), 
leading to low values of beam-coupling gain and diffraction efficiency in the absence of an applied 
electric field. As in the sillenites, both dc and ac field techniques have been used to enhance the 
space charge field. Early experiments with applied fields produced enhancements in the gain or dif-
fraction efficiency which were considerably below the calculated values.140–142 The causes of these 
discrepancies are now fairly well understood. First, space charge screening can significantly reduce 
the magnitude of the applied field inside the sample. This effect is reduced by using an ac field, but 
even in this case the required frequencies to overcome all screening effects are quite high.142 Second, 
the mobility-lifetime product is known to reduce at high values of electric field due to scattering 
of electrons into other conduction bands and cascade recombination. This effect is particularly 
prominent in GaAs.143 Third, large signal effects act to reduce the gain when large fields are used.144 
As in the sillenites, the highest gains are only measured when weak signal beams (large pump/signal 
beam ratios) are used. Finally, when ac square-wave fields are used, the theoretical gain value is only 
obtained for sharp transitions in the waveform.145,146

Another form of electric field enhancement has been demonstrated in iron-doped InP.147,148 This 
material is unique among the semiconductors in that the operating temperature and incident intensity 
can be chosen so that the photoconductivity (dominated by holes) exactly equals the dark conductivity 
(dominated by electrons). In this case, an applied field will enhance the amplitude of the space charge 
field, while maintaining the ideal spatial phase of 90°. Gain coefficients as high as 11 cm–1 have been 
reported in InP:Fe at 1.06 μm using this technique.148

TABLE 4 Relevant Materials Properties of Photorefractive Compound Semiconductors

 Material GaAs InP GaP CdTe ZnTe

Wavelength range (μm) 0.92–1.3 0.96–1.3 0.63 1.06–1.5 0.63–1.3
EO coeff. r41 (pm/V) 1.2 1.45 1.1 6.8 4.5
n rb

3
41( )pm/V   43 52 44 152 133

n rb
3

41/ε   3.3 4.1 3.7 16 13
Dielectric constant 13.2 12.6 12 9.4 10.1

(Most of the values are taken from Ref. 138.)
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In early research on the photorefractive semiconductors, the wavelengths of operation were 
determined by available laser sources. Thus, all early experiments were performed at 1.06 μm (Nd:
YAG), ~1.3 μm (Nd:YAG or laser diode), and ~1.5 μm (laser diode). Later, the He-Ne laser (633 nm) 
was used to study wider bandgap materials. As the Ti:sapphire laser became available, interest turned 
to investigating the wavelength variation of photorefractive properties, especially near the band 
edge. Near the band edge, a new nonlinear mechanism contributes to the refractive index change: 
the Franz-Keldysh effect.149 In this case, the internal space charge field develops as before. This field 
slightly shifts the band edge, leading to characteristic electroabsorption and electrorefraction. These 
effects can be quite large at wavelengths near the band edge, where the background absorption is also 
high. However, the peak of the electrorefraction spectrum is shifted slightly to longer wavelengths, 
where the background absorption is smaller. This is generally the wavelength region where these 
effects are studied.

The electrorefractive photorefractive (ERPR) effect has different symmetry properties than the 
conventional electro-optic photorefractive effect. It is thus possible to arrange an experiment so that 
only the ERPR effect contributes, or both effects contribute to the gain. In addition, the ERPR effect is 
quadratic in applied electric field. Thus, energy transfer between two writing beams only occurs when 
a dc field is present. The direction of energy transfer is determined by the sign of the electric field; this 
allows switching energy between two output beams via switching of the sign of the applied field.

In the first report of the band-edge photorefractive effect,149 a gain coefficient of 7.6 cm–1 was 
measured in GaAs:EL2 at 922 nm, for a field of 10 kV/cm. In this case, both nonlinear mechanisms 
contributed to the gain. When a moving grating was used to optimize the spatial phase of the grat-
ing, the gain coefficient increased to 16.3 cm–1.

In InP the temperature/intensity resonance can be used to optimize the spatial phase, thus elimi-
nating the need for a moving grating. In the first experiment using band-edge resonance and tem-
perature stabilization, gain coefficients approaching 20 cm–1 were measured in InP:Fe (see Fig. 8).150 
Later experiments on a thin sample using a beam ratio of 106 resulted in a measured gain coefficient 
of 31 cm–1.151

The photorefractive effect can also be used to measure basic materials properties of electro-optic 
semiconductors, without the need for electrical contacts.152–154 Quantities which can be measured 
include the populations of filled and empty traps and the mobility-recombination time product. One 
particular feature of the photorefractive technique is the ability to map properties across a wafer.154

FIGURE 8 Measured gain coefficient as a function of 
wavelength in InP:Fe, for a grating period of 5 μm and four val-
ues of applied dc field. The beam ratio was 1000, and the inten-
sity was adjusted at each point to produce the maximum gain. 
The background absorption coefficient is also plotted.
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12.22  NONLINEAR OPTICS

Multiple Quantum Wells

While the enhancement of the electro-optic effect near the band edge of bulk semiconductors is sig-
nificant, much larger nonlinearities are obtained at wavelengths near prominent band-edge exciton 
features in multiple quantum wells (MQWs). In addition, the large absorption in these structures 
yields much faster response times than those in bulk semiconductors. Finally, the small device thick-
ness of typical MQW structures (typically 1 to 2 μm) provides improved performance of Fourier 
plane processors such as optical correlators.155,156 One disadvantage of the small device thickness is 
that diffraction from gratings in these devices is in the Raman-Nath regime, yielding multiple dif-
fraction orders.

In their early stages of development, MQWs were not optimized for photorefractive applica-
tions because of the absence of deep traps and the large background conductivity within the plane 
of the structure. It was later recognized that defects resulting from ion implantation can provide the 
required traps and increase the resistivity of the structure.

The first photorefractive MQWs were GaAs/AlGaAs structures which were proton-implanted for 
high resistivity (r = 109/ohm-cm).157,158 Two device geometries were considered (see Fig. 9), but only 
devices with applied fields parallel to the layers were studied. The principles of operation are initially 
the same for both device geometries. When two incident waves interfere in the sample, the spatially 
modulated intensity screens the applied field in direct proportion to the intensity, leading to a spa-
tially modulated internal field. This spatially modulated field induces changes in both the refractive 
index and the absorption coefficient. The mechanism for these changes158 is field ionization of exci-
tons (Franz-Keldysh effect) in the parallel geometry and the quantum-confined Stark effect in the 
perpendicular geometry.

FIGURE 9 Device geometries for photorefractive MQWs.
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The magnitudes of the change in refractive index and absorption coefficient are strongly depen-
dent on wavelength near the characteristic exciton peak. Both the index and the absorption grating 
contribute to the diffraction efficiency through the relationship

  η π λ α( ) ( )= +2 22 2/ /Δ ΔnL L   (21)

where Δn and Δa are the amplitudes of the index and absorption gratings, respectively, and L is the 
device thickness. Although the device thickness of typical MQWs is much less than the thickness of 
a typical bulk sample (by 3 to 4 orders of magnitude), the values of Δn can be made larger, leading 
to practical values of diffraction efficiency (see following).

The first III-V MQWs using the parallel geometry157,158 had rather small values of diffraction effi-
ciency (10–5). In later experiments, a diffraction efficiency of 3 10 4× −  and a gain coefficient of 1000 cm–1 
were observed.159 Still higher values of diffraction efficiency (on the order of 1.3 percent) were obtained 
using the perpendicular geometry in CdZnTe/ZnTe MQWs.160 These II-VI MQWs have the added feature 
of allowing operation at wavelengths in the visible spectral region, in this case 596 nm.

In recent work on GaAs/AlGaAs MQWs in the perpendicular geometry, several device improve-
ments were introduced.161 First, Cr-doping was used to make the structure semi-insulating, thus 
eliminating the added implantation procedure and allowing separate control of each layer. Second, 
the barrier thickness and Al ratio were adjusted to give a reduced carrier escape time, leading to a 
larger diffraction efficiency. In these samples, a diffraction efficiency of 3 percent was observed at 
850 nm for an applied voltage of 20 V across a 2-μm-thick device. The response time was 2 μs at an 
intensity of 0.28 W/cm2, corresponding to a very low write energy of 0.56 μJ/cm2. The diffraction 
efficiency cited here was obtained at a grating period of 30 μm. For smaller values of grating period, 
the diffraction efficiency was smaller, due to charge smearing effects. The fast response time and 
small thickness of these structures make them ideal candidates for Fourier plane processors such 
as optical correlators. Competing bulk semiconductors or spatial light modulators have frame rates 
which are 2 to 3 orders of magnitude below the potential frame rate of ~106 s–1 which is available 
from photorefractive MQWs.

Future work on photorefractive MQWs would include efforts to grow thicker devices (so as to 
reduce the diffraction into higher grating orders) and to improve the diffraction efficiency at high 
spatial frequencies.

Organic Crystals and Polymer Films

Organic materials are increasingly providing a viable alternative to their inorganic counterparts. 
Examples include organic crystals for frequency conversion applications and polymer films for 
electro-optic waveguide devices. These materials are, in general, simpler to produce than their 
inorganic counterparts. In addition, the second-order nonlinear coefficients in these materials 
can be quite large, with values comparable to those of the well-known inorganic material LiNbO3. 
In most organic materials the electronic nonlinearity results from an extended system of p electrons 
produced by electron donor and acceptor groups. For a purely electronic nonlinearity, the dielectric 
constant e is just the square of the refractive index, leading to much smaller values of e than those in 
inorganic crystals. Thus, the electro-optic figure of merit nb

3/ε  is enhanced in organic materials. This 
enhancement makes organic materials very appealing for photorefractive applications.

The first experiments reported on the photorefractive effect in organic crystals were those of Sutter 
et al.162,163 on 2-cyclooctylamino-5-nitropyridine (COANP) doped with the electron acceptor 7,7,8,8,-
tetracyanoquinodimethane (TCNQ). Pure COANP crystals (used for frequency doubling) are yellow, 
whereas the TCNQ-doped samples are green, due to a prominent extrinsic absorption band between 
600 and 700 nm. In experiments at 676 nm with a grating period of 1.2 μm, both absorption and 
refractive index gratings were observed. Typical diffraction efficiencies were 0.1 percent, with a corre-
sponding refractive index grating amplitude of 10−6. The recorded buildup times of the index gratings 
were on the order of 30 to 50 min at 3.2 W/cm2. Following this initial demonstration of the photore-
fractive effect in organic crystals there has been very little progress since most attempts at doping these 
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12.24  NONLINEAR OPTICS

crystals for photoexcitation and charge transport have simply resulted in expulsion of the dopants 
from the crystal structure. Only one additional crystal has been reported.164

The situation is much more promising for the photorefractive effect in composite polymer films. 
These materials were first reported in 1991165,166 and from a materials science point of view, they are 
much easier to prepare than organic single crystals. In addition, there is greater flexibility in modify-
ing the films to optimize photorefractive performance. In this respect, there are four requirements 
for an efficient photorefractive material:

1. A linear electro-optic effect, or a quadratic electrooptic effect with a linear component induced 
by a dc bias electric field

2. A source of photoionizable charges

3. A means of transporting these charges

4. A means of trapping the charges

In an organic polymer composite, each of these functions can be separately optimized. The space 
charge field due to the holographic interference pattern not only perturbs the refractive index via 
the electro-optic effect, but can also reorient molecules in the medium giving rise to a refractive 
index variation via polarizability anisotropy, an effect known as orientational enhancement.167

In spite of the large EO coefficients and the great flexibility in the materials engineering of 
organic polymers, there are also some practical problems which need to be addressed. First, poly-
mers are most easily prepared as thin films. If propagation in the plane of the films is desired, then 
extremely high optical quality and low absorption are required. If propagation through the film is 
desired, then the grating diffraction efficiency is reduced. As the film thickness is made larger to 
enhance efficiency, the quality of the films is harder to maintain.

One important requirement of polymer films is that they must be poled to induce a linear electro-
optic effect. If the poling voltage is applied normal to the film plane, then there is no electro-optic 
effect for light diffracted from gratings written with their wave-vectors in the plane of the film. In a 
practical sense, this means that the writing beams must enter the film at large angles to its normal. In 
addition, it becomes more difficult to provide large poling fields as the film thickness increases.

The first polymeric photorefractive material165,166 was composed of the epoxy polymer bisphenol-
A-diglycidylether 4-nitro-1,2-phenylenediamine (bisA-NPDA) made photoconductive by doping 
with the hole transport agent diethylamino-benzaldehyde diphenyl hydrazone (DEH). In this case, 
the polymer provided the nonlinearity leading to the electro-optic effect, as well as a mechanism for 
charge generation. The dopant provided a means for charge transport, while trapping was provided 
by intrinsic defects.

Films of this material with thicknesses between 200 and 500 μm were prepared. The material was 
not cross-linked, so a large field was required at room temperature to maintain the polarization of 
the sample. For an applied field of 120 kV/cm, the measured value of the electro-optic figure of merit 
nb

3γ ε/  was 1.4 pm/V. Using interference fringes with a spacing of 1.6 μm oriented 25° from the film 
plane, the measured grating efficiency at 647 nm was 2 10 5× − . The grating buildup time was on the 
order of 100 s at an intensity of 25 W/cm2. Analysis of the data showed that the photorefractive trap 
density had the relatively small value of 2 1015× cm3. In spite of the low value of trap density, relatively 
large values of space charge electric field were obtained, due to the low value of dielectric constant.

Subsequent research has led to general design principles for photorefractive polymer composites. 
Photoexcitation of charge is often accomplished by using donor-acceptor charge transfer complexes. 
In this way, the absorption spectrum can be tailored to the wavelengths of interest. Carbazole is often 
used as an electron donor entity, coupled with electron acceptors 2,4,7-trinitro-9-fluorenone (TNF),168 
(2,4,7-trinitro-9-fluorenylidene) malononitrile (TNFM),168,169 or C60.

170,171 As in the case of the for-
mation of inorganic photorefractive gratings in response to illumination by the optical interference 
pattern of two intersecting laser beams, the photoexcited charges should be free to move away from 
the site of excitation and be preferentially retrapped in the darker regions of the interference pattern 
to form a spatially varying charge distribution following the interference pattern. However, in contrast 
to the case of inorganic crystals, diffusion is not effective in driving charge separation, so electric fields 
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have to be applied to force charge separation by drift. These fields are applied by sandwiching a several 
micrometer thick layer of the polymer system between transparent electrodes. The electrodes have to 
be tilted with respect to the grating wave vector so as to provide a component of the bias field parallel 
to the grating vector. Another way in which organics differ from inorganics is that both the photogen-
eration rate and mobility depend on the electric fields in the material. Hole mobility is usually much 
greater than electron mobility. This has the effect of allowing the hole grating to dominate the electron 
grating. If the hole and electron gratings were of similar magnitude, their electric fields would tend to 
cancel each other out and weaken the photorefractive grating.

The holes migrate via hopping along a network of oxidizable charge transport agents. This 
network can be provided by the donor entity carbazole itself, or by hydrazones such as DEH or 
arylamines such as tri-tolyamine (TTA) or N,N-bis(4-methylphenyl)-N,N-bis-(phenyl)-benzidine 
(TPD). These can be added as dopants, or attached to the polymer backbone of the host polymer, as 
is the case in PVK. As in the case of inorganic photorefractives, a population of empty shallow 
traps is required to enable the nonuniform space charge distribution of the photorefractive grat-
ing. This is often achieved by providing a population of deep traps for some of the shallow traps to 
empty into, and it has been shown that the nonlinear optical chromophores can serve this purpose 
in PVK-based materials. These chromophores serve double duty as the moieties providing the opti-
cal nonlinearity. They should have large hyperpolarizability b for electro-optic susceptibility and/or 
large polarizability anisotropy Δα α α= − ⊥|| ,  where parallel and perpendicular refer to the molecu-
lar axis. They should also have a large ground state dipole moment μg  to enable the molecular ori-
entation effect. These parameters can be combined into a single figure of merit (FOM) defined as

  FOM
1= +

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥M k Tg

g

B

9
2 2

μ β
μ αΔ

  (22)

where M is the molar mass, kB is Boltzmann’s constant, and T is the temperature.
The final component in the composite is a plasticizer to lower the glass transition temperature Tg

so as to better enable the orientational orientation effect.
An example of a complete composite comprising hole transporter-electron donor/nonlinear 

chromophore-deep trap/plasticizer/sensitizer-electron acceptor is PVK/AODCST/BBP/C60 in the 
ratio 49.5:35:15:0.5 percent, where AODCST 2-[[4-[bis(2-methoxyethyl)amino]phenyl]methylene]- 
malononitrile and BBP is butyl benzyl phthalate. It showed a gain coefficient of 235 cm–1 with a 
response time of 5 ms at 1 Wcm–2 for 647-nm light.170,172 There are many variations on this theme 
for the design of photorefractive polymer systems, including the use of sol-gel processing,171 and 
the use of alternative sensitizers such as gold nanoparticles,173 transition metal complexes,174–177 
and quantum dots. Quantum dots have been investigated as sensitizers;178 this is attractive since the 
spectral sensitivity of the system could be tuned through selection of the size of the quantum dots. 
It is tempting to try to increase the nonlinearity by increasing the proportion of nonlinear chromo-
phore; however, this can lead to phase separation in a composite polymer. This drawback can be 
overcome by using an organic amorphous glass as photoconductor and NLO molecule simultane-
ously, or by using fully functionalized polymers in which the charge generator, charge transporter, 
and NLO components are incorporated as side chains. Liquid crystals have large orientational non-
linearity, and they have been successfully made photorefractive via the addition of small amounts of 
sensitizer.179 They have also been combined with photoconductive polymers as polymer-dispersed 
or polymer-dissolved liquid crystals.180,181 Another approach is to replace the transparent electrodes 
that bias the liquid crystal with thin plates of inorganic photorefractive material such as cerium-
doped strontium barium niobate.182 In this way, the large photorefractive space charge generated in 
the inorganic plates can extend into the liquid crystal layer and generate a large orientational non-
linearity. This removes the need to tilt the liquid crystal cell and resulted in gain coefficients as large 
as 1600 cm−1 and grating periods as small as 300 nm.

Table 5, reprinted from a review article by Ostroverkhova and Moerner,183 shows the characteris-
tics of several organic photorefractive systems. That review provides many further details on model-
ing, design, and characterization of organic photorefractive materials.

12_Bass_V4_Ch12_p001-046.indd 12.25 9/18/09 10:08:43 AM

DO
 N

OT
 D

UP
LI

CA
TE



T
A

B
L
E

 5
 

P
R

 P
ro

pe
rt

ie
s 

of
 H

ig
h

 P
er

fo
rm

an
ce

 O
rg

an
ic

 M
at

er
ia

ls
 in

 t
h

e 
V

is
ib

le
 P

ar
t 

of
 t

h
e 

Sp
ec

tr
u

m
a

C
om

po
si

te
 (

co
n

c 
of

 
C

on
st

it
u

en
ts

, w
t 

%
)

T
g, °

C
a,

 c
m

–1
d,

 μ
m

l,
 n

m
Γ,

 c
m

–1
 

(E
, V

/μ
m

)

τ g−
−

1
,

1
s

(I
, W

/c
m

2 )
h m

ax
%

(E
, V

/μ
m

)

τ F
W

M
1

−
−

1
,

s
 

( I
, W

/c
m

2 )
Δn

, 1
0–3

(E
, V

/μ
m

)
R

ef
s.

Po
ly

m
er

 c
om

po
si

te
s

P
V

K
/A

O
D

C
ST

/B
B

P
/C

60
 

 (4
9.

5/
35

/1
5/

0.
5)

9
80

64
7

23
5 

(1
00

)
20

0 
(1

)
6 

(0
.1

)
17

0,
 1

72

P
V

K
/D

C
D

H
F-

6/
B

B
P

/C
60

 

 (4
9.

5/
30

/2
0/

0.
5)

15
80

64
7

40
0 

(1
00

)
4 

(0
.1

)
17

2

P
V

K
/B

D
M

N
PA

B
/T

N
F 

 (
55

/4
4/

1)
43

10
0

63
3

19
5 

(8
5)

~
1 

(0
.0

04
)

40
in

t  (
70

)
4.

2 
(9

2)
18

4

P
V

K
/6

O
C

B
/C

60
 (4

9.
8/

50
/0

.2
)

47
.1

70
21

0 
(6

5)
18

5
P

SX
/D

B
-I

P-
D

C
/T

N
F 

(6
9/

30
/1

)
27

.5
60

10
0

63
3

39
0 

(1
00

)
30

 (
0.

04
)

92
in

t  (
30

)
3 

(3
0)

18
6,

 1
87

P
SX

/D
M

N
PA

A
/T

N
F 

(5
3/

46
/1

)
25

67
0

22
1 

(8
0)

0.
2(

1.
2)

5.
8 

(8
0)

18
8

P
SX

/s
ti

lb
en

e 
A

/T
N

F 
(5

1/
48

/1
)

25
40

67
0

53
 (

10
0)

10
0in

t , 6
0ex

t 

(7
0)

0.
01

7 
(1

.2
)

10
.5

 (
10

0)
18

8

D
B

O
P-

P
P

V
/D

M
N

PA
A

/
 M

N
PA

A
/D

P
P

/P
C

B
M

14
.4

34
10

5
63

3
90

in
t  (

62
)

1.
7 

(0
.3

05
)

2.
6 

(6
2)

18
9

 (
52

/2
0/

20
/5

/3
)

p-
P

M
E

H
-P

P
V

/D
O

3/
D

P
P

/C
60

 
 (

74
/5

/2
0/

1)
45

63
3

40
3 

(0
b )

0.
00

3 
(0

.2
8)

19
0

P
P

T
-C

z/
D

D
C

ST
/C

60
 

 (6
4.

5/
35

/0
.5

)
–7

36
.6

10
0

63
3

25
0 

(6
0)

93
in

t  (
10

0)
0.

37
 (

0.
03

4)
1 

(5
0)

19
1

P
T

C
B

/D
H

A
D

C
-M

P
N

/ 
D

IP
/

 T
N

FM
 (

49
.7

/3
7.

6/
12

.5
/0

.1
8)

22
.6

10
5

63
3

22
5 

(5
0)

71
ex

t 
(2

8)
0.

07
 (

0.
78

)
8.

5 
(5

0)
19

2

A
m

or
ph

ou
s 

gl
as

se
s

2B
N

C
M

/P
M

M
A

/T
N

F 
 (

90
/9

.7
/0

.3
)

22
4

15
0

67
6

69
 (

40
)

80
 (

40
)

0.
01

2 
(1

)
10

 (
40

)
19

3

D
C

D
H

F-
6/

C
60

 (
99

.5
/0

.5
)

19
12

.7
70

67
6

24
0 

(3
0)

0.
6 

(0
.1

)
0.

41
 (

0.
8)

19
4

D
C

D
H

F-
6-

C
F3

/C
60

 (9
9.

5/
0.

5)
17

19
.9

70
67

6
25

5 
(4

0)
0.

11
6 

(0
.1

)
0.

21
 (

0.
8)

19
4

E
H

C
N

/T
N

F 
(9

9/
1)

25
41

10
0

63
3

84
 (

40
)

90
in

t  (
30

)
0.

67
 (

0.
12

1)
1.

3 
(3

0)
19

5

C
z-

C
6-

T
H

D
C

/E
C

Z
/T

N
F 

 (
89

/1
0/

1)
c

33
50

65
 (

70
)

4.
5 

(7
0)

19
6

M
et

h
in

e 
A

6
1.

64
13

0
63

3
11

8 
(8

9)
74

in
t  (

53
)

5.
6 

(5
3)

19
7

12.26

12_Bass_V4_Ch12_p001-046.indd 12.26 9/18/09 10:08:43 AM

DO
 N

OT
 D

UP
LI

CA
TE



Fu
lly

 fu
n

ct
io

n
al

 p
ol

ym
er

s

R
u

-F
FP

13
0

10
2

69
0

38
0 

(0
b )

0.
00

14
17

4

Po
ly

m
er

-d
is

pe
rs

ed
 li

qu
id

 c
ry

st
al

s 
an

d 
liq

u
id

 c
ry

st
al

s

P
M

M
A

/T
L2

02
/E

C
Z

/T
N

FM
 

 (
42

/4
0/

17
/1

)
99

d
10

5
53

63
3

13
6 

(1
0)

10
0in

t  (
8)

 
56

ex
t  (

22
)

3.
2 

(2
2)

18
0

P
M

M
A

/T
L2

02
/E

C
Z

/C
dS

 
 (

42
/4

0/
16

/2
)

7.
5

12
9

51
4.

5
30

 (
31

)
72

ex
t , 9

0in
t  

(5
0)

~
0.

1 
(3

)
17

8

SC
LP

/E
7/

C
60

 (
50

/4
9.

95
/0

.0
5)

<
20

50
63

3
64

0 
(0

.7
)

0.
29

 (
8)

19
8

E
7 

on
 P

V
K

/T
N

F 
(8

3/
17

)e
20

10
51

4.
5

37
00

e  (
0.

9)
44

ex
t , f (0

.9
)

~
10

0
19

9

H
yb

ri
d 

or
ga

n
ic

-i
n

or
ga

n
ic

 c
om

po
si

te
s,

 g
la

ss
es

, a
n

d 
so

l-
ge

ls

P
IB

M
/A

Z
P

O
N

 (
40

/6
0)

11
3

55
63

3
35

0 
(3

5)
80

in
t  (

13
)

9 
(2

5)
17

7
B

E
P

O
N

24
49

40
63

3
75

0 
(1

00
)

40
in

t  (
28

)c
11

 (
33

)
17

7

P
V

K
/D

C
V

D
E

A
/T

N
F/

A
u

 
 (

70
/2

8.
6/

1.
4/

<
1)

40
70

63
3

24
0 

(1
30

)
43

 (
90

)
17

3

So
l-

ge
l D

M
H

N
A

B
-u

re
th

an
e-

 S
iO

1.
5/

 S
iO

1.
5O

H
/E

C
Z

/T
N

F 
 (

1:
1.

1:
0.

2:
0.

00
2)

g

29
30

63
3

44
4 

(0
b )

25
.6

in
t ,h  (

0b )
0.

00
56

3.
5h

 (
0b )

20
0

So
l-

ge
l S

G
-C

z/
SG

-M
N

/P
E

G
/

 T
N

F 
(4

5/
45

/9
/1

)
2

75
63

3
55

 (
94

)
82

.4
ex

t  (
94

)
0.

59
 (

0.
14

)
20

1

a C
ol

u
m

n
s 

re
pr

es
en

t:
 (

1)
 c

om
po

si
ti

on
 (

co
n

ce
n

tr
at

io
n

 o
f 

th
e 

co
n

st
it

u
en

ts
 in

 w
t 

%
, u

n
le

ss
 s

ta
te

d 
ot

h
er

w
is

e)
; (

2)
 g

la
ss

 t
ra

n
si

ti
on

 te
m

p
er

at
u

re
 T

g;(
3)

 a
bs

or
pt

io
n

 c
oe

ff
ic

ie
n

t 
a;

 (
4)

 s
am

pl
e 

th
ic

k-
n

es
s 

d;
(5

) 
w

av
el

en
gt

h
 o

f 
th

e 
P

R
 e

xp
er

im
en

ts
 l

; (
6)

 2
B

C
 g

ai
n

 c
oe

ff
ic

ie
n

t, 
m

ea
su

re
d 

w
it

h
 p

-p
ol

ar
iz

ed
 w

ri
ti

n
g 

be
am

s,
 Γ

 (
el

ec
tr

ic
 f

ie
ld

 E
, a

t 
w

h
ic

h
 t

h
e 

in
di

ca
te

d 
Γ

w
as

 o
bt

ai
n

ed
);

 (
7)

 P
R

 r
es

po
n

se
 

ti
m

e 
τ g−1

 o
bt

ai
n

ed
 f

ro
m

 f
it

s 
to

 2
B

C
 d

yn
am

ic
s 

(t
ot

al
 li

gh
t 

in
te

n
si

ty
 o

f 
w

ri
ti

n
g 

be
am

s,
 a

t 
w

h
ic

h
 t

h
e 

in
di

ca
te

d 
va

lu
e 

of
 τ

g−1
 w

as
 o

bt
ai

n
ed

);
 (

8)
 m

ax
im

al
 d

if
fr

ac
ti

on
 e

ff
ic

ie
n

cy
 η

m
ax

, m
ea

su
re

d 
w

it
h

 
p-

po
la

ri
ze

d 
pr

ob
e 

an
d 

s-
po

la
ri

ze
d 

w
ri

ti
n

g 
be

am
s.

 E
xt

er
n

al
 (

)
η ex

t
 o

r 
in

te
rn

al
 (

)
in

t
η

 d
if

fr
ac

ti
on

 e
ff

ic
ie

n
cy

 i
s 

in
di

ca
te

d,
 w

h
er

e 
ap

pl
ic

ab
le

 (
el

ec
tr

ic
 f

ie
ld

 E
, a

t 
w

h
ic

h
 t

h
e 

in
di

ca
te

d 
h

w
as

 o
bt

ai
n

ed
);

 
(9

) 
P

R
 s

pe
ed

 τ
F

W
M

1−
 o

bt
ai

n
ed

 f
ro

m
 f

it
s 

to
 e

it
h

er
 f

or
m

at
io

n
 o

r 
er

as
u

re
 o

f 
th

e 
P

R
 g

ra
ti

n
g 

m
ea

su
re

d 
in

 t
h

e 
FW

M
 e

xp
er

im
en

t 
(t

ot
al

 l
ig

h
t 

in
te

n
si

ty
 o

f 
ei

th
er

 w
ri

ti
n

g 
be

am
s 

or
 e

ra
si

n
g 

be
am

);
 

(1
0)

 r
ef

ra
ct

iv
e 

in
de

x 
m

od
u

la
ti

on
 Δ

n,
ca

lc
u

la
te

d 
fr

om
 t

h
e 

di
ff

ra
ct

io
n

 e
ff

ic
ie

n
cy

 (
el

ec
tr

ic
 f

ie
ld

 E
, a

t 
w

h
ic

h
 t

h
e 

in
di

ca
te

d 
re

fr
ac

ti
ve

 i
n

de
x 

m
od

u
la

ti
on

 w
as

 o
bt

ai
n

ed
);

 (
11

) 
re

fe
re

n
ce

 t
o 

w
or

k 
fr

om
 

w
h

ic
h

 t
h

e 
da

ta
 w

as
 t

ak
en

. A
ll 

da
ta

 r
ep

or
te

d 
w

er
e 

ob
ta

in
ed

 i
n

 B
ra

gg
 r

eg
im

e 
(v

ol
u

m
e 

gr
at

in
g)

 a
t 

ro
om

 t
em

pe
ra

tu
re

, u
n

le
ss

 s
ta

te
d 

ot
h

er
w

is
e.

 b P
re

po
le

d 
m

at
er

ia
l. 

c Te
m

pe
ra

tu
re

 o
f 

th
e 

m
ea

su
re

-
m

en
ts

 T
m

) 
30

°C
. d In

cl
u

de
s 

sc
at

te
ri

n
g 

lo
ss

es
. e A

ll 
th

e 
m

ea
su

re
m

en
ts

 w
er

e 
do

n
e 

in
 t

h
e 

R
am

an
-N

at
h

 r
eg

im
e.

 S
ee

 d
is

cu
ss

io
n

 a
bo

u
t 

th
e 

re
le

va
n

ce
 o

f 
th

e 
ga

in
 c

oe
ff

ic
ie

n
t 

in
 t

h
e 

te
xt

. f M
ax

im
al

 d
if

fr
ac

-
ti

on
 e

ff
ic

ie
n

cy
 p

os
si

bl
e 

in
 t

h
e 

R
am

an
-N

at
h

 r
eg

im
e 

is
 ~

34
 p

er
ce

n
t. 

T
h

e 
au

th
or

s 
at

tr
ib

u
te

d 
th

ei
r 

h
ig

h
 d

if
fr

ac
ti

on
 e

ff
ic

ie
n

cy
 b

y 
n

on
si

n
u

so
id

al
 s

pa
ce

-c
h

ar
ge

 f
ie

ld
. g M

ol
ar

 c
on

ce
n

tr
at

io
n

s.
 h T

h
is

 v
al

u
e 

w
as

 o
bt

ai
n

ed
 w

it
h

 p
-p

ol
ar

iz
ed

 w
ri

ti
n

g 
be

am
s 

an
d 

p-
po

la
ri

ze
d 

re
ad

ou
t. 

12.27

12_Bass_V4_Ch12_p001-046.indd 12.27 9/18/09 10:08:43 AM

DO
 N

OT
 D

UP
LI

CA
TE



12.28  NONLINEAR OPTICS

12.3 DEVICES

Real-Time Holography

The real-time phase holograms produced by the photorefractive effect can be used to perform any 
of the functions of regular holograms. In fact, many of the first applications of photorefractive non-
linear optics were replications of experiments and ideas first introduced in the 1960s in terms of the 
then new static holography. These include distortion correction by phase conjugation and one-way 
imaging through distortions, holographic interferometry for nondestructive testing, vibration mode 
visualization, and pattern recognition by matched filtering. A concise overview of these applications 
may be found in Goodman’s classic text.202 Their photorefractive realizations are well described in 
Huignard and Gunter.1 Some of the advantages of photorefractive holography over conventional 
holography are

• Photorefractive holograms are volume phase holograms. This results in high diffraction 
efficiencies.

• Photorefractive holograms are self-developing.

• Photorefractive holograms diffract light from the writing beams into each other during the writ-
ing process. This gives rise to a dynamic feedback process in which the grating and writing beams 
influence each other.

• Photorefractive holograms adapt to changing optical fields.

It is the last two features that most strongly differentiate the photorefractive effect from regular 
holography.

Pattern Recognition As an example of the transfer of applications of conventional holography to 
photorefractive nonlinear optics we consider the case of pattern recognition by matched filtering.

A matched filter for pattern recognition is simply a Fourier transform hologram of the desired 
impulse response. It can be made in real time in a photorefractive crystal, a lens being used to pro-
duce the Fourier transform. The best-known system is a nonlinear optical triple processor based on 
four-wave mixing203 (Fig. 10). For a phase conjugate mirror, the coupled-wave equation for beam 3 
which is the phase conjugate of beam 4 pumped by beams 1 and 2 is

  

dA

dz

A A A A

I
A

I
I A

I
A A

3 1 4 2 3

0
2

0
2 3

0
1

( )
=

+

= +

∗ ∗

γ

γ γ
22 4A∗   (23)

where the Aj and Ij are the amplitudes and intensities of beams j, respectively, and I0 is the total 
intensity of the interacting beams. The first term on the right-hand side simply corresponds 
to amplification of beam 3. The second term is the source for beam 3. Thus, the amplitude of 
beam 3 is proportional to the product A A A I1 2 4 0

∗ / . As depicted in Fig. 10, A1, A2, and A4 are the 
Fourier transforms of the spatially varying input fields a1, a2, and a4. The output a3 is propor-
tional to the inverse Fourier transform of the product of the three Fourier transforms A A A I1 2 4 0

∗/ . 
If I0 is spatially constant the output is beam 1 convolved with beam 2 correlated with beam 
4 ( )a a a a3 1 2 4∝ ⊗ ∗  where ∗ represents the spatial correlation operation and ⊗ represents the con-
volution operation, all produced in real time. Modified filters such as phase-only filters can be pro-
duced by taking advantage of energy transfer during the filter writing process,204–206 or by saturation 
induced by the presence of the possibly spatially varying intensity denominator I0.

207–209

Sometimes, applications directly transferred from static holography inspire further develop-
ments made possible by exploitation of the physical mechanisms involved in the photorefractive 
effect. For example, acoustic signals can be temporally correlated with optical signals. An acoustic 
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PHOTOREFRACTIVE MATERIALS AND DEVICES  12.29

signal applied to a photorefractive crystal induces piezoelectric fields. If the crystal is illuminated 
by a temporally varying optical signal, then the photorefractive space charge generated by the pho-
tocurrent will be proportional to the product of the time-varying photoconductivity and the time-
varying piezoelectric fields. Such correlators can be used to make photorefractive tapped delay lines 
with tap weights proportional to correlation values.210–212 It is also possible to make acoustic filters 
which detect Bragg-matched retroreflection of acoustic waves from a photorefractive grating in a 
crystal such as lithium niobate that has low acoustic loss.213

Applications of Photorefractive Gain in Two-Beam Coupling

Coherent Image Amplification Coherent image amplification is especially important for coher-
ent optical processors. Without it, the losses introduced by successive filtering operations would 
soon become intolerable. Practical considerations include maintenance of signal-to-noise ratio and 

FIGURE 10 (a) Results demonstrating real-time spatial convolution and correlation 
of two-dimensional images. The input fields are labeled E1, E2, and Ep; the output is labeled 
Ec. (After White and Yariv.203)
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12.30  NONLINEAR OPTICS

amplification fidelity. The main contribution to noise introduced by photorefractive amplifiers is 
from the fanning effect. Although it can be reduced in a given crystal in a variety of different ways, 
such as by crystal rotation21 and multiwavelength recording,22 by far the best approach to this prob-
lem would be to undertake research to grow cleaner crystals. Amplification fidelity is determined by 
gain uniformity. In the spatial frequency domain, it is limited because photorefractive gain depends 
on the grating period. Images with a high spatial bandwidth write holograms with a wide range of 
spatial frequencies and grating periods. Optimal uniformity is obtained for reflection gratings, in 
which the image beam counterpropagates with respect to the pump. In that case, the change in grat-
ing period depends only to second order on the image spatial frequency. Any remaining first-order 
nonuniformity is due to the angular dependence of the effective electro-optic coefficient. In the 
space domain, gain uniformity is limited by pump depletion so that the most accurate results will be 
obtained if the pump beam is strong enough that it is not significantly depleted in the interaction.

Two-beam coupling amplification can also be used for beam cleanup:214 a badly distorted beam, 
say from a laser diode, can be converted to a gaussian beam. A small sample of the beam is split off, 
spatially filtered and amplified in two-beam coupling by the remaining bulk of the distorted beam. 
The efficiency of the method can be quite high: fidelity limitations due to spatial variations in gain 
are usually quite small and can be removed by a second round of spatial filtering. A unidirectional 
ring resonator with an intracavity spatial filter can also be used for beam cleanup.215

Laser Power Combining An application related to two-beam coupling image amplification is coher-
ent power combining, which would be especially useful for semiconductor lasers. The output of a 
single laser gain stripe is limited to values of the order of a few hundred milliwatts. Some applications 
require diffraction-limited beams containing many watts produced at high efficiency. Such a source 
can in principle be made by using two-beam coupling amplification of a diffraction-limited seed by 
the mutually injection locked outputs of many diode stripes. The injection locking can be achieved 
by evanescent coupling between laser gain stripes216,217 or by retroreflecting a portion of the ampli-
fied beam with a partially transmitting mirror.218 Another possibility involves forming a double phase 
conjugate mirror219,220 or ring self-pumped phase conjugate mirror with a master laser providing 
one input, and the light from the gain elements loosely focused into the crystal providing the other 
inputs. Such a system will be self-aligning and will correct intracavity distortions by phase conjugation. 

FIGURE 10 (b) Experimental apparatus for performing 
spatial convolution and correlation using four-wave mixing 
in photorefractive bismuth silicon oxide. Input and output 
planes are shown by dashed lines. (After White and Yariv.203)
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PHOTOREFRACTIVE MATERIALS AND DEVICES  12.31

Phase conjugate master oscillator/power amplifiers have also been used with some success.221 Practical 
problems include the need to control the spectral effects of the associated multiple coupled cavities. 
Reference222 gives an excellent exposition of these problems. Also, while self-pumped phase conjugate 
reflectivities and two-beam coupling efficiencies can theoretically approach 100 percent, in practice 
these efficiencies rarely exceed 80 percent. Among oxide ferroelectrics, barium titanate exhibits high 
gain at GaAs laser wavelengths. However, while some bulk semiconductors such as InP:Fe and CdTe:V 
are sensitive in the 1.3- to 1.5-μm wavelength range of interest for optical fiber communications, high 
gain requires the application of high electric fields.

Optical Interconnects Use of the double phase conjugate mirror for laser locking suggests another 
application. The beam-coupling crystal can be viewed as a device that provides optical intercon-
nection of the laser gain elements to each other.223 The basic idea exists in the realm of static holog-
raphy in terms of computer interconnection by holographic optical elements224,225 (HOEs). The 
use of photorefractive crystals should enable the construction of reprogrammable interconnects 
that would be self-aligning if phase conjugation were used:226 the laser gain elements in the power 
combining case can be imagined as the input/output ports of an electronic chip.227 Another way to 
go about the interconnection problem is to design in terms of an optical crossbar switch, or matrix 
vector multiplier.228,229 The vector is an array of laser diode sources and the matrix describes con-
nection patterns of the sources to a vector array of detectors (Fig. 11). The interconnection matrix is 
realized as a photorefractive hologram.

Applications of Photorefractive Loss in Two-Beam Coupling

If the sign of the coupling constant is reversed (for example, by rotation of the uniaxial crystal by 
180° so that the direction of the optic axis is reversed) the pump interferes destructively with the 
signal so that the output is reduced to a very low level. This resulting photorefractive loss can be 
used in a number of applications such as for optical limiters, optical bistability,230 and novelty filters 
and achieved using a variety of different devices such as ring resonators and phenomena such as 
beam fanning.

FIGURE 11 Schematic drawing of the basic principle of optical 
matrix vector multiplication through four-wave mixing in nonlinear 
media. Light from a linear source array a is fanned out by a cylindrical 
lens, where it diffracts from an image plane hologram of the matrix M 
to produce a set of beams bearing the required products Mij ja . A sec-
ond cylindrical lens sums the diffracted beams to form b a= M . (After 
Yeh and Chiou.229)
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12.32  NONLINEAR OPTICS

Optical Limiters The process of beam depletion in photorefractive materials forms the basis of 
their use as optical limiters. For this application, another important property of photorefractive 
materials is their ability to respond selectively to coherent optical inputs. Any portion of the input 
which is temporally incoherent is transmitted through a photorefractive material in a linear manner. 
Thus, photorefractive limiters will also selectively attenuate (or excise) a coherent beam while trans-
mitting an incoherent beam; these devices have thus also been referred to as excisors.

The first studies of photorefractive limiters were published in 1985.25 A number of device archi-
tectures involving resonators and self-pumped phase conjugate mirrors were discussed, but the 
primary emphasis was on beam fanning. Several features of limiters or excisors using beam fanning 
were pointed out: (1) the device design is very simple, with a single input beam and no separate 
external paths required; (2) the limiting mechanism is due to scattering (and not absorption), so 
that added heating is not present; (3) the device will operate at one or more wavelengths within the 
bandwidth of its photorefractive response, which (for ferroelectric oxides) extends over the entire 
visible band; and (4) the device will respond to sources with a relatively small coherence length, 
including mode-locked lasers producing picosecond pulses.

Experiments at 488 nm using BaTiO3 in the beam fanning geometry25 produced a steady-state 
device transmission of 2.5 percent, and a response time of 1.1 s at 1 W/cm2. Using the measured 
response time and intensity, we note that 1.1 J/cm2 will pass through the device before it fully acti-
vates. In later measurements in the beam fanning geometry, attenuation values exceeding 30 dB and 
device activation energies as low as 1 to 10 mJ/cm2 have been measured.

Two-beam coupling amplification of a second beam produced by beam splitters231,232 or grat-
ings in contact with the crystal233,234 has also been studied as a mechanism for optical limiting. This 
mechanism is closely related to fanning, with the only difference that the second beam in a fanning 
device is produced internally by scattering.

Novelty Filters Novelty filters are devices whose output consists of only the changing part of the 
input. The photorefractive effect can be used to realize the novelty filter operation in several differ-
ent ways. The simplest way is to use two-beam coupling for image deamplification as was used in the 
fanning and two-beam coupling optical limiters. In that case, the pump interferes destructively with 
the signal so that the output is reduced to a very low level. Now if the signal suddenly changes, the 
output will be the difference between the new input signal and the reconstruction of the old signal 
by diffraction of the pump from the old grating. Thus, the output will show the changed parts of the 
scene until the grating adapts during the photorefractive response time to the new scene.235,236 Such 
interferometers have been used, for example, to map turbulent flow,237,238 to make photothermal 
measurements,239 and to build acoustic spectrum analyzers.240

Phase Conjugate Interferometry

Another way to produce a novelty filter is to use a phase conjugate interferometer.241,242 This is an 
interferometer in which some or all of the conventional mirrors are replaced by phase conjugate 
mirrors, thus achieving the benefit of self-alignment. The effects of phase objects inserted in the 
interferometer are canceled out by phase conjugation. One of the most common realizations is a 
phase conjugate Michelson interferometer (Figs. 12 and 13). If the phase conjugate mirrors have 
common pumping beams (this can be achieved by illuminating the same self-pumped phase con-
jugator with the beams in both arms), the phase of reflection for both beams will be the same and 
there will be a null at the output from the second port of the device. If a phase object inserted in 
one of the arms suddenly changes, the null will be disturbed, and the nonzero output will repre-
sent the changing parts of the phase object. The nonzero output persists until the gratings in the 
phase conjugate mirror adapt to the new input fields.243 If two amplitude objects are inserted in 
the interferometer, one in each arm, the intensity of the output at the nulling port is the square of 
the difference between the squared moduli of the objects. This architecture thus gives rise to image 
subtraction.244,245 A slightly modified version can be used to measure thin-film properties (refractive 
index, absorption coefficient, and thickness): the film under test on its substrate is used as the inter-
ferometer beam splitter.246
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Associative Memories and Neural Networks

There are a number of adaptive processors that can be designed using photorefractive beam cou-
pling. In addition to novelty filters, these include associative memories, neural network models, and 
other recursive image processors.

Photorefractive phase conjugate mirrors provide an elegant way to realize linear associative 
memories in which a fragment of an image can be used to recall the entire image from a bank of 
multiplexed holograms stored in a long-term storage photorefractive crystal such as lithium nio-
bate.247,248 Neural networks, on the other hand, are nets of interconnected signals with nonlinear 
feedback. They have been extensively investigated in the artificial intelligence community.249 Typical 
applications are modeling of neural and cognitive systems and the construction of classification 
machines. As we have seen, there are a number of different ways to realize optical interconnections 

Laser

Mirror

Add

(a)

Subtract

Image

Image

Phase
conjugator

FIGURE 12 Phase conjugate interferometer for image subtraction: (a) amplitude images are placed in 
the interferometer arms. Their difference appears at the nulling output, the sum appears at the retroreflec-
tion output. (b) Real-time image subtraction and addition of images using above apparatus. (After Chiou 
and Yeh.245)

I1 ∝ |T1|2

I1 ∝ |T1|2

I2 ∝ |T2|2

I2 ∝ |T2|2

IA ∝ |T1 – T2|2

IB ∝ |T1 + T2|2

(b)
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12.34  NONLINEAR OPTICS

using the photorefractive effect, and nonlinear feedback can be introduced by using the nonlinear 
transfer properties of pumped photorefractive crystals. A pattern classifier can be built by recording 
a hologram for each image class (e.g., represented by a clear fingerprint) in a photorefractive crystal 
with a long time constant. Many holograms can be superposed if they are recorded with spatially 
orthogonal reference beams. As in the case of the linear associative memory, a smudged fingerprint 
introduced to the system will partially reconstruct each of the reference beams. The brightest reconstruc-
tion will be the reference associated with the fingerprint most like the smudged input. An oscillator with 
internal saturable absorption is built to provide competitive feedback of the reference reconstructions 
to themselves. The oscillator mode should be the mode associated with the proper fingerprint. That 

FIGURE 13 Phase conjugate interferometer as a novelty filter: any 
phase change in the object arm disturbs the null at the output until the 
phase conjugate mirror adjusts to the change. (a) Optical tracking novelty 
filter incorporating a spatial phase modulator. BS, beam splitter; PC, phase 
conjugate mirror. (b) Modification of preceding device to enable the use of 
a polarization modulating liquid crystal television (LCTV).
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FIGURE 13 (c) Photograph of the output of the tracking novelty filter shown in (b). Input to the 
LCTV is taken from a character generator driving a video camera: (1) the character generator is off; the 
interferometer is essentially dark; (2) the character-generator display, showing the phrase NOVELTY 
FILTER is activated; (3) the filter adapts to the new scene and becomes nearly blank, as in (1). Some 
letters are visible; (4) the character-generator display is deactivated. The previous phrase appears at the 
output of the interferometer. Shortly thereafter it fades to (1). (After Anderson et al.243)

(c)

mode then reconstructs the clear fingerprint. The output of the device is the stored fingerprint 
which is most like the smudged input. We have described just one optical neural network model, but 
just as there are many theoretical neural network models, there are also many optical neural network 
models.250–254 Each of them has its own practical difficulties, including those of reliability, suitability 
of available threshold functions, and stability.

In addition, the optical gain of photorefractive oscillators makes possible the design of other 
recursive image processors, for example, to realize Gerschberg-Saxton-type algorithms in phase con-
jugate resonators.255

Thresholding

In optical data processing it is often necessary to determine if one or more elements of an optical pat-
tern has an intensity above (or below) a set threshold value. For example, in optical associative memory 
applications, it is necessary to select the stronger modes among many in an optical resonator. In optical 
correlator applications, the output information plane may be thresholded to determine whether a cor-
relation has been obtained, and to determine the location of the correlation peak(s). A closely related 
operation which is also useful for these applications is the Max or winner-take-all operation.
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12.36  NONLINEAR OPTICS

The ideal thresholding device should have the following properties: (1) the capability to process 
complex images with high resolution, (2) high sensitivity, (3) low crosstalk between pixels, (4) a 
sharp threshold, with constant output for intensities above the threshold value, (5) large signal-to-
noise, and (6) the ability to control the threshold level by external means.

A large number of thresholding schemes using the photorefractive effect have been proposed or 
demonstrated, although only a few experimental demonstrations of thresholding of spatial patterns 
or images have been reported. Techniques used in early investigations include (1) uniform incoherent 
erasure of self-pumped phase conjugate mirrors256 and of photorefractive end mirrors in phase con-
jugate resonators257,258 and (2) pump depletion in externally pumped phase conjugate mirrors and 
double phase conjugate mirrors.55 A number of thresholding devices using ring resonators have also 
been demonstrated.55,259 One way of increasing the sharpness of the threshold is to insert additional 
nonlinear media in the photorefractive resonator cavities.

Ingold et al.260 demonstrated winner-take-all behavior in a nonresonant cavity containing a 
nematic liquid crystal and a photorefractive crystal. In later experiments,261 a thresholding phase 
conjugate resonator containing a saturable absorber consisting of a thin film of fluorescein-doped 
boric acid glass demonstrated several performance improvements. In this architecture (shown sche-
matically in Fig. 14) the input image was amplitude-encoded as a two-dimensional array of pixels 
on an incoherent control beam that was incident on the saturable absorber (a single pixel is shown 
in Fig. 14). If the intensity at a given pixel was above a threshold intensity, the saturable absorber 
bleached locally by an amount sufficient to switch on the phase conjugate resonator. The phase 
conjugate resonator continued to oscillate at these pixel locations even when the control beam was 
removed. The output was thus bistable and latching.

Photorefractive Holographic Storage

The neural networks described above rely on optical information storage in a material whose grat-
ings are long-lived. One of the earliest potential applications for the photorefractive effect was for 

FIGURE 14 Schematic diagram of linear phase conjugate resonator 
containing an intracavity saturable absorber. Information is read into the 
resonator by means of a separate control beam incident on the saturable 
absorber. The control beam can be brought in through a beam splitter, 
or at an angle to the optic axis (as shown). The fluorescein-doped boric 
acid glass saturable absorber had a saturation intensity ( )Is = 20 mW/cm2  
at its absorption peak (450 nm). The BaTiO3 phase conjugate mirror was 
pumped at the neighboring Ar laser wavelength of 458 nm. The control 
beam was generated from the same laser, and cross-polarized to a void 
feedback into the resonator. (After McCahon et al.261)
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holographic information storage. One of the best materials for the purpose was and still is lithium 
niobate; it has storage times which can be as long as years. The principal concerns for holographic 
storage are information density, crosstalk minimization, fixing efficiency, signal-to-noise ratio, and 
development of practical readout/writing architectures. There has been a recent renewed interest in 
optical memory design, now that materials and computer technology have improved and schemes 
for rapid addressing have matured. The two main classes of addressing scheme use spatially orthog-
onal reference beams262–264 and temporally orthogonal reference beams265 (spatial multiplexing vs. 
frequency multiplexing). Spatial multiplexing has the advantage that relatively simple optical sources 
can be used. Frequency multiplexing has the advantage that spatial crosstalk is reduced compared to 
that associated with spatial multiplexing. However, it has the drawback of requiring frequency-
tunable laser sources. An important consideration is the need to pack as much information as pos-
sible into each individual hologram. Here the frequency multiplexing approach is superior, because
the information density can reach much higher values before crosstalk sets in. Crosstalk can also be 
reduced by storing information in photorefractive fiber bundles instead of bulk, so that the infor-
mation is more localized.266,267

Holographic Data Storage

A photorefractive holographic digital storage system demonstrated in 1994 had a storage capac-
ity of 163 kB using lithium niobate as the storage medium.268 It used angular multiplexing to 
record data pages as separate holograms and distributed consecutive bits over multiple pages to 
reduce the probability of burst errors. The raw bit error rate was between 10 –3 and 10 –4 but was 
improved to 10–6 by use of a Hamming error correcting code. Shortly after that, the capacity was 
increased to 5 MB using Reed-Solomon error correcting codes,269 and in 2000 a 1-GB lithium 
niobate system was demonstrated with 50 μs seek time.270 Lithium niobate suffers from a low 
recording sensitivity, of the order of 0.1 cm/J and it has been largely replaced as a holographic 
recording medium by photopolymers, whose sensitivity can be several orders of magnitude larger 
(1000 cm/J).269

Photorefractive Waveguides

There are three essentially different ways to prepare electro-optic (possibly photorefractive) wave-
guides. One is to produce local alterations in the chemistry of an electro-optic substrate, for exam-
ple, by titanium in-diffusion into LiNbO3 or ion implantation in BaTiO3.

271 Another way is to grow 
waveguides in layers by techniques such as RF sputtering, liquid phase epitaxy, laser ablation,272 and 
metalorganic chemical vapor deposition (MOCVD).273 A third way is to polish bulk material down 
to a thin wafer.274

The performance of electro-optic waveguide devices such as couplers and switches can be seri-
ously compromised by the refractive index changes induced by the photorefractive effect in the 
host electro-optic materials such as lithium niobate. Therefore, one of the main motivations for 
understanding the photorefractive effect in waveguides is to develop ways to minimize its effects. 
MgO doping of lithium niobate is commonly used in attempts to reduce the photorefractive 
effect.275

Some researchers have taken advantage of waveguide photorefractivity. Optical confinement 
in waveguides enhances the effectiveness of optical nonlinearities. With conventional χ( )3  materi-
als, waveguiding confinement increases the coupling constant-length product by maintaining high 
intensity over longer distances than would be possible in bulk interactions. In the photorefractive 
case, optical confinement reduces the response time.

An excellent review of earlier work on photorefractivity in waveguides may be found in Ref. 276 
More recently Eason and coworkers have measured a response time improvement by a factor of 100 
in an ion-implanted BaTiO3 waveguide.271 A bridge mutually pumped phase conjugator was also 
demonstrated.277
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Photorefractive Solitons

In 1992, the possibility that photorefractive crystal might be able to support spatial solitons was 
proposed,278 and subsequently demonstrated, first as a transient effect,279 and then in the steady 
state.280 Optical spatial solitons are beams of light in which the normal tendency toward diffrac-
tive spreading is counterbalanced by a nonlinear optical self-focusing effect. Solitons that are 
stable in 2 transverse directions and the 1 propagation direction (2 + 1 solitons) are made pos-
sible by the fact that the photorefractive nonlinearity is saturable, in contrast to the situation with 
Kerr nonlinearities where self-focusing leads to catastrophic collapse.281 Solitons can form in pho-
torefractive crystals, where drift is made to dominate diffusion through the application of a DC 
electric field (screening solitons) or by use of the photovoltaic effect (photovoltaic solitons) and 
where the degree of saturation of the nonlinearity is controlled through provision of background 
illumination.282 These solitons can be described by the nonlinear Schrodinger equation with satu-
rable nonlinearity:283

  i
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where u is the amplitude of the soliton normalized by the square root of the sum of the background 
and dark intensities, x is the transverse coordinate, and z is the propagation direction. More exact 
versions of this equation have been used, for example, including the diffusion component of the 
photorefractive effect,284 but Eq. (24) does describe the basic features.

Since the initial demonstration of basic screening solitons, many different types of solitons have 
been found, providing a very active research area both in fundamental physics and potential applica-
tions. These include bright and dark solitons,285 vortex solitons,286 vector solitons,287 incoherent,288 
and white light solitons.289 One of the main research interests has been in the study of soliton collisions 
and interactions.290 Applications have included optically induced waveguides for optical routing,291 
and for beam confinement for nonlinear frequency conversion.292
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OPTICAL LIMITING

David J. Hagan
CREOL, The College of Optics and Photonics
University of Central Florida 
Orlando, Florida

13.1 INTRODUCTION

As the name implies, an optical limiter is a device designed to keep the power, irradiance, energy, or 
fluence transmitted by an optical system below some specified maximum value, regardless of the 
magnitude of the input. It must do this while maintaining high transmittance at low input powers. 
The most important application of such a device is the protection of sensitive optical sensors and 
components from laser damage. There are many other potential applications for such devices, includ-
ing laser power regulation or stabilization, or restoration of signal levels in optical data transmission 
or logic systems, but this chapter will primarily concentrate on devices for sensor protection.

Perhaps the most obvious way of achieving optical limiting is by active control, where input light 
levels are monitored by a sensor, which through some processor activates a modulator or shutter 
that in turn limits the transmitted light. The best-known examples of these are the iris and blink 
response of the eye. However, these are limited in speed to about 0.1 second, so that any intense 
pulse of light shorter than this can get past these defense mechanisms and damage the retina before 
they can respond. Speed is an issue with most active control systems for optical limiting. To protect 
sensors, the transmittance must be reduced in a time much shorter than the width of the potentially 
damaging pulse. Even very fast electro-optic shutters are limited to rise times on the order of 1 ns, 
which may be insufficient to adequately block Q-switched pulses shorter than 50 ns or so in dura-
tion. Even for protection against longer pulses, cost and complexity are disadvantages of active 
optical limiting systems. Another direct way to protect sensors against high-power lasers is to use 
narrow-line spectral filters. These can work well when the laser wavelength is known, such as in 
laboratory laser safety goggles, but would be largely ineffective against tunable lasers.

Passive systems, on the other hand, use a nonlinear optical material that functions as a combined 
sensor, processor, and modulator. This offers the potential for high speed, simplicity, compactness, 
and low cost. However, passive systems place severe requirements on the nonlinear medium.1–3

While many materials exhibit the type of effects that produce optical limiting, usually these effects 
prove not to be large enough. Because of this, all prototype passive systems demonstrated to date 
place the nonlinear optical component in or near a focal plane. In a focal plane, the energy density of 
a beam from a distant laser source is 105 ~ 108 times greater than in a pupil plane. Even in this focused 
geometry, material nonlinearities are barely large enough, and systems that adequately protect eyes and 
other common sensors over a broad wavelength band have yet to be demonstrated, at least in the 

13.1

13

13_Bass_V4_Ch13_p001-016.indd 13.1 9/14/09 11:09:33 AM

DO
 N

OT
 D

UP
LI

CA
TE



13.2  NONLINEAR OPTICS

visible and near-infrared. The idea of using a nonlinear material in a pupil plane (e.g., a coating on 
the surface of goggles) is therefore far from reality. For mid-infrared (3 to 12 μm wavelength range), 
optical nonlinearities are typically much larger than in the visible and results have been more prom-
ising than in the visible.4–6 Still, however, limiting elements must be placed near a focal plane. Hence, 
research to date on optical limiting has predominantly focused on the search for new or modified 
materials with stronger nonlinearities, and on how to optimally use the best available nonlinear 
materials. This chapter will concentrate on passive devices.

The response of an ideal optical limiter is shown in Fig. 1, along with some typical responses 
of passive limiters. Clearly, an optical sensor requires high linear transmittance, TL, at low input 
light levels for the transmission of images. Meanwhile, for higher inputs the limiter must clamp the 
transmitted energy below some maximum value, Emax, up to the maximum energy the limiter can 
withstand, ED. This is usually the energy damage threshold for the limiting material itself. Usually 
the minimum transmittance of the device, Tmin, occurs at this energy. Often, the performance of a 
limiting system or device is characterized by some type of figure of merit (FOM).7,8 One of the most 
commonly used is FOM = TL/Tmin, which states that a large linear transmittance combined with a 
low minimum transmittance is desirable.8 A slightly different way of expressing this is in terms of 
the optical density (OD), defined as OD = − log10(T), so that the FOM may be reexpressed as the 
change in OD, or ΔOD = log10(TL/Tmin). For the ideal limiter shown in Fig. 1, the FOM is equivalent 
to the dynamic range, which is defined as D.R. = ED/EL.7 However, although such merit figures are of 
some use, it is usually necessary to separately specify parameters such as linear transmittance, maxi-
mum transmitted energy, and damage energy. For example, in some applications, a linear transmit-
tance of >50 percent could be an absolute requirement that cannot be offset by an improvement in 

EDEL

Emax

EL ED

Tmin

TL

Input energy

(a)

(b)

FIGURE 1 Typical limiting curves, drawn as (a)
transmitted energy versus input energy, and (b) trans-
mittance versus input energy, on a log-log scale. The 
solid line is the ideal optical limiter response, while the 
short- and long-dashed lines are typical of real systems. 
ED is the energy at which the limiter undergoes irrevers-
ible laser damage. Emax is the maximum transmitted 
energy, here measured at the maximum input energy 
ED. EL is the limiting threshold for the ideal limiter, TL
is the linear transmittance, and Tmin is the minimum 
transmittance, usually obtained for the maximum input 
energy, ED.
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OPTICAL LIMITING  13.3

protection. In addition, for nonideal limiting responses, the FOM may not give a clear indication of 
whether a device provides adequate protection at all input energies. For example, the dashed curves 
in Fig. 1b look very similar when plotted as transmittance versus input energy. Although they have 
the same FOM, when plotted as transmitted versus input energy, it is clear that the long-dashed 
curve provides considerably better protection than the short-dashed curve.

The maximum permissible transmitted energy is highly dependent on the threat laser wavelength 
and pulse width, on the sensor to be protected, and on the f-number (defined as the ratio of focal 
length to lens diameter) of the imaging system. Most practical imaging systems use an f-number of 
5 or less. However, one very common sensor for which we can specify maximum safe exposure levels 
is the human eye.9 Mostly, we are concerned with retinal damage. Visible or near-infrared radiation 
is not absorbed in the cornea or lens of the eye, and the focusing of light onto the retina produces 
an optical gain on the order of 104 [i.e., the fluence (incident energy/unit area) at the retina is ~ 104

times that incident on the cornea]. Hence for visible or near-infrared radiation, damage will always 
occur first at the retina. For wavelengths in the UV and further into the infrared, light does not 
reach the retina, as it is absorbed in the lens or cornea where the fluence is much lower. If necessary, 
damage may be avoided by use of optical elements that simply block those wavelengths by reflec-
tion or absorption, as the eye cannot detect those wavelengths anyway. As shown in Fig. 2, the ANSI 
standard for the maximum safe energy entering the eye for pulse lengths less than 17 μs is 0.2 μJ.10

However, larger energies may be tolerated where there is a finite probability of a retinal lesion but 
little chance of retinal hemorrhaging. For example, the ED-50 exposure level, for which there is a 
50 percent chance of a retinal lesion but little chance of permanent damage, corresponds to ~1 μJ in 
the visible. Therefore, ideally one would desire Emax << 1 μJ for an eye-protection limiter. However, 
since no practical prototype limiter so far has come close to this value, a more common target value 
for Emax in recent literature has been ~1 μJ.11,12 As will be subsequently described, the total energy 
entering the eye is not a complete measure of performance, as many nonlinear optical mechanisms 
that give rise to limiting strongly distort a laser beam as well as controlling its total transmitted 
energy. Therefore, a better measure of limiting performance is the focusable component of the 
energy entering the eye, Efoc. Efoc is defined as the energy falling within a 1.5-mrad-diameter circle 
in the retinal plane.13 The accepted value for the minimum resolution of the eye is 1.5 mrad. Should 
the limiter defocus the beam enough that the focused beam significantly exceeds 1.5 mrad, an Emax
of > 1 μJ may be tolerable as long as Efoc < 1 μJ.

In the remainder of this chapter, we describe some of the fundamental principles of passive optical 
limiting, including nonlinear mechanisms and optimization of geometry. We also present a few examples 
of experimental demonstrations of some types of optical limiters, although this is by no means intended 
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FIGURE 2 Damage thresholds for the eye. (After Ref. 10.)
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13.4  NONLINEAR OPTICS

to be a comprehensive review. Rather, this chapter is intended as a starting point for newcomers to the 
field of optical limiting. For more detailed surveys of published research in this field, the reader is referred 
to the review papers,1,3,12 journal special issues,14 and conference proceedings15–22 on the subject.

13.2 BASIC PRINCIPLES OF PASSIVE OPTICAL 
LIMITING

By way of an introduction to passive optical limiting, we briefly describe five of the most common 
nonlinear mechanisms used. As summarized in Fig. 3, these are (a) nonlinear absorption, 
(b) nonlinear refraction, (c) nonlinear scattering, (d) photorefraction, and (e) optically induced 
phase transitions. There have been many other schemes proposed for passive optical limiting, but 
those mentioned here form the basis for the vast majority of practical limiting devices that have 
appeared in the literature. A common theme to all schemes is that they each require the nonlinear 
optical material to be placed in or near a focal plane. Here we concentrate on how each nonlinear 
optical property results in limiting and we avoid detailed descriptions of the nonlinear mechanisms. 
For a more complete description of nonlinear optical phenomena and mechanisms, the reader is 
referred to Chap. 16, “Third-Order Optical Nonlinearities,”of this volume.

Limiting via Nonlinear Absorption

Perhaps the most obvious and direct way to produce passive optical limiting is via nonlinear absorp-
tion (NLA), where we require the absorption to increase with increasing incident pulse fluence or 
irradiance. This can occur in a number of ways, as illustrated in Fig. 4, which shows some of the pos-
sible optical transitions for a generic material system. These could represent electronic transitions in 
many different material types (for example, an organic molecule or a semiconductor crystal).

Two-photon absorption (2PA) is a third-order nonlinear optical process that involves the simul-
taneous absorption of two photons.23 For 2PA, the absorption increases in proportion to the incident 
irradiance, I. Another possibility is a two-step absorption process, where linear absorption populates 
excited states, from which a second absorption to a higher-lying energy state is possible.24,25 If the 

(b)

aeff = a 0 + b2I + saN

neff = n0 + n2I + s r
.N

(a)

Low intensity
High intensity

(c)

(d)

(e)

FIGURE 3 Fundamental mechanisms for passive 
optical limiting: (a) nonlinear absorption; (b) nonlinear 
refraction; (c) nonlinear scattering; (d) photorefraction; 
and (e) optically induced phase transitions.
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OPTICAL LIMITING  13.5

excited state cross section, sex, exceeds the ground state cross section, sg, then the absorption will 
increase with increasing excited state population density, Nex, and hence with increasing incident 
fluence. This is usually referred to as excited state absorption (ESA) or reverse-saturable absorption
(RSA). The latter nomenclature grew out of the more commonly observed saturable absorption,
where sex < sg and the absorption decreases with increasing fluence. In materials with suitable 
energy levels, it is also possible to populate the excited state by two-photon absorption, and still pro-
duce excited state absorption at the excitation wavelength.23,26 For any of these cases, we may write 
an approximate effective absorption coefficient, aeff,

α α β σ σ βeff ex ex ex ex= + + = + +I N N I Ng g σ  (1)

where b is the 2PA coefficient and Ng and Nex are the ground state and excited state absorption 
cross sections, respectively. For a laser pulse shorter than the excited state lifetime, t1, and for low 
excitation levels, Nex is directly proportional to the incident fluence. However, an optical limiter is 
required to work under high levels of excitation, so usually rate equations must be solved to deter-
mine the overall transmittance. Nevertheless, it is clear that a large ratio of sex/sg is desirable, as we 
want large ESA, but small linear absorption. However, sg cannot be too small, as Nex must become 
large enough to produce a strong limiting effect. The minimum achievable transmittance should 
occur when all molecules have been promoted to the first excited state, so that the transmittance is 
Tmin = exp (− sexNL), where N is the total molecular density and L is the material thickness. Hence 
the maximum achievable FOM is Tmin/TL = exp [− (sex − sg)NL].27 However, it is not practical to 
expect such a physical situation. Before such a high excitation is reached, other effects, including 
ionization, heating, and so forth will occur.11

In theory, 2PA is ideal for optical limiting, as the linear absorption is zero. Moreover, it can be 
shown that there is an absolute upper limit to the irradiance that can propagate through a two-photon 
absorber, given by Imax = (bL)−1. 2PA also may populate excited states without the inconvenience of 
linear absorption, so that one can obtain limiting due to both 2PA and ESA. However, it is difficult 
to find materials with sufficiently large and broadband 2PA coefficients to work well with nanosec-
ond or longer pulses.26,28,29

Regardless of the excitation mechanism, it is desirable to have an excited state lifetime, t1, longer 
than the laser pulse width, so that each electron or molecule need only be excited one time per pulse. 
A short upper excited state lifetime, t2, is required to reduce saturation of the excited state absorp-
tion, which detracts from limiting performance.

Nex

sg b

Ng

t2

t1

sex

FIGURE 4 Nonlinear absorp-
tion processes.
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13.6  NONLINEAR OPTICS

Optimization of NLA Limiters While NLA gives the best optical limiting by placing the nonlinear 
material in a focal plane, this is also where the damage energy threshold of the nonlinear material 
is lowest. Very often, this gives an unacceptably low FOM. The damage threshold may be greatly 
increased by placing another nonlinear absorber in front of the one at focus, hence protecting it 
from damage. In the case of 2PA, this can be achieved by using a thick 2PA material, as illustrated in 
Fig. 5a.7,28,30 Here, the term thick means that the material thickness is much greater than the depth 
of focus of the beam. The front surface is far from focus, and the 2PA away from focus protects 
the material near focus. Theoretically, this can be done with no reduction in TL, as there need be 
no linear absorption. In reality, parasitic linear transmittance and scatter may reduce TL. For RSA 
materials, the intrinsic linear absorption does not permit us to use an arbitrarily thick medium. 
Instead, discrete elements can be used. This geometry is usually referred to a cascaded or tandem
limiter.31 In the simplest case, this can consist of two or more elements in tandem, as illustrated in 
Fig. 5b. The elements can be positioned so that the damage fluence, Fd, is reached simultaneously 
by all elements. This gives the maximum damage energy.8,11,27 It has been shown that the total FOM 
of the limiter is given by the product of the FOMs of each individual element. However, because 
of beam distortion due to NLA or to any NLR that may be present in the material, the FOM of an 
individual element in a cascaded geometry does not usually approach the FOM of the same ele-
ment when used alone. Miles11 pointed out that this geometry helps keep the fluence high through 
the length of the limiter, by balancing the decrease in fluence due to absorption with the increase in 
fluence due to focusing. This is illustrated in Fig. 5b, which shows a sketch of on-axis fluence versus 
distance for a four-element tandem limiter. This can be understood by considering the example of a 
limiter with Tmin = 10−4. If such a limiter were to have only a single element, the fluence on the front 
surface of the cell would have to exceed that on the rear surface by 104. If damage to the front of the 
cell were to be avoided, the fluence on the rear surface would be so low that the molecules near the 
rear surface could not contribute significantly to the limiting. Therefore, these molecules only serve 
to reduce the linear transmittance. However, for a 4-cell tandem limiter, Tmin = 0.1 for each element, 
and the net value of Tmin for the tandem limiter is 10−4. This is much easier to achieve. The greater 
the number of cells, the larger the average fluence in each cell, and the separation of the cells is pro-
portional to the square of the distance from focus, Z.8 This can be extended to the limiting case of a 
single element with a graded molecular density, N(z) ≈ 1/sex|Z|.11,32 In this case, the on-axis fluence 

F(z)

Fd

Z

(a)

(b)

FIGURE 5 Optimization of limiter geometry: 
(a) for a 2PA limiter and (b) for an RSA limiter. The 
graph in (b) is a sketch of the on-axis fluence through the 
limiter near the maximum operating energy.
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OPTICAL LIMITING  13.7

would remain constant through the RSA material at some designed value of the input energy, usu-
ally just below the damage threshold. To avoid problems of generating the exact molecular density 
distribution, approximating the distribution with a steplike series of adjacent cells of different thick-
ness and density has also been proposed. Like the tandem devices, these designs must be modified to 
account for beam distortion.27

Limiting via Nonlinear Refraction

From Kramers-Krönig relations, we know that all materials exhibiting nonlinear absorption must 
also exhibit nonlinear refraction.33 A consequence of this is that each process that gives rise to opti-
cally induced changes in absorption must also result in changes to the refractive index. This can 
usually be expressed as

n n n I Nreff ex= + +0 2 σ  (2)

where n2 describes instantaneous index changes proportional to incident irradiance and sr describes 
the change in index due to population of excited states. As described in Chap. 16, “Third-Order  
Optical Nonlinearities,” of this volume and in Refs. 33 and 34, n2 is related to the 2PA coefficient, 
b, by Kramers-Krönig relations. sr and sex are related in a similar manner. Such index changes can 
occur even at wavelengths where there is no change in absorption.

As a focused beam has a spatially varying irradiance, then the induced index change varies across 
the beam profile, causing the beam to be strongly distorted upon propagation. Near focus, the beam 
is usually brightest in the center, so for a negative index change (where the index decreases with 
increasing irradiance or fluence), the nonlinear material will behave like a lens with negative focal 
length, and the beam is defocused. This process is referred to as self defocusing. If the sign of the 
index change is positive, self-focusing results. Both of these effects can cause the beam to spread in 
the far field and hence limit the energy density in the far field, although the geometrical alignment 
may be different for optimal limiting in each case.35 This means that Efoc may be strongly limited 
without necessarily limiting Emax. The presence of pupil-plane apertures in the imaging system com-
bined with the beam distortion may also result in limiting of Emax. An advantage of this method over 
nonlinear absorption devices is that there is no need to absorb large amounts of energy in the non-
linear material, which could cause thermal damage problems. A potential problem is that inadver-
tent refocusing of the eye could reduce the defocusing effect of the limiter. However, the nonlinear 
refraction usually aberrates the beam sufficiently that this is not a concern.

In terms of NLR, a thick limiter is defined as one where the propagation path in the nonlinear 
material is long enough that the index changes cause the beam to change its size inside the material. 
This process is sometimes refers to as internal self-action.36 In this situation, the limiting behavior 
differs considerably between positive and negative index changes. Self-focusing causes the irradiance 
to be increased, causing more self-focusing, which becomes a catastrophic effect once a critical input 
power is reached.37 This results in breakdown of the medium, which can strongly scatter the light 
and hence effectively limit the transmitted energy. It also causes damage to the material, but this is 
not a problem if the nonlinear medium is a liquid. Self-defocusing, on the other hand, reduces the 
irradiance, so that the limiting occurs more gradually as the input energy is increased.

Thermally induced index changes are also important in optical limiters. In liquids, where the 
thermal expansion is large, the index change results from the change in density upon heating due to 
laser absorption.38 Hence the index decreases with temperature, giving a selfdefocusing effect. The 
turn-on time for defocusing is dictated by the time taken for the liquid to expand across the width 
of the laser beam, which is roughly given by the beam radius divided by the speed of sound.39 The 
turn-off time is dictated by thermal diffusion. In solids, thermal expansion is much smaller, but 
other effects, such as temperature dependence of the absorption edge, can cause thermally induced 
index changes. These usually result in an increase in index with temperature. As this is a local effect, 
the turn-on time is usually very fast, but turn-off times depend again on thermal diffusion. Thermal 
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13.8  NONLINEAR OPTICS

self-focusing in solid-state limiters can be a problem, leading to optical damage. Although thermal 
defocusing in liquids can be used to produce limiting, and some of the first passive optical limiters 
were based on this effect,38 it usually degrades the performance of limiters based on NLA. This is 
one reason to use solid polymer host matrices for RSA dyes.40

Limiting via Nonlinear Scattering 

Like absorption, scattering is also capable of strongly attenuating a transmitted beam. Nonlinear 
scattering is possible by laser-induced creation of new scatter centers or by laser-induced changes in 
the refractive index difference between existing scatter centers and their surroundings. In the latter 
case, glass scatterers (such as small particles, a rough surface, highly porous glass, or a regular array 
of holes in glass) are index-matched by immersion in a liquid.41–43 In this state, the composite mate-
rial is clear and highly transparent. A small amount of absorber dye is dissolved in the liquid, so that 
when illuminated by a strong laser pulse, the solvent is heated and the index matching is lost, result-
ing in strong scattering.

In the former case, new scatter centers can be created when small particles, such as carbon 
black, molecular clusters, or other absorbing particles, are exposed to intense laser radiation.44,45

In their normal state, such particles are very small, and although they may have a very strong opti-
cal absorption coefficient, due to their small size they neither absorb nor scatter much radiation. 
Upon absorption of radiation, the particles rapidly heat and ionize. This can cause the formation 
of microplasmas, which grow rapidly and strongly scatter the laser radiation. If the particles are 
suspended in a liquid, the heating can cause subsequent formation of microbubbles, which also 
strongly scatter light.46,47 In either event, the scattering produces strong optical limiting. As the 
size of the scattering particles approaches the wavelength, the scattering is predominantly in the 
forward direction, which could reduce performance for low f-number imaging systems. Another 
problem is that the limiting process destroys the particles, making this mechanism unsuited to 
protection against high repetition-rate lasers. This might be overcome by flowing the suspensions. 
It has been shown that nonlinear scattering may also be an important yet unintentional mechanism in 
the operation of RSA limiters based on organic molecules.47 It is likely that that this is due to incom-
plete dissolution of the organic material, which leaves small clusters of undissolved material in 
suspension in the solvent.

Other Mechanisms

While the majority of the results reported on passive limiting employ one of the three previously 
noted mechanisms, many other schemes have been proposed and demonstrated. Most of these may 
involve some sort of change in refractive index or absorption, but they may use the change in a 
manner different from those just described. Although such schemes are too numerous to fully docu-
ment here, the two following examples are worthy of mention.

Photorefraction Photorefractives change their index when exposed to light, and they do so in such 
a way that the index change is in proportion to the gradient of light intensity. This is achieved by 
a complex process involving photoexcitation of charge carriers and diffusion of those carriers that 
results in a space charge field.48 This field in turn causes an index change via the electro-optic effect. 
Due to the dependence on the gradient of intensity, the photo-refractive effect is usually employed 
in situations where a periodic modulation of the irradiance induces a phase grating (a periodic 
modulation of the index). For optical-limiting applications, the interference is obtained by pick-
ing off a portion of the input laser beam with a beam splitter and overlapping it with the original 
beam in a photorefractive crystal.49 Alternatively, a reflection from the rear surface of the crystal 
is used to interfere with the forward-going beam.50 In both cases, a grating is produced that, via 
two-beam coupling, strongly scatters the incoming laser beam, limiting the transmitted energy.51

An interesting side effect of this mechanism is that the limiting is coherence-dependent as well as 
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OPTICAL LIMITING  13.9

intensity-dependent. Due to the requirement for charge diffusion, the turn on time is relatively slow, 
so that this type of limiter is usually only suitable for pulses of millisecond or longer duration.

Optically Induced Phase Change A number of materials show a reversible, thermally induced 
semiconductor-metal phase transition upon illumination with strong laser radiation.52 These mate-
rials are transparent to infrared radiation in their semiconducting state but highly reflective in their 
metallic state. Hence, in the infrared these materials may be transparent for low powers, while at 
high powers, weak optical absorption and subsequent heating may induce the strongly reflecting 
metallic phase, blocking the transmitted light. Some examples of materials of this type are Ag2S, 
TmSexTe1−x, and vanadium oxides, VxO2x−1. To be effective, such a material must be stable in its 
transparent state, have a small latent heat associated with the phase transition, and require a rea-
sonably small temperature change (~ 100 K) to induce the phase transition. Vanadium oxides with 
compositions close to VO2 or V2O3 comprise the most-studied class of these materials for optical 
limiting, having a phase transition temperature at around 70°C. In thin-film form and with appro-
priate antireflection coatings, these materials have high broadband transmission through the infra-
red (3 to 12 μm) which drops to around 1 percent in the metallic phase.52

13.3 EXAMPLES OF PASSIVE OPTICAL LIMITING 
IN SPECIFIC MATERIALS

Unavoidably, most of the materials used for passive optical limiting exhibit a combination of the 
nonlinear properties previously described. This usually complicates matters, but in some cases the 
different nonlinearities may be used to complement each other. In this section, we briefly present 
a few specific examples of limiting devices that illustrate how some of the principles just described 
may be applied in practice.

Semiconductors

Semiconductors exhibit a variety of strong nonlinear absorption and refraction effects.53 Due to 
their broad absorption bands, they are capable of producing 2PA over a broad wavelength range 
where the linear absorption is low. Moreover, the carriers excited by 2PA produce very strong 
absorption and negative nonlinear refraction. The wavelength range of operation for 2PA, avoid-
ing linear interband absorption, is Eg/2 < hv < Eg. Eg is the bandgap of the semiconductor and hv
is the photon energy. For example, in ZnSe, this corresponds to an operating wavelength range of 
about 480 to 900 nm, while in InSb the range is 7 to 14 μm at room temperature. Over this range, 
the combined effects of 2PA and free carrier absorption and refraction are more or less constant 
for a given semiconductor. However, the nonlinearities scale very strongly with bandgap. If we keep 
the ratio of photon energy to bandgap energy fixed, 2PA scales as Eg

−3 and free carrier absorption 
and refraction scale approximately as Eg

−2.6,23 Hence, semiconductors work significantly better 
for the infrared than for the visible. A problem with semiconductors is that they tend to have low 
damage thresholds. It was shown by Van Stryland et al.28 that this can be overcome by the use of 
the thick-limiter geometry. In this case, a thick sample of the large-gap semiconductor ZnSe was 
used to demonstrate limiting of 30-ps pulses at a wavelength of 532 nm, as shown in Fig. 6. Due to 
a combination of 2PA and free-carrier absorption and refraction that occurs prior to focus, it was 
not possible to damage the ZnSe in the bulk. Hence, these devices were labeled self-protecting limiters. 
The FOM was measured as 2 × 104. The linear transmittance was 40 percent, probably due to a 
combination of scatter and parasitic absorption. Despite this good performance with ps pulses, the 
self-protection does not prevail for nanosecond pulses. This is thought to be due to the effects of 
carrier recombination and diffusion, which reduce the carrier defocusing effect, allowing positive 
thermal index changes to dominate.
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13.10  NONLINEAR OPTICS

Organics

Organic molecules have attracted interest for optical limiting for their attractive NLA properties 
in the visible and near-infrared. While some materials have shown promise for their combined 
2PA and excited-state absorption properties,26,29 so far these effects have not proven large enough 
over a sufficiently broad wavelength band to be practical. By far the most attention has been paid 
to organics for their RSA properties.25,54 Generally, the mechanism is as shown in Fig. 4, but often 
the excited states may also relax into long-lived triplet states. This effectively increases the lifetime 
of the highly absorbing excited state. The transfer to triplet states may be enhanced by the addition 
of heavy atoms or paramagnetic groups to the molecule or solvent.55 Several groups have demon-
strated promising results with optimized limiting devices using phthalocyanines or other similar 
RSA molecules.40,56 One example of an optimized limiter based on this type of material is that 
of Perry et al.40 Here an indium phthalocyanine chloride (InClPc) was incorporated into a PMMA 
polymer host to make a solid-state limiting material. Slices of this material were used to make a three-
element tandem limiter. The device, which had a linear transmittance of about 55 percent (70 percent 
internal transmittance), was designed to operate with a maximum fluence of 3 J/cm2 in an f/5 
focusing geometry. The combination of solid-state host and low design fluence helps minimize the 
detrimental effects of thermally induced refractive index changes. The device had a minimum trans-
mittance of 0.185 percent at the maximum input energy of 6.5 mJ, corresponding to a maximum 
output energy of 12 μJ. This was a factor of four greater than predicted by simple design models, 
which assume a constant beam shape. This discrepancy is small compared with similar liquid-based 
limiters, which suffer from much greater thermal refraction. To properly design limiters of this type, 
propagation codes have been developed that account for all NLA and NLR mechanisms, including 
thermal refraction, and that are capable of modeling internal self-action.57

Carbon-Black Suspensions

It was shown by Mansour et al.44 that dilute ink exhibits very strong, broadband optical limit-
ing properties for nanosecond pulses. Ink is a liquid suspension of amorphous carbon particles. 
Figure 7 shows an example of limiting of 14-ns, 532-nm pulses using a carbon-black suspension 
(CBS) in a 50:50 water/ethanol mixture with TL = 70 percent. Similar results are obtained with a 
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FIGURE 6 Limiting curve for ZnSe thick limiter for 30 ps, 532 nm. (After Ref. 28.)
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OPTICAL LIMITING  13.11

1064-nm laser wavelength, indicating an extremely broadband limiting response. By observing 
scattered light intensity as a function of input irradiance, it was clearly shown that the incident 
light becomes very strongly scattered as the incident energy increases. Measurements of the angu-
lar distribution of scattered light show a Mie scattering pattern typical of scattering particles a 
factor of ≈ 3 larger than the original carbon-black particles. Similar results were found for a layer 
of small carbon particles deposited on a glass surface. It was concluded from this that the limiting 
is a result of scattering and absorption by microplasmas formed after thermionic emission from 
the laser-heated carbon particles. Later studies have indicated that the nonlinear scattering may 
result from microbubbles formed in the solvent by heating of the carbon. There is clear evidence 
that for longer pulses, the limiting is dependent on the volatility of the solvent,46 and imaging 
techniques have shown that bubbles may persist in the focal volume 100 ns after the pulse.47 It is 
quite feasible that microplasmas may be responsible for limiting on shorter (< 10 ns) time scales, 
while bubbles play a more important role for longer (~ 100 ns) pulses.

Photorefractives

Although it has been shown that the photorefractive effect can occur over a vast range of time scales, 
effects large enough for practical devices typically have millisecond and longer response times. Cook 
et al.50 exploited the large photorefractive two-beam coupling gain in Fe:LiNbO3 to demonstrate 
strong optical limiting for millisecond pulses or c.w. lasers. A weak reflection of the input beam 
from the rear surface of the lithium niobate crystal was sufficient to initiate the two-beam coupling. 
As shown in Fig. 8, this produced a change in OD of up to 4 with a response time of about 2 ms. 
The linear transmittance for these samples is typically in the range of 30 to 60 percent. The limiting 
effect is not strongly sensitive to wavelength, operating between 420 and 670 nm. It is found that 
the optimum f-number for limiting was about f/20, and limiting performance drops off rapidly as 
the f-number is decreased. This results from the trade-off between the high irradiance produced by 
small focused spot sizes and the long interaction length produced by large spot sizes.
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transmittance CBS. Also shown are results of limiting 
in CS2, for comparison. (After Ref. 44.)

13_Bass_V4_Ch13_p001-016.indd 13.11 9/14/09 11:09:36 AM

DO
 N

OT
 D

UP
LI

CA
TE



13.12  NONLINEAR OPTICS

Liquid Crystals

Liquid crystals are composed of highly anisotropic molecules. By illuminating a nematic liquid crys-
tal with a linearly polarized laser beam, the molecules can align with the electric field in the beam, 
inducing an irradiance-dependent birefringence in the bulk liquid. These effects are large, but 
typically take milliseconds to seconds for the realignment process. Recently, it has been shown that 
doping a liquid crystal with certain dyes can induce molecular reorientation at extremely low powers.58

Khoo et al.59 have shown that this effect may be used to achieve extremely low-power c.w. limiting. 
Using a twisted nematic 5CB film with 1 percent methyl red doping, between crossed polarizers, the 
maximum transmitted energy of a c.w. argon ion laser beam was kept below 13 μW for inputs up to 
140 mW, with TL = 10 percent, including Fresnel reflections and losses at the polarizers. Figure 9 shows 
a photograph of the transmitted beam for low and high powers, with an image that was simultaneously 
transmitted by the system. An advantage of liquid crystals is that they can be highly transparent across 
the entire visible spectrum.
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FIGURE 8 Far-field optical limiting and response time in a 3.4-mm path 
crystal of 0.03 percent Fe + 0.05 percent Tb:LiNbO3 at 523.5 nm. (After Ref. 50.)

FIGURE 9 Suppression of a c.w. visible laser beam while transmitting the image of a resolution 
test chart, using a dye-doped nematic liquid crystal passive limiter. (a) Low laser intensity, showing 
no limiting effect and (b) above the limiting threshold. (After Ref. 59.)
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14.1 GLOSSARY

Terms and Acronyms

 EIT electromagnetically induced transparency

 CPT coherent population trapping

 STIRAP stimulated Raman adiabatic passage

 RAP rapid adiabatic passage

 SCRAP Stark chirped rapid adiabatic passage

 CPR coherent population return

 LWI lasing without inversion

 lambda (Λ) scheme three coupled atomic levels with the initial and fi nal states at lower energy
  than the intermediate state

 ladder scheme three coupled atomic levels with the energy of the initial state below the inter-
  mediate state, and the energy of the intermediate state below the fi nal state

 vee (V) scheme three coupled atomic levels with the initial and fi nal states at higher energy
  than the intermediate state

 cw continuous wave

Symbols

 |a〉 quantum state of atom

Ea energy of quantum state |a〉
wab angular transition frequency between states |a〉 and |b〉 (rad s–1)

Δab detuning of a light fi eld from an atomic transition at wab (rad s–1)

mab transition dipole moment between two states |a〉 and |b〉 (Cm)

14.1
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14.2  NONLINEAR OPTICS

 Re c(1) real part of linear susceptibility (dispersion)

 Im c(1) imaginary part of linear susceptibility (absorption)

c(3) nonlinear susceptibility of third order (m2 V–2)

NA number of atoms

nA atomic density (cm–3)

 E electric fi eld strength (Vm–1)

w angular frequency of a radiation fi eld (rad s–1)

 l wavelength of a radiation fi eld (nm)

P macroscopic polarization (Cm–2)

Ω Rabi frequency (rad s–1)

rab density matrix element

Γa decay rate of state |a〉 (rad s–1)

gab dephasing rate of the coherence rab (rad s–1)

gDoppler Doppler (inhomogeneous) linewidth (rad s–1)

glaser laser bandwidth (rad s–1)

14.2 INTRODUCTION

Electromagnetically induced transparency (EIT) is a quantum interference phenomenon that arises 
when coherent optical fields couple to the states of a material quantum system. In EIT the interference 
occurs between alternative transition pathways, driven by radiation fields within the internal states of 
the quantum system. Interference effects arise, because in quantum mechanics the probability ampli-
tudes (which may be positive or negative in sign), rather than probabilities, must be summed and 
squared to obtain the total transition probability between the relevant quantum states. Interference 
between the amplitudes may lead to either an enhancement (constructive interference) or a complete 
cancellation (destructive interference) in the total transition probability. As a consequence, interference 
effects can lead to profound modification of the optical and nonlinear optical properties of a medium. 
Thus, control of optical or nonlinear optical properties and processes becomes possible.

Interference effects of this kind are well known in physics. These occur naturally if there are two 
transition pathways available to the same final state. Fano interferences exhibit an example of inter-
ference between two transition pathways. In this case the two pathways are direct photoionization 
from a quantum state to the ionization continuum and photoionization from the quantum state via 
an intermediate autoionizing state.1,2 The interference between these two pathways leads to asym-
metric resonances in the photoionization spectrum. The photoionization cross section vanishes at 
certain excitation frequencies, that is, complete destructive interference occurs. This process is well 
known for radiative transitions to autoionizing states in atoms or to predissociating states in mol-
ecules. It was also predicted to occur in semiconductor quantum wells.3

Interfering transition pathways can also be deliberately induced by application of resonant laser 
fields to multilevel atomic systems. Perhaps the most striking example for this type of interference 
is the cancellation of absorption for a probe radiation field, tuned in resonance to an atomic transi-
tion. Usually the resonant excitation would lead to strong absorption of the probe field. However, 
if the atoms are prepared by EIT,4–6 the absorption is essentially switched off. EIT exhibits a laser-
induced interference effect between the quantum coherences in the atom, which renders an initially 
highly opaque medium into an almost transparent medium. Similarly the refractive properties of 
the medium may be greatly modified.5,7,8 For instance the usual correlation of high refractive index 
with high absorption can be broken, leading to the creation of media with unique optical properties.

There has been a considerable research effort devoted to EIT and related topics over the last 
few years. This has been motivated by the recognition of a number of new potential applications, for 
example, lasers without inversion, highly efficient nonlinear optical processes, storage of light pulses 
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and quantum information, lossless propagation of laser beams through optically thick media, and 
highly efficient and selective population transfer via coherent adiabatic processes. EIT is one of an 
interrelated group of processes, for example, including coherent population trapping (CPT) and 
coherent adiabatic population transfer, that result from externally induced quantum mechanical 
coherence and interference. In contrast, the earlier ideas associated with CPT (first observed in 
1976)9 had found application mostly as a tool of high-resolution spectroscopy, rather than as a new 
direction in nonlinear optics. Therefore, the concept of EIT has contributed a distinctive new thrust 
to work on atomic coherence and its applications—a thrust, which is of direct interest to optical 
scientists and engineers.

To explain the basic idea and applications of EIT, an equivalent picture to interfering transi-
tion pathways is provided by the concept of laser-dressed states. In terms of quantum mechan-
ics, the dressed states are the eigenstates of the quantum system, including strong interaction with 
driving radiation fields. The dressed states are coherent superpositions of the bare states, that is, 
the eigenstates of the quantum system without external interaction. The coherent superpositions have 
well-defined amplitudes and phases that describe the relationship between the atomic states in the 
superposition. The reader is referred to The Theory of Coherent Atomic Excitation by Shore10 for a 
complete account of these ideas. An important feature of EIT is the preparation of large populations 
of these coherently driven, uniformly phased atoms. Such media are termed phasesonium by Scully,7

to convey the basic idea. The (both linear and nonlinear) optical properties of the coherent medium 
are very different from those of a normal, incoherently driven medium. In the dressed medium the 
terms of linear and nonlinear susceptibilities can be retained only to the extent that it is recognized 
that all these resonant processes are highly nonpeturbative. As we will discuss later, even the so-called 
“linear” processes now involve the coupling of atoms with many photons. An important consequence 
of this is that the magnitudes of linear and nonlinear susceptibilities can reach equality in a phase-
coherent medium. This is in marked contrast to the normal situation. Usually the nonlinear suscep-
tibility would give rise to nonlinear optical processes, which are many orders of magnitude weaker 
than those arising from the linear susceptibility.

The exceptionally high efficiencies of nonlinear optical processes in gas phase media, prepared 
by EIT, therefore constitute an important feature of EIT. The large conversion efficiencies in gas 
phase media, driven to EIT, become comparable to nonlinear optical processes in optical crystals. 
Thus a renewed interest in gas phase nonlinear optical devices possessing unique capabilities [e.g., 
high conversion efficiencies into the spectral regions of vacuum-ultraviolet (VUV) and far-infrared 
(IR) radiation] has occurred. There have been a number of notable recent demonstrations of EIT, 
applied to frequency conversion. A near-unity frequency conversion into the far-ultraviolet spectral 
region was reported for a four-wave mixing scheme in lead vapor. The lead atoms were prepared in 
the state of maximal coherence, that is, maximal polarization, by EIT. The uniquely high conversion 
efficiency arises since the nonlinear terms become equal in magnitude to the linear terms. Besides 
applications in dense gas phase media with thermal velocity distribution, large optical nonlineari-
ties, induced by EIT were also studied in laser-cooled atoms. In such media, a successful implemen-
tation of EIT requires only quite weak laser couplings. Thus, at maximum transparency there is an 
extremely steep dispersion as a function of the driving laser frequency, that is, the detuning from the 
atomic resonance. The consequence of this steep slope is a very slow group velocity for optical pulses 
propagating through the medium.11 Massive optical nonlinearities accompany the steep dispersion. 
These are manifested as very large nonlinear refractive indices that are many orders of magnitude 
larger than any previously observed. These huge nonlinearities are the subject of current research 
activity. They offer the likelihood of efficient nonlinear optical processes at the few photon level. 

In addition to the applications, described above, the coherence and interference effects related to 
EIT may also permit new possibilities to build short wavelength lasers, that is, lasers in the x-ray spec-
tral range. As the Einstein coefficient for spontaneous emission scales with the cube of the transition 
frequency w,3 it is usually hard to achieve population inversion by optical pumping in an x-ray laser. 
In contrast, the laser concept based on EIT does not rely on population inversion in the atomic laser 
medium anymore.12,13 Lasing without inversion (LWI) has been demonstrated in sodium atoms and 
rubidium atoms in the visible range.14,15 The prospects that this might lead to the construction of 
lasers which are able to circumvent the usual constraints of achieving inversion in short wavelength 
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14.4  NONLINEAR OPTICS

lasers has been much discussed.16,17 Related effects on LWI and EIT in semiconductor quantum wells 
have also been theoretically explored using laser-induced processes18 or bandgap engineering19 to create the 
necessary coherences. Moreover, atomic and molecular coherences, driven by EIT, were also exploited 
for efficient frequency conversion and the generation of ultrashort laser pulses.20–27,28–39

It is the aim of this chapter to provide an accessible summary of EIT and to present some of the 
main results obtained in recent research. It is not possible in the space available to cover all work in 
this field, and we apologize to authors whose important contributions are not directly mentioned. An 
extensive review of all theoretical and experimental work on related atomic coherence phenomena 
is also beyond the scope of the present article. The reader is advised to look at a number of reviews 
on LWI,16,17 coherent population trapping,10,40–43 coherent adiabatic population transfer,44 efficient 
frequency conversion in coherently prepared media45 and laser-induced continuum structure46–50 to 
find these topics presented in detail. The theory pertinent to EIT is sketched in the text, but again the 
reader is referred to the more detailed treatments published in the literature.5 References to relevant 
literature will be given as they arise. The purpose of the chapter is (1) to communicate the underly-
ing physical principles of EIT and related effects, (2) to describe the manifestations of EIT and to 
summarize the conditions required to create EIT, and (3) to introduce some potential applications in 
optical technology.

14.3 COHERENCE IN TWO- AND THREE-LEVEL 
ATOMIC SYSTEMS

The first experimental work on laser-induced atomic coherence was carried out in the 1970s. Earlier 
relevant work includes the investigation of dressing two-level systems by strong microwave fields. 
This led to the observation of splittings between dressed states, that is, Autler-Townes splittings,51

and photon echoes in two-level systems.52 Mollow53,54 reported novel features, subsequently termed 
the Mollow triplet, of resonance fluorescence in a two-level system driven by a strong resonant laser. 
Much work on two-level systems has been carried out since.10,44,55,56 Although two-level systems 
remain a subject of considerable interest, our concern here is primarily with three-level systems (and 
in some cases four-level systems).

Atomic coherence and interference in three-level systems was first observed experimentally by 
Alzetta, Arimondo et al.,9,57 and by Gray et al.58 The first group of authors performed experiments 
that established coherence between the Zeeman split lower levels of a sodium atom using a mul-
timode laser. By employing a spatially varying magnetic field Alzetta, Arimondo et al. observed a 
series of spatially separated dark lines. These resonances correspond to the locations in the magnetic 
field where the Zeeman splitting matched the frequency difference between modes of the coupling 
laser. This situation corresponds to a two-photon resonant lambda-type level scheme. Thus, this was 
the first experimental observation of CPT. The experiments of Gray et al.58 involved the preparation 
of coherence between the hyperfine lower levels of sodium atoms. In these experiments two coinci-
dent laser fields are coupled to a three-level lambda scheme of states to create superpositions of the 
two lower states |1〉 and |2〉 (see Fig. 1). One of the superpositions, that is, the coupled state or bright 
state |C〉 interacts with the fields [see Eq. (1)]. For the other superposition, that is, the noncoupled or 
dark state |NC〉, interference causes cancellation of the two driven dipoles. Once the coherent states 
are formed, the population in the system will all be “optically pumped” into the dark state through 
spontaneous emission from the intermediate state. The optical pumping process occurs on the timescale
of a few times the radiative decay time. Once in the dark state there is no process to remove the 
population. Thus the population is trapped in the dark state.

The basic idea of CPT has been extended to systems, driven by time-varying optical fields to 
yield very efficient excitation of atomic and molecular states.44,59–61 In stimulated Raman adiabatic 
passage (STIRAP), the noncoupled state |NC〉 exhibits a specific evolution in time. Initially |NC〉 is 
prepared such that it is composed purely of the lowest state |1〉. For intermediate times |NC〉 evolves 
as a superposition of the two lower states |1〉 and |2〉, with no contribution from the intermediate 
state |3〉. Finally |NC〉 is composed purely of state |2〉. Thus, population is transferred completely 

14_Bass_V4_Ch14_p001-044.indd 14.4 9/18/09 10:14:18 AM

DO
 N

OT
 D

UP
LI

CA
TE



ELECTROMAGNETICALLY INDUCED TRANSPARENCY  14.5

between the lower states |1〉 and |2〉, with no intermediate storage in state |3〉. The bright state is not 
populated during the process. This specific preparation of a dark state in STIRAP is achieved by 
employing counterintuitive pulse sequences, that is, the couplings (or the laser pulses) Ω1 and Ω2
still partly overlap in time, but Ω2 reaches its peak value prior to the peak of Ω1. The timescale for 
STIRAP is determined by the evolution of the laser pulses. This contrasts to conventional CPT, 
that is, driven with coincident radiation fields, when the time evolution is determined by spontane-
ous emission. We also note that recently extended work has been performed to utilize CPT also in 
laser cooling and manipulation of trapped atoms. The technique, used in these experiments was 
termed velocity-selective coherent population trapping (VSCPT).62–64

In experiments, dedicated to CPT the primary concern is focused on the manipulation of state 
populations, essentially of individual atoms. In contrast, for EIT the main interest is the optical 
response, rather than simply the populations, of the entire medium. The optical response is deter-
mined by the coherences rather than the populations. In terms of density matrix elements, in CPT the 
pertinent quantities are the on-diagonal density matrix elements, that is, the populations; while in EIT 
they are the off-diagonal density matrix elements, that is, the coherences. Most important, in the limit 
of a strong coupling field Ω2 and population initially in the ground state, the coherences, driven by EIT 
are almost instantaneously established. The timescale of the evolution in EIT is determined by l/Ω2.
For strong excitation, even driven by quite long nanosecond (ns) pulses, the timescale of l/Ω2 easily 
reaches the regime of picoseconds, that is, well below the pulse duration. For a successful implementa-
tion of population trapping a timescale of several radiative lifetimes is required, that is, typically in the 
regime of many nanoseconds. From these considerations we see, that though EIT and CPT are closely 
related, some of their important features as well as their aim are very different.

14.4 THE BASIC PHYSICAL CONCEPT OF 
ELECTROMAGNETICALLY INDUCED TRANSPARENCY

As discussed in the preceding section, there is a close link between EIT and other phenomena, rely-
ing on atomic coherence, that is, adiabatic population transfer processes.9,43,44,57–61,65–67 In all these 
processes, three-level atomic systems are involved—that is, systems that can be adequately reduced 
to three levels when interaction with the pertinent electromagnetic fields are considered. The 
atomic dipole selection rules require that two pairs of levels are dipole-coupled, while the transition 
between the third pair is dipole-forbidden. In Fig. 2, we show the basic three-level schemes. All of 
the level schemes, discussed in this paper can be reduced to one or other of these schemes. Following 

|1〉

|2〉

Ω2Ω1

|3〉

Δ13 Δ23

FIGURE 1 CPT in a three-level lambda configura-
tion. Two radiation fields, that is, couplings Ω1 and Ω2, are 
applied with frequencies close to the single-photon reso-
nances at w13 and w23.
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14.6  NONLINEAR OPTICS

the nomenclature of Harris et al,6 we label the levels |1〉, |2〉, and |3〉. The dipole-allowed transitions 
are between states |1〉 and |3〉 and between states |2〉 and |3〉. Classification of the schemes then 
depends upon the relative energies of the three states: (1) ladder (or cascade) scheme with E1 < E3
< E2 (2) lambda (Λ) scheme with E1 < E2 < E3, and (3) vee (V) scheme with E3 < E1 and E3 < E2. EIT 
has been extensively studied in all three of these configurations. In a lambda or ladder scheme state 
|1〉 is normally the ground state of the atom. This is, where initially the majority of the population 
resides. In EIT there is no need for significant population transfer. Thus states |2〉 and |3〉 remain 
essentially unpopulated throughout the process. It should be noted that the lambda scheme has a 
special importance due to the metastability of state |2〉. As a consequence, very long-lived coherences 
can be established between states |1〉 and |2〉. This leads to near-perfect conditions for EIT.

To understand in more detail, how laser fields interact with a three-level atom to create coherent 
superpositions of the atomic bare states, we will consider now CPT in a lambda scheme. A three-level 
lambda system (see Fig. 1) is coupled by two near-resonant laser fields. The interaction strength is 
defined by the Rabi frequencies Ω1 = m13 E1/∇ at frequency w1 and Ω2 = m23 E2/∇ at frequency w2
with the dipole transition moments m13 and m23, and the electric fields E1 and E2. The transition 
frequencies are defined as w12 and w23. The one-photon detunings of the radiation fields from the 
atomic resonances are Δ13 = w13 – w1, Δ23 = w23 – w2 .The two-photon (Raman) detuning is Δ = 
[(w13 – w23) – (w1 – w2)]. The Hamiltonian of the bare atom H0 must be modified to include the 
interactions due to the two couplings. Thus H = H0 + V1 + V2, with the interactions Vj = � Ωj. The 
eigenstates of this new Hamiltonian will be linear superpositions of the bare atomic states |1〉, |2〉,
and |3〉 (see Refs. 10, 42, 68). For exact two-photon resonance and, that is, Δ = 0, two of the three 
eigenstates of the total Hamiltonian H turn out to be symmetric and antisymmetric coherent super-
positions of the two lower bare states. These superpositions read

| ( | | )

| ( | | )

C

NC

〉=
′

〉 + 〉

〉=
′

〉 + 〉

1
1 2

1
1 2

1 2

2 1

Ω
Ω Ω

Ω
Ω Ω

(1a)

  (1b)

where Ω′ = [Ω1
2 + Ω2

2]1/2. It is important to note that no component of the bare state |3〉 appears in 
these superpositions. The superposition state |C〉 is coupled to the intermediate state |3〉 via electric 
dipole interaction, that is, |C〉 is a bright state. In contrast, the other state |NC〉 is not coupled to 
state |3〉, that is, |NC〉 is a dark state or trapped state. This is obvious from the total dipole moment 
for a transition from state |NC〉 to the bare state |3〉. If the magnitudes of the coupling fields Ω1
and Ω2 are appropriately balanced, the negative sign in the superposition of |1〉 and |2〉, which 
forms the state |NC〉, causes the transition moment 〈NC|m |3〉 to vanish. In effect, the two terms 

|1〉 |1〉 |3〉

|2〉

|2〉

|2〉
|3〉 |3〉 |1〉

(a) (b) (c)

FIGURE 2 Basic three-level schemes: (a) ladder (or cascade) scheme 
with E1 < E3 < E2; (b) lambda (Λ) scheme with E1 < E2 < E3; and (c) vee 
scheme with E3 < E1 and E3 < E2.
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ELECTROMAGNETICALLY INDUCED TRANSPARENCY  14.7

that are summed to give the transition amplitude between |NC〉 and |3〉 are of equal and opposite 
magnitude, and hence the total amplitude will vanish. In a classical picture, this corresponds to the 
electron driven by two fields, both of which may be strong, but which exert forces of exactly equal 
magnitude and opposite directions. This interaction leads to a zero net force and hence the electron 
stays at rest. In conventional CPT and assuming steady-state conditions, the superposition state 
|NC〉 will acquire all of the population of the system through optical pumping. Thus spontaneous 
emission from state |3〉 populates state |NC〉, but absorption losses from state |NC〉 back to state |3〉
are not possible. 

The noncoupled state |NC〉 also serves as the key component for coherent population transfer 
by STIRAP,44 which was already briefly discussed above. We assume, that initially all population is 
in state |1〉. State |2〉 is assumed to be metastable, for example, if the level scheme is of lambda-type 
configuration. If at early times the Rabi frequencies (i.e., the corresponding radiation fields) are 
applied such that Ω2 >> Ω1, state |NC〉 is equal to state |1〉 [see (Eq. 1)]. All population of the system 
is prepared in the dark state |NC〉. No population is in the bright state |C〉. If at the end of the inter-
action Ω1 >> Ω2, state |NC〉 aligns now parallel to the target state |2〉. As Ω1 >> Ω2, the contribution 
of state |1〉 is negligible, that is, all population is transferred to the target state |2〉. The sequence of 
an initially strong coupling between the states |2〉 and |3〉 and a finally strong coupling between the 
states |1〉 and |2〉 exhibits a counterintuitive laser pulse order, which is the typical feature of STIRAP. 

We note that in the previous description we ignored a fast time oscillation of the bare states |1〉
and |2〉 in the superpositions in Eq. (1). The oscillation occurs at frequencies e1/� and e3/�, with the 
energy of the bare states ei. In fact these terms disappear when the dipole moments are formed. In 
typical implementations of CPT, for example, STIRAP, the couplings are of comparable strength, 
that is, Ω1 ≈ Ω2, and the two-photon transition is strongly driven. The transition is “saturated” if the 
terminology of incoherent excitation is used. We note an interesting feature of CPT with respect to 
the coherences for the case of the laser frequencies tuned to exact two-photon resonance, but with 
large single-photon detunings. In this case, state |3〉 can be adiabatically eliminated from the level 
scheme.10 Thus state |3〉 does not enter into the consideration of the coupling between atoms and 
fields any more. However, also in this case, that is, even far detuned from the single-photon reso-
nances, the two-photon resonance condition alone is sufficient to drive large coherences between 
states |1〉 and |2〉. We also stress the point that in general in CPT the initial population may be dis-
tributed between the lower states |1〉 and |2〉. This is usually the case if the lower states are provided 
by sublevels of an atomic ground state, for example, for Zeeman or hyperfine split states. As the 
energy difference of the lower states |1〉 and |2〉 is very small in this case, the initial thermal popu-
lations will be almost the same. In this case, a careful analysis of states |NC〉 and dark state |C〉 is 
required to determine the population dynamics for the specific CPT process under consideration, 
for example, STIRAP. However, also in the case of an initial population in both lower states, the state 
|NC〉 is still a dark state. In contrast, in implementations of EIT, the population is initially and for all 
times completely stored in state |1〉.

In CPT, interference effects arise from both coupling fields, since they are of comparable strength. 
If only one of the fields is strong, that is, Ω1 << Ω2, only interference effects due to processes driven 
by Ω2 will be important. This is the situation in many implementations of EIT and is discussed by a 
number of authors (see, e.g., Ref. 5 and references therein). In such EIT experiments, Ω2 is usually 
called the coupling field and labeled ΩC, and Ω1 is a weaker probe field, labeled ΩP. In the following 
we will use the notations ΩC and ΩP, whenever appropriate. Based on the considerations, presented 
above, we will now discuss some simple and straightforward approaches alternative approaches to 
understand the basic concept of EIT.

First, let us consider the basis, formed by the coupled state |C〉 and the noncoupled state |NC〉
[see Eq. (1)]. We can write the bare state |1〉 in this basis:

| ( | | )1
1〉=

′
〉 + 〉

Ω
Ω ΩC PNC C   (2)

Very obviously, for the case ΩP << ΩC state |1〉 is almost equivalent to |NC〉, that is, the dark state. 
Thus absorption to state |3〉 vanishes. The population remains in the ground state |1〉 throughout 
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14.8  NONLINEAR OPTICS

the interaction with the two radiation fields. The probe laser propagates through the medium with-
out any absorption losses, that is, the medium is driven to EIT. 

Alternatively, as ΩP << ΩC, we can treat the three-level system of states |1〉, |2〉, and |3〉 as a com-
position of a strongly coupled two-level subsystem of states |2〉 and |3〉, with the weakly coupled 
state |1〉 attached to the subsystem. Thus it is straightforward to describe the subsystem in terms of 
the dressed states, which arise due to the strong interaction5 (see Fig. 3). For a strong resonant cou-
pling at the single-photon resonance Δ23 = 0 the dressed states of the subsystem are

| (| | )

| (| | )

+〉= 〉+ 〉

−〉= 〉− 〉

1

2
2 3

1

2
2 3

(3a)

  (3b)

The transition amplitude at the (undressed) resonant frequency w13 from the ground state |1〉 to the 
dressed states will be the sum of the contributions to the dressed states |+〉 and |−〉, that is, [〈1| m |+〉
+ 〈1| m |−〉 ] ∼ [ 〈1| m |2〉 + 〈1| m |3〉 + 〈1| m |2〉 − 〈1| m |3〉 ] = m12 + m13 + m12 − m13, with the transition 
moments mij. As we assumed in the definition of our three-level system, the transition between states 
|1〉 and |2〉 is forbidden, that is, m12 = 0. The transition moments m13 enter the sum with opposite 
signs. Thus the transition amplitude, that is, the absorption, reduces exactly to zero. The system is 
driven now to EIT. 

Finally, another approach to an understanding of EIT is based on the concept of quantum inter-
ferences.13,69–71 Interference, associated with EIT, arises because the transition amplitude between 
states |1〉 and |3〉 includes different pathways from the ground state |1〉 to the excited state |3〉: One 
term, which is due to excitation by the resonant field ΩP only, that is, a direct path from state |1〉 to 
state |3〉; an additional term, which is due to the presence of the second field ΩC (see Fig. 4), that is, 
a indirect path from state |1〉 to |3〉 further on to state |2〉 and back to |3〉. The additional term and 
similar higher-order terms have a negative sign with respect to the direct path. Hence the higher-
order terms cancel completely the direct path. This situation is closely related to interferences, medi-
ated at Fano-type resonances,1 for example, via autoionizing states, or to laser-induced continuum 
structure.46–50

Equivalently within the picture of EIT in terms of the interfering pathways between the bare 
atomic states, the coherences are the quantities pertinent to the interference. Coherences can be 
thought of, in a semiclassical picture, as associated with the oscillating electric dipoles driven by the 
coupling fields applied between pairs of quantum states of the system, for example, between states 
|i 〉 and |j 〉. Strong excitation of these dipoles occurs whenever electromagnetic fields are applied 
close to resonance with an electric dipole transition between two states. If there are several pathways 

FIGURE 3 EIT in a lambda scheme (compare Fig. 4) 
viewed in terms of (a) bare atomic states, driven by a weak 
probe field ΩP and a strong coupling field ΩC and (b) dressed 
states, generated by the strong coupling ΩC . The probe 
field is still at the bare state resonance frequency w13.
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ELECTROMAGNETICALLY INDUCED TRANSPARENCY  14.9

to excite the oscillating dipole at frequency wij, then interference arises between the various contri-
butions to this dipole. These contributions must be summed to give the total amplitude to the electric 
dipole oscillation (see Fig. 4).

Mathematically, coherences are identified with the off-diagonal density matrix elements rij. These 
are formed by taking bilinear combinations of probability amplitudes of two quantum states, that is, 
by the weighting factors associated with the outer products such as |i〉 〈j|.72 Off-diagonal elements in the 
density matrix play a critical role in the evolution of an atom coupled to electro-magnetic fields.73

Many calculations of atomic coherence effects and of EIT, as well as general nonlinear optics and laser 
action, in three-level systems are therefore developed in terms of the density matrix. The magnitudes 
of the relevant density matrix elements are computed from the basic coupled evolution equations, that 
is, the Liouville equation,10,72 and are found to depend upon experimental parameters (e.g., detunings 
and laser intensities). This approach also naturally lends itself to the inclusion of dampings that cause 
the decay of populations and coherences (e.g., radiative decay and collisions).67

EIT serves to control the absorption of a probe laser on the transition between the states |1〉 and 
|3〉 in the three-level systems, defined and discussed above. Thus EIT will manifest itself in the den-
sity matrix element r13. The real and imaginary parts of r13 both vanish at zero detuning, that is, the 
coherence is cancelled by interference of the excitation pathways. A set of coupled equations con-
necting the density matrix elements (e.g., r12, r23, and r13) and their temporal derivatives is deduced 
from the Liouville equation. These coupled equations are then solved for various sets of conditions 
by either analytical or numerical means. Interference that leads to EIT arises from the coherences 
r23 and r12, which are coupled to r13. The coherence r12 between the ground state |1〉 and state |2〉
is present only due to the additional laser coupling. The contribution to the coherence r13 from the 
coherences r23 and r12 (driven by both laser fields) cancels with the direct contribution (driven by 
the probe laser field alone).

Although this use of density matrix elements is convenient, it is by no means essential, and many 
theoretical treatments that give clear physical insight have been performed in terms of probability 
amplitudes. Additional physical insights have been obtained by adopting alternative approaches, 
for instance by a careful consideration of the Feynman diagrams representing the various processes 
involved that lead to interference,69–71 or by applying a quantum jump approach.74 In all cases the 
predictions are essentially identical. 

Analytical solutions are generally only possible for steady-state conditions [corresponding to 
continuous wave (cw) laser fields]. A time-dependent calculation of the density matrix is appropri-
ate, if laser pulses rather than cw radiation drives the atom. A time-dependent calculation is also 
vital to account for transient effects or pulse propagation. Some analytical solutions also for time-
dependent calculations of the density matrix have been obtained, but unless restrictive simplifying 
assumptions are applied,75 time-dependent calculations must be performed numerically. In many 

FIGURE 4 EIT in a lambda scheme, viewed in terms 
of Fano-type interference (compare Fig. 3), (a) shows the 
direct channel for the excitation |1〉 → |3〉 by the probe 
field ΩP, (b) shows the lowest-order multiphoton chan-
nel induced by the coupling field ΩC, that is, the sequence
|1〉 → |3〉 → |2〉 → |3〉. Interference between pathway (a) and 
(b) (also including higher-order terms) occurs.
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14.10  NONLINEAR OPTICS

cases the results of a full time-dependent treatment will be comparable to the results, obtained in a 
steady-state approach. This holds true at least in so far, as qualitative trends are concerned. To cal-
culate the propagation of laser pulses through an extended medium the time-dependent equations 
for the density matrix elements must be coupled to Maxwell’s equations.10 This is necessary, for 
example, to compute the propagation of matched pulses,76–78 the efficiency of frequency conversion 
processes in coherently prepared media,20–27,28–39 to account for losses in the driving laser fields or to 
model pulse shape modifications.79

14.5 MANIPULATION OF OPTICAL PROPERTIES BY 
ELECTROMAGNETICALLY INDUCED TRANSPARENCY

Any optical process in a medium, driven by radiation pulses, is determined by the polarization, that 
is induced be the light fields. The macroscopic polarization P at the transition frequency w13 can be 
related to the microscopic coherence r13 via the expression

P n μA13 13 13= ρ  (4)

where nA is the number of atoms per unit volume in the ground state within the medium, and m13
is the dipole matrix element associated with the (undressed) transition.73 In this way imaginary and 
real parts of the linear susceptibility at frequency w can be directly related to r13 via the macroscopic 
polarization.55 The latter is defined as

P E13 0( ) ( )ω ε χ ω=  (5)

introducing the susceptibility c(w). In this paper, the microscopic coherences are treated quantum 
mechanically, while the electromagnetic fields are treated classically (i.e., using Maxwell’s equations 
and the susceptibilities). This semiclassical approach is not essential, and fully quantum mechanical 
treatments for CPT (see, Ref. 41) and EIT78–80 have been developed. These fully quantum approaches 
are appropriate for cases such as the coupling of atoms to modes in cavities,80,81 or when the statis-
tical properties of the light fields are of interest. The latter is the case, for example, in proposals to 
generate squeezed light using EIT.79 For relatively strong light fields, present in most laser experi-
ments, a semiclassical treatment, with spontaneous decay added as a phenomenological damping 
process, proves adequate. 

The real and imaginary parts of the (dressed) linear susceptibility, associated with the dispersion 
and absorption of the medium respectively, are given by5,6
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To deduce the linear susceptibility, monochromatic fields and negligible collisional or Doppler 
broadening were assumed. The real and imaginary parts of the linear susceptibility, along with the 
nonlinear susceptibility, are plotted in Fig. 5 (see figure caption for explanation of the labeling) as 
a function of the detuning Δ13, at Δ23 = 0, that is, for resonant excitation by the coupling field ΩC.
A striking result, the absorption for the probe field vanishes at exact resonance, if the coupling field 
ΩC is switched on and state |2〉 is perfectly metastable (i.e., Γ2 = 0). Simultaneously the dispersion is 
significantly modified. The dispersion is still zero at line center, that is, the same value as in the case 
of the coupling field ΩC switched off. However, the group velocity (dependent upon the slope of 
[Re c(1)]) becomes anomalously low5,82 when absorption has vanished. This offers the possibility of 
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ELECTROMAGNETICALLY INDUCED TRANSPARENCY  14.11

FIGURE 5 The dressed susceptibilities in terms of the 
normalized detuning (wd – w3)/(Γ3/2) [in our notation this 
corresponds to the detuning of the probe laser, scaled to 
the decay rate, i.e., Δ13 /(Γ3/2)] for a value of the coupling 
Rabi field Ω23 = 2 Γ3 [in our notation ΩC = 2 Γ3]. (a) [Im 
c(1) ], i.e. absorption; (b) [Re c(1) ], i.e., dispersion; and (c) |c(3)|, 
i.e., nonlinear response. [Reprinted figure with permission 
from Ref 6. Copyright (1990) by the American Physical 
Society.]
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14.12  NONLINEAR OPTICS

slowing down the speed of light by EIT, that is, a most prominent example for the striking features 
of EIT, which is discussed elsewhere in this book. Inclusion of finite laser linewidths, collisional and 
Doppler broadening in these deductions is straightforward.6 Including these effect, the dressed sus-
ceptibilities still retain the key features, provided some limits for the experimental parameters are 
kept in view.

The medium that would in the absence of the coupling field be optically thick is now rendered 
transparent. The reduction in absorption is not merely that caused by the effective detuning induced 
by the Autler-Townes splitting of the dressed state absorption peaks (see Fig. 3), that is, the absorp-
tion that would be measured if the probe field were interrogating the absorption coefficient of the 
medium in the wing of the absorption lines of the dressed states. Additionally, there is destructive 
interference at the transition frequency w13 that leads to complete cancellation of all absorption, 
provided there are no additional dephasing processes in the system. Even if the transition dipole 
moment m12 is not zero (i.e., if the spontaneous decay rate is Γ2 ≠ 0), the absorption due to EIT will 
be reduced compared to the weak field absorption by a factor of Γ2/Γ3.

6

In the preceding considerations it was implicitly assumed that the probability amplitudes of state 
|3〉 remain close to zero (i.e., the probe field is very weak). If there is an incoherent population pump 
process into the upper states |2〉 or |3〉, such that these populations no longer remain negligible, then 
gain on the transition between the states |3〉 and |1〉 can result (see Sec. 14.8). The remarkable feature 
of this gain is that under the circumstances in which EIT occurs, that is, when absorption is can-
celled, the gain can be present without the requirement of population inversion in the bare atomic 
states. This is an example of amplification without inversion. The process has successfully been 
implemented in a vee-type scheme in Rubidium atoms15 and a lambda scheme in sodium atoms.83

Much theoretical work12–14, 84–86 has been reported on LWI. In early work, LWI was predicted by 
Arkhipkin and Heller,85 and then further elucidated by Harris,86 Kocharovskaya and Khanin,12 and 
Scully et al.84 A long-term objective in this work is the prospect of overcoming the familiar difficul-
ties of constructing short wavelength lasers, that is, the requirement of very high energy pump fields 
in order to compensate for the small transition moment at far-infrared wavelengths.

In addition to gain without population inversion, any incoherent pumping of population into the 
upper states also modifies the dispersion in the medium. In particular, it is then possible to obtain a very 
large refractive index for specific wavelength regimes. The refractive index can reach values comparable to 
those normally encountered very close to an absorption line, while here the absorption now vanishes.8 The 
prospects for engineering the refractive properties of media to give novel combinations of absorption, gain, 
and dispersion have been explored in a number of theoretical87–93 and experimental studies (see Sec. 14.9).

The successful implementation of EIT depends upon a number of critical parameters, both 
inherent to the quantum system and the experimental setup, for example, the driving laser pulses. 
A correct choice of the atomic energy level configuration is essential. The configuration must satisfy 
the conditions, already discussed above, that is, dipole allowed transitions |1〉 → |3〉 and |2〉 → |3〉,
while the transition |1〉 → |2〉 is dipole forbidden. Radiative couplings to other energy levels outside 
of these states, that lead to an open three-level system, and additional level substructure must also 
be considered. Collisions with other species in the medium or photoionization must be minimized 
in order to prohibit perturbing decay or dephasing of the coherence r12, which is essential to EIT. 
The couplings may be either driven by cw or pulsed lasers. In both cases the couplings must be suffi-
ciently strong to overcome the inhomogeneous broadening. Morover, sufficiently monochromatic or 
radiation with transform-limited bandwidth in the pulsed case is required, in order not to dephase 
the coherence r12. These critical parameters are summarized in Table 1. In the following section we 
discuss in more detail the most crucial parameters for a successful implementation of EIT. 

Intrinsic Dephasing of Atomic Coherence
in Gas Phase Media

For processes of laser-induced atomic coherence in a realistic medium the maintenance of the phase 
of the coherence during the interaction is essential for effective quantum interference. Any dephas-
ing of the coherence will wash out and eventually nullify the interference effects. Dephasing can 
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ELECTROMAGNETICALLY INDUCED TRANSPARENCY  14.13

arise from a variety of different sources, for example, the excitation of a multitude of closely spaced 
hyperfine or Zeeman components (see, e.g., Refs. 10,15,94), radiative decay of state |2〉, photoioniza-
tion channels,95 and collisions.6,96 Following these arguments, it is obvious, that in a ladder scheme 
perfect EIT is usually not possible, because state |2〉 is not metastable, but undergoes spontaneous 
emission to state |3〉—as well as to other states outside the three-state system. Collisional broaden-
ing with atoms of the same and other species is also critical and places strict limits on sample purity, 
otherwise leading to foreign gas broadening. Possibly also limits are imposed on the sample density. 
Moreover, at large atomic density the local field effects due to dipole-dipole couplings between the 
atoms may be important.96,97 In this case the simple relationship between macroscopic polarization 
and the coherences in Eq. (5) may break down.

Dephasing due to Phase Fluctuations in the Laser Fields

If cw lasers with narrow bandwidth Δν < 1 MHz (i.e., negligible phase fluctuations) are used, the 
quality of an implementation of EIT usually approaches the expectations, based on steady-state 
conditions and strictly monochromatic excitation. Due to phase-diffusion processes92–102 laser line 
broadening gives rise to linewidths above the limit of the allowed radiative decay rate. This will 
destroy EIT. EIT may also be implemented with pulsed laser, provided the laser pulses exhibits trans-
form limited bandwidth. Though these transform-limited bandwidth is inevitably larger than those 
of cw lasers, EIT is not reduced at all. A single-mode transform-limited laser pulse (i.e., without 
excess phase fluctuation) will introduce insufficient dephasing during the interaction time (i.e., the 
pulse duration tpulse) to disturb the phases of the atomic coherences. It should also be appreciated 
that hyperfine sublevels will in general cause dephasing of coherences on a timescale, which is given 
by the inverse of their frequency separation ΔwHFS.

10 In a pulsed excitation the dephasing due to 
hyperfine splitting within the laser bandwidth will therefore be negligible, provided tpulse < l/ΔwHFS
(i.e., if the hyperfine splittings are sufficiently small).

Dephasing Processes in Solids

A few experiments on EIT have also been performed in solid-state media.103–115 In contrast to imple-
mentations of EIT in gaseous media, coherent interactions in solids suffer from additional dephasings. 
These dephasings are induced by quantum processes in the crystal lattice (e.g., by photon-phonon 
interactions). The dephasings lead to significant additional homogeneous broadening in spectral lines 
of optical transitions. At room temperature the broadening may reach the regime of many gigahertz. 
In the gas phase, homogeneous broadening (e.g., as observed in the natural linewidth of a transitions) 
is usually much smaller than inhomogeneous broadening [e.g., induced by Doppler shifts (see below)]. 
In contrast, in solids it is usually the homogeneous broadening which dominates. This homogeneous 
broadening (i.e., the dephasing) will wash out any quantum interferences. In principle, there are two 
ways to deal with the fast dephasing processes in solids: (1) to “freeze” phonon processes, that is, to cool 

TABLE 1 Summary of Critical Experimental Parameters for a Successful Implementation of EIT

    Physical Parameter Constraint Typical Values

Radiative decay rate Γ3 of state |3〉 – 1–100 MHz
Radiative decay rate Γ2 of state |2〉 Γ2 << Γ3 <1 MHz
Photoionization rate Γion Γion >> Γ3 Depends upon the laser intensity
Coherence dephasing gij g12 < g13, g23 0–1 MHz (gases), 0–100 GHz (solids)
Laser linewidth glaser Transform-limited <1 MHz (cw) or 1/tpulse (pulsed)
Doppler linewidth gDoppler gDoppler < ΩC 1 GHz
Rabi frequency ΩC ΩC > g12 ΩC = m23 EC/∇
Laser pulse energy EC [see Eq. (8)] EC > f13/f23 �w NA
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14.14  NONLINEAR OPTICS

the medium to cryogenic temperatures such that phonon interactions may be neglected; (2) to drive 
the medium with ultrafast laser pulses, that is, pulse durations below the timescale of the dephasing 
processes. However, ultrashort laser pulses usually do not provide sufficient pulse energy to saturate 
the transitions in EIT. Thus, in most experiments on EIT in solids, cryogenic cooling of the medium is 
a necessary requirement.

Inhomogeneous Broadening

In many experiments (inhomogeneous) Doppler broadening presents a serious limit since it 
introduces a randomization in the effective laser detunings over the ensemble of atoms in the sam-
ple.6,116,117 Various methods have been employed to eliminate this effect, for example, Doppler-free 
excitation118,119 or using cooled atoms in a magneto-optical trap.120,121 Alternatively, at coupling Rabi 
frequencies larger than the Doppler width the influence of inhomogeneous broadening can be over-
come.6 In spectroscopic terms, the laser-induced power broadening beats the Doppler broadening 
in this case. This concept requires Rabi frequencies exceeding the Doppler width, that is, typically 
in the regime of 1 GHz. Such Rabi frequencies can be provided by a cw laser, with a typical power 
of 1 W or less, only under conditions of tight focusing. This may lead to undesirable effects such as 
defocusing due to the interplay between the dressed refractive index and the transverse intensity 
variation across the beam waist in the region of the focus.119 For pulsed lasers, with intrinsically 
high peak power, it is usually not necessary to focus the laser to reach the required intensity. Thus 
defocusing effects are negligible and the interaction volume (i.e., the atom number) will be much 
larger than under conditions of focusing. Moreover, for short- or ultrashort laser pulses the laser 
bandwidth already exceeds the Doppler width. However, short- or ultrashort laser pulses are usually 
no good choice to drive EIT (see below). 

Inhomogeneous broadening also plays a major role for applications of EIT in solid-state systems. 
Such inhomogeneous broadenings are induced, for example, when doped atoms in a crystal experi-
ence different electric fields in the background of the host crystal. This leads to an inhomogeneous 
distribution of transition frequencies. In general, the implementation of EIT in inhomogeneously 
broadened solids requires large laser intensities. This increases the risk of optical damage to the 
sample. An exception to this is the work on solids under conditions of cryogenic cooling. In such 
media, exceptionally small inhomogeneous widths are encountered.122 Moreover, inhomogeneous 
broadening in doped solids can be overcome by appropriate optical preparation (e.g., spectral hole 
burning). In this case, a specific ensemble of atoms in the inhomogeneously broadened medium is 
prepared to exhibit spectrally narrow transitions. 

Coupling Laser Power

In addition to the conditions, described above, there are some more constraints for the coupling 
laser Rabi frequency: (1) The coupling laser Rabi frequency must be sufficiently large to induce 
a transparency with a spectral width exceeding the linewidth of the Raman (two-photon) transi-
tion. For Raman transitions involving large detunings from the single-photon resonances, this 
may require large laser powers. (2) Harris and Luo79 derived a condition for the laser pulse energy, 
which demands a sufficient number of photons in the laser pulse to match the number of atoms, 
weighted by the transition oscillator strength, in the laser path [see Eq. (8)]. Essentially, the number 
of photons in the coupling laser pulse must exceed the number of atoms in the medium. (3) In the 
adiabatic limit, the pulse durations must exceed the time evolution of the transparency, which is in 
the order of 1/ΩC. Thus, the product Ω ⋅ tpulse must be large, that is, Ω ⋅ tpulse >> 1. In terms of inco-
herent excitation, the laser must “saturate” the transition. This adiabaticity criterion can be derived 
in a very similar form also for other adiabatic processes.44 As Ω ⋅ tpulse is a combination of the electric 
field and the pulse duration, laser pulses with large intensity and/or large interaction time are a good 
choice to fulfill the adiabaticity criterion. An analysis of typical laser systems with specific pulse dura-
tion reveals that laser pulses with medium pulse duration [i.e., in the regime of short nanosecond (ns)
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ELECTROMAGNETICALLY INDUCED TRANSPARENCY  14.15

or long picosecond (ps) pulses] yield the largest product Ω ⋅ tpulse, if one-photon transitions are 
driven. Shorter laser pulses usually cannot compensate for the reduced pulse duration by a sufficient 
increase in the electric field. On the other hand, long pulses or cw radiation permits for long inter-
action time, but the electric field is weak. Thus, laser pulses with intermediate pulse duration and 
pulse energies in the regime of mJ are the best choice. However, if multiphoton excitations or spe-
cific atomic systems with large transition moments are considered, also ultrashort laser pulses may 
drive adiabatic interactions.

14.6 ELECTROMAGNETICALLY INDUCED 
TRANSPARENCY, DRIVEN BY PULSED LASERS

In the earliest work on EIT, driven by pulsed lasers, the linear optical response of an extended 
ensemble of atoms in the gas phase was investigated. In these experiments the transmission of a 
weak probe laser pulse, propagating through an otherwise optically dense medium, was measured. 
The medium was rendered transparent in the presence of a strong coupling laser pulse. In pulsed 
laser experiments there is usually no difficulty to induce Rabi frequencies, which exceed the inho-
mogeneous bandwidth of the medium (i.e., to drive the complete medium in EIT). It is essential, 
however, that the laser pulse exhibits transform-limited bandwidth. Thus, for example, single-mode 
transform-limited nanosecond lasers are an appropriate choice (see Sec. 14.5). Such laser pulses are, 
for example, provided by injection seeding an amplifier or optical parametric oscillator (OPO) with 
narrow-bandwidth cw radiation of appropriate frequency.

The first demonstration of EIT, driven with pulsed lasers, was performed by Harris et al. in stron-
tium vapor123 and lead vapor.124 In both experiments laser pulses with transform-limited radiation 
were used. In the experiment on strontium (see Fig. 6) the atoms are initially optically pumped into 
the excited state 5s 5p 1P1. The transition between state |1〉 = 5s 5p 1P1 and the autoionizing state 
|3〉 = 4d 5d 1D2 at a wavelength of lP = 337.1 nm is rendered transparent. A coupling laser, derived 
from a single-mode Littman dye laser, at wavelength lC = 570.3 nm drove the transition between the 
metastable state |2〉 = 4d 5p 1D2 and |3〉 = 4d 5d 1D2. As in the prototypical scheme, the probe field 
excited the system to a state |3〉 with a large decay rate. In the absence of the coupling laser the probe 
laser experienced strong absorption. Thus the strontium vapor was completely opaque at resonance, 
with an inferred transmission of exp(–20 ± 1). When the coupling laser was applied, the transmis-
sion at line center increased dramatically to exp(–1 ± 0.1). It was pointed out by the authors that for 
this large transparency the interference effect is essential. The detuning from the (dressed) absorp-
tion lines, separated by the Autler-Townes splitting alone would only account for an increase in 
transmission to a value of exp(–7.0).

The experiment in lead vapor124 demonstrated EIT within the bound states of a medium, experi-
encing significant collisional broadening. Here EIT was implemented in a ladder configuration with 
the probe laser, driving the transition between the ground state |1〉 = 6s2 6p2 3P0 and the excited state 
|3〉 = 6s2 6p 7s 3P1

0. The coupling laser drove the transition between states |2〉 = 6s2 6p 7p 3D1 and 
|3〉 = 6s2 6p 7s 3P1

0. The reduction in opacity, driven by the transform-limited coupling laser, reached 
a factor of exp(–l0). The particular coupling scheme in lead was chosen because of approximate 
coincidence between the frequency of an injection seeded Nd:YAG laser at lC = 1064 nm and the 
transition frequency w23. The detuning was Δ23 = 6 cm–1. An important feature of this experiment 
was the role of resonance broadening, which was the dominant broadening channel for state |3〉,
that is, about 40 times larger than the natural linewidth. Due to the destructive interference between 
the contributions to state |3〉 in the two dressed states (see Sec. 14.4), these collisions have no effect 
on transparency. In contrast, the collisions, which dephase state |2〉, also affect the degree of EIT. As 
these are no resonance collisions, their strength is small.

Both experiments served to demonstrate the principle of EIT in a three-level system. They show, 
that EIT also works in systems including autoionization or collisional broadening. In both cases the 
coupling laser exhibited near transform-limited bandwidth. No special requirements were imposed on 
the probe laser, although the probe laser bandwidth must be less than the spectral width of the EIT. 
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14.16  NONLINEAR OPTICS

Experiments using pulsed lasers continue to be important, most especially in the context of 
nonlinear optics and matched pulse propagation. A related resonant EIT scheme in lead has been 
explored by Kasapi as a technique for enhanced isotope discrimination.125 This method utilized the 
resonant opacity of a low abundance lead isotope 207Pb at EIT for the most common lead isotope 208Pb
in their sample. Additional work has also recently illustrated how EIT can be established in the 
lead isotope 207Pb despite the presence of hyperfine structure. This was done by adjusting the laser 
frequencies to coincide with the center of gravity of the hyperfine split transitions.126,127 Under this 
condition, interference of the manifold of hyperfine states yields EIT.

14.7 STEADY STATE ELECTROMAGNETICALLY INDUCED 
TRANSPARENCY, DRIVEN BY CW LASERS

Continuous wave (cw) lasers permit the implementation of EIT under steady-state conditions. Such 
experiments provide an excellent case to test the theoretical concept of EIT against experimental data 
from excitations under near-ideal conditions. Investigations of new effects in the cw regime permit 
straightforward comparison with theoretical predictions. A monochromatic laser is required, with a 
linewidth significantly less than the radiative decay rate Γ3 (i.e., in the range of 10 kHz to 10 MHz). 
Such radiation is typically provided by either dye or titanium sapphire ring lasers or more cheaply, 

FIGURE 6 Coupling scheme for EIT in strontium atoms and transmission of a probe laser pulse 
versus the probe laser detuning. Inset in the coupling scheme: dressed states [in our notation state |−〉 cor-
responds to |2d〉 and state |+〉 corresponds to |3d〉; compare Fig. 3]. (a) When the coupling laser is switched 
off, the probe laser experiences absorption in the line center. (b) When the coupling laser is switched on, 
the probe laser absorption is dramatically reduced in the line center. [Reprinted figure with permission from 
Ref. 123. Copyright (1991) by the American Physical Society.]
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ELECTROMAGNETICALLY INDUCED TRANSPARENCY  14.17

but also with limited tunability and power, by external cavity stabilized laser diodes. However, in 
contrast to pulsed laser experiments, in cw EIT experiments it is more difficult to reach sufficient 
coupling strengths ΩC in order to exceed the inhomogeneous broadening. This has required the 
employment of both Doppler-free techniques and the reduction of the Doppler width by atom 
cooling methods.

Much work has been carried out in rubidium vapor. This is due to suitability of the rubidium 
atom’s energy level configuration for EIT (see Fig. 7), the possibility of near-complete elimination 
of Doppler shifts in certain configurations, and the ease of handling the vapor. Xiao et al. as well as 
Moseley et al. performed important demonstrations of steady state EIT in rubidium atoms. A near-
ideal lambda scheme is formed in rubidium (see Fig. 7a) between the ground states 5S1/2 (F = 1) and 
(F = 2) and the excited state 5P1/2 (F = 1) state. The transitions in this case are around 780 nm, sepa-
rated by the ground state hyperfine splitting of ΔnHFS ≈ 6.83 GHz. In a detailed theoretical treatment of 
this system it is necessary to include all hyperfine sublevels of the three states. However, in essence the 
behavior is that of a simple three-level system. Likewise, also a ladder scheme is formed in this atom 
between the states 5S1/2, 5P3/2, and 5D5/2 (see Fig. 7b), with the transition wavelengths at lP = 780 nm and 
lC = 775 nm. Excitation of the transition at these wavelengths is easily possible using either cw tita-
nium sapphire ring lasers or grating stabilized laser diodes. These schemes in rubidium also exhibit 
the additional advantage of Doppler-free excitation with the two closely spaced wavelengths. In such 
experimental configuration, Xiao et al. and Moseley et al. studied transparency,116,128,129 refractive 
index modification,118 and propagation effects.119,130

Observation of EIT in the rubidium ladder scheme showed good agreement with a steady-state 
calculation, involving residual effects of inhomogeneous (Doppler) broadening.116 Due to the 
near-frequency coincidence between the transitions at 780 and 775 nm in this scheme, the effect of 
inhomogeneous broadening on the experiment was almost eliminated by using counterpropagating 
beams. This elimination of inhomogeneous broadening permitted the application of grating-stabilized 
laser diodes, operating with relatively low power (P < l0 mW), to provide both probe and coupling 
fields in these experiments.

Results of experiments on the rubidium lambda scheme also proved to be consistent with theory. 
EIT was observed at the probe transition line center with a linewidth and depth in reasonable 

(b)(a)

5P1/2
F = 1

5S1/2
F = 1

5S1/2
F = 2 5S1/2

5D5/2

5P3/2

lC = lP – ΔlHFS

ΔnHFS ≈ 6,83 GHz

lP ≈ 780 nm lP ≈ 780 nm

lC ≈ 775 nm

FIGURE 7 Coupling schemes for EIT in rubidium atoms. (a) A lambda scheme 
involving the hyperfine sublevels of the ground state [which correspond to states |1〉
and |2〉 in our notation] of 87Rb (or 85Rb) and the excited states 5P1/2 or 5P3/2 [which 
correspond to state |3〉 in our notation] and (b) a ladder-type scheme involving the 
ground state 5S1/2 [i.e., state |1〉 in our notation], and the excited states 5P3/2 [i.e., 
state |3〉 in our notation] and 5 D5/2 [i.e., state |2〉 in our notation].

14_Bass_V4_Ch14_p001-044.indd 14.17 9/18/09 10:14:23 AM

DO
 N

OT
 D

UP
LI

CA
TE



14.18  NONLINEAR OPTICS

agreement with the steady-state calculation.128 In the case of the lambda scheme, copropagating 
beams lead to a Doppler-free excitation. Again this was possible due to the closely spaced probe 
and coupling laser wavelengths. As mentioned before, also here only low laser powers were required 
for EIT. This elimination of Doppler broadening was exploited by the same authors to perform an 
experiment that stresses the quantum interference nature of the EIT effect. By employing a coupling 
laser strength ΩC < Γ3 (i.e., the Rabi splitting is too small to give rise, on its own, to any significant 
absorption reduction) a well-developed transparency, with a depth limited only by the laser line-
widths, was reported.129 This experiment illustrates clearly how the additional coherence due to the 
coupling laser causes interference that cancels the effect of probe absorption.

The limits for a successful implementation of steady-state EIT with respect to the probe laser 
power has also been examined in the rubidium ladder scheme, as discussed above.131 When the 
coupling laser was strong, but the probe relatively weak, EIT was induced as usual. In the case of a 
strong probe with a power comparable to the coupling laser (ΩP ~ ΩC), the EIT was destroyed and 
replaced by enhanced absorption (i.e., electromagnetically induced absorption). This is explained by 
the opening of additional pathways in the absorption process (due to higher-order interactions with 
the probe field) leading to constructive interference in absorption. This result has implications in 
certain nonlinear frequency mixing schemes where a strong field should be generated at the probe 
frequency. The results suggest that there may be a limitation to the strength of the generated fields 
(see Sec. 14.12).

Besides operation in Doppler-free excitation schemes, also laser cooling of the atoms can be 
used to fully eliminate Doppler broadening. This also enables steady-state EIT in systems where 
the laser frequencies wC and wP differ significantly. Recently work has been reported on EIT (and 
CPT) in lambda systems in cold rubidium and cesium atoms, confined in a magneto-optical trap 
(MOT).120,121 In rubidium a coupling scheme involving Zeeman splittings has also been studied.129

These systems are close to ideal as the trapped atoms are very cool, that is, Doppler broadening is 
almost absent. Moreover the system exhibits very low density and hence may be considered as col-
lisionless. If required, larger densities of trapped atoms can be provided by using dark-spot trap 
techniques.132 Work has been carried out that exploits the characteristics of cold, confined rubidium 
atoms to study nonlinear absorption and dispersion.133 Also temporal evolution of EIT in the tran-
sient regime has been investigated in a MOT with rubidium atoms.134 In cold cesium atoms in a 
MOT the nonlinear sum rule135 for EIT-type situations has been experimentally verified.136

14.8 GAIN WITHOUT INVERSION AND LASING 
WITHOUT INVERSION

We consider now the case of population, transferred via an incoherent pump process into the 
excited states of a three-level system, driven in EIT. Thus a small population in the upper state of 
the probe transition results in inversionless gain of the probe field. The reader is referred to the 
extensive literature on this subject for further discussion (see, Ref. 16). In studying gain without 
inversion, precautions should be taken to confirm that the system is indeed noninverted. This is in 
practice rather difficult to confirm. Experimenters must verify that there is clear evidence for gain 
on the probe transition and truly no population inversion on this transition.

Gao et al.137 performed an early experiment that stimulated discussion and subsequent work. 
A four-level system of the hyperfine ground states 3S1/2 (F = 0, 1) and the excited states 3P3/2 and
3P1/2 in sodium atoms, driven in a Raman process, was investigated. A laser pulse excited the transi-
tion between the ground states 3S1/2 (F = 0, 1) and state 3P1/2. This created a coherence between the 
two hyperfine ground states. A cw probe laser was tuned close to the transition between the ground 
states 3S1/2 (F = 0, 1) and state 3P3/2. The probe laser experienced amplification, when the probe laser 
frequency was appropriately tuned—and provided a small amount of population was pumped into 
the 3P3/2 state. The incoherent pumping process was driven by a DC gas discharge in the sodium 
vapor. The authors claimed, that the amplification process was inversionless. Initial criticism 
arose, as there was no independent monitoring of the excited state populations in this experiment. 
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Subsequent work on this issue, involving measurements of absorption, provided firmer evidence for 
inversionless conditions.138 A similar excitation and amplification scheme in potassium vapor was 
reported by Kleinfeld et al.139 The authors performed a careful numerical analysis that supports their 
claims for amplification without inversion. Further evidence for amplification without inversion 
has been found in several systems. In a lambda scheme in sodium atoms, with additional incoher-
ent pumping into the upper state, Fry et al.140 observed effects, based on atomic coherence, leading 
to amplification without inversion. The role of atomic coherence was confirmed by switching the 
coupling field on or off. Amplification was only observed when the field was present, and when it 
was absent the large population always present in the lowest state led to absorption of the probe. In 
another demonstration, picosecond pulses were used to excite atomic coherence among the Zeeman 
sublevels of the ground state in sodium atoms. Amplification without inversion was monitored and 
unambiguously confirmed by Nottelman et al.141 Amplification without inversion was also demon-
strated in a transient scheme in cadmium vapor through the formation of a linear superposition of 
coherently populated Zeeman sublevels by van de Veer et al.142 In this experiment nanosecond laser 
pulses were used. The coherent nature of the process was proven (1) by the dependence of the gain 
on the time delay between the coherence preparation and probe pulse; and (2) by the dependence of 
the gain on the magnitude of the Zeeman splitting, which controlled the period for coherent trans-
fer of population in the atom. Recently a double lambda scheme in helium atoms, driven by infrared 
radiation at 877.9 nm radiation in a helium-neon gas discharge, was used to observe amplification 
at both wavelengths 1079.8 and 611 nm (i.e., the latter in an up-conversion process). Here the evi-
dence for amplification without inversion rests on comparison to calculation.143

To demonstrate LWI, the gain medium must be placed within an optical cavity. In two 
experiments15,83on this subject, amplification of a probe laser in the inversionless medium was dem-
onstrated. Then the cavity was set up and lasing was observed even under conditions where no inver-
sion was possible at all. The first of these experiments by Zibrov et al.15 was implemented in a vee-type 
scheme, formed on the Dl and D2 lines of rubidium, with incoherent pumping from the F = 2 hyper-
fine level into the upper state of the Dl transition. The latter provided the lasing transition. Laser diodes 
were used to derive all driving fields. The incoherent pump was generated by injecting white noise 
into an acousto-optic modulator (AOM). The AOM modulated one of the diodes. This work was also 
the first experiment to demonstrate amplification without inversion using laser diodes. An important 
conceptual advantage of the vee scheme is that there is no possibility for “hidden” inversion in a dressed 
basis at all. Thus the vee scheme serves as a very appropriate basis to demonstrate inversionless gain. 
The coupling scheme in the experiment could be considered in a simplified form as a four-level system, 
that is, three levels coherently coupled and a fourth coupled via the incoherent field. There are, however, 
32 hyperfine sublevels in the particular experiment in rubidium, which must be considered in a detailed 
analysis. This complete analysis was carried out by the authors to yield predictions in good agreement 
with their experiment. Subsequently work was reported by Padmabandu et al.83 demonstrating LWI in 
the same lambda scheme in sodium atoms, as also considered by the authors of Ref. 140.

14.9 MANIPULATION OF THE INDEX
OF REFRACTION IN DRESSED ATOMS

Besides the manipulation of absorption or transmission, EIT also permits control of the refractive 
index of a laser-driven medium. Figure 5 shows the dependence of the real part of the linear suscep-
tibility [Re c(1)], which determines the refractive index, on the probe laser detuning. The dispersion 
is most significantly modified between the absorption peaks, that is, for probe laser detunings in the 
range Δ13 = ±ΩC/2. In the absence of a coupling field the usual form of [Re c(1)], for an atom leads 
to anomalous dispersion, that is, a negative slope in [Re c(1)], in the vicinity of the resonance (i.e., for 
detunings Δ13 = ±Γ3). The dispersion [Re c(1)] vanishes at exact resonance. This usual behavior of 
[Re c(1)] is not significant, since the medium is highly opaque in the frequency range close to the 
resonance. However, in EIT the absorption is nearly zero close to resonance. Thus the modified dis-
persion can have a large effect on the refractive properties of the medium.
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In a medium, driven to EIT, the dispersion [Re c(1)] = 0 at resonance. Thus the refractive index 
will attain the vacuum value (n = 1), while the medium is fully transparent. As the assumption of 
a (closed) three-level atomic system is only an approximation, there will always be a contributions 
to the total refractive index due to all other states of the atom. These other levels, however, are typi-
cally far from resonant with the driving laser fields. Thus they lead to relatively small contributions 
to the dispersion. In nonlinear frequency mixing the vanishing dispersion results in near-perfect 
phase-matching, which is essential for efficient frequency up-conversion (see Sec. 14.12). A second 
important modification to the dispersion in the frequency range Δ13 = ±ΩC/2 is that the medium 
shows normal dispersion, that is, a positive slope in [Re c(1)]. The value of the dispersion in this 
frequency range will depend on the shape of the curve and hence on the coupling laser intensity, 
which determines ΩC. In Sec. 14.11, we will examine the situation, when ΩC is small. In this case the 
dispersion profile can be very steep, and consequently very low group velocities result. The intensity 
dependence of [Re c(1)] leads also to the strong spatial dependence of the refractive index across the 
intensity profile of a focused laser beam.

Investigations of the modification of dispersion (i.e, the refractive index) as induced by EIT 
have been carried out for steady-state excitation with cw lasers.118,119,130 Direct measurements of the 
modified refractive index confirm the theoretical predictions. The dispersive properties of rubidium 
atoms, driven by EIT, was investigated using a Mach-Zehnder interferometer.118 The dispersion mea-
sured at the center frequency was inferred to be equivalent to a small group velocity of vg = c/13.2. 
In the last years, many experiments have been implemented in order to slow down the speed of light 
in media, driven to EIT. In this article we will only briefly mention some of the experiments, while a 
detailed discussion of slow light and storage of photons is subject to another article in this book.

A number of observations on electromagnetically induced focusing and defocusing, based on 
spatial variations in the index of refraction, have also been performed. A wavelength-dependent-
induced focusing or defocusing was reported by Moseley et al.119,130 employing a coupling scheme 
in rubidium. Constraints are introduced to the tightness of focusing in strongly driven media. 
However, these experiments also indicate possibilities to control the spatial properties of a beam at 
frequency wP by a beam at another (i.e., perhaps very different, frequency wC). 

In a scheme where a small amount of population is incoherently pumped into the excited state, 
gain was predicted8 at exact resonance (i.e., Δ13 = 0). Thus, the imaginary part of the linear susceptibil-
ity [Im c(1)] becomes negative at resonance. When absorption vanishes at nearby frequencies, that is,
[Im c(1)] = 0, the value of [Re c(1)] can be very large. This situation is termed enhanced refraction.
Enhanced refraction has been observed in a lambda scheme in rubidium, provided there is an addi-
tional pumping field to result in a small (noninverted) population in the upper state of the system.144

In this experiment an enhanced index of refraction was found at frequencies where the absorption was 
zero. A proposed application for refractive index modifications of this kind is high-sensitivity magne-
tometry.145 The large dispersion at the point of vanishing absorption could be used to detect magnetic 
level shifts via optical phase measurements in a Mach-Zehnder interferometer with high accuracy.

14.10 PULSE PROPAGATION EFFECTS

Propagation of pulses is significantly modified in the presence of EIT. Figure 5b shows the changes 
to [Re c(1)] in media, driven in EIT. An analysis of the refractive changes has been provided by 
Harris et al.82 who expanded the susceptibilities (both real and imaginary parts) of the dressed atom 
in a series around the resonance frequency to determine various terms in [Re c(1)]. The first term of 
the series (zero order) [Re c(1)(w13)] = 0 corresponds to the vanishing dispersion at resonance. The 
next term ∂/∂w [Re c(1)] gives the slope of the dispersion curve. At the transition frequency w13 this 
slope yields
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This expression shows the dependence of the slope of [Re c(1)] on ΩC. The latter parameter 
permits controls of the group velocity of a laser pulse at frequency w13 propagating through the 
medium. Higher-order terms in the expansion lead to pulse distortions (group velocity dispersion), 
but at resonance the lowest nonvanishing term is of third order.

The first experimental studies of pulse propagation in media, driven to EIT system, were con-
ducted by Kasapi et al.146 In a lambda scheme in lead vapor, Kasapi et al. measured the delay of a 
probe pulse for various coupling laser strengths. Whilst the transmission through the medium was 
still large (i.e., 55 %), pulses were found to propagate with velocities as low as vg = c/165. The authors 
showed that the delay time tdelay for the pulse in the medium compared to a propagation through 
the vacuum was correlated to the attenuation of the transmitted pulse and the residual decay rate g12
of the (dipole forbidden) transition |1〉 → |2〉—transition via the relation ln{Eout/Ein} = − g12 ⋅ tdelay,
with Eout and Ein as the energies of the probe pulse leaving and entering the medium. This idea was 
subsequently demonstrated as a method for measuring Lorentzian linewidths.147 It was also dem-
onstrated146 that the presence of the coupling pulse leads to a near-diffraction-limited transmitted 
beam quality for a strong probe field under conditions where severe spatial distortion was present in 
the absence of the coupling laser. The situation where probe and coupling pulses were both strong 
was studied in a subsequent experiment that investigated further the elimination of optical self-
focusing and filamentation, which afflict a strong probe field.148

The prospects of controlling the refractive index using strong off-resonant pulses was examined 
theoretically for a lambda scheme.93 In this treatment it was shown that the off-resonant bound and 
continuum states lead to Stark shifts of states |1〉 and |2〉, which can be compensated by detuning the 
lasers from the exact Raman resonance between the bare states. If this is done correctly, the addi-
tional coherence r12 will lead to EIT-like modification of the refractive index experienced by both 
pulses. This extends to the situation for which the probe pulse is also strong. With both strong laser 
pulses, off-resonant CPT is possible. Formation of an off-resonance trapped state is an important 
aspect of an experiment investigating the elimination of optical-self focusing,148 in which a nonlin-
ear refractive index would otherwise lead to self-focusing, filamentation, and beam breakup of the 
strong probe field. Off-resonant CPT is also important in nonlinear frequency mixing, as demon-
strated in experiments in lead vapor149 and solid hydrogen.126 In this case the condition Ω′ > [Δ ⋅ g12]
must be met, where Δ is the detuning of the fields from the intermediate resonances. This leads to 
the requirement of high peak powers, if the detunings Δ are large.

Propagation of two coupled strong pulses in a lambda-type system was discussed by 
Harris76,77 and Eberly et al.42,78 The discussed excitations scheme was equivalent to EIT. However, 
if both fields ΩP and ΩC are strong, the dressed atomic system reacts back on the field modes. This 
results in lossless propagation through the medium for both fields. For laser pulses with matched 
intensity envelopes (i.e., an identical form of temporal variation) any losses are minimal. If two ini-
tially matched pulses are simultaneously launched into a medium comprising atoms in the ground 
state, the system will self-organize so as to preserve the matched pulses and generate states, showing 
CPT. As the atoms are initially in the ground state |1〉, the probe pulse will initially experience loss 
and will have a lower group velocity than the coupling pulse. It will then start to lag the coupling 
pulse and so the pulse pair will automatically satisfy the condition for adiabatic preparation of 
trapped states (i.e., a counterintuitive pulse sequence). So, following the initial loss of probe pulse 
energy, the medium is set up for lossless transmission.

A proper insight into this process is best obtained in terms of CPT. The laser fields cause the 
formation of the superposition states |C〉 and |NC〉 [see Eq. (1)]. However, the atoms in the phase-
coherent medium that is formed are also responsible for driving the two fields, and this means that 
even intensity envelopes which are initially different will evolve into matched pulses. This process 
results in the self-consistent formation of stable normal modes of the driving fields, one of which 
is uncoupled from the “uncoupled” atomic state and the other of which is “uncoupled” from the 
coupled atomic state. These new field modes result in the lossless propagation of pulses through a 
normally lossy medium, once a certain preparation energy has been extracted from the laser fields.

In the adiabatic limit the pulses are sufficiently intense, such that the timescale to establish EIT 
(i.e., 1/ΩC) in the whole medium is fast with respect to the envelope evolution. Indeed, EIT can 
be much faster than the timescale required to establish population-trapped states in an individual 
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atom. This is due to the fact, that the latter process requires transfer of population, that is, irrevers-
ible exchange of energy between the field and the medium. In fact, the preparation time for EIT 
corresponds to a certain necessary pulse energy. The minimum energy EC

(min) required to prepare 
the medium in EIT is essentially given by the photon energy of the coupling laser multiplied by the 
oscillator strength-weighted number of atoms:79

E
f

f
NC A

(min) = 13

23

�ω  (8)

with the number of atoms NA in the interaction volume and the oscillator strengths of the tran-
sitions at w13 and w23. If the oscillator strength (or dipole moments) of the two transitions are 
comparable, Eq. (8) simply demands photon numbers, which exceed the number of atoms. Once 
the coupling laser pulse fulfills this condition (e.g., is long enough to provide a sufficient number 
of photons), the medium will be rendered transparent for all subsequent times. Application of this 
effect to the propagation of strong picosecond (ps) and femtosecond (fs) pulses a straightforward 
consideration. The preparation energy is not transferred irreversibly to the medium but is stored 
reversibly in the coherent excitation of state |2〉.

14.11 ULTRASLOW LIGHT PULSES

As already briefly discussed above (see Sec. 14.9), the steep, positive slope of the dispersion
[Re c(1)(w)] leads to a reduced group velocity vg. The group velocity depends upon the slope, that is, 
the derivative of c(1)(w), as follows:
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From the expression for the derivative ∂c(1)/∂w [Eq. (7)], we see that this slope is steepest (i.e., vg
reaches a minimum) for ΩC >> Γ2 and ΩC

2 >> Γ2Γ3, but when ΩC is still small compared to Γ3. Hence 
∂c(1)/∂w ∼ 1/ΩC

2. In the limit of small coupling Rabi frequency ΩC the group velocity vg therefore 
yields
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In an inhomogeneously broadened system the requirement for EIT is ΩC > gDoppler (see Sec. 14.5). 
For typical atomic systems this usually also means ΩC > Γ3. This condition constrains the group 
velocity reduction to relatively modest values. Thus in experiments in lead vapor146 (see also Sec. 
14.13), a group velocity reduction was clearly demonstrated, but the absolute reduction was only 
vg = c/165. Further reductions in vg are possible in media with small Doppler broadening gDoppler. In 
these media lower values for ΩC (i.e., ΩC << Γ3) still permit implementation of EIT. An elimination 
of Doppler broadening of spectral transitions is, for example, possible in a coupling scheme with 
transition frequencies w13 ≈ w23 and employing a Doppler-free geometry for the laser beams, that is, 
copropagating beams in a vee or lambda scheme and counterpropagating beam in a ladder scheme. 
Alternatively, laser-cooled and -trapped atomic samples can be used to reduce the Doppler width 
such that gDoppler << Γ3. Cooled atoms also permit an excitation at frequencies w13 ≠ w23 and no 
restrictions are set on the beam geometry.

The spectral bandwidth of a light pulse determines a limitation for the possible reduction in the 
group velocity in a medium, or vice versa. The limit is set by the spectral linewidth of the EIT and by 
increased group velocity dispersion at frequencies detuned from exact resonance wP = w13. These effects 
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limit the permitted bandwidth of a light pulse with reduced group velocity to values significantly less 
than ΩC. Thus only light pulses with sufficiently long duration (i.e., small spectral bandwidth with-
out significant contribution from frequency components outside the bandwidth of EIT) are subject 
to an efficient reduction of the group velocity. 

A number of experimental observations of ultraslow group velocity have been reported. In a 
Doppler-free excitation scheme, closely related to CPT, in cesium vapor the dispersion profile near 
resonance was determined using a Mach-Zehnder interferometer.150 From the measured steep dis-
persion, a group velocity of vg = c/3000 was inferred. A Doppler-free experiment in rubidium vapor 
was carried out, which directly measured a very large group velocity reduction. A probe beam with 
fast modulated amplitude was passed through the sample. The phase lag of the modulation with 
reference to the input signal was used to measure the group velocity. Very low values of vg = 90 ms–1

were determined, even though the temperature of the sample was as high as 360 K.151 A lambda-type 
coupling scheme with Zeeman sublevels in rubidium was recently investigated and a magnetic field 
dependent group velocity as low as vg = 8 ms–1 was measured.152

A very dramatic demonstration of ultraslow light propagation was provided by Hau et al.11

They employed a laser-cooled sodium sample trapped in a novel magnetic trap. Evaporative cool-
ing of this sample was used to prepare a Bose-Einstein condensed (BEC) state. Experiments were 
performed (see Fig. 8) to investigate the delay in propagation of a probe pulse with pulse duration 
tp = 2.5 μs, when a coupling laser was applied to the sample in the perpendicular direction. The 
reduced group velocity was studied both above and below the BEC transition temperature TC.
The lower group velocities found below TC were due to the increased density of the sample when 
in this state. The lowest value of vg that was measured was vg = 17 ms–1. Other experiments on 
EIT also permitted the reduction of the speed of light in solids. We will discuss these experiments 
below (see Sec. 14.15).

In this section we gave only a very short introduction to the field of ultraslow light in coherently 
prepared media. The subject of ultraslow light as well as the related topic of storing light in media, 
prepared by EIT, attracted a huge attention in the last years. For a detailed review on ultraslow light 
and storage of light pulses, we like to draw the attention of the reader to a related article on this sub-
ject elsewhere in this book.

Coupling laser beam

Magnetic
trap

Cloud of
cold atoms

2.5 μs
2.5 μs

t = 0.0 μs
Probe pulse 

t = ~ 7.0 μs
Transmitted
probe pulse 

FIGURE 8 Schematic experimental setup for the observation of ultraslow light in a cloud 
of cold atoms, as reported by Hau et al.11 A circularly polarized probe pulse passes through a 
cloud of cold atoms (length L = 0.2 mm) with a transit time of T = 7 μs. This corresponds to a 
group velocity of 1/10 millionth of the speed of light in vacuum. [Reprinted by permission from 
Ref. 153. Copyright (1999).]
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14.12 NONLINEAR OPTICAL FREQUENCY 
CONVERSION

In the previous sections, we discussed the manipulation of linear optical propertie (i.e., absorption 
and dispersion) by EIT. In addition to these effects, also the nonlinear optical response of a medium 
is significantly modified by EIT. This has been shown to lead to frequency mixing with greatly 
enhanced efficiencies and to large Kerr-type nonlinearities. In addition to the dressed linear sus-
ceptibility [see Eq. (6)], there is also a dressed nonlinear susceptibility. This nonlinear susceptibility 
describes the coupling of the atom to fields at frequencies other than the frequencies of the probe 
laser and the coupling laser, that is, to frequencies which are generated by nonlinear interaction 
between the driving radiation fields. Consider, for example, a four-wave mixing process. Three fields 
at frequencies wA, wB, and wC couple via the nonlinear response of the medium to generate a new 
field at frequency wP with wP = wA ± wB ± wC. In general, the nonlinear susceptibility reaches maxima 
close to atomic resonances. Thus laser fields with frequencies tuned close to atomic resonances will 
yield enhanced frequency conversion. Figure 9 shows some basic coupling schemes for resonantly 
enhanced frequency conversion. Figure 9a depicts a situation, which we are already familiar with: 
Two radiation fields at frequencies wA and wB are tuned close to single-photon resonances at transi-
tions |1〉 → |4〉 and |2〉 → |4〉 in a lambda-type level scheme. A third radiation field at frequency wC
(i.e., tuned to resonance at the transition |2〉 → |3〉) mixes with the radiation fields at wA and wB to 
produce a wave at wP = wA – wB + wC. It is obvious from the coupling scheme, that the radiation 
fields wA and wB as well as the fields wC and wP will be automatically tuned close to two-photon 
resonance between the two lower states |1〉 and |2〉. The same holds true for the slightly modified 
coupling scheme in Fig. 9b. Here the lasers at wA and wB are far detuned from any single-photon 
resonance. Still, the two-photon resonance between the lower states |1〉 and |2〉 is maintained. If the 
laser frequencies wA and wB are degenerate (i.e., wA = wB) and the lambda system is modified to a 
ladder-type system, as depicted in Fig. 9c, the probe field is generated at frequency wP = 2wA + wC.
The latter is a typical scheme for frequency conversion to the regime of short-wavelength radiation 
[e.g., to the regime of vacuum-ultraviolet (VUV) or extreme-ultraviolet (XUV) radiation].

|4〉

wB

wB

wP

wA
wA

wA

wC

|1〉 |1〉

|2〉

|1〉

|2〉

|2〉

|3〉 |3〉

|3〉

wA

wC

wC

wP

wP

(a) (b) (c)

FIGURE 9 Three basic coupling schemes for four-wave mixing in coherently driven media.
(a) Double-lambda system, driven on single-photon transitions by four radiation fields wA, wB, and
wC generating a probe radiation field at frequency wP = wA – wB + wC. (b) Modified lambda system 
with the fields at wA and wB still tuned close to two-photon, but far detuned from any single-photon 
resonance. (c) Ladder system with degenerated fields at wA = wB, driving a four-wave mixing process to 
generate the probe field at wP = 2wA + wC.

14_Bass_V4_Ch14_p001-044.indd 14.24 9/18/09 10:14:26 AM

DO
 N

OT
 D

UP
LI

CA
TE



ELECTROMAGNETICALLY INDUCED TRANSPARENCY  14.25

In conventional “incoherent” frequency mixing, the laser-driven resonances will enhance the 
efficiency of the frequency conversion process. There is also a significant drawback of this resonant 
excitation scheme: As also the generated wave at wP is resonant with the transition |1〉 → |3〉, it will be 
reabsorbed in the medium. However, if coherent interaction by EIT is considered, reabsorption is sup-
pressed. To understand this feature of four-wave mixing, supported by EIT, let us consider the excita-
tion processes in Fig. 9a in a slightly different way. The excitation scheme is equivalent to two coupled 
lambda systems. One lambda system is defined by the states |1〉, |2〉, and |4〉. The other lambda system is 
defined by the states |1〉, |2〉, and |3〉. If the laser at frequency wC is strong, it will drive EIT in the second 
lambda system of states |1〉, |2〉, and |3〉. In our previous notation, the generated wave at wP corresponds 
to the probe laser, and the laser at wC corresponds to the coupling laser. As the medium is prepared in 
EIT now for the probe laser, the generated field at frequency wP will experience no reabsorption any 
more, that is, the dressed linear susceptibility at the transition |1〉 → |3〉 is zero. In contrast, the dressed 
nonlinear susceptibility is not reduced to zero (see below and Fig. 5c). Thus the susceptibility provides a 
nonlinear coupling between the radiation fields, while absorption is suppressed. 

The nonlinear susceptibility is calculated from Eqs. (4) and (5) in the same way as the linear sus-
ceptibilities in Eq. (6), however, now terms in r13 involving the fields at frequencies wA and wB are 
also included. The nonlinear susceptibility for the four-wave mixing process reads5
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where the sum on the right-hand side of Eq. (11) represents the contributions to the nonlinear 
susceptibility by all the states |j〉 of the atom, the fields at frequencies wA and wB are close to the 
two-photon resonance between the states |1〉 and |2〉. The modulus of this nonlinear susceptibility is 
plotted in Fig. 5c, although superficially similar to [Im cD

(1)] (see Fig. 5a) in the sense that both dis-
play the familiar Autler-Townes splitting. However, there is a fundamental difference. Paying atten-
tion to the center of the profile at detuning Δ13 = 0, we see that, instead of destructive interference, 
there is constructive interference at this point. The value of the nonlinear susceptibility is indeed 
larger than the incoherent sum of the contributions from the dressed states.

Constructive interference in the nonlinear optical response of the atom is one of the most sig-
nificant consequences of EIT. It accompanies the destructive interference which causes transparency 
at the same frequency. Already in 1990 Harris et al. recognized how this could be used to greatly 
improve four-wave mixing efficiencies.6 Enhancement of frequency mixing by atomic coherence and 
interference has been examined theoretically by a number of authors (see, e.g., Refs. 5, 6, 154, 155). 
The interference effects lead to improved frequency mixing in resonant systems because of three con-
nected effects: (1) The resonant reabsorption in the medium is reduced due to the creation of trans-
parency. (2) Phase matching is optimized due to vanishing dispersion near resonance. (3) Although 
the coupling field causes some reduction in the absolute value of the nonlinear susceptibility at reso-
nance, the susceptibility is subject to constructive rather than destructive interference. For a medium 
with a large product of density and length (nA L) (i.e., the uncoupled system is optically thick) there 
will be a large enhancement in the four-wave mixing conversion efficiency. This persists in a Doppler-
broadened medium, providing the Rabi frequency ΩC exceeds the Doppler width.

In a finite medium a calculation including absorption and phase-matching must be performed 
to predict the enhancement and the frequency dependence of the nonlinear response.5,6,101,102 In 
the limit of an optically deep medium and considering plane wave fields, the figure of merit for 
the conversion efficiency is given by the ratio |cD

(3)/cD
(1)|. This is physically reasonable, since cD

(1)

characterizes the reabsorption and wave-vector mismatch in the medium, while cD
(3) determines the 

strength of the nonlinear coupling, which generates the new field. Thus we can see the importance 
of the destructive interference in the value of cD

(1) in the same frequency range, where cD
(3) experi-

ences constructive interference. This enhances the generation efficiency in a Doppler-broadened 
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14.26  NONLINEAR OPTICS

medium by many orders of magnitude, provided the Rabi frequency ΩC exceeds the Doppler width. 
Modifications of cD

(1) result in reduced absorption and the essentially perfect phase matching for all 
resonant fields. Residual phase mismatch then appears only because of the dispersion caused by the 
remaining off-resonant states.

Electromagnetically induced phase matching was observed in an off-resonance four-wave mixing 
scheme in lead vapor.156 In this experiment, the small detuning from resonance Δ = 6 cm–1 indi-
cated that transparency played little role in the enhancement (since the sample was optically thin). 
However, once the coupling laser strength exceeded a critical value, that is, ΩC > [g 2doppler + Δ2]1/2,
the dispersion became effectively zero. This led to perfect phase matching and enhanced conversion 
efficiency.

In the first experiment to demonstrate enhancement by EIT, Hakuta, Stoicheff et al. investi-
gated three-wave mixing (normally forbidden) in hydrogen when a DC electric field was applied 
to the sample.157,158 This experiment can also be viewed in the context of EIT. The DC field may be 
considered as an electromagnetic field at zero frequency. This field dresses the atom, creating two 
Stark states between which absorption cancellation occurs through interference. Second harmonic 
generation of a field at wavelength 243 nm is then resonantly enhanced at the two-photon transi-
tion between the states 1s and 2s. Due to EIT, the generated radiation at the Lyman-a wavelength 
121.6 nm is no more reabsorbed. Further experiments by the same group then demonstrated EIT 
enhancement of a resonant four-wave mixing scheme in hydrogen atoms.159 This was achieved in a 
scheme involving the states 1s, 2s, and 3p (corresponding to states |1〉, |2〉 and |3〉 in our notation). 
The coupling laser at lC = 656 nm drove the transition between states 2s and 3p. The coupling laser 
mixed with a field at lA = 243 nm, driving the two-photon transition between states 1s and 2s. This 
nonlinear interaction generated a field at lP =103 nm (see Fig. 10, compare also Fig. 9c). Both lasers 
at lC and lA were derived from single-mode pulsed dye lasers. In this scheme photoionization of state 
2s was an order of magnitude smaller than the ionization loss from state 3p. This is an important fea-
ture, since the coherence between the states 1s and 2s is essential for EIT effect to survive. Thus decay 
due to photoionization is a critical effect. However, so long as the decay rate of state 2s is significantly 
smaller than the rate of state 3p, the destructive interference in the absorption will persist and still 
lead to enhancement of the frequency mixing efficiency. 

High conversion efficiencies require that the product of density and path length (nA L) is large 
enough to ensure that the medium is initially strongly opaque. An atomic hydrogen beam was 
specially designed in the experiments, discussed above, in order to increase the beam density and 
path length. Thus EIT could be studied for the regime of an optically thin up to an optically thick 
medium.95,160 Working with products (nA L) up to l016cm–2, conversion efficiencies of >10–3 were 
found. This is an extraordinarily large value for frequency conversion in a gaseous medium. There 
was, however, a limit to the obtainable conversion efficiency in this scheme, due to the large Doppler 
width in hydrogen. This a consequence of the low mass of hydrogen and the elevated temperatures 
in the discharge used to produce the atoms. The coupling Rabi frequency ΩC had to exceed the large 
Doppler width, leading to large Autler-Townes splittings and reduction in the magnitude of c(3)

available for mixing. To overcome this, four-wave mixing schemes in atoms with smaller Doppler 
widths (e.g., krypton) have been studied. Experiments with a four-wave mixing scheme at a large 
product (nA L) ≈ 5 × l016cm–2 in krypton at room temperature have recently demonstrated a conver-
sion efficiency of 10–2 for generation of a field at 123.6 nm.161 Quantum interference effects arising 
from the generated field itself have been reported to a limit in the optimum density for resonantly 
enhanced four-wave mixing. In a conversion scheme in rubidium162 at higher density the generated 
field itself became strong enough to cause a significant perturbation to the coherences in the system. 
This latter work, however, did not employ a single-mode coupling laser. Thus, the low limit in the 
rubidium density (nA < 1015cm–3), measured in these experiments, may not be reflected in situations 
where EIT is present.

Finally, we mention some alternative frequency conversion processes in lambda-type coupling 
schemes. In such schemes, the metastable state |2〉 often exhibits very long lifetimes. This leads to 
intrinsically low decay rates for the coherence r12 and near-perfect transparency is possible. Also in 
some selected systems (e.g., rubidium or sodium atoms) where the two lower states are hyperfine 
sublevels, Doppler-free configurations can be employed. These features make lambda systems a 
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very favorable choice for frequency conversion processes. Let us consider again the lambda scheme 
in Fig. 9a. In contrast to the above discussion, we will permit now for alternative combinations of 
the applied laser frequencies. For example, consider the coupling field at wC applied so as to create 
EIT. With two additional fields, a large number of different frequency mixing processes may arise. 
Radiation at frequencies wP and wA (or wB) in combination with the coupling field at wC drive the gen-
eration of new fields via four-wave mixing. The sign of the detuning from resonance for the applied or 
generated fields wA or wB may be positive or negative. The additional state |4〉 may be present at small 
detuning (i.e., a double-lambda scheme is prepared) or the detuning may be very large (i.e., the lasers 
drive essentially a three-level system) (compare Fig. 9b). Also if only two fields  (e.g., wC and wP) are 
applied, they will drive a coherence r12 that can give rise to four-wave mixing processes. The coher-
ence r12 can mix again with either of the fields wC and wP to generate, via a stimulated Raman process, 
Stokes and anti-Stokes fields. Moreover, if strong fields at wC and wA and a weak field at wB are applied, 
four-wave mixing yields a field at frequency wP, which is phase-conjugated to wB.

FIGURE 10 Four-wave mixing scheme in hydrogen atoms (compare also Fig. 9c). EIT is driven by the 
coupling laser at wavelength lC = 656 nm, tuned to the single-photon transition between states 2s and 3p [corre-
sponding to states |2〉 and |3〉 in our notation]. A laser at lA = 243 nm drove the two-photon transition between 
states 1s and 2s [corresponding to states |1〉 and |2〉 in our notation]. A probe field was generated at wavelength 
lP = 103 nm, i.e., on the transition between the states 1s and 3p [corresponding to states |1〉 and |3〉 in our nota-
tion]. The photoionization yield and the sum-frequency mixing efficiency were measured versus the detuning 
Δw21 [in our notation Δ21] for different values of the coupling Rabi frequency ΩC (given in wavenumbers). The 
photoionization spectra show, that the Autler-Townes splitting increases with the Rabi frequency ΩC. The con-
version efficiency increases faster than the Autler-Townes splitting. A maximum is reached for a Rabi frequency 
of ΩC = 6.7 cm–1. The medium is driven in EIT. For larger Rabi frequency there is no further enhancement in the 
conversion efficiency, as the re-absorption is already completely cancelled. However, the Autler-Townes splitting 
still increases with ΩC = 6.7 cm–1. Thus the nonlinear coupling (i.e., the value of the nonlinear suscepti-
bility) is reduced for further increasing Rabi frequency (compare the separation of the dressed states in Fig. 5c). 
[Reprinted figure with permission Ref 159. Copyright (1993) by the American Physical Society.]
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14.28  NONLINEAR OPTICS

Nondegenerate four-wave mixing (NDFWM) based on EIT in a lambda scheme has been experi-
mentally studied. In rubidium163 a coupling field wC was applied resonantly, while a second field wA
and a weak probe at wB were both applied with a detuning of 450 MHz from the resonance to state 
|3〉. A phase-conjugate field was generated at frequency wB. Due to EIT, absorption of this gener-
ated field vanished, but the nonlinearity remained resonantly enhanced. The susceptibilities [Im c(1)]
and c(3) were measured independently under conditions of an optically thin medium. The data 
confirmed that c(3) was indeed enhanced by constructive interference. If an optically dense medium 
was used, a significant enhancement in NDFWM was observed. High phase-conjugate gain was also 
recently observed, applying very low laser powers. The effect arose from the presence of population 
trapping in a double-lambda scheme in sodium atoms.105,164 Resonant four-wave mixing,165 driven 
by cw lasers, and frequency up-conversion166 have also been observed in an experiment investigating 
a double-lambda scheme in sodium dimers.

14.13 NONLINEAR OPTICS AT MAXIMAL ATOMIC 
COHERENCE

When two laser pulses (i.e., a probe and a coupling laser pulse) propagate as matched pulses through 
a medium (see Sec. 14.10), large amounts of populations are prepared in trapped states. This is pos-
sible under conditions of strong excitation, that is, when the laser electric field strengths are large 
enough to drive adiabatic evolution for all atoms in the beam path. In this case the coherence r12
will reach a maximum magnitude (i.e. |r12| = |c1

∗ c2| = 1/2. Thus, all the atoms are prepared in the 
trapped state |NC〉, that is, in a coherent superposition of the ground and the excited state with 
equal amplitudes |c1| = |c2| = √1/2. As the polarization of an atom is directly proportional to the 
coherence [compare Eq. (4)], also the polarization reaches a maximum at maximal atomic coher-
ence. Under these circumstances, mixing of additional fields with the atom will become extremely 
efficient. We must not fail to mention, that the preparation of maximal coherences is also possible 
by adiabatic passage processes, other than EIT. Thus, STIRAP (see Sec. 14.3), coherent population 
return (CPR), rapid adiabatic passage (RAP), or Stark chirped rapid adiabatic passage (SCRAP) 
serve as alternative tools.45

We consider now again a frequency conversion process under conditions of EIT in the coupling 
scheme, depicted in Fig. 9a and b. If the lasers at frequencies wP and wC induce a maximal coher-
ence, any frequency conversion process, driven by the fields wA or wB occurs with high efficiency. 
This is due to the fact that the linear susceptibility, which governs the amount of absorption and 
dispersion, and the nonlinear susceptibility, which govern the frequency conversion efficiency, both 
have only a single nonresonant denominator with respect to the detuning. Thus the strengths for the 
nonlinear and the linear susceptibility for the fields at frequencies wA or wB are of the same order of 
magnitude. As a consequence, efficient energy exchange between the electric fields can occur in a 
distance of the order of the optical coherence length. The latter is determined by the real part of the 
susceptibility. This is equivalent to near-vacuum conditions for the dispersion and absorption of the 
medium while the nonlinearity is large.

The preparation of trapped states leading to the formation of a large atomic coherence has been 
applied by the Harris et al. to drive very efficient nonlinear frequency conversion.149 The adiabatic 
frequency conversion process was implemented in a lambda-type scheme in lead vapor, driven by 
two strong lasers, that is, the coupling laser at lC = 406 nm and the probe laser at lP = 283 nm. A 
large, near-maximal coherence was created between the states |1〉 and |2〉 (see Fig. 11). The phase-
coherent atoms acted as a local oscillator that mixed with a third laser field at 425 nm, detuned by 
1112 cm–1 from the resonance frequency w13. By a four-wave mixing process, involving the three 
fields, a new field at 293 nm was generated. The conversion efficiency was exceptionally large, reach-
ing ∼40 percent. The high conversion efficiency occurs since in this system the preparation of the 
optimal coherence r12 yielded a large nonlinear susceptibility, which was of the same size as the 
linear susceptibility. The same scheme was used, this time mixing a field at 233 nm to generate a 
field in the far-ultraviolet spectral region at 186 nm. In this case, the nonresonant detuning from the 
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ELECTROMAGNETICALLY INDUCED TRANSPARENCY  14.29

third state in lead vapor was only ∼40 cm–1. A near-unity conversion efficiency was demonstrated in 
this case.20

The coupling scheme in lead vapor, as discussed above, was recently the subject of a proposal for 
a broadband, high-efficiency, optical parametric oscillator (OPO).21,22 In this case, a maximal coher-
ence r12 between the states |1〉 and |2〉 was created in the same fashion as discussed above. The coher-
ence r12 then acts as a local oscillator in an optical parametric down-conversion process generating 
signal and idler waves in the infrared and far-infrared spectral region. In this system the nonlinear 
and linear responses of the medium were calculated to be of the same order and high conversion 
efficiencies up to 10 percent were predicted for the center of the OPO tuning range. Furthermore 
the device was predicted to cover the entire spectrum from the infrared to very long wavelength (i.e., 
essentially almost to the regime of DC fields). 

The concept of maximal atomic coherence has been proposed to eliminate phase-mismatch in 
Raman scattering (i.e., the generation of Stokes and anti-Stokes radiation).122 In this scheme, the 
vibrational states n = 0 and n = 1 in the electronic ground state of a molecule form the lower states 
|1〉 and |2〉 of a Raman-type excitation scheme. The Raman scheme is equivalent to a lambda-type 
excitation scheme with large single-photon detunings Δ12 and Δ13, while still the laser frequencies 
are tuned close to two-photon resonance (Δ12 – Δ13). In such an excitation scheme, the dephasing 
rate g12 is very small. Thus interference can occur and cause the dispersion to become negligible. 
Because of the removal of the usual phase mismatch, efficient operation of Raman scattering over a 
broad range of frequencies, that is, from the infrared to the vacuum-ultraviolet is possible. Another 
important prediction concerned efficient generation of broadband coherent spectra, associated with 
strong-field refractive index control under conditions of maximal coherence.23 In this case a pair of 
laser pulses are slightly detuned from exact two-photon (Raman) resonance. Also in this case, which 
is closely related to EIT, a maximal coherence is generated.

To understand this feature of adiabatic excitation, we consider a two-level system of states |1〉 and 
|2〉, driven by a single laser pulse (see Fig. 12a). The dressed (adiabatic) eigenstates of the system read
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FIGURE 11 Efficient frequency conversion at maximal atomic coherence in lead vapor. (a) A large 
atomic coherence r12 was prepared by the probe and the coupling laser at wavelength lP = 283 nm and lC = 
406 nm. (b) A laser at le = 425 nm [in our notation lA] mixes with this coherence to generate a strong sum 
frequency mixing signal at lh = 293 nm [in our notation lB]. (c) Conversion efficiency versus coupling laser 
intensity. The efficiency increases linearly, till it reaches a plateau of 40 percent. This exhibits an extraordinary 
large value for a conversion process in a gaseous medium. [Reprinted figure with permission from Ref. 149. 
Copyright (1996) by the American Physical Society.]
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14.30  NONLINEAR OPTICS

with the mixing angle J(t), defined by J(t) = 1/2 arctan [Ω1(t)/Δ]. As we will consider now two 
strong laser pulses, we return to our previous designation of Ω1 and Ω2 (rather than ΩP and ΩC). 
We note that for resonant excitation at Δ = 0 Eq. (12) yields the resonant form of the dressed states, 
as already introduced in Eq. (3). Let us assume now the Rabi frequency Ω1(t) to be negligibly small 
outside a finite time interval t0 < t < t1, that is, outside the pulse duration tpulse = t1 – t0. Consider 
now the case of the laser frequency detuned from exact resonance (i.e., |Δ| > 1/tpulse). If at the begin-
ning of the interaction all the population is in the ground state, the state vector Ψ(t) of the system 
at time t = −∞ is aligned parallel to the adiabatic state |−〉. If the evolution of the system is adiabatic, 
the state vector Ψ(t) remains always aligned with the adiabatic state |−〉 [see Eq. (12b) and the defi-
nition of the mixing angle J]. Thus, during the excitation process (i.e., at intermediate times t0 < t < t1)
the state vector Ψ(t) is a coherent superposition of the bare states |1〉 and |2〉. Therefore, population 
is transiently excited to the upper state. However, at the end of the interaction at t = + ∞, the state 
vector Ψ(t) becomes once again aligned with the initial state |1〉 [see Eq. (12b) and the definition 
of the mixing angle J]. The population transferred during the process from the ground state |1〉 to 
the excited state |2〉 returns completely to the ground state after the excitation process. No popula-
tion resides permanently in the excited state, no matter how large the transient intensity of the laser 
pulse may be. This phenomenon is called coherent population return (CPR), and is also known 
from coherent spectroscopy.167–169 Figure 13 shows the bare state population dynamics in CPR. As 
expected from the analytical considerations, population flows from the ground state to the excited 
state during the excitation and returns back to the ground state after the excitation process. If the 
peak Rabi frequency Ω1

(max) is sufficiently large (i.e., Ω1
(max) >> Δ), the mixing angle during the process 

becomes J = p/4. Thus the coherence is |r12| = |c1
∗ c2| = sin J cos J = 1/2 (i.e., a maximal coherence is 

prepared during the process).
The dynamics, discussed above, are not restricted to excitations of single-photon transitions, 

as depicted in Fig. 12a. Also multiphoton transitions [e.g., a two-photon transition (see Fig. 12b)], 
are driven in CPR, provided the laser frequencies are slightly detuned from the multiphoton transi-
tion frequency. This holds true also for Raman-type excitation schemes (see Fig. 12c), when the 
laser frequencies are tuned such that large detunings from any single-photon resonance as well as a 
small detuning from exact two-photon resonance occur. Thus, also in the case of Raman transitions 
between molecular vibrational states, a maximal coherence can be established and used for efficient 
frequency conversion processes. Moreover, a detailed theoretical analysis shows, that the adiabatic 
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FIGURE 12 Coupling schemes for preparation of a maximal coherence by CPR. 
(a) Two-level system, driven by a single laser pulse on a single-photon transition.
(b) Effective two-level system, driven by two laser pulses on a two-photon transition.
(c) Effective two-level system, driven by two laser pulses on a Raman-type transition. 
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excitation also permits control of the refractive index, that is, phase matching or phase mismatch 
plays only a minor role in the conversion process.

Harris et al. proposed, demonstrated, and applied the efficient generation of Raman sidebands 
in gaseous media under the conditions of maximal coherence.22–24,26–28,33,35 The experiment was per-
formed in deuterium molecules in the gas phase. The deuterium molecules were cooled to 77 K in 
order to increase the population in the lowest rotational state and to reduce dephasing by collisions. 
Two nanosecond radiation pulses at frequencies w1 (pump) and w2 (Stokes) excited a Raman transi-
tion between the vibrational ground state n = 0 and the first excited state n = 1 (compare Fig. 12c). 
If the laser frequencies are slightly detuned from the Raman resonance, a maximum coherence is 
established. The medium acts now like a molecular modulator, oscillating at the frequency Δw (i.e., 
the difference frequency between the vibrational states n = 0 and n = 1). The generation of Raman 
sidebands can be viewed as subsequent mixing process of the molecular modulator and the laser 
fields: Interaction of the field at w2 with the coherence at Δw produces the first anti-Stokes sideband 
at w2 + Δw with large efficiency. Interaction of the first sideband with the coherence generates the 
second anti-Stokes sideband at w2 + 2Δw. The process proceeds to higher-order sidebands. In their 
experiment, Harris et al. demonstrated conversion of the two driving radiation fields into Raman 
sidebands, covering a spectral region from 2.94 μm to 195 nm (i.e., from the far-infrared to the 
far-ultraviolet).24 The largest conversion efficiency occurs, when the two radiation fields are slightly 
detuned from exact two-photon resonance. This, on the first glance surprising feature, confirms the 
theoretical expectations, as discussed above: Adiabaticity is maintained and a maximal coherence is 
prepared for detunings |Δ| > 1/tpulse.

Harris, Sokolov et al. applied the scheme for efficient generation of Raman sideband, as discussed 
above, to generate intense ultrashort radiation pulses.27,28,33 In an impressive experiment, Raman 
sidebands, with pulse durations in the nanosecond regime, were overlapped and combined. When 
their relative phases were appropriately adjusted, the combination of the phase-locked frequency 
components yielded a train of ultrashort radiation pulses with pulse duration in the regime of down 
to 1.6 fs (see Fig. 14).33

We must not fail to mention that Hakuta et al. performed some of the early investigations on 
Raman sideband generation in coherently prepared media.25,31,32,34 These experiments were con-
ducted in solid hydrogen. Other experiments on Raman sideband generation in media, coherently 
driven by nanosecond radiation pulses, were also performed by Marangos et al.29,30 In these experiments 
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FIGURE 13 Numerical simulation of CPR.167 When a 
transition in a two-level system is coherently driven, slightly 
detuned from the exact transition frequency (compare Fig. 12), 
population flows from the ground state |1〉 to the excited 
state |2〉 and back again [the probabilities Pi(t) are indicated 
by the solid data points]. A transient maximal coherence is 
established during the process. The dashed line shows the 
temporal profile of the driving laser pulse.

14_Bass_V4_Ch14_p001-044.indd 14.31 9/18/09 10:14:29 AM

DO
 N

OT
 D

UP
LI

CA
TE



14.32  NONLINEAR OPTICS

the coherence was probed by long (nanosecond) as well as ultrashort (femtosecond) radiation 
pulses. 

Other work extended the concept of maximal coherence to the regime of excitations by 
ultrashort radiation pulses.170,171 As discussed above (see Sec. 14.5), ultrashort pulses are usually 
not favourable choice to drive adiabatic excitations on single-photon transitions. Thus, usually a 
maximal coherence cannot be prepared by ultrashort radiation pulses. However, in selected molecu-
lar media and with sufficient pulse energies, already a significantly enhanced molecular coherence 
(though not maximal) may enable efficient frequency conversion. Thus the efficient generation 
of Raman sidebands with pulse durations in the femtosecond time domain was demonstrated in 
hydrogen and methane molecules. 170,171 The total conversion efficiency approached 10 percent. 

Other extensions of the concepts, discussed above, utilize the excitation of Raman transitions by 
lasers of ultrabroad bandwidth.36–39 If the bandwidth glaser of a single ultrashort laser pulse covers the 
spacing Δw between the vibrational ground state and the first excited state, the Raman transition is 
driven with frequency components, deduced from the single radiation pulse. Using SF6 molecules as 
the Raman-active medium, an ultrashort pump pulse with wavelength lP = 800 nm and an additional 
ultrashort probe pulse with wavelength lPr = 400 nm, the molecular modulation technique has led to 
the generation of pulse trains and isolated pulses with a duration of a few femtoseconds.37–39

14.14 NONLINEAR OPTICS AT THE FEW
PHOTON LEVEL

As we have noted, one of the most remarkable features of EIT is that the nonlinear susceptibility 
undergoes constructive interference, while the linear susceptibility undergoes destructive interfer-
ence. In a system without inhomogeneous broadening, perfect transparency can be induced for a 
coupling Rabi frequency ΩC << Γ3. In this case the medium becomes transparent. Due to the small 
size of ΩC with respect to the decay rate Γ3 the nonlinear susceptibility will reach a value essentially 
identical to the value in the bare atomic system. Since atomic resonances are generally much nar-
rower than those of a solid-state system, the magnitudes of the nonlinearity in this case can be many 
orders of magnitude larger than that of any solid. For instance, a very large nonlinear refractive 

Liquid crystal
phase modulator

D2

D2 cell

1.56 μm 410 nm

Xe cell

Xe

PMT

+

w0 w0 – wn
|e〉

|g〉

FIGURE 14 Experimental setup for temporal synthesis and characterization of single 
cycle optical pulses, generated by combination of Raman sidebands. The sidebands are gener-
ated in a cell with deuterium molecules, dispersed and their phases are independently varied 
by a liquid crystal modulator. The sidebands are recombined and focused into a target cell 
with xenon gas. The figure also shows the spectrum of the seven sidebands in the wavelength 
regime from 1.56 μm to 410 nm, used for generation of the ultrashort pulse. The duration of 
the ultrashort single-cycle pulses was 1.6 fs with a peak power of 1 MW. [Reprinted figure with 
permission from Ref. 33. Copyright (2005) by the American Physical Society.]
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index was reported by Hau et al.11 for EIT in a ultracold sodium vapor. They measured a value for 
the nonlinear refractive index that was 0.18 cm2 W–1. This was 106 times larger than the nonlinear 
refractive index measured for cold cesium atoms in a system, which was not driven to EIT.172 In fact, 
the refractive index in cesium was itself much larger than the refractive index in a solid. For com-
parison, the largest nonlinear refractive indices of solid-state materials are on the order of less than 
10–12 cm2 W–1.173

An important feature in the regime, discussed above, is the Kerr-type nonlinearity. This can 
be understood from examination of Fig. 9a. If fields at frequencies wP, wC, and wB are considered, 
the Kerr-type nonlinearity describes the coupling between the fields at wP and wB. The detuning 
between of field wA from state |4〉 is usually smaller than the detuning from state |3〉. Via the suscep-
tibility [Re c(3)], the field at wA causes a cross-modulation with the field at wP. This effect was recently 
predicted to lead to a giant Kerr nonlinearity if the field at wC is of moderate strength. This is viable 
even when extremely low-power laser fields at wP and wB are applied. In a theoretical analysis,174 values 
of [Re c(3)] ≈ 3 × 10–6 m2 V–2 are found. These are large enough to permit measurable cross-phase 
modulations between fields containing only a few photons.

In the experiments of Hau et al.11 under the same conditions where ultraslow light pulse prop-
agation was measured, a large nonlinearity was deduced. This was extrapolated from the measure-
ment of the AC Stark shift of the transparency minimum due to the interaction between the field 
at wC and state |4〉. This interaction is equivalent to the Kerr nonlinearity discussed in Ref. 174, 
when the field at wC also plays the role of the additional field (previously wB). The connection 
between the large nonlinearity and the ultraslow light propagation has been studied by several 
authors.151,175 In the case of the experiments discussed here, the connection is seen clearly to arise 
through the AC Stark shift of the steep dispersion curve responsible for ultralow group velocities. 
For even very modest fields at wC, large changes in the absolute value of the dispersion are obtained, 
which result in significant phaseshifts. The latter are imparted on the probe field by itself. Similarly, 
in an experiment on ultraslow light, driven in a Doppler-free excitation scheme in rubidium,151

very large nonlinearities are evidenced by the highly efficient four-wave mixing process that was 
observed. Therefore, the authors highlight the strong connection between ultraslow group velocities 
and ultralarge nonlinearity.

A number of investigations showed, that the huge nonlinearities available in the excitation 
schemes, discussed above, are large enough to mediate significant interaction between pairs of 
photons. There are important implications if a single photon can cause a measurable modification 
to another single photon (e.g., by a strong cross-phase modulation). For instance, applications are 
proposed for quantum nondemolition measurements and for quantum information processing. 
In the latter case strong mutual interactions can be utilized to generate entangled pairs of pho-
tons that form the basis of quantum logic gates. Discussions of this topic include an analysis of 
frequency mixing and nonlinear phase shifts at the few photon level,175 techniques for generating 
squeezed light at very low input powers,176 photon switching,177 and photon blockade within an 
atom-cavity system.178

14.15 ELECTROMAGNETICALLY INDUCED 
TRANSPARENCY IN SOLIDS

While adiabatic processes (e.g., EIT) have been very extensively studied in the gas phase, only a few 
experiments were performed in solids.105–107,108–115 In contrast to gaseous media, solids offer large 
density, scalability, compactness, and convenience in their preparation and usage. Moreover, atomic 
diffusion is absent in solids. All of these features are of significant interest for applications in optical 
data storage and quantum information processing. However, large homogeneous and inhomoge-
neous broadenings exhibit an obstacle for the implementation of EIT in solids (see Sec. 14.5). Thus, 
only very specific systems in the solid phase permit appropriate conditions for EIT. 

Some larger classes of solids, which are appropriate candidates for the implementation of adia-
batic processes, combine the advantages of gaseous media and solids. Such media are (e.g., quantum 
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wells) electron-hole pairs (excitons), doped solids, and specific color centers. Quantum wells 
show a quite defined level structure, which is very similar to atoms in the gas phase. However, 
quantum wells are also subject to tremendous inhomogeneous broadening, because it is very hard 
to control the size, shape, and depths of a larger ensemble during the manufacturing process. 
Thus, usually only coherent excitation of a very small ensemble (or even single) quantum wells is 
possible—which is a significant drawback for applications, as one major advantage of a solid state 
medium (i.e., a large density) is lost. Electron-hole pairs have also been discussed in the scientific 
community as appropriate quantum systems for the implementation of adiabatic interactions. 
Like quantum dots, the electron-hole pairs also exhibit relatively well-defined level structure. As 
the dephasing times in quantum wells and electron-hole pairs are in the order of picoseconds or 
below, experimental implementations require ultrashort laser pulses. On the other hand, ultra-
short laser pulses are usually not a good choice for driving adiabatic excitation of single-photon 
transitions (see Sec. 14.5). However, if the transition moments and the laser pulse energies are 
large enough, quantum wells and electron-hole pairs may serve as appropriate media for the 
implementation of EIT. Thus, coherent excitations in quantum wells or related nanostructures 
attracted significant attention in the recent years and already lead to first successful implementa-
tions of EIT in quantum wells.108–111

A class of solid media, which combines the properties of the gas phase and the solid phase in a 
very advantageous way, are doped solids. In such media, atoms or ions are doped in a host crystal. 
The dopants in the host crystal still exhibit the level structure of the free atom. At room tem-
perature, interaction with the host lattice leads to large homogeneous broadening. Moreover, as the 
dopants experience spatially varying electric fields from the host lattice, the atomic transitions are 
subject to substantial inhomogeneous broadening. At cryogenic temperatures, the homogeneous 
linewidth can be reduced well below the width of the inhomogeneous broadening, that is, selective 
optical excitation at zero-phonon transitions becomes possible. The still remaining inhomogeneous 
broadening might be considered as an advantage, as it permits the selective excitation of different 
ensembles of dopants. This was already utilized two decades ago, when spectral hole burning179 was
discovered as an appropriate way to address specific ensembles in an inhomogeneously broadened 
medium (e.g., for applications in frequency-selective, multichannel storage of information). Thus, 
when the dopants in a cryogenically cooled host crystal are appropriately prepared by spectral hole 
burning or related techniques, a specific subset of the atoms exhibits a quantum system with very 
narrow spectral linewidth.

Some basic adiabatic interactions have been demonstrated in the recent years in rare-earth 
doped solids. Thus, EIT,105–107,112,113 RAP,180,183 and recently STIRAP182,183 were successfully imple-
mented in praseodymium ions Pr3+, doped in a cryogenically cooled Y2SiO5 host crystal. Pr3+:
Y2SiO5 is a well-established and commercially available material for optical data storage (e.g., by 
spectral hole burning). The spin coherence, that is, the dephasing time in the medium is pretty 
large (i.e., exceeding the timescale of 100 μs).114,179 This enables the implementation and obser-
vation of EIT with long interaction times, driven, for example, by modulated radiation, derived 
from cw lasers. 

In the first successful implementation of EIT in a doped solid, Hemmer et al.105 used a cw 
laser, operating at 606 nm, split in three beams, which are frequency modulated in acousto-optical 
modulators. Two of the three beams form the probe and the coupling laser. A third beam (i.e., 
the repump laser) is necessary to refill the spectral holes, burned by the probe and coupling laser. 
The Pr3+:Y2SiO5 crystal was cooled to a temperature of approximately 2 K to reduce the otherwise 
huge homogeneous broadening. Figure 15 shows the coupling scheme and the transmission of a 
probe laser in the medium. The praseodymium ions show a quite complicated level structure, as the 
ground state 3H4 and the excited state 1D2 interact with the electric field in the background of the 
host crystal and split in Stark components. The local variations in the electric field cause substan-
tial inhomogeneous broadening in the crystal. However, by appropriate tuning and matching of 
the laser frequencies, a specific ensemble of ions is selected and driven in EIT. When the intensity 
of the coupling laser is large enough, the transmission of the probe laser is significantly enhanced 
in the center of the bare state resonance (see Fig. 15). Similar experiments on EIT in Pr3+:Y2SiO5
were also conducted by Ichimura et al.183
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In projects, dealing with the manipulation of optical processes by EIT, Hemmer et al. also reported 
efficient phase conjugation as well as ultraslow propagation of light pulses in Pr3+:Y2SiO5.

113 The speed 
of light was reduced down to values of vg = 45 m/s. Moreover, in these experiments also stopping of a 
light pulse in the crystal was observed. Recently, Longdell et al. reported stopping of light with storage 
times larger than 1 second in Pr3+:Y2SiO5, prepared by EIT (see Fig. 16).115

In addition to rare-earth doped solids, also special color centers are appropriate media for 
adiabatic interactions. Thus, Hemmer et al. also demonstrated EIT in nitrogen vacancy (N-V) 
color centers in diamond.184 The transition moments in these color centers are much larger 
than in Pr3+:Y2SiO5. Therefore lower laser intensities are required to drive the medium. N-V 
color centers are interesting candidates for applications in quantum computation.185 Thus the 
experimental investigations in Pr3+:Y2SiO5 and N-V diamonds, as well as theoretical proposals 
for EIT and other adiabatic interactions in nanostructures (see, e.g. Refs. 186 to 188 and refer-
ences therein), may pave the way toward the implementation of solid state quantum informa-
tion processors. 
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FIGURE 15 EIT in Pr3+:Y2SiO5. Coupling scheme and transmission of the probe laser versus detun-
ing. The intensity of the coupling laser increases from graph (a) to (d). When the coupling laser is strong, 
the medium is driven to EIT and the probe laser, tuned to the bare state resonance, passes the medium with 
largely reduced losses. [The figure was published from Ref. 105. Copyright Elsevier (1997).]
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14.16 CONCLUSION

In this chapter, we reviewed the basic concepts, implementations, and applications of EIT. We dis-
cussed the principles of EIT in terms of quantum interferences, atomic coherences, and dressed 
atomic states in a system of three quantum states, coherently driven by two radiation fields, that is, the 
probe laser field and the coupling laser field. The concept of EIT is closely related to other coherent, 
adiabatic interactions, for example, RAP, SCRAP, STIRAP, CPT, and CPR. However, while the latter 
techniques are focused to a large extend on the manipulation of population distributions, the ideas of 
EIT are mainly connected with atomic coherences and the manipulation of optical properties. 

From some very basic considerations, we derived the main features of EIT, that is, vanishing absorp-
tion and dispersion at atomic resonances (due to destructive quantum interference), a steep slope of the 
dispersion at the atomic resonance, and enhanced nonlinear optical response of the medium (by con-
structive quantum interference). Thus the optical properties of quantum systems, manipulated by EIT, 
are very different from the properties of common optical media. These features lead to a rich variety of 
applications in the field of optical physics, for example, transmission through otherwise optically dense 
media, gain in quantum systems without population inversion, propagation of light with ultraslow 
velocity, storage of light pulses, and the significant enhancement of nonlinear optical processes. In the 
latter field, EIT permits frequency conversion in gaseous media with extraordinary large efficiencies. 

We reviewed convincing experiments and striking applications of EIT. The majority of these 
experiments were implemented in atoms or molecules in the gas phase, but some also in selected 
solids. The investigations, as conducted so far, already lead to tremendous impact in the fields of 
optical information processing and quantum computation, applied optics, laser physics and physics 
on ultrashort timescales. However, we believe, there is a huge potential of EIT and related concepts, 
which is still to be explored in the future. 
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15.1 INTRODUCTION

Raman and Brillouin scattering are inelastic scattering processes in which the wavelength of the 
scattered radiation is different from that of the incident light and a change in the internal energy of 
the scattering medium occurs. The main distinction between Raman and Brillouin scattering is the 
type of internal mode involved. Raman scattering involves nonpropagating collective modes in the 
material. Examples include electronic excitations and molecular vibrations and rotations in liquids 
and gases, electronic excitations and optical phonons in solids, and electron-plasma oscillations in 
plasmas. Brillouin scattering involves low-frequency propagating waves, for example acoustic waves 
in solids, liquids, and gases and ion-acoustic waves in plasmas. The two processes exhibit a range of 
similarities and differences in the properties of the scattering process as well as in the materials that are 
involved. General descriptions of Raman and Brillouin scattering are given in Refs. 1–8. Collections 
of papers on specific aspects of Raman and Brillouin scattering are contained in Refs. 9–11. Review 
articles are given in Refs. 12 and 13.

15.2 RAMAN SCATTERING

Raman scattering occurs in a wide variety of solids, liquids, gases, and plasmas. The most common 
form of Raman scattering is one in which the incident light, termed the pump, is scattered into light 
at a longer wavelength, termed the Stokes wave, with the energy difference between the incident and 
scattered photons being taken up in excitation of the appropriate mode of the material. The differ-
ence between the incident and scattered photon energy is termed the Stokes shift. The identification 
of the scattered wave as the Stokes wave is made in analogy with the Stokes shift to longer wave-
lengths in fluorescence, but the dynamics of the two processes are different except for interactions 
that are resonant with an allowed single-photon resonant transition. Raman scattering in which the 
incident light is scattered to a light wave at a shorter wavelength, accompanied by a deexcitation of an 
internal mode of the medium, is termed anti-Stokes scattering, and the scattered wave is termed the 
anti-Stokes wave. The difference between the anti-Stokes and pump photon energies is termed the 
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anti-Stokes shift. Again, the analogy is with the corresponding process in fluorescence. Raman shifts 
can range from tens to tens of thousands of wavenumbers, and are determined entirely by the material 
and the mode involved.

Raman Interactions

Raman scattering can be viewed in the semiclassical model as a two-photon interaction in which the 
material makes a real transition from an initial to a final state and a pump photon is destroyed while 
a Stokes or anti-Stokes photon is created. Several types of Raman interactions are possible. These are 
illustrated in the level diagrams of Fig. 1, which show Stokes scattering, anti-Stokes scattering, anti-
Stokes scattering with four-wave mixing, multiple Stokes scattering, and hyper-Raman scattering. Of 
these, the most common is Stokes scattering (Fig. 1a), in which the pump photon at frequency wL is 
scattered into a longer-wavelength Stokes photon wS, accompanied by the excitation of an internal 
mode of the medium at frequency wo.

Anti-Stokes scattering (Fig. 1b), in which the pump photon is scattered into a shorter-wavelength 
anti-Stokes photon wAS accompanied by the deexcitation of an internal mode of the medium, requires 
initial excitation into upper levels of the medium. The anti-Stokes interaction illustrated in Fig. 1b is 
less common than the Stokes interaction, occurring most often in spontaneous Raman scattering when 
the levels are excited thermally. In stimulated processes, this interaction incurs exponential loss unless a 
population inversion is created between the initial and final states.

Anti-Stokes Raman scattering involving a four-wave mixing interaction, as illustrated in Fig. 1c, 
is much more common in Raman scattering. In this interaction, two pump photons are scattered 
into a Stokes and anti-Stokes interaction with no net excitation or deexcitation of the medium. This 
interaction requires perfect or approximate phase matching, depending on the conditions of the 
scattering interaction. Multiple Raman scattering (Fig. 1d) occurs when the Stokes wave becomes 

(d) (e)

wL

wL wL

wo {

wo {

wo|0〉
|2〉

|0〉

(a) (b) (c)

|2〉
|0〉
|2〉

|0〉
|2〉

|0〉

|2〉

{ wo

wo

{

wS

wL wS

wL wSwL wAS

w1S
w1S

w1AS

w1AS

w2S
w2S

w2AS

w2AS w3AS

w3S

• • • • • •

wL

wL

wAS

FIGURE 1 Level diagrams showing (a) stimulated Raman Stokes scattering;
(b) stimulated Raman anti-Stokes scattering; (c) coherent anti-Stokes four-wave mixing; 
(d) multiple Stokes and anti-Stokes scattering; and (e) hyper-Raman scattering.
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.3

powerful enough to drive its own Raman interaction. This generally occurs when the pump wave is 
significantly above the stimulated Raman threshold. Under these conditions, multiple Stokes waves 
are generated, each one shifted from its effective pump wave by the frequency of the internal mode 
of the medium. Multiple Stokes and anti-Stokes waves can also be created through four-wave mixing 
processes involving one or more of the pump- or frequency-shifted waves. Hyper-Raman scattering 
(Fig. 1e) involves multiphoton interactions in which two or more pump photons are scattered into a 
single Stokes photon with excitation of an appropriate mode of the material.

In all of these interactions, energy is conserved among the incident and scattered photons and 
internal energy of the medium. The appropriate relations are summarized in Table 1.

Not all levels in a material can be involved in Raman scattering. In general, Raman scattering fol-
lows the rules for two-photon dipole transitions. In materials with inversion symmetry, the initial and 
final states must have the same parity, and therefore are mutually exclusive with absorptive transitions. 
In materials without inversion symmetry, internal levels can be both Raman and optically active.

Regimes of Raman Scattering

Raman scattering can occur in the spontaneous and stimulated regimes. In the spontaneous regime, 
the power of the Stokes and anti-Stokes waves is proportional to the power of the pump wave. The 
entire manifold of Raman-active internal modes is present in the scattered spectrum, with relative 
intensities of the Stokes components being determined by the relative Raman scattering cross sec-
tions for the various modes. Anti-Stokes scattering arises in spontaneous Raman scattering through 
thermal excitation of the internal modes. Therefore, the intensity of anti-Stokes modes is reduced 
from that of the Stokes modes for the same internal level by the thermal excitation factor e o kT−�ω / .
Anti-Stokes scattering in the spontaneous regime is generally less common than Stokes scatter-
ing, except when low-lying rotational levels of molecules or low-frequency phonons in solids are 
involved, because thermal excitation of the internal mode is required. Anti-Stokes scattering can be 
more prominent in stimulated or coherent scattering processes, as will be described in later sections. 
Spontaneous Raman scattering is used primarily for spectroscopic studies, especially for modes that 
are forbidden in single-photon absorption or emission measurements.

Stimulated Raman Scattering (SRS) occurs when the intensity of the incident pump wave is 
strong enough to initiate a positive feedback effect in the medium, resulting in exponential growth 
of the scattered wave. Stimulated Raman scattering is used for wavelength shifting of coherent light, 
amplification, improved optical beam properties, pulse compression, phase conjugation, and beam 
combining. Coherent Raman interactions are used for spectroscopy.

Stimulated Raman Scattering

In stimulated Raman scattering, the internal mode of the medium is driven by the interference of 
the pump and Stokes waves while the Stokes wave is driven by the modulation of the pump wave 

TABLE 1 Frequency and k-Vector Relationships in Various Raman Interactions

Stokes scattering ws = wL − wo
 ko = kL − ks

Anti-Stokes scattering wAS = wL + wo
 ko = kAS − kL

Coherent anti-Stokes scattering wS + wAS = 2wL
 kAS = 2kL − ks

Multiple Stokes scattering wns = w(n−1)S − wo = wL − nwo
 ko = k(n−1)S − knS

Hyper-Raman scattering ws = 2wL − wo
 ko = 2kL − ks
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15.4  NONLINEAR OPTICS

by the material oscillation. Thus, the growth rate of the Stokes wave, which is determined by the 
strength of the internal excitation, increases as the Stokes intensity increases. This is exactly the con-
dition needed for exponential growth of the Stokes wave. Stimulated Raman scattering was observed 
soon after the development of Q-switched lasers.14

Stimulated Raman Geometries Stimulated Raman scattering can occur in several geometries, each 
with its own applications. Stimulated Raman generators are illustrated in Fig. 2a and b. In this arrange-
ment, only a pump wave is incident on the medium, and the Stokes wave grows from quantum noise. 
Forward scattering is the most common form of Raman generator (Fig. 2a), but backward wave gen-
eration can occur under some conditions (Fig. 2b). Single-pass Raman generators involve amplified 
spontaneous emission (ASE), and the coherence and divergence properties are characteristic of ASE 
devices. If the interaction is strong enough to involve pump depletion, the coherence of the Stokes 
wave can approach that of the pump wave. Raman generators are typically used for frequency conver-
sion from the pump to the Stokes wavelength or for creation of a Stokes wave for other applications. 
Conversion to multiple Stokes or anti-Stokes waves can also be done with Raman generators. Mirrors 
can be used with the Raman generator to create a Raman oscillator as in Fig. 2c. This arrangement is 
used with low-intensity continuous-wave (cw) or pulsed pump lasers to reduce the Raman threshold.13

Raman amplification can be achieved with the arrangements shown in Fig. 2d and e, in which a 
Stokes wave is supplied along with the pump wave. The Stokes wave is amplified at the expense of 
the pump wave. The Stokes wave is usually created in a separate low-power Raman generator and 
may be spatially filtered for control of the spatial divergence. Raman amplification is used when 
a high-quality Stokes beam is desired or when highly efficient conversion of the pump energy is 
desired without creation of multiple Stokes components. Backward amplification (Fig. 2e) is used 
for Stokes amplification or for pulse compression. In Raman generators, usually only a single Stokes 
frequency is generated corresponding to the material mode with the highest gain. Amplification of 
any of the Raman modes is possible if a suitable input Stokes signal is provided.

Coherent anti-Stokes Raman scattering (CARS) is illustrated in Fig. 2f. Here the pump and 
Stokes waves are supplied, often having comparable intensities and propagating at the appropriate 
phase-matching angle. The anti-Stokes wave is created at the appropriate angle for phase matching. 
CARS is used for spectroscopy and other diagnostic applications.

Raman cell
L L, S

(a)

Raman cell

L L
(b)

S

L L, S

(c)

M
L, Sout

(d)

L, Sin

Raman cell

L L

Sout

(e)

Sin
Raman cell

L
L

S
(f)

S AS

M

FIGURE 2 Schematic diagrams of various Raman interaction geometries. (a) Forward Raman 
generator. (b) Backward Raman generator. (c) Raman oscillator. (d) Forward Raman amplifier.
(e) Backward Raman amplifier. (f) Coherent anti-Stokes four-wave mixing. AS, generated anti-Stokes 
mixing; L, pump laser; M, mirrors; S, Stokes wave; Sin, Stokes wave from Raman generator; Sout, amplified 
Stokes wave.
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.5

Raman Susceptibilities Classically, the Raman effect occurs because of modulation of the polariza-
tion in the medium induced by the pump at the difference frequency between the pump and mate-
rial mode. This arises from the hyperpolarizability of the medium. The polarization of the medium 
is given by6,7

 P E
Q

QEo o= + + +
⎛

⎝
⎜

⎞

⎠
⎟ε μ μ α∂

∂
�  (1)

where mo is the permanent dipole moment of the material, m is the first-order dipole moment, 
( )∂ ∂α/ Q  is the hyperpolarizability, and Q is the normal mode coordinate of the material oscillation. 
Spontaneous Raman scattering is given classically by the relation

  P NA d P LS L= ∂
∂

σ
Ω

Ω  (2a)

where ds/dΩ is the differential cross section of the Raman transition, L is the length of the scat-
tering medium, A is the cross-sectional area, and dΩ is its solid angle. The Raman cross section is 
related to the hyperpolarizability by

  ∂
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The Raman effect can also be analyzed quantum-mechanically through the use of the density 
matrix15 using the third-order elements r0i and ri2 and the second-order element r02, where the sub-
scripts 0 and 2 designate the initial and final Raman levels and the subscript i designates intermedi-
ate levels. The classical parameter Q is related to the off-diagonal density matrix element r02, while 
the population density is related to the element r22. Thus the normal mode coordinate of the mate-
rial oscillation is associated with quantum mechanical transition probabilities and not directly with 
the population of the excited state of the material.

The Raman cross section can be related to the susceptibilities of nonlinear optics15 through den-
sity matrix calculations involving the third-order elements r0i and ri2 and the second-order element 
r02. The nonlinear Raman polarization amplitude is

 P A AS S L L S L S( ) ( , , , )| |( )ω ε χ ω ω ω ω= − −3
2 0

3 2  (3a)

and the Raman susceptibility per atom or molecule is

  χ
ε ω ω ω

μ μ
ω ωRaman

( )

( ) /
3

3
20 2

0 2
0

1

6

1 1=
− − + −

+
� o L S

i i
i Li T

11

0

2

ω ωi Si
+

⎛

⎝
⎜

⎞

⎠
⎟∑  (3b)

where T2 is the homogeneous Raman dephasing time and Mij is the transition dipole moment 
between states i and j.

The Raman susceptibility has real and imaginary parts. The imaginary part, which is negative 
and proportional to T2, is responsible for spontaneous and stimulated Raman scattering. The real 
part contributes to the nonlinear refractive index through Raman-type interactions. The Raman 
susceptibility is related to the hyperpolarizability as

  ′′=−
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15_Bass_V4_Ch15_p001-060.indd 15.5 9/14/09 1:46:37 PM

DO
 N

OT
 D

UP
LI

CA
TE



15.6  NONLINEAR OPTICS

where c″ is the imaginary part of the Raman susceptibility, Γ is the inverse of the dephasing 
time, m is the effective mass of the material oscillator, and w0 is the frequency of the material 
transition. The Raman susceptibility is defined only for steady-state interactions. In transient 
interactions, the Raman polarization must be solved for as a dynamic variable along with the 
optical fields.

SRS Equations Stimulated Raman scattering is described in the most general form by the equa-
tions:2
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where AS, AL, and AAS are the slowly varying optical field amplitudes of the Stokes, laser (pump), and 
anti-Stokes waves given by

 E x y z t A x y z t eS L S L
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where wS, L, AS are the optical frequencies, kS,L,AS are the k vectors, vS,L,AS are the group velocities, 
ΔN is the difference in the population between the lower and the upper Raman transition levels, 
ΔN = N0 − N2, N is the total population density, and Q is the amplitude of the normal mode coordi-
nate of the material excitation defined by

  Q( , , , ) ( , , , ) . .( )x y z t Q x y z t e c ci t k zo= +⎡
⎣

⎤
⎦

− −1
2

Ω  (7)

( )∂ ∂α/ Q S  and ( )∂ ∂α/ ASQ  are the hyperpolarizabilities for the Stokes and anti-Stokes waves, respec-
tively, wo is the Raman transition frequency, and ko is the nonpropagating k vector of the material 
excitation. Γ is the half-width at half-maximum of the Raman linewidth given by Γ = 1/T2, Δk is the 
phase mismatch of the anti-Stokes scattering, m is the effective reduced mass of the material oscilla-
tion, and e0 is the permitivity of the free space.
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.7

The relation between various frequencies and k vectors is

 ω ωS L= −Ω  (8a)

 ω ωAS = +L Ω  (8b)

 k k ko L S= −  (8c)

 Δk k k kS L= + −AS 2  (8d)

The intensity of the various light waves is given by

  I cn AS L o S L, , , ,( )| |AS AS= 1
2

2ε   (9)

Phase matching, which is of central importance in many nonlinear interactions, is automatically sat-
isfied in stimulated Raman scattering because ko automatically adjusts to satisfy Eq. (8c). Phase matching 
in anti-Stokes scattering through four-wave mixing is not automatic, and phase-matching conditions 
determine many of the properties of the four-wave mixing anti-Stokes scattering interaction.

These equations describe most of the effects that are commonly encountered in Raman scatter-
ing, including amplification, diffraction, growth from noise, multiple Stokes generation, forward 
and backward interactions, coherent anti-Stokes interactions, and transient and steady-state inter-
actions. Each of these will be discussed individually in subsequent parts of this chapter. In most of 
these effects the population of the ground state is undisturbed and the approximation ΔN = N is 
valid. In some situations involving high-power lasers or resonant interactions, ΔN will vary and Eq. (5e) 
must be used.

Steady-State Stokes Scattering Many of the effects associated with stimulated Raman scattering 
can be illustrated by considering plane-wave steady-state forward Raman amplification. In this 
interaction, an incident Stokes wave at frequency wS is amplified by a pump wave at frequency wL in 
the geometry of Fig. 2d. The plane-wave steady-state Raman amplification equations are obtained 
from Eq. (5a and b) by assuming that the time variation of the wave envelopes is slow compared to 
the dephasing time T2, allowing the time derivatives to be neglected; by neglecting the transverse 
spatial derivative; and by assuming that the ground state population is unchanged, allowing Eq. (5e) 
to be neglected and the ground state population No = N to be treated as a constant. The resulting 
equations are
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Equation (10c) results from solution of Eq. (5d) neglecting the time derivative and the anti-Stokes 
term.
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15.8  NONLINEAR OPTICS

Steady-state gain If the pump wave intensity is taken as a constant, then Eq. (10a) can be solved 
for the Stokes intensity:

 I L I eS S
I LL( ) ( )= 0 gSS  (12)

where L is the length of the interaction region and gSS is the steady-state Raman gain coefficient, given by
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This result is also written in the literature in the forms

  I L I eS S
G( ) ( )= 0 SS   (14a)

  I L I eS S
N I LR L( ) ( )= 0 σ   (14b)

where

  G g I LLSS SS=   (15a)

is the total steady-state Raman gain and
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is the stimulated Raman cross section. The gain coefficient is given in terms of the Raman suscepti-
bility as

  g
N

c n n
S

S L o
SS = − ′′

3
2

ω
ε

χ   (16)

The classical Raman scattering cross section is related to the Raman gain, given in Eq. (13), by

  g
Nc

n hS S R
SS = 2 2

2 3π ν ν
σ

Δ Ω
∂
∂

 (17)

where ΔnR is the Raman linewidth [full width at half-maximum (FWHM)] related to the dephasing 
time as

  Δν
πR T

= 1

2

  (18)

In transparent regions of the spectrum, the Raman cross section scales as nS
4 and the Raman gain 

coefficient scales as nS. In dispersive regions of the spectrum, as for example when the pump wave-
length is in the ultraviolet, additional frequency variation in the Raman gain arises from the reso-
nant term 1/(wi0 − wL) in the susceptibility.

Initially, stimulated Raman gain coefficients were calculated from measurements of the sponta-
neous Raman scattering cross section or estimated from measurements of the Raman threshold. The 
most accurate determinations of Raman gain coefficients are now made with steady-state amplifica-
tion measurements in the low-gain regime.

15_Bass_V4_Ch15_p001-060.indd 15.8 9/14/09 1:46:39 PM

DO
 N

OT
 D

UP
LI

CA
TE



STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.9

The conditions for steady-state Raman amplification are encountered when both the pump and 
incident Stokes radiation are either cw or narrowband pulses with pulse duration longer than a 
steady-state time given by16–19

  t G TSS SS= 2   (19)

and contain no rapid internal temporal variation, requiring that the linewidths ΔnL and ΔnS satisfy 
the condition

  Δ Δν νL S R( ) <<   (20)

Raman linewidths The steady-state Raman gain scales as the medium density and inversely 
with the Stokes wavelength and the material linewidth. In materials such as some molecular gases, 
the linewidth is pressure dependent due to pressure broadening with a variation of the form:20

  Δ Δν ν βρR o= +   (21)

where r is the density of the material and Δn0 is the Raman linewidth at low pressures. In materials that 
exhibit this behavior, the gain increases at low pressures but levels off at higher pressures, becoming 
independent of pressure in the limit of high pressures. In hydrogen, for example, the steady-state gain 
for the Q(1) vibrational mode is effectively independent of pressure for pressures above about 10 atmo-
spheres. The rotational lines in some gases such as hydrogen reach their pressure-broadened limit at 
lower pressures than do the vibrational lines. As a result, rotational Raman scattering in these materials 
is more prominent at low pressures, while the vibrational scattering is dominant at higher pressures.

The linewidth for forward scattering in some gases such as hydrogen exhibits Dicke narrow-
ing,21 in which inelastic collisions cause a narrowing of the linewidth at small but nonzero pressures 
before the material enters a pressure-broadened regime. The linewidth exhibits a variation in a 
region above some cutoff pressure of the form:22

  Δν
ρ

δρR

A
B= +  (22)

This behavior is shown for hydrogen in Fig. 3. Raman frequency shifts for a number of materials are 
shown in Table 2. Linewidths and gain coefficients for selected materials are given in Table 3. The tem-
perature dependence of the frequency shift parameters for hydrogen is given in Table 4. Temperature 
dependence of line-broadening parameters for hydrogen and nitrogen is given in Table 5. Formulas for 
quantities appropriate for Raman scattering in molecular gases are given in Table 6.

Pump depletion If the Stokes intensity becomes large enough, the depletion of the pump wave 
must be taken into account and Eq. (10a and b) must be solved together.

The solutions are
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15.10  NONLINEAR OPTICS

When IS(0) << IL(0), the pump depletion solutions simplify to
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FIGURE 3 Calculated (a) and experimental (b) variation with pres-
sure of the linewidth of the Q(1) transition in hydrogen gas showing 
Dicke narrowing and pressure broadening. (From Ref. 22; copyright 1986 
by the American Physical Society.)
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.11

TABLE 2 Raman Transition Frequencies of Selected Materials

Liquids

    Substance nR (cm−1) Reference

Bromoform 222 23
Tetrachloroethylene 448 24
Carbon tetrachloridea 460 25
Ethyl iodide 497 26
Hexafluorobenzenea 515 25
Bromoform 539 23
Chlorine 552 2
Methylene bromide 580 25
Trichloroethylene 640 23
Carbon disulfide 655 27
Ethylene bromide 660 28
Chloroform 667 23
o-Xylene 730 29
FC104b 757 30
Sulfur hexafluoride 775 31
a-Dimethylphenethylamine 836 32
Dioxane 836 23
Morpholinea 841 25
Thiophenola 916 25
Nitromethanea 927 25
Deuterated benzene 944 14
Potassium dihydrogen phosphate 980 33
Cumenea 990 25
Pyridine 991 14
1.3-Dibromobenzene 992 24
Benzene 992 14
Aniline 997 34
Styrene 998 35
m-Toluidinea 999 25
Acetophenone 999 36
Bromobenzene 1000 34
Chlorobenzenea 1001 25
tert-Butylbenzene 1000 24
Benz aldehydec 1001 24
Ethylbenzoate 1001 36
Benzonitrile 1002 34
Ethylbenzene 1002 29
Toluene 1004 14
Fluorobenzene 1012 37
g-Picoline 1016 25
m-Cresola 1029 25
m-Dichlorobenzenea 1034 25
1-Fluoro-2-chlorobenzened 1034 24
Iodo-Benzenea 1070 25
Benzoyl chloridea 1086 25
Benzaldehydea 1086 25
Anisolea 1097 25
Pyrrolea 1178 25
Furana 1180 25
Nitrous oxide 1289 31
Styrene 1315 35

(Continued)
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15.12  NONLINEAR OPTICS

TABLE 2 Raman Transition Frequencies of Selected Materials (Continued)

Liquids

     Substance nR (cm−1) Reference

Nitrobenzene 1344 14
1-Bromonaphthalene 1363 14
1-Chloronaphthalene 1374 38
2-Ethylnaphthalene 1382 24
m-Nitrotoluenea 1389 25
Carbon dioxide 1392 31
Quinolinea 1427 25
Bromocyclohexane 1438 26
Furana 1522 25
Methyl salicylatea 1612 25
Cinnamaldehyde 1624 38
Styrene 1631 35
3-Methylbutadiene 1638 39
Pentadiene 1655 39
Isoprene 1792 32
1-Hexyne 2116 24
Dimethyl sulfoxidec 2128 40
o-Dichlorobenzenea 2202 25
Benzonitrile 2229 38
Acetonitrile 2250 26
1,2-Dimethylanilinea 2292 25
Nitrogen 2327 41
Hydrobromic acid 2493 30
Hydrochloric acid 2814 42
Methylcyclohexanea 2817 25
Methanol 2831 23
cis,trans,1,3-Dimethylcyclohexane 2844 24
Tetrahydrofuran 2849 38
Cyclohexane 2852 14
cis-1,2-Dimethylcyclohexane 2853 24
a-Dimethylphenethylamine 2856 32
Dioxane 2856 23
Decahydronaphthalene 2860 30
Cyclohexane 2863 23
Cyclohexanone 2863 29
cis,trans-1,3-Dimethylcyclohexane 2866 24
cis,1,4-Dimethylcyclohexane 2866 24
Cyclohexane 2884 23
Dichloromethanea 2902 25
Dimethyl sulfoxide 2916 40
Morpholinea 2902 25
Cargille 5610f 2908 30
2,3-Dimethyl-1,5-hexadiene 2910 24
Limonene 2910 32
o-Xylene 2913 29
1-Hexyne 2916 24
cis-2-Heptene 2916 24
2-Octene 2918 24
Acetonitrile 2920 30
Mesitylene 2920 32
2-Bromopropane 2920 24
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.13

TABLE 2 Raman Transition Frequencies of Selected Materials (Continued)

Liquids

     Substance nR (cm−1) Reference

Acetone 2921 29
Ethanol 2921 23
cis-1,2-Dimethylcyclohexane 2921 24
Carvone 2922 32
2-Chloro-2-methylbutane 2927 24
Dimethylformamide 2930 23
Cis,trans-1,3-Dimethylcyclohexane 2926 24
m-Xylene 2933 29
1,2-Diethyl tartrate 2933 32
o-Xylene 2933 29
Piperidine 2933 29
1,2-Diethylbenzene 2934 24
1-Bromopropane 2935 24
Piperidine 2936 29
Tetrahydrofuran 2939 38
Decahydronaphthalene 2940 30
Piperidine 2940 29
Cyclohexanone 2945 29
2-Nitropropane 2945 24
1,2 Diethyl carbonatea 2955 25
1,2 Dichloroethanea 2956 25
trans-Dichloroethylene 2956 23
Methyl fluoride 2960 31
1-Bromopropane 2962 24
2-Chloro-2-methylbutane 2962 24
a-Dimethylphenethylamine 2967 32
Dioxane 2967 23
Methyl chloride 2970 31
Cyclohexanola 2982 25
Cyclopentanea 2982 25
Cyclopentanola 2982 25
Bromocyclopentanea 2982 25
o-Dichlorobenzenea 2982 25
p-Chloro toluenea 2982 25
a-Picolinea 2982 25
p-Xylene 2988 29
o-Xylene 2992 29
Dibutyl-phthalatea 2992 25
1,1,1-Trichloroethane 3018 23
Ethylene chlorohydrina 3022 25
Isophoronea 3022 25
Nitrosodimethylaminea 3022 25
Propylene glycola 3022 25
Cyclohexanea 3038 25
Styrene 3056 35
Pyridine 3058 24
Benzene 3064 14
tert-Butylbenzene 3065 24
1-Fluoro-2-chlorobenzene 3082 24
Turpentinea 3090 25
Pseudocumenea 3093 25

(Continued)
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15.14  NONLINEAR OPTICS

TABLE 2 Raman Transition Frequencies of Selected Materials (Continued)

Liquids

     Substance nR (cm−1) Reference

Acetic acida 3162 25
Acetonylacetonea 3162 25
Methyl methacrylatea 3162 25
g-Picolinea 3182 25
Aniline 3300 34
Watera 3651 25

Solids

     Substance nR (cm−1) Reference

Quartz 128 43
Lithium niobate 152 44
a-Sulfur 216 45
Lithium niobate 248 44
Bromine 295 45
Bromine 303 45
Quartz 466 43
a-Sulfur 470 45
Chlorine 543 46
Lithium niobate 628 44
Carbon disulfide 656 46
Potassium iodate 746 47
Potassium bromatea 780 47
Potassium periodate 790 47
Potassium bromate 798 47
Potassium chromate 844 47
Sodium molybdatea 884 47
Potassium dichromate 906 47
Calcium tungstate 911 38
Potassium dihydrogen phosphate 915 33
Ammonium vanadate 915 47
Sodium tungstate 915 47
Potassium perchloratea 936 47
Potassium chloratea 938 47
Ammonium sulfatea 975 47
Potassium sulfatea 985 47
Stilbene 997 48
Polystyrene 1001 23
Calcium nitrate 1050 47
Calcium nitrate tetrahydratea 1052 47
Potassium nitrate 1060 47
Magnesium nitrate dehydratea 1060 47
Ammonium nitratea 1062 47
Magnesium nitrate hexahydratea 1063 47
Sodium nitrate 1075 47
77 K (not observed at 293 K)a 
Calcite 1086 45
Diamond 1332 45
Naphthalene 1380 38
Anthracene 1403 49
Stilbene 1591 48
Potassium thiocyanate 1040 47
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.15

The conditions for exponential Raman amplification can now be identified. In order for the approx-
imate solution of Eq. (12) to be valid, it is necessary for the condition

  I e IS
g I z

L
SS L( ) ( )0 0<<  (25)

to be satisfied. When the condition in Eq. (25) is not satisfied, the full solution of Eq. (23) [or Eq. (24), 
if IS(0) << IL(0)] must be used. The calculated behavior of the pump and Stokes waves in the depletion 
regime is shown in Fig. 4.

In the limit of large pump depletion, the Stokes intensity becomes

  I z I IS S
S

L
L( ) ( ) ( )= +0 0

ω
ω

  (26)

Equation (26) indicates that the maximum energy that can be added to the Stokes wave is reduced 
from the energy of the pump wave by the fraction (wS/wL). This ratio is termed the Manly Rowe 
fraction. The difference between the energy given up by the pump wave and that gained by the 
Stokes wave is taken up by energy deposited in the material excitation. Although complete energy 

TABLE 2 Raman Transition Frequencies of Selected Materials (Continued)

Solids

     Substance nR (cm−1) Reference

Potassium ferricyanidea 2100 47
Triglycine sulfate 2422 25
Triglycine sulfate 2702 25
Triglycine sulfate 3022 25
Polystyrene 3054 23

Gases

     Substance nR (cm−1) Reference

Barium vaporg IRh 50
Cesium vaporg IRh 51,52
Hydrogen fluoride FIRh 53
Potassium vaporg IRh 51,52
Rubidium vaporg IRh 54
r-H2 354 55,56
Carbon tetrafluoride 980 57
Oxygen 1552 29
Nitrogen 2331 58
Potassium vapor 2721 59
Methane 2916 60
Deuterium 2991 60
Hydrogen deuteride 3628 61
Hydrogen 4155 60

aObserved at low resolution.
bProduct of 3M Co., St. Paul, Minnesota.
c1:1 mixture with tetrachloroethylene.
dVery weak and diffuse.
eDeuterated.
fProduct of Cargille Laboratories, Cedar Falls, N.J.
gStimulated electronic Raman scattering (SERS).
hGenerally tunable transitions in the infrared (IR) and far infrared (FIR).
Reprinted with permission from M. J. Weber (ed.), CRC Handbook of Laser Science and Technology: Optical 

Materials, part 1, vol. III. Copyright CRC Press, Boca Raton, FL, 1988.
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.19

TABLE 5 Temperature Dependence of Line Broadening Parameters for H2 and N2

H2

T (K) Transition A (MHz – amagat) B (MHz/amagat) rc (amagat) Reference

474 Q(1) 508 ± 29   94.0 ± 2.0 1.23 22
298 Q(l) 309 ± 11   52.2 ± 0.5 0.92 22
298 Q(0) 257 ± 12   76.6 ± 0.8 0.79 22
81 Q(1) 107 ± 20   41.5 ± 0.6 0.63 22
81 Q(0) 189 ± 40   29 ± 1 1.1 22
81 Q(0) 76 ± 6   45.4 ± 0.8 0.45 22
p-H2     
295 S(l) 6.15  114 ± 5 0.134 78
 S(0) 1.87   77 ± 2 0.068 78
80 S(l) 2.1 110 ± 3 0.088 78
 S(0) 1.37   67 ± 2 0.095 78

N2

T (K) Transition nR (cm−1) ls (nm) B0 (MHz/amagat) g ΔN/N g (cm/GW) Reference

298        
 S(6) 60 568 3560 0.26 ± .04 0.0282 0.0036 70, 78
 S(8) 76 568 3270   0.33 ± .004 0.0337 0.0046 70, 78
 S(10) 92 568 3060   0.35 ± .002 0.0335 0.0048 70, 78
 S(12) 108 568 2870 0.39 ± .03 0.0289 0.0043 70, 78
195        
 S(6)  568 3070  0.0485 0.0072 70, 78
 S(8)  568 2860  0.0491 0.0076 70, 78
 S(10)  568 2660  0.0399 0.0065 70, 78
 S(12)  568 2340  0.0271 0.0049 70, 78
80        
 S(6)  568 2520  0.0897 0.0161 70, 78
 S(8)  568 2120  0.0452 0.0093 70, 78
 S(10)  568 1940  0.0156 0.0034 70, 78
 S(12)  568 1690  0.00378 0.00091 70, 78

Broadening coefficients for  H /2 :Δν ρ ρR A B= +
A = 309/r (T/298)0.92 B = [51.8 + 0.152(T − 298) + 4.85 × 10−4 (T − 298)] r
Broadening coefficients for N2: ΔnR = B0 r (T/295)g

Reprinted with permission from M. J. Weber (ed), CRC Handbook of Laser Science and Technology: Optical Materials, suppl. 2. Copyright 
CRC Press, Boca Raton, FL, 1988.

TABLE 4 Temperature Dependence of Line Shift Parameters for H2

T (K) Transition nR (0) (cm−1) C (MHz/amagat) D (MHz/amagat2) Reference

474 Q(l) 4155      9.5 ± 0.9 0.51 ± 0.07 22
298 Q(l)  −96 ± 1  22
298 Q(0)  −64 ± 5  22
81 Q(l)  −305 ± 10  22
81 Q(0)  −250 ± 10  22
81 Q(0)  −336 ± 10  22
p-H2     
295 S(0)   6.5 ± 3  78
 S(l)   5.9 ± 1  78
80 S(0)  −22.3 ± 0.6  78
 S(l)    −23 ± 0.6  78

Line shift parameters: nR = nR(0) + Cr + Dr2

Reprinted with permission from M. J. Weber (ed.), CRC Handbook of Laser Science and Technology: Optical 
Materials, suppl. 2. Copyright CRC Press, Boca Raton, FL, 1988.
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15.20  NONLINEAR OPTICS

conversion is not possible with Raman scattering, in principle 100 percent of the pump photons can 
be converted to the Stokes wave. In practice, high photon conversion efficiency to a single Stokes 
wave is limited in Raman generators by multiple Stokes or anti-Stokes scattering. High conversion 
efficiencies are generally obtained in practice in Raman amplifiers or in Raman generators where 
multiple Stokes generation is unfavorable because of energy level structure. Photon conversion effi-
ciencies in excess of 90 percent have been reported with pulsed lasers.

TABLE 6 Formula Summary for SRS in Molecules 1

Quantity Formula Reference

∂ ∂σ / Ω  (vibrational, averaged over 
rotational levels)

( ) ( / )2 7 454
01
2

01
2πν α γs j jj

j

f b+ ∑ 62

∂ ∂σ / Ω  (vibrational, single
rotational levels)

( ) ( )2 4 454
01
2

01
2πν α γs jjb+ / 62

b J J J Jjj = + − +( )( )( )1 2 1 2 1
fJ-relative population of level J
For hydrogen: g01 = 1.11 × 10−25 cm−3

g01 = 0.951 × 10−25 for lL = 500 nm

∂ ∂σ / Ω  (vibrational, wavelength 
dependence for hydrogen)

A s i Lν ν ν4 2 2 2/( )−     62

nR (Raman shift in H2, pressure 
dependence)

ν ρ ρR C( )0 2+ +Δ  (r in amagats) 62

ΔnR (linewidth of H2, pressure and 
temperature dependence)

(309/r)(T/298)0.92 + [51.8 + 0.152(T − 298) +
4.85 × 10−4(T − 298)2 r] (r in amagats)

62

∂ ∂σ / Ω  (rotational scattering in
linear molecules)

(2/15)(2pns/c)4g 2[(J + 1)(J + 2)]/[(2J + 1)(2J + 3)] 70

J is lower-state rotational number

γ ν α ν ν ν α ν ν ν( ) [ ( )] [ ( )]|| || ||= − − −⊥ ⊥ ⊥S i i S i i
2 2 2 2 2 2/ /     

For nitrogen:

ni|| = 1.26 × 105 cm−1 ni⊥ = 1.323 × 105 cm−1

aS|| = 2.2 × 10−24 cm−3 aS⊥ = 1.507 × 10−24 cm−3

Reprinted with permission from M. J. Weber (ed.), CRC Handbook of Laser Science and Technology, Optical Materials, suppl. 2. Copyright CRC 
Press, Boca Raton, FL, 1988.
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interaction length in pump depletion regime.

15_Bass_V4_Ch15_p001-060.indd 15.20 9/14/09 1:46:46 PM

DO
 N

OT
 D

UP
LI

CA
TE



STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.21

Gain narrowing Gain narrowing can occur when the Raman gain varies in one of the parameters 
of the interaction—for example, time, because of pulsed radiation; space, because of a special mode 
profile; or spectrum, because of use of broadband light; or when a Raman generator is used.

Spectral gain narrowing Spectral gain narrowing is commonly encountered in Raman genera-
tors. The spontaneous Stokes emission has the spectral variation of the appropriate Raman transi-
tion. For a lorentzian line shape, this variation is given by

  P P
TS S( ) ( )Δ

Δ
ω

ω
=

+
0

1

12 2
  (27)

where Δw = wo − (wL − wS).
This variation with detuning also appears in the Raman gain of Eq. (13) or (15). The Stokes light 

generated from such a signal can be represented approximately as

  I L I
T

G

T
( , ) ( ) exp

( )Δ
Δ Δ

ω
ω ω

=
+ +

⎡

⎣
⎢

⎤

⎦
⎥0

1

1

0

12 2 2 2
  (28)

The reduced gain at nonzero detunings from the Raman resonance leads to narrowing of the 
amplified Stokes spectrum relative to the spontaneous spectrum.22 If we use the quantity Δw(G) to 
describe the spectral width (FWHM) of the generated or amplified Stokes light, then the spectral 
width of the amplified Stokes light is

  Δ Δω ω( ) ( )
ln ( )

ln ( )
G

G
G

=
−

0
2 0

1 2 0
/

/
  (29)

where G(0) is the gain at the center of the line. If we consider the range of values of G that can be 
achieved without driving the interaction into saturation to be 23 < Gmax < 40, then the maximum 
gain narrowing that can be experienced without driving the interaction into saturation is on the 
order of 5.5 to 7.5.

Photon description The steady-state Raman gain can be recast in the formulation of photon 
interactions. In this situation, the pump and Stokes intensities are given by

 I h nS S S= ν  (30a)

  I h nL L L= ν  (30b)

where nS and nL are the photon flux densities (photons per square centimeter per second), which are 
related to the corresponding photon densities (photons per cubic centimeter) without dispersion as

  n N cS S=  (31a)

  n N cL L=  (31b)

Equations for the growth of pump and Stokes photon densities can be derived from quantum 
mechanical rate equations as7

  
dN

dt
K N NS

S L= +( )1   (32a)

  
dN

dt
K N NL

L S= − +( )1   (32b)

where K is the appropriate transition rate for the Raman interaction.
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15.22  NONLINEAR OPTICS

These can be converted to the spatial gain equations for the photon flux density through the relations

  
dN

dt

dn

dz
S S=   (33a)

  
dN

dt

dn

dz
L L=   (33b)

giving

  
dn

dz
K n nS

S L= +( )1   (34a)

  
dn

dt
K n nL

L S= − +( )1   (34b)

The 1 in Eq. (34a and b) arises from quantum mechanical commutators and represents spontaneous 
Raman scattering. When the number of Stokes photons per mode is small compared to unity, the 
spontaneous Raman emission result is obtained:

  n Kn LS L=   (35)

where L is the length of the scattering medium. When nS >> 1, the exponential gain of stimulated 
Raman scattering is obtained:

  n L n eS S
Kn zL( ) ( )= 0  (36)

where K = hngSS. The relation of spontaneous and stimulated Raman scattering will be discussed 
again later in the chapter.

Transient Effects When the temporal structure of the pump or Stokes wave varies on a time scale 
comparable to or shorter than the steady-state time given in Eq. (19), transient effects must be taken 
into account. In this situation, the integrating effects of the material excitation affect the properties 
of the Raman interaction. Depending on the situation, this can result in reduced Raman gain for 
pulses of a given intensity or alteration of the coherence properties of the Stokes radiation. Transient 
effects can occur for short pump pulses or broadband pump and/or Stokes waves.

Pulsed transient effects Transient Raman scattering with pulsed Raman radiation is described by 
the equations

 
∂

∂
∂A z t

z

n

c

A z t

t
i Q z t A z tS S S

L

( , ) ( , )
( , ) ( , )+

∂
= κ2

∗  (37a)

 
∂

∂
∂

∂
A z t

z

n

c

A z t

t
i

n

n
Q z t A zL L L L S

S L
S

( , ) ( , )
( , ) ( ,+ =

ω
ω

κ2 tt)  (37b)

 
∂

∂
Q z t

t
Q i A z t A z tS L

∗
∗ ∗( , )

( , ) ( , )+ =−Γ κ1
 (37c)

where

  κ
ω

α
1

0

1
4

=
⎛

⎝
⎜

⎞

⎠
⎟

m Q
∂
∂

 (38)

and k2 is given in Eq. (11).
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.23

In the most general form, when pump depletion is involved, these equations must be solved 
numerically. When pump depletion and dispersion can be neglected, the pump field can be taken as 
a prescribed function of z and t, and the equations take on the form

  
∂

∂
A z

z
i Q z AS

L

( , )
( , ) ( )

′
′

= ′
τ

κ τ τ2
∗   (39a)

  
∂

∂
Q z

Q z i A z AS L

∗
∗ ∗( , )
( , ) ( , ) ( )

′ + ′ =− ′τ
τ

τ κ τ τΓ 1   (39b)

where z′ and t are coordinates moving with the common velocity of the pump and Stokes pulses:

  ′ =z z   (40a)

  τ = −t z c/   (40b)

An integral solution for these equations can be written as16–19

  

A z A

z A
e A A

S S

L

L S

( , ) ( , )

( )
( ) ( ,( )

τ τ

κ κ τ
ττ τ

=

+
′− − ′

0

0

1 2

Γ ∗ ′′ − ′( )
− ′

′
−∞∫

τ κ κ τ τ

τ τ
τ

τ ) [ ( ) ( )]

( ) ( )

I z p p

p p
d

1 1 24  
 (41a)

where I0 and I1 are modified Bessel functions and

  p A dL( ) | ( )|τ τ τ
τ

= ′ ′
−∞∫ 2   (42)

is proportional to the total pump energy integrated to time t.
In the extreme transient regime, when t Tp << 2, and when the incident Stokes pulse has the same 

functional form as the pump, an analytic solution for the Stokes intensity can be found:

  I z I I u zS S( , ) ( , ) ( ( , ))τ τ τ= 0 0
2   (43)

where

  u z zp g z I dL( , ) ( ) ( )τ κ κ τ τ τ
τ

= = ′ ′
−∞∫4 21 2 ssΓ   (44)

and gss is the steady-state gain coefficient as given in Eq. (13).
When the conditions for Eq. (43) are valid, the solution can be approximated for values of u 

greater than about 3, corresponding to intensity amplifications of about 24, with the first term in 
the asymptotic expansion:

  I z I
e

uS S

u

( , ) ( , )τ τ
π

= 0
2

2

  (45)

Quantities other than the instantaneous intensity, such as power density, energy density, or 
total pulse energy, are useful for characterizing transient Raman measurements done with short 
pulses. Expressions corresponding to Eq. (45) and for the first and second terms of the expansion of 
Eq. (43) in u are given in Table 7. The variation of these quantities with the transient gain parameter 
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15.24  NONLINEAR OPTICS

u is shown in Fig. 5. These solutions are useful for modeling the approximate properties of transient 
interactions. However, in most practical situations the incident pump and Stokes pulses do not 
have the same functional form, and the more general integral solution of Eq. (41a) must be used 
for accurate results, taking into account the specific variation of the Stokes amplitude and phase 
and the relative timing between the incident Stokes and pump pulses. An approximate analytic 
expression has been given in the limit of high conversion in which the Stokes pulse evolves to an 
approximate constant form and the pump pulse is described by regular Bessel functions.79

In the extreme transient regime tp << T2, growth of the Stokes pulse in the leading part of the pulse 
is dominated by the Bessel function and the Stokes pulse rises more slowly than the pump. In the 
trailing part of the pulse, the integral contribution remains fairly constant and the Stokes amplitude 
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FIGURE 5 Theoretical dependence of the small-signal 
amplification on the transient gain parameter u for (a) the 
intensity, (b) the energy density or power, and (c) the energy 
as predicted by the exact Bessel function solution. The expo-
nential form exp(2u) is shown for comparison in (d). (From 
Ref. 19.)

TABLE 7 Analytic Expressions and High-Gain Limiting Forms for Small-Signal Transient Raman Amplification of Various 
Quantities19,a

 Intensity, IS
b Energy Density, �S

c Power, �S
d Energy, �S

e

Approximation  I r z t
I r z t

I r tS
S

S

( , , )
( , , )

( , , )
=

0
   � S

S

S

r z
I r z t dt

I r t dt
( , )

( , , )

( , , )
=

′ ′

′ ′
−∞

∞

−∞

∞

∫
∫ 0

  � S

S

S

r z
I r z t dr

I r t dr
( , )

( , , )

( , , )
=

∞

∞

∫
∫

2

0

2

0
0

  �S

S

S

r z
I r z t dt dr

I r t dt dr
( , )

( , , )

( , , )
=

′ ′

′ ′
−∞

∞∞ ∫∫ 2

0

20
−−∞

∞∞ ∫∫0

Exact  I u0
2( )       I u I u0

2
1
2( ) ( )−       I u I u0

2
1
2( ) ( )−       I u I u I u I u0

2
1
2

0 22( ) ( ) ( ) ( )− +     

High-gain limit   e2u/2pu   e2u/2pu2   e2u/2pu2   e2u/2pu3

(1st term)
High-gain limit   (e2u/2pu)(1 + 1/4u)   (e2u/2pu2)(1 + 1/4u)   (e2u/2pu2)(1 + 1/4u)   (e2u/2pu3)(1 + 3/4u)
(1st 2 terms)

a u u r z t A r t dtm
t

L= = ∫ ′ ′−∞( , , ) [ | ( , )| ] /2 1 2
2 1 2κ κ

bu = um(r, z, t)
cu = um(r, z, ∞)
du = um(0, z, t)
eu = um(0, z, ∞)
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.25

follows the pump amplitude.17 The result is that the Stokes pulse is delayed relative to the pump and 
is shorter than the pump. Ideal square pulses can be shortened by an arbitrarily large factor, while 
more realistic gaussian pulses can be shortened by about a factor of 2.17,80 The transient response 
for square and gaussian pulses is illustrated in Fig. 6. Optimal amplification of the Stokes pulse has 
been shown to require that the incident Stokes pulse arrive earlier than the pump by about half 
the pulse duration.19 An example of experimentally measured transient Raman amplification 
is given in Fig. 7 along with a theoretical comparison. The theoretical curve was obtained by 
integrating the square magnitude of Eq. (41a) over space and time using the experimentally 
measured amplitude and phase variations of the incident Stokes pulse. Agreement between 
experiment and theory was obtained over approximately eight orders of magnitude using one 
adjustable parameter in the region below pump depletion.

The peak intensity amplification in the extreme transient limit is reduced from the steady-state 
amplification for pump pulses with the same peak intensity. The intensity amplification grows as 
the pulse length increases, approaching the steady-state value when tp >> GssT2. For pulses of a given 
energy, the total integrated energy amplification increases steadily as the pulse duration decreases, 
reaching a maximum in the extreme transient regime.
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FIGURE 6 Calculated Stokes intensity (dotted line) and 
pump (solid line) for square pump pulses (a) and gaussian 
pump pulses (b). The input Stokes signal was assumed to be 
constant in both cases.
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15.26  NONLINEAR OPTICS

Phase pulling There is a tendency for the Stokes phase to become locked to the pump phase in 
the transient regime. This can be seen from the equations for the phases of the pump and Stokes 
pulses:19

  
∂
∂
φ

κS L

Sz

A

A
Q=− 2 sinΦ   (46a)

  
∂
∂
φ κ

ω
ω

L S L

L S

S

Lz

n

n

A

A
Q=− 2 sinΦ   (46b)

  
∂
∂
φ

κQ L S

z

A A

Q
=− 1 sinΦ   (46c)

where Φ = + −φ φ φS Q L .
The phase driving terms vanish for the condition Φ = 0 or p, which are the conditions for 

optimum power transfer from the pump beam and to the pump beam, respectively. Phase pulling 
occurs only when Φ ≠ 0 or p and when the time derivatives are important. When the time deriva-
tives are not important, φQ  automatically adjusts itself so that the condition Φ = 0 is satisfied. When 
the transient response is important, phase pulling occurs whenever φS and φL  have different time 
dependencies. If the amplitude of the initial Stokes wave is small compared to that of the pump, the 
phase of the material excitation will be established at some constant value early in the pulse after the 
material excitation has been amplified above the noise level. At later times the phase of the Stokes 
wave will be driven according to Eq. (46a) so as to establish the condition Φ = 0. In the early stages 
of the amplification, the corresponding driving term for the pump phase is much smaller, so that the 
Stokes phase becomes effectively locked to that of the incident pump, with a possible constant offset 
due to the phase of the material excitation. If the amplitude of the incident Stokes wave is compa-
rable to that of the pump, the phases of all of the waves can evolve during the interaction, and the 
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FIGURE 7 Experimental measurement of transient 
Stokes amplification in hydrogen gas. Solid line includes 
measured phase and amplitude structure of incident Stokes 
pulse. Dotted line was calculated for the same conditions, 
neglecting the phase structure of the incident Stokes pulse. 
The deviation of the solid curve from the measurements at 
the high end is due to pump depletion. (From Ref. 19.)
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.27

transfer of power from the pump to the Stokes wave can be affected or greatly reduced. An example 
of phase pulling in short-pulse Raman interactions is shown in Fig. 8.

Solitons Soliton and other self-similar solutions to the transient Raman equations can also be 
derived. Using Eq. (37) in the form

  
∂
∂
A

i A QS
Lξ

κ= 2
∗   (47a)

  
∂
∂
A

i A QL L

S
Sξ

ω
ω

κ= 2   (47b)

  
∂
∂
Q

Q i A AL Sτ
κ+ =Γ 1

∗   (47c)

where k1 and k2 are given in Eqs. (38) and (11), respectively, and x and t are moving coordinates 
related to the laboratory coordinates by

  ξ = z   (48a)

  τ = −t zn c/   (48b)

T
im
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 p

s

(a)

(b)

FIGURE 8 Experimental demonstration of phase 
pulling in transient Raman amplification. The pump beam 
and incident Stokes beam both carry phase modulation 
due to the nonlinear index in the laser. The measurement 
shows time-dependent interference between the incident 
and amplified Stokes waves. When the incident Stokes 
phase structure is aligned with the pump phase structure, 
no phase pulling is observed (a). When the incident Stokes 
pulse is advanced to misalign the pump and Stokes phase 
structure, phase pulling is observed (b). (From Ref. 19.)
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In the extreme transient limit, the term with Γ in Eq. (47c) can be neglected and the equations 
can be expressed in normalized quantities as

  
∂
∂
A

A X1
2χ

=−   (49a)

  
∂
∂
A

A X2
1χ

= ∗   (49b)

  
∂
∂

X
A A

′
=

τ 1 2
∗   (49c)

where A n n AS L L S L1 1 2= ω κ ω κ/ , A AS2 1 2= κ κ/ , and X i n n QL S S L= − ω ω/ , c = k2x, t′ = (wLnS/
wSnL)k2t.

The soliton solutions are:81
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where K2(t) = |A1(c, t)|2 + |A2(c, t)|2, I K d( ) ( )τ τ ττ= ∫ ′ ′−∞
2  and a and a are arbitrary parameters 

such that a > a/2.
These are transient solutions in which the Stokes pulse is large everywhere except for a dip cen-

tered on the position c = I(t)/a2. The Stokes pulse also has a phase shift at its center. When a = 0, the 
phase shift is p, and when a ≠ 0, it is smaller. The pump intensity is small except for a narrow region 
centered about c = I(t)/a2, and the behavior of the material excitation is similar to that of the pump.

The form of these solutions is opposite to those normally encountered in Raman interactions. 
Once they are established, they propagate in self-similar form at a speed that is slower than that of 
the optical pulses, gradually “walking” backward in the optical pulse and eventually disappearing. 
However, the pulse shapes necessary for soliton formation do not occur in all experimental situa-
tions. In normal transient experiments, with the incident Stokes wave weak and the pump strong, 
the Stokes phase will lock to the pump phase, and solitons cannot develop. They have been pro-
duced with a phase shift introduced onto the Stokes pulse externally.82 In this situation, the soliton 
pulse of Eq. (50a), which is significantly shorter than T2, evolves from longer pulses and damping 
plays a central role in its formation. An experimental demonstration of this behavior has been done 
by Druhl et al.82 and their results are reproduced in Fig. 9. Conditions for soliton formation can also 
be encountered in growth from noise using narrowband pump pulses due to phase fluctuations in 
the zero point starting signal of the Stokes field. Other self-similar solutions are possible as well. 
Forms with damped oscillations, termed accordion solutions, have been described by Menyuk.83

Broadband effects Transient effects also appear in the conversion of broadband radiation, which 
is produced, for example, in many types of pulsed lasers, when the overall pulse duration is longer 
than T2 but the pump linewidth is wider than the Raman linewidth:84–99

  

t T

T

p

L

>>

>

2

2

1Δν
π

 (51a)

 

 (51b)
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The equations for the Stokes and material excitation are as given in Eq. (37). The interaction can be 
modeled in the time domain, or in the frequency domain using a mode model for the laser radiation.

In the mode picture, the pump and Stokes radiation is modeled as being made up of a combina-
tion of randomly phased modes separated by an amount Δ, shown in Fig. 10:
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FIGURE 9 Experimental (solid curves) and theoreti-
cal (dashed curves) behavior of Raman soliton formation in 
hydrogen gas showing the input (upper curves) and output 
(lower curves) pump pulses. The soliton was initiated by 
introducing a phase shift on the incident Stokes pulse. The 
overall pulse duration was about 70 ns. The curves in (b) were 
obtained with higher pump power than the curves in (a). 
(From Ref. 82; copyright 1983 by American Physical Society.)

Material excitation
of linewidth Γ < Δ

Γ
Δ

Optical
frequency

Longitudinal
modes

FIGURE 10 Mode structure used to model the broadband Raman scattering. The laser and 
Stokes modes are spaced by frequency Δ, and, for approximations of Eq. (56), the Raman line-
width is narrower than the mode spacing.
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In the absence of dispersion, Eq. (37c) can be solved in the frequency domain:

  Q i
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∗ +
∗
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  (53)

The average Stokes intensity is given by93
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(54)

where the bar symbol denotes the average intensity given by

  I cn A AS S o S m S m
m

= ∑1
2

ε , ,
∗   (55)

If the longitudinal mode spacing is much wider than the Raman linewidth and the pump linewidth 
is broad enough, the material excitation Q will not be able to follow the temporal variations of the 
light due to the mode structure. This is equivalent to the steady-state approximation. Only the k = 0 
term survives in Eq. (54), and the average intensity is given by

  I z I R eS S
g ILz

( ) ( )[ ( )]= + −0 1 1   (56)

where R is the field cross-correlation function given by

  R

A A

A A

S n P n
n

S n L n
nn
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∑
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, ,

, ,

( ) ( )

| | | |

0 0
2

2 2

∗

  (57)

In this approximation the double summation in the product of the Stokes and pump waves has col-
lapsed to a single sum. Each Stokes mode m interacts only with the corresponding pump mode m.

When the Stokes field is correlated with the pump, the correlation function is unity and the broad-
band Stokes light has the same exponential gain as in a narrowband interaction with the same average 
pump intensity. When the incident Stokes wave is not fully correlated with the pump, the component of 
the Stokes wave that is correlated with the pump has the largest gain, while Stokes components that are 
not correlated with the pump (R = 0) do not receive amplification.86–88 The Stokes wave thus becomes 
more correlated with the pump wave as it is amplified. This behavior is equivalent to the phase-pulling 
effects discussed earlier. The effective Stokes input signal to the amplifier is reduced by the factor 1/M, 
where M is the number of spectral modes of the Stokes wave. However, when growth from noise is con-
sidered, the total input Stokes signal increases in proportion to the Stokes bandwidth and the effective 
Stokes input is one photon per mode independent of the Stokes bandwidth. The threshold for growth 
from noise is therefore the same for broadband and narrowband interactions.

When dispersion is taken into account,84,88,96 the exponential gain becomes:

  G G
G

w

c

= −0

2

0
2

4τ
τ

  (58)

where G0 is the gain without dispersion, tc is the correlation time of the laser radiation, defined by 
τ δωc L=[ ] /1 2 1 2/  where δωL

2 is the variance of the laser spectrum, and tw is the beam walkoff time, given by

  τw z v= Δ( / )1   (59)

where Δ( )1 1 1/ / /v v vgL gS= − .
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Solutions also exist for pump depletion when the mode spacing is large and the dispersion can 
be neglected:98
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Broadband Raman scattering has also been analyzed within the time domain.99 Here the starting 
point is Eq. (39a and b). The average of quantities is calculated as

  〈 〉 = ′ ′
+∫f t

T
f t dt

t

t T
( ) ( )

1
  (64)

where the interval T is chosen to be large enough to provide a stationary average of the temporal 
structure in the signal. Generally speaking,

  T
vL

>> 1
Δ

  (65)

If ΔvL >> ΔvR, again the material excitation cannot follow the time variations of the optical signals 
and Eq. (39b) can be solved as

  〈 〉=− 〈 〉Q t
i

A t A tS L
∗ ∗( ) ( ) ( )

κ1

Γ
  (66)

〈 〉∗Q t( )  is a slowly varying quantity even though AS(t) and AL(t) individually have rapid time varia-
tions. The equation for the average Stokes intensity is
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A t A t i A t A t Q t A t AS S S L S L〈 〉= 〈 −( ) ( ) ( ) ( ) ( ) ( ) (∗ ∗ ∗ ∗κ2 tt Q t) ( )〉   (67)

Making use of the fact that Q is not correlated with AL or AS and using Eq. (66) gives
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The Stokes intensity is given by

  〈 〉= 〈 〉 + −〈 〉I z t I t R eS S
g I LL( , ) ( , ) [ ( )]0 1 1   (70a)
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where R is the normalized Stokes pump cross-correlation function at the input:

  R
A t A t A t A t
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S L S L
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〈 〉〈 〉
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( , ) ( , ) ( , ) ( , )

| ( , )|
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0 2
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〉〉〈 〉| ( , )|A tL 0 2
  (70b)

The result of Eq. (70a) has the same form as that of Eq. (56). Akhmanov et al.99 have discussed the 
statistical properties of stimulated Raman scattering with broadband radiation under a number of 
other conditions.

Spectral properties As described, the Stokes radiation produced in a Raman generator in the steady-
state regime is expected to be a gain-narrowed version of the spontaneous Stokes emission. Druhl et 
al.82 have shown that when narrowband pump radiation is used, the linewidth of the generated Stokes 
radiation with single pulses varies randomly from the same width as the pump radiation to a value several 
times greater than the spontaneous Raman linewidth. Only in the ensemble average does the linewidth 
of the generated Stokes radiation coincide with the gain-narrowed spontaneous line. Individual pulses 
exhibit considerable spectral structure. This behavior is traceable to the stochastic nature of the damping 
process, by which the Raman coherence has decreased to 1/e of its initial value on a statistical basis.

When broadband radiation is used, the Stokes wave has a tendency to be pulled into correlation 
with the pump and the Stokes spectral variation matches that of the pump. Duncan et al.100 have 
shown that the spectrum of transient spontaneous Raman scattering matches that of the pump.

Anti-Stokes Raman Scattering Anti-Stokes scattering produces a scattered wave at a shorter wave-
length than the pump with frequency

  ω ω ωAS = +L o   (71)

Anti-Stokes scattering can occur either as a two-photon transition between an upper and lower state, 
as illustrated in Fig. 1b, or as a resonant four-wave mixing process, as illustrated in Fig. 1c. The first 
interaction is directly analogous with the transitions involved in stimulated Stokes Raman scattering 
that have been discussed in previous sections. For a normal thermal distribution of population, the 
stimulated version of the anti-Stokes interaction incurs exponential loss. Anti-Stokes components 
are produced in the spontaneous Raman spectrum. When a population inversion is created between 
the upper and lower states, the anti-Stokes process has exponential gain, with properties similar to 
those of normal stimulated Stokes Raman scattering. This interaction, termed as anti-Stokes Raman 
laser, has been described by several authors.101–104

Anti-Stokes radiation can also be produced through a four-wave mixing process, illustrated in 
Fig. 1c (Refs. 1, 71, 105–107,107a, 107b). In this interaction, two pump wave photons are converted 
to one Stokes and one anti-Stokes photon with the relation

  2ω ω ωL S= + AS   (72a)

The process is sensitive to the phase mismatch given by

  Δk k k kL S= − +AS 2   (72b)

Usually, four-wave mixing processes are optimized when the phase mismatch is zero. For materials 
with normal dispersion, this occurs when the Stokes and anti-Stokes waves propagate at angles to 
the pump light, as shown in Fig. 11. The angles qS and qAS are given in the small angle and small Δk 
approximation by
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When the dispersion of the material is small, so that the refractive indexes at the various wavelengths 
can be approximated as nS = nL − d and nAS = nL + d, the phase-matching angles are given by

  θ
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λ λ λS
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L Sn
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−
+

2

1
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( / )
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AS AS

  (74a)

  θ
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2

1
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( / )
S

L S Sn
  (74b)

The plane-wave steady-state equations describing anti-Stokes generation with four-wave mixing are
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2| | ∗ Δ   (75b)

where K iK1 =− AS ASχ ; K iK S2 =− AS ASχ χ∗ ; K iKS S S3 =− χ χ∗; , and cAS are nonlinear susceptibilities for 
stimulated growth of the Stokes and anti-Stokes waves, respectively; K N n cS S S( ) ( ) ( )AS AS AS/= ω ; N is the 
number density, and Δk = kS + kAS − 2kL is the phase mismatch.

General solutions have been discussed by Bloembergen and Shen.105 These have shown that the 
Stokes and anti-Stokes waves grow as part of a mixed mode with amplitudes

  A
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S
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=
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⎞
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⎟   (76)

One mode is primarily anti-Stokes in character and has exponential loss. The other mode is pri-
marily Stokes in character and has exponential gain given by
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where g is given by
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 (78)

The exponential gain for the coupled mode is zero for exact phase matching, Δk = 0, and increases 
for nonzero Δk until it reaches its full decoupled value for Δk > 2gSS, where gSS is the steady-state gain 

kAS
kS

kL kL

   qS
qAS

FIGURE 11 k vector diagram for coherent anti-Stokes 
Raman scattering showing laser and Stokes and anti-Stokes 
propagation directions for a medium with positive dispersion.
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coefficient. For nonzero Δk, the maximum gain occurs at small detunings from exact resonance. The 
ratio of anti-Stokes to Stokes intensities is given by
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Solutions for phase-matched conditions have been discussed by Duncan et al.106 They have the form
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Initially the Stokes and anti-Stokes amplitudes grow linearly in z with opposite phases. The growth 
slows down as z increases and the condition
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χ   (82)

is approached asymptotically in the limit of large z. This ratio is approximately equal to unity except 
when there is strong resonant enhancement of the anti-Stokes susceptibility. The maximum value of 
the anti-Stokes amplitude is
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where the second of these relations is approximately valid when χ χS
∗ ≈ AS and nAS ≈ nS.

If the initial Stokes amplitude is small, as for example in a Raman generator, the limiting value 
of the anti-Stokes amplitude will be small and the predominant anti-Stokes generation will occur 
at small but finite phase mismatches. For Raman generators, the anti-Stokes radiation is produced 
in a cone about the phase-matching angle with a dark ring at exact phase matching. Experimental 
limitations can make the phase-matching minimum difficult to observe, but measurements of the 
dark ring in the phase-matching cone have been reported, as shown in Fig. 12. If the incident Stokes 
intensity is comparable to the pump intensity, considerable conversion can be made to the anti-
Stokes wave at exact phase matching.107

In spectroscopic applications of CARS,108 the usual input condition is for approximately equal 
pump and Stokes amplitudes with no anti-Stokes input. These experiments are usually performed 
under conditions of low exponential gain well below the limiting conditions of Eq. (82). Under these 
conditions, the anti-Stokes generation is maximized at the phase-matching conditions.
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Growth from Noise The most common configuration for Stokes Raman interactions is a Raman 
generator in which only a pump signal is provided at the input, as shown in Fig. 1a. The Stokes wave 
is generated in the interaction. The Stokes generation process can be viewed as one in which the 
effective Stokes noise at the beginning of the cell is amplified in the stimulated Raman interaction as 
described in the previous sections.

Classically, the Stokes noise is considered as arising from the spontaneous Raman scattering 
that is produced at the beginning of the cell. If we consider the effective spontaneous Stokes radia-
tion that serves as a source for amplification to be that generated in the first e-folding length of the 
Raman generator, the Stokes intensity at the output is

  I d NA eS
N I LL= −∂

∂
σ σ

Ω
Ω ( )1   (84)

where N is the number density of the medium, A is the cross-sectional area, and dΩ, is the solid 
angle of the gain column.

The growth from noise has been modeled more rigorously in terms of quantum fluctuations of 
the Stokes field amplitude and material excitation.97,100,109–112 In this treatment, the Stokes and mate-
rial oscillators are described by quantum mechanical creation and annihilation operators while the 
pump field is treated classically. The equations for the Stokes and material oscillators are:97

  
∂
∂z

A z i A t Q zS L
ˆ ( , ) ( ) ˆ ( , )( ) ( )− +=τ κ τ2   (85a)

  
∂

∂τ
τ τ κ τ τˆ ( ) ˆ ( ) ( ) ˆ ( , ) ˆ( ) ( ) ( ) (Q Q i A A z FL S

+ + −+ =− +Γ 1
∗ ++)( , )z τ   (85b)

where the symbol ^ indicates a quantum mechanical operator, the symbols (−) and (+) indicate cre-
ation and annihilation operators, respectively, and F̂  is a Langevin operator that ensures the correct 
longtime behavior of Q.

The initial fluctuations of the Stokes and material oscillators satisfy the conditions:

  〈 ′ 〉= − ′+ −ˆ ( , ) ˆ ( , ) ( )( ) ( )A t A t
cn a

t tS S
S

S o

0 0
2�ω

ε
δ   (86a)

  〈 ′ 〉=− +ˆ ( , ) ˆ ( , )( ) ( )A t A tS S0 0 0   (86b)

FIGURE 12 Photograph of the far field of the anti-Stokes emis-
sion pattern in hydrogen gas at a pressure of 14 atm. The anti-Stokes 
radiation is emitted in a cone about the phase-matching angle. The 
dark ring in the center of the cone is due to parametric gain suppres-
sion. (From Ref. 106.)
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  〈 ′ 〉= − ′+ −ˆ ( , ) ˆ ( , ) ( )( ) ( )Q z Q z z z0 0
1
ρ

δ   (86c)

  〈 ′ 〉=− +ˆ ( , ) ˆ ( , )( ) ( )Q z Q z0 0 0   (86d)

  〈 ′ ′ 〉= − ′ − ′+ −ˆ ( , ) ˆ ( , ) ( ) ( )( ) ( )F z t F z t z z t t
2Γ
ρ

δ δ   (86e)

  〈 ′ ′ 〉=− +ˆ ( , ) ˆ ( , )( ) ( )F z t F z t 0   (86f)

where a is the cross-sectional area of the beam. The average Stokes intensity is given by the expecta-
tion of the normally ordered number operator:

  I z cn A z A zS S o S S( , ) ( , ) ( , )( ) ( )τ ε τ τ= 〈 〉1
2

− +
  (87)

The formal solution is97
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 (88)

The Stokes intensity obtained from use of Eq. (87) is

  

I z cn A z e I zpS S o L o( , ) | ( )| { ( [ ( )τ ε κ τ κ κ ττ= −1
2

42
2 2 2

1 2
Γ ]] ) ([ ( )] )

( (
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1
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e Io

κ κ τ
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1
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1 24κ τ τ κ κ τ τz p p I z p p[ ( ) ( )]) ) ({ [ ( ) ( )]}/− ′ − − ′ 11 2/ )] }d ′
−∞∫ τ
τ

 
 (89)

In this formulation, only the third and fourth terms of Eq. (88) survive because the expectation 
values on the right side are taken over the initial state, which contains no quanta in either the Stokes 
or molecular fields. The first and second terms involve a Stokes annihilation operator acting on the 
Stokes ground state and return zero. The third term returns a nonzero result because it involves a 
creation operator acting on the molecular ground state, as discussed by Raymer.97 In this treatment 
the Stokes light is generated entirely from fluctuations in the material oscillators, while the material 
excitation is generated from zero-point fluctuations in the material oscillators.

In the extreme transient regime, this result reduces to

  I z g I z I g zI I gS L o L( , ) ( ) (( ) ) ((/τ τ τ= −1
2

2 22 1 2
1
2Γ ΓSS SS SSS LzI Γτ) )/1 2{ }   (90)

Comparison of this result with that of Eq. (43) shows a different functional dependence on the 
modified Bessel functions, which reflects the effects of buildup of the signal from the distributed 
noise source.

In the steady state, Eq. (89) reduces to

  I z g I z I g I z I g I z eS L o L L( , ) [ ( ) ( )]τ =∞ = −1
2

2 21Γ ss ss ss/ / gg I zLss /2
  (91)
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An alternative analysis for transient scattering has been presented using antinormal ordering of 
the creation and annihilation operators for the intensity.109 In this formalism, the zero-point term 
must be subtracted explicitly. The intensity is given by

  I z A A z AS S S( , ) ˆ ( , ) ˆ ( , ) ˆ( ) ( )τ ε τ τ= 〈 〉− 〈+ −1
2

cn zs o SS SA( ) ( )( , ) ˆ ( , )− + 〉{ 0 0τ τ   (92)

The Stokes intensity is given by
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(93)

Here the first term in Q is 0 because it represents an annihilation operator operating on the 
ground state. Further analysis shows that this result is identical to the one in Eq. (90). The second 
term gives the transient stimulated Raman signal, and the last two terms in brackets describe sponta-
neous Raman scattering. In this formalism, the Stokes wave is started by its own zero-point motion 
and does not involve the zero-point motion of the molecular oscillators. The zero-point motion of 
the molecular oscillators is responsible for the initiation of the molecular excitation. Further analysis 
has shown that the Stokes signal can be viewed as arising from quantum fluctuations of the Stokes 
radiation,97 the material oscillator,109 or a combination of both.100

The effective Stokes noise amplitude corresponds to one Stokes photon at the input of the gen-
erator. This result is expected for this model, which assumes plane wave propagation, effectively 
assuming a single mode in the amplifier. In a more general case, the effective Stokes noise level will 
be one Stokes photon for each temporal and spatial mode of the amplifier. The number of spatial 
modes is given by the square of the effective Fresnel number of the amplifier:113

  N Fspatial modes = 2   (94)

where

  F
A

L
=

λ
  (95)

where A is the effective area of the gain region and L is the interaction length. Because of spatial gain 
narrowing, the effective area of the generator can be significantly less than the nominal diameter of 
the pump beam and can depend on the gain level. The number of temporal modes depends on the 
relation of the pump pulse duration to the dephasing time T2. A single temporal mode will be pres-
ent when tp << T2. For longer pulses, the number of temporal modes has been modeled as110

  N t tptemporal modes ss= <1,   (96a)

  N
t

G T
t tp

ptemporal modes
ss

ss= >
2

,   (96b)
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or alternatively as114

  N
G

G

t

T
p

temporal modes
ss

ss

/

/
=

−
ln

ln

2

1 2 2π
  (97)

The first of these derives the number of temporal modes from the steady-state time of Eq. (19) and 
the second from the gain-narrowing formula of Eq. (29).

Raman threshold Generation of first Stokes radiation from noise in a single-pass generator 
passes smoothly from exponential amplification of noise to depletion of the pump radiation with-
out a true threshold. Thresholdlike behavior has been reported in some situations but has been due 
to multimode structure of the radiation or secondary reflections. A Raman threshold is, however, 
commonly associated with a single-pass gain. This is done by assigning the threshold to a pump 
value (intensity or energy) at which the Stokes signal from a Raman generator is an arbitrary frac-
tion of the incident pump (typically of the order of 1 percent). At this level, pump saturation is 
generally not important, but for higher pump powers the process rapidly transitions to saturation. 
Thus, the concept of Raman threshold in Raman generators is reasonably practical, if not techni-
cally precise. The gain that is required to reach threshold depends on the number of noise modes 
present in the generator. For typical geometries of long, narrow interaction lengths, the Raman gain 
at threshold is of the order of e23 to e.40 Raman amplifiers are typically operated at gain levels below 
threshold. Stable amplifier gains of the order of e19 are achievable.

Quantum fluctuations Macroscopic manifestations of the stochastic nature of the Raman initi-
ating fluctuations have been reported in spatial fluctuations of the output Stokes intensity profile, 
in the pointing of the Stokes beam, and in the spectral and temporal structure of the Stokes signal 
generated by narrowband radiation.110,111,115–120 The stochastic nature of the starting signal is mani-
fest in the pulse energy statistics of Raman generators operated below threshold. In this regime, the 
statistical distribution of the Stokes pulse energy is of the form p W W WS S S( ) exp{ }= − 〈 〉/ , where WS 
is the energy of a Stokes pulse and 〈 〉WS  is the average energy over an ensemble. When the Raman 
generator is operated below threshold, energy of the output pulses fluctuates in accordance with 
this distribution. As the generator approaches pump depletion, the Stokes pulse energy distribution 
approaches one that is peaked about the average value. Statistical distributions of pulse radiation in 
short pulse experiments show exponential behavior characteristic of stochastic input for gains below 
threshold, and a gradual evolution to coherent behavior as saturation is approached.

Competition of the quantum noise with real Stokes signals in Raman amplifiers at the quantum 
level has been reported by Duncan et al.113 Their results show experimentally that the effective initiat-
ing signal is consistent with a noise level of one photon per mode of the amplifier. When the incident 
Stokes signal exceeds the noise level of one photon per mode by a sufficient amount, the fluctuations 
are effectively suppressed in both the spatial profile and the pulse energy statistics. An example of the 
evolution of the amplified Stokes signal from one dominated by quantum noise to one dominated by 
the coherent Stokes input signal in the image of bars in a resolution chart is shown in Fig. 13.

Multiple Stokes Generation Once a significant signal is produced in the first Stokes wave, it can 
serve as a pump wave for a second Raman process, generating a second Stokes wave at

  ω ω ω ω ω2 2S S o L o= − = −   (98)

This usually occurs at a pump power such that significant Stokes conversion occurs within the first 
half of the Raman cell, allowing generation of the second Stokes wave in the last part of the cell. 
Once the first Stokes wave is generated, the second Stokes radiation can also arise from a four-wave 
mixing interaction of the form

  ω ω ω2 2S S L= −   (99a)

which has properties similar to the anti-Stokes four-wave mixing interaction.
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The four-wave mixing interaction is a coherent one and will produce second Stokes radiation 
with coherent statistics when the first Stokes radiation has saturated the pump. The second Stokes 
radiation generated from stimulated scattering will exhibit the stochastic behavior characteristic of 
growth from quantum noise. The relative importance of the two sources of second Stokes radiation 
is affected by the phase mismatch for the four-wave mixing interaction and depends on the density 
of the material.

Still higher pump powers can result in conversion to third or higher Stokes orders. Each of the 
orders involves a frequency shift due to the same material transition, rather than higher excitation 
of the material system. In most materials, conditions for multiple Stokes generation are sufficient 

(a) (b)

(c)

(e)

(d)

(f)

FIGURE 13 Images of bars in a resolution chart from a Stokes 
amplifier with amplification of 1.4 × 104 for different levels of inci-
dent Stokes energy, showing effects of competition between inci-
dent Stokes energy and quantum noise, (a) Incident Stokes wave 
blocked. (b) Incident Stokes wave. (c) 210 seed Stokes photons, 
camera sensitivity 1. (d) 800 seed Stokes photons, camera sensitivity 
0.3. (e) 3.2 × 104 seed Stokes photons, camera sensitivity 7.4 × 10−3. 
(f) 1.5 × 1010 seed Stokes photons, camera sensitivity 3.2 × 10−8. 
(From Ref. 121.)
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to produce significant amounts of anti-Stokes energy through the four-wave mixing interaction. 
Multiple-order anti-Stokes energy can also be generated using various combinations of Stokes and 
anti-Stokes orders of the form

  ω ω ω ωn mS m S nAS AS= − ++ −( ) ( )1 1   (99b)

where n and m are orders of Stokes and anti-Stokes radiation and w0S = w0AS = wL. Multiple-order 
Stokes radiation can also be produced through four-wave mixing involving similar terms.

An ideal progression of Raman scattering through multiple Stokes modes is shown in Fig. 14a. 
Such a progression is seldom seen in practice because of the onset of anti-Stokes and four-wave mix-
ing interactions. Higher-order Stokes energy can be suppressed through choice of resonant structure 
in the material or through use of high pressures that suppress four-wave mixing through disruption 
of phase matching. An example of second Stokes generation in hydrogen is shown in Fig. 14b, in 
which initiation through four-wave mixing occurs at low powers and initiation through a stimulated 
process, evidenced by the wide scatter of points, occurs at higher powers.122

(b)
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FIGURE 14 (a) Theoretical calculation of multi-
ple Stokes generation for gaussian pulses. (From Ref. 2.)
(b) Second Stokes generation (lower curve) in hydrogen at 
1600 psi showing growth from four-wave mixing at low pump 
energies and the transition to stimulated emission from 
quantum fluctuations at higher pump energies. The first 
Stokes wave is shown in the upper curve. (From Ref. 122.)
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Focused Beams The effects of focusing are described by the spatial derivative in Eq. (5a and b). 
When the pump intensity varies with z, the gain must be integrated over the interaction length. For 
steady-state interactions, the Stokes intensity takes the form

  I r z I r g I dzS S L

L
( , ) ( , )exp= ⎡

⎣⎢
⎤
⎦⎥∫0

0
  (100)

The profile of a gaussian beam is described by a 1/e field radius w, given by

  w z wo( )= +1 2ξ   (101)

where wo is the radius of the beam waist, x = 2z/b, and b wo= 2 2π λ/  is the confocal parameter. When 
b >> L, the pump beam is collimated over the interaction length and the primary effect of the gauss-
ian profile is to produce gain narrowing, effectively confining the Stokes intensity near the beam 
axis. When the beam is tightly focused, so that b << L, the integrated gain is independent of the 
interaction length and depends only on the total pump power:

  G g I dz g P bL= =∫ 4 / λ   (102)

where P is the total pump power. Amplification or generation with focused beams can result in 
changes of the Stokes beam divergence and displacements of the apparent source point for diver-
gence of the Stokes beam.

Backward Raman Scattering Stimulated Raman scattering also occurs in the backward direction, for 
which the Stokes and pump waves travel in opposite directions.2,69 This type of interaction is much more 
dependent on the geometry and the laser linewidth than the forward interaction. Backward interaction 
can involve growth from noise (Fig. 2b) or amplification (Fig. 2d). Generally, it occurs for sufficiently 
narrow line widths that the coherence length of the radiation is longer than the interaction length. One 
of the characteristic differences of the backward interaction is that the growing Stokes wave continually 
interacts with undepleted pump as it propagates. Thus, for conditions in which the Stokes wave can grow 
to saturate the Raman interaction, the Stokes wave continually experiences the full pump intensity rather 
than a continually decreasing intensity as in the forward direction. One consequence of this property is 
that the intensity of the backward Stokes pulse can grow to be much higher than the initial pump inten-
sity, while the pulse duration decreases, producing pulse compression, one of the common applications 
for backward Raman scattering.69 For this application, the optimal duration for the pump pulse is twice 
the length of the Raman cell. The Stokes wave grows to depletion level in the first half of the pump pulse 
and depletes the pump in the second half. Factors affecting pulse compression have been discussed in Ref. 
69, where designs of systems to give a factor-of-10 shortening were described.

Backward scattering also results in Stokes pulses of higher spatial quality than are obtained in the 
forward direction. If the backward Stokes wave depletes the pump pulse too much before it travels 
an entire cell length, the initiating signal for Stokes radiation in subsequent parts of the pulse can be 
suppressed and oscillations can result.123

Polarization Dependence The Raman gain for various polarizations depends on the symmetry of 
the Raman transition and is governed by the depolarization ratio. For many materials and transi-
tions, the maximum gain occurs for pump and Stokes polarizations that are linear and parallel. 
For other types of transitions—for example, rotational transitions in diatomic molecules—circular 
polarization is preferred with the pump and Stokes waves polarized in the opposite sense. The rela-
tive gains for various polarization combinations are shown in Table 8.124

The earliest and most common application of stimulated Raman scattering is the production of 
coherent sources at wavelengths different from those of the pump laser. Prior to the introduction of 
tunable lasers, this was one of the few methods available for obtaining coherent radiation at any but 
a small number of wavelengths at which fixed-frequency lasers existed. This application remains an 
important one today for extending the versatility of tunable lasers, and for generation of radiation 
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at wavelengths required for specific applications such as the eye-safe region around 1.5 Mm. Other 
applications of Raman scattering include Raman beam cleanup, pulse compression, time-gated 
imaging, and coherent spectroscopy. Two of these are described in the following text.

Coherent Spectroscopy Several Raman interactions are used for coherent spectroscopy.108,125 
These interactions have the advantage of producing a stronger signal than incoherent spectroscopy 
under some conditions. These advantages occur primarily when prominent Raman modes are stud-
ied in pure materials or the dominant constituent of a mixture. A summary of interactions used in 
coherent spectroscopy along with names given to them is given in Table 9. The most common of 
these is coherent anti-Stokes Raman scattering (CARS). A typical CARS spectroscopic interaction 
is shown in Fig. 11. Incident light at both the pump and Stokes wavelengths is supplied. The anti-
Stokes signal is measured as the wavelength of the Stokes light is varied. The spectral structure is 
recorded as the frequency difference wL − wS is tuned through Raman resonances of the material.

The anti-Stokes intensity is given in a steady-state plane-wave approximation as

  I I IR L SAS NR= +| |χ χ 2 2   (103)

where cR is the Raman susceptibility that carries the resonance and cNR is the nonresonant nonlinear 
susceptibility due to electronic or other transitions in the medium. The Raman susceptibility exhib-
its resonant behavior as wL − wS is tuned through the Raman resonance wo, while the nonresonant 
susceptibility is generally constant through the resonance region. The wavelength variation of the 
anti-Stokes intensity reflects the influence of the interference between the resonant and nonresonant 
susceptibilities. In particular, the anti-Stokes intensity goes through zero when cR = − cNR, which 
always occurs on the high-frequency side of the resonance. Depending on the situation, the anti-
Stokes intensity can exhibit a resonant-like peak if cNR is small compared to cR at the resonance or a 
dispersive-like behavior if cNR is larger than cR. Intermediate behavior between these two extremes is 
also possible depending on the relative magnitudes of cR and cNR. Dispersive-like behavior can occur 
for relatively weak Raman transitions, or for Raman transitions in materials that are minor constitu-
ents in mixtures. An example of CARS spectral behavior for various conditions is shown in Fig. 15.

Time-Gated Imaging Raman amplification has also been applied to time-gated imaging to suppress 
background light in highly scattering materials, for example biological tissue or materials such as ceram-
ics.127–129 Time gating with Raman scattering can be done with either short pulses, in which case the gate time 
is comparable to the pulse duration, or with broadband radiation, in which case the time gate is determined 
by the coherence time of the pulse. In pulsed gating, only that part of the signal that overlaps with the pump 
pulse in time is amplified, and light that is delayed through multiple scattering is suppressed. In coherence 
gating, only the Stokes components that are coherent with the pump are amplified, and components that 

TABLE 8 Polarization Dependence of Relative Gain for SRS

Laser Polarization Stokes Polarization Relative Gain

Rotational Linear Linear, parallel 1

scattering, Linear Linear, perpendicular 0.75

linear Circular Circular, same sense 0.25

molecules Circular Circular, opposite sense 1.5

TABLE 9 Raman Interactions Used for Coherent Spectroscopy

      Interaction Frequency Relations Measured Quantity

Coherent anti-Stokes Raman scattering (CARS) wAS = 2wL − wS Anti-Stokes power
Coherent Stokes Raman spectroscopy (CSRS) wS = wL − wo Amplified Stokes power
Raman-induced Kerr effect spectroscopy (RIKES) wS = wL − wo Stokes power in orthogonal
  polarization component
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are decorrelated because of multiple-path scattering are suppressed. Gate contrasts of the order of 109 
are possible with pulse gating, while contrasts of the order of 106 can be obtained with correlation gat-
ing. An example of the use of pulsed gating for imaging in a scattering solution is shown in Fig. 16.

15.3 STIMULATED BRILLOUIN SCATTERING

Brillouin scattering involves low-frequency propagating waves—for example, acoustic waves in solids, 
liquids, and gases and ion-acoustic waves in plasmas. Again, scattering can be to a longer or shorter 
wavelength than the incident radiation, with the long-wavelength scattered wave being termed the 
Stokes wave and the short-wavelength scattered wave termed the anti-Stokes wave. The difference 
between the incident and scattered frequencies is again termed the Stokes shift or anti-Stokes shift as 
appropriate. For Brillouin scattering, the energies of the modes are much lower than for Raman scat-
tering, and anti-Stokes radiation is much more common. Common Brillouin shifts are typically on 
the order of 0.1 to 100 GHz, and depend on the excitation wavelength and interaction geometry as 
well as on material properties. Brillouin scattering is used most commonly for phase conjugation and 
pulse compression. It is also prominent as a limiting process for intensity in fiber-optic systems.
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FIGURE 15 Signal from coherent anti-Stokes Raman 
scattering showing variation of line shape due to interfer-
ence of Raman and nonresonant susceptibilities. (From
Ref. 126; copyright 1976 by American Physical Society.)
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15.44  NONLINEAR OPTICS

The equations for Stokes Brillouin scattering for forward (+ vg) and backward (−vg) waves are2,6,7
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(a)

(b)

(c)

(d)

1 shot

1 shot

1 shot

1 shot

16 shots avg

16 shots avg

16 shots avg

FIGURE 16 Use of Raman amplification with short 
pulses for time gating to photograph objects through 
scattering materials. (a) Image of bar chart, no scatterer. 
The relative timing of the pump and Stokes pulses were
(b) −16 ps, (c) 0 ps, and (d) + 24 ps. (From Ref. 128.)
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.45

where vs is the sound velocity and

  ′ = + + −
⎛

⎝
⎜⎜

⎞

⎠
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⎡

⎣
⎢
⎢

⎤

⎦
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Γ 1 4

3
1

ρ
η η κ

s b
p

p

vC

C

C
  (105)

and hs is the coefficient of shear viscosity, hb is the coefficient of bulk viscosity, k is the thermal con-
ductivity, Cp is the specific heat at constant pressure, and Cv is the specific heat at constant volume.

The fields are described by the equations

  E z t A z t eL L
i t k zL L( , ) [ ( , ) .]( )= +− −1

2
ω c.c   (106a)

  E t A z t eS S
i t kS S( , ) [ ( , ) .]( )ξ ω ξ= +− −1

2
c.c   (106b)

  ρ ζ ρ ρ ζ( , ) [ ]( )t eo
i t q= + +− −1

2
Δ Ω c.c.   (106c)

where AL, AS, and r are the amplitudes of the laser, scattered optical wave, and sound wave density, 
respectively, and wL, wS, ΩL, and kL, kS, and q are the frequencies and k vectors of the various waves. 
The scattered optical wave propagates along the direction x and the sound wave propagates along 
direction z, neither of which is required to coincide with z. The frequencies and k vectors obey the 
following relations:

  ω ωL S− = Ω   (107a)

  
� � �
k k qL S− =   (107b)

  q
s

= 2π
Λ

  (107c)

where Λs is the sound wavelength. The k vectors of the various waves are arranged according to the 
diagram in Fig. 17.

Because the sound frequency is much less than the optical frequency, |kL| ≈ |kS| and

  q kL≈ 2 2sin( )θ/   (108)

The Brillouin frequency shift can then be written as

  ΩB L L
sn

v

c
= 2 2ω θsin( )/   (109)

Unlike the Raman frequency shift, the Brillouin frequency shift depends on the laser frequency and 
the interaction geometry. It has its maximum value for backward scattering (q = 180°).

kL

kS

q

Z

q

x

z

FIGURE 17 k vector diagram for stimulated Brillouin 
scattering showing k vectors for laser kL Stokes kS and sound 
wave q.
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15.46  NONLINEAR OPTICS

The Brillouin interaction involves both electrostrictive and thermal effects. Equation (104c) was 
obtained from the equation for the low-frequency acoustic and thermal response of liquids and 
gases to optical radiation:2,6,7

  − + ∇ +
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∂
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∂
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where g = Cp/Cv is the ratio of specific heats at constant pressure and volume,  hs is the coefficient 
of shear viscosity,  hb is the coefficient of bulk viscosity, bp is the thermal expansion coefficient at 
constant pressure, γ ρ ε ρe = ( )∂ ∂/  is the electrostrictive constant, a is the absorption coefficient, k is 
the thermal conductivity, Etot = EL + ES is the total optical field, and ΔT is the change in temperature. 
The following form for the temperature

  T T Teo
i t qz= + +− −1

2
[ ( )Δ Ω c.c.]   (111)

can be used to reduce Eq. (110a and b) to first order, giving Eq. (104b and c).
The Brillouin equations can be solved under various approximations. The propagating terms 

in ∂ ∂Δρ/ z  and ∂ ∂ΔT z/  are usually neglected because the sound waves are strongly damped. The 
steady-state solution for the Stokes intensity is

  I L I eS S
gIL( ) ( )= 0   (112)

where the gain coefficient g is given by g = ge + ga, where ge is the electrostrictive gain coefficient 
given by
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and ga is the absorptive Brillouin gain coefficient given by
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where γ α βa p p Bnv C= 2 2 / Ω ,

  ΩB sv q=   (114)

is the Brillouin frequency shift, d Ω = Ω − ΩB, and

  ΓB s b
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  = ′′q2Γ  (115b)

is the Brillouin damping constant.
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.47

The gain due to the electrostrictive interaction is peaked about the Brillouin frequency shift 
Ω = ΩB with a linewidth (FWHM) of ΔnB = ΓB/2p. The acoustic energy damping time is given by

 τ π νB B=1 2/ Δ  (116)

The electrostrictive gain coefficient g can also be written as
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The maximum steady-state gain is

  g
n c vB

e S L e

S o o s B
,max =

ω ω γ
π ε ρ ν

2

3 Δ
  (118)

and occurs for backward scattering (q = 180°). The frequency shift for backward scattering is

  ΩB L
sn

v

c
( )180 2° = ω   (119)

Since the Brillouin frequency shift is small, wS ≈ wL and the maximum Brillouin gain apparently 
scales as ωL

2. However, the linewidth also scales as ωL
2  [see Eq. (115b)], leaving the maximum 

Brillouin gain independent of wavelength as indicated in Eq. (117b).
The dependence of the linewidth on q2 causes the steady-state gain in the forward direction to go 

to infinity [Eq. (117b)] rather than to zero [Eq. (117a)]. However, the forward interaction is always 
transient because the steady-state time for forward scattering also goes to infinity. As a result, the 
forward gain is zero. Brillouin scattering at 90° is important in propagation of high-power laser 
radiation through large-diameter optics.

Transient Brillouin scattering has been described by Kroll16 and Faris et al.130 The transient solu-
tions to the stimulated Brillouin scattering are formally similar to those for Raman scattering and 
can be written as
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 (120)

Again, the transient gain depends on the time integral of the laser intensity, and the scattered inten-
sity grows as a Bessel function. The steady-state solution of Eq. (112) applies when the pulse dura-
tion is greater than the steady-state time given by

  t
G

B
SS

SS=
Γ

 (121)

where GSS = GILL.
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15.48  NONLINEAR OPTICS

Brillouin scattering in solids has been discussed in Refs. 131 to 134. The formal equations for 
electrostrictive Brillouin scattering are similar to those for liquids and gases. However, the gain coef-
ficient depends on the polarization of the laser and scattered light, and Brillouin resonances exist for 
both longitudinal and shear acoustic waves. The Brillouin gain is given by

  g
n n p

n n c v
e S B S L

S L o o B s

B

=
′

+
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⎞
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ε ρ δ
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Γ

3 4 2

2 2

1

1
2

  (122)

where p′ is the photoelastic constant appropriate for the specific combination of polarizations for 
the optical and acoustic waves. For longitudinal acoustic waves in isotropic materials134

  ′= ⋅ + ⋅ ⋅ + ⋅p p pL S L a L S L a12 44(ˆ ˆ ) [(ˆ ˆ )(ˆ ˆ ) (ˆ ˆε ε ε κ ε ε ε ε ))(ˆ ˆ )]ε κS a⋅   (123a)

while for shear acoustic waves

  ′= ⋅ ⋅ + ⋅ ⋅p p L a S a L a S a44[(ˆ ˆ )(ˆ ˆ ) (ˆ ˆ )(ˆ ˆ )]ε κ ε ε ε ε ε κ   (123b)

where ˆ
( )( )εL S a  is the unit polarization vector of the pump (Stokes) (acoustic) wave and ka is the unit 

propagation vector of the acoustic wave.
Buildup of noise in a generator with Brillouin scattering is similar in principle to buildup with 

Raman scattering. However, the primary noise source for Brillouin scattering is the thermally 
excited acoustic phonons. As a result, the equivalent noise level for Brillouin scattering can be sev-
eral orders of magnitude larger than the Raman noise level.135–137 The noise power into a given solid 
angle dΩ = pq2/4 is given by135

  p k TS
B B

D
noise =

⎛

⎝
⎜

⎞

⎠
⎟

ω
ν θ

θΩ
Δ

2

2

  (124)

where θ λ πD D= /2  is the diffraction angle that can be resolved by a gain column of diameter D. 
Brillouin scattering with broadband radiation is discussed in Refs. 138 and 139. Multiline Brillouin 
scattering is treated in Ref. 140. As with backward Raman scattering, the gain decreases when the 
coherence length becomes comparable to or shorter than the interaction length.

Thermal Brillouin scattering is driven by nonuniform heating due to absorption and is described 
by ga in Eq. (113b). The gain shows a dispersive behavior with frequency, with zero gain at the 
Brillouin frequency, gain for frequencies less than ΩB, and loss for frequencies greater than ΩB. 
Brillouin scattering parameters for various materials are listed in Table 10.

Brillouin Phase Conjugation

One of the major uses of stimulated Brillouin scattering (SBS) is phase conjugation.140a Phase con-
jugation is also possible with stimulated Raman scattering, but SRS is not used for this purpose 
as much as SBS. Phase conjugation is used to correct distortions on optical beams that arise from 
propagation through nonideal optical media, such as the atmosphere or low-quality optical com-
ponents. It can also be used for correcting or stabilizing aiming errors that arise from motion of 
components in an optical train, for improving the beam quality of laser oscillators and oscillator 
amplifier systems, and for beam combining.

A typical arrangement for phase conjugation is shown in Fig. 18. The distorting medium 
impresses a transverse phase variation on the optical beam propagating from left to right that can 
result in increased divergence, intensity structure, or reduced focal plane intensity if focused by a 
subsequent lens or mirror. If the beam entering the distorting material carried an initial distortion 
that would be undone by the material, then the beam would emerge from the medium undistorted. 
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15.52  NONLINEAR OPTICS

The general concept is that the initial distortion required for this compensation is the inverse of 
the distortion imposed by the medium. However, determining precisely what that distortion is and 
imposing it on the initial beam is the heart of the matter in phase compensation.

The arrangement shown in Fig. 19 illustrates how this is done with nonlinear optical phase 
conjugation. The beam propagating from left to right is initially undistorted. It emerges from the 
medium at point B with a complete record of the distortion imposed by the medium. In the nonlin-
ear medium, the beam undergoes a backward nonlinear optical interaction in which a second beam 
is generated that travels in the opposite direction and has phase variations that are reversed from 
the original distorted beam. When this beam propagates through the distorting medium again from 
right to left, the medium again impresses a phase variation on it, but this time the process simply 
undoes the initial phase distortion instead of creating one. The beam emerging from the distorting 
medium at point A is undistorted.

Several types of nonlinear interactions have been used for phase conjugation, including degener-
ate and nondegenerate four-wave mixing, stimulated Brillouin scattering, Brillouin-enhanced four-
wave mixing, and stimulated Raman scattering. Of these, degenerate four-wave mixing is used most 
often for low-power interactions and stimulated Brillouin scattering is used for high-power applica-
tions. Brillouin-enhanced four-wave mixing provides a high-gain Brillouin system.

Incident wave

Distorted
medium

Distorted
medium

Corrected
wave

Conjugate
wave

z1 z2

Distorted wave

FIGURE 18 Schematic diagram for correction of phase distor-
tions caused by distorting medium with double-pass propagation.

Incident high-
quality beam

Distorted beam

SBS mediumHigh-quality
corrected beam

BA

FIGURE 19 Schematic diagram of use of stimulated Brillouin scattering 
for phase distortion correction with phase conjugation.
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STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.53

Phase conjugation with SBS is the result of mode competition in which the mode that corre-
sponds to the conjugate of the pump has higher gain than other possible modes. The gain for the 
backward-generated beam involves a sum over all possible spatial modes of the backward Stokes 
wave. The mode that matches the pump wave has the highest gain because the high- and low-inten-
sity points coincide, providing reinforcement of that mode over the entire interaction length. The 
exponential gain for this mode is twice that for the noncorrelated modes when the pump beam car-
ries a large number of spatial modes.

In order for the conjugate mode to dominate over the other modes, it is necessary that it experi-
ences preferential gain over an extended region. Essentially, it is required that the Stokes beam dif-
fract across the entire pump beam in the interaction region before it grows to a saturation level. This 
has been accomplished by using a light guide to confine the beams. In free-focused interactions, it 
requires that the divergence of the pump beam be sufficient to provide a wide focal area relative
to its depth. An example of phase conjugate correction in a two-pass Q-switched Nd:YAG amplifier
system is shown in Fig. 20 using liquid Freon-113 as the conjugating medium.148 Properties of 
phase-conjugated beams, quality of correction, and efficiency of conversion are given in Ref. 10.

Brillouin-Enhanced Four-Wave Mixing Brillouin-enhanced four-wave mixing (BEFWM) is a 
nearly degenerate four-wave mixing process where the four waves are coupled by the Brillouin non-
linearity as shown schematically in the Fig. 21. BEFWM was first observed and explained by Basov 
et al.149 In addition to the beam to be conjugated, two oppositely propagating pump beams are 

(a)

(b)

FIGURE 20 Spatial beam profiles of a Q-switched Nd:
YAG oscillator-amplifier system using a two-pass amplifier 
configuration with a conventional mirror in the two-pass 
amplifier (a) and an SBS mirror (b). The Brillouin mirror 
was a cell of liquid Freon-113. (From Ref. 148.)
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15.54  NONLINEAR OPTICS

provided at frequency wL. In general, the two pump beams do not need to be at the same frequency, 
but in practice they usually are. The signal beam ks at a frequency wS = wP − ΔwB interacts with 
the laser beam k1 at a frequency wP to produce an acoustic wave that moves in the direction of the 
laser beam. The second laser beam k2 scatters from the moving grating to generate the conjugated 
anti-Stokes beam kAS at a frequency wAS =wP + ΔwB. The phase-conjugated beam, traveling in the 
opposite direction of the signal beam, can be amplified when the pump beams do not interact with 
each other. Therefore, BEFWM represents a mirror with reflectivity greater than 1. The pump beams 
are usually decoupled by frequency or polarization control. A reflectivity as high as ~7 × 105 has 
been observed.150 The process can also be done with the anti-Stokes wave as the signal beam. The 
signal Stokes beam is usually generated externally via a separate SBS process. The angles between 
the beams can be adjusted to make the phase matching possible. Various aspects of BEFWM are 
described in detail in Ref. 151.
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16.1 INTRODUCTION

The subject of this chapter could well fill a textbook, and indeed the topic comprises a significant 
portion of the many books on nonlinear optics. A large (but by no means exhaustive or complete) list 
of texts that provide extensive discussion of high-order nonlinearities appears in Refs. 1 through 30. 
We have not attempted to write a review chapter nor mentioned or even listed every known 
third-order nonlinear optical phenomenon. Our aim is to illustrate important and representative 
third-order effects, emphasizing qualitative descriptions. Details can be found in the references. An 
exception is our discussion of the Kramers-Kronig relations in nonlinear optics. A fundamental 
premise of this transformation is the causal link between nonlinear refraction and nonlinear absorp-
tion, which is a key aspect of the third-order susceptibility. It has not been treated in most texts; 
some of the important mathematical steps are given here. Our treatment of third-order nonlinear 
optics assumes that the reader is familiar with electromagnetic theory, physical optics, and quantum 
mechanical energy level diagrams.

Any real, physical oscillating system will exhibit a nonlinear response when it is overdriven. In 
an optical system, a nonlinear response can occur when there is sufficiently intense illumination. 
The nonlinearity is exhibited in the polarization ( )


�  of the material, which is often represented by a 

power series expansion of the total applied optical field ( )

� :

  ( ) ( ) ( ) ( )
   

�� � � �= + + +ε χ ε χ ε χ0
1

0
2 2

0
3 3   (1)

Here c(1) is the linear susceptibility representing the linear response (i.e., linear absorption and the 
refractive index) of the material. The two lowest-order nonlinear responses are accounted for by the 
second- and third-order nonlinear susceptibilities c(2) and c(3). The subject of this chapter is third-
order effects. Processes arising from the second-order response (including second-harmonic genera-
tion and optical parametric processes) are discussed elsewhere (see Chap. 10, “Nonlinear Optics” and 
Chap. 17, “Continuous-Wave Optical Parametric Oscillators”). We will, however, briefly consider the 
cascading of second-order nonlinearities that appear as an effective third-order process in Sec. 16.10.

16.1

16
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16.2  NONLINEAR OPTICS

Third-order optical nonlinearities cover a vast and diverse area in nonlinear optics. A simple 
illustration of this point is the reported range of magnitudes and response times for c(3) in various 
materials, which span 15 orders of magnitude! This has led to unavoidable inconsistency and confu-
sion in the definition and interpretation of the nonlinear susceptibility. We will not be immune from 
such inconsistencies and errors. In that spirit, we note that the simple power series representation of 
the nonlinear optical response described by Eq. (1) is not rigorously correct because it assumes the 
response is instantaneous. In the case of the bound electronic nonlinearity, for example, this assump-
tion is excellent because the response is exceedingly fast. The response is not infinitely fast, however. 
Response times can vary by orders of magnitude depending on the physical mechanism and reso-
nance conditions involved. Furthermore, Eq. (1) assumes locality, which implies that the nonlinear 
polarization at a given point in space depends on the magnitude of the electric field only at that 
point. This condition is not always satisfied. The electrostrictive nonlinearity, for example, is the 
result of physical displacement of charged particles in a material subject to the ponder-motive force 
due to the gradient of light irradiance. It is therefore nonlocal. It is nevertheless instructive to apply 
Eq. (1) to describe various third-order effects that are local and (single photon) nonresonant.

The nonlinear polarization represented in Eq. (1) excludes effective third-order nonlinear processes 
involving linear absorption (c(1) process) of one of the excitation beams. An example is the thermal 
nonlinearity resulting from linear absorption and heating that causes a change of refractive index. 
Although this is effectively a third-order nonlinear response, we group this and similar phenomena in 
Sec. 16.9 on cascaded c(1):c(1) effects.

The term involving 

�

3 in Eq. (1) implies that three optical fields interact to produce a fourth 
field. The c(3) interaction is thus a four-photon process. This is a consequence of the quantum 
mechanical picture of the nonlinear susceptibility. Conservation of photon energy is always required 
to complete the interaction process. Assuming the applied optical fields are monochromatic plane 
waves, we write the total input electric field 


�  as

  
   
� � � �( , ) ( , ) ( , ) ( , )r t r t r t r t= + +1 2 3   (2)

In general, each beam has a different frequency (w) and wave vector ( ),
�
k  represented in complex notation:

  



�

� j

j

j jr t
E

i t ik r j( , ) exp( . ) ,= − + =
2

1 2ω c.c. for ,, 3   (3)

where c.c. stands for complex conjugate and 

Ej  is a complex vector describing the amplitude, phase, 

and polarization of each beam. It is important to realize that there can be up to three different input 
laser frequencies, but there can also be as few as one. Ignoring the c(1) and c(2) components in Eq. (1), the 
nonlinear polarization resulting from the 


�

3
 interaction leads to a total of 108 terms involving all possible 

permutations of the fields at three frequencies. The nonlinear polarization occurs at frequencies given by

  ω ω ω ω4 1 2 3=± ± ± =i j k i j kfor , , , ,   (4)

The existence of 108 terms does not mean there are as many distinct mechanisms involved. For 
instance, three terms give w4 = 3wj, for j = 1, 2, 3, describing exactly the same process of third-harmonic 
generation (THG). Furthermore, THG is a special case of sum frequency generation (SFG) involving 
one, two, or three different frequencies giving w4 = wi + wj + wk, i, j, k = 1, 2, 3 accounting for 27 terms.

One realizes 108 permutations with different time ordering of three different laser beams distinguished 
by frequency, and/or wave vector, and/or polarization. If only two distinguishable laser beams are available, 
the number of permutations decreases to 48. When the system is driven by a single beam, the third-order 
response involves only four terms in three fields. In general, the c(3) coefficients associated with each term 
will be different due to the ever-present dispersion (i.e., frequency dependence) of the susceptibilities. 
The frequency dependence is a direct consequence of the finite response time of the interaction. We will 
expand on this subject in the discussion of the Kramers-Kronig dispersion relations in Sec. 16.4.

Another important property of nonlinear susceptibilities is their tensor nature. Because of 
the molecular or lattice structure of materials, the nonlinear response will depend on the state of 
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THIRD-ORDER OPTICAL NONLINEARITIES  16.3

polarization of the optical fields. For the sake of brevity, we neglect the tensor properties of c(3) and 
treat all the susceptibilities and electric fields as scalar quantities. The reader may consult textbooks 
on nonlinear optics for detailed discussions of this subject.

Propagation of interacting beams is also an important consideration, and one must account for 
wave vector summation (i.e., conservation of momentum) that results from the 


�

3
 operation. It is 

useful to invoke the four photon picture, recalling that the momentum of each photon is given by 
�kj . Taking the resultant nonlinear polarization to be a plane wave with a wave vector 

�
k4 , momen-

tum conservation requires that:

  
   
k k k ki j k4 = ± ± ±   (5)

where | | ( ) / .
�
k n cj j j= ω ω  This phase-matching requirement is not necessarily satisfied in every 

interaction due to dispersion of the linear refractive index in the material. Phase matching can be a 
serious obstacle in interactions leading to new-frequency generation, that is, when w4 ≠ w1, w2 and 
w3 (e.g., Sec. 16.6 on THG). When the nonlinear polarization is at one of the driving frequencies, 
w4 = wi for example, conservation of energy [Eq. (4)] implies that wj = −wk. In this case, Eq. (5) 
reduces to a vector-matching condition that depends only on the geometry (i.e., direction) of the 
beams (Secs. 16.11 and 16.12).

The frequency terms arising from the third-order nonlinear polarization described by Eq. (1) 
are collected in Table 1. In the following section, we discuss the physical mechanisms and important 
features of these processes.

TABLE 1 Frequency Terms Arising from Third-Order Nonlinear Polarization

Nonlinear Process 8P(w4)/e0c(3) w4

• Third-harmonic generation (THG)  E jj
3 1 3= ,…  3w1, 3w2, 3w3

• Sum frequency generation (SFG)  3 1 2 32E E i j i ji j , , ,= ≠  2w1 + w2, 2w1 + w3,
2w2 + w3, 2w2 + w1,
2w3 + w1, 2w3 + w2,

  6E1E2E3 w1 + w2 + w3

• Frequency mixing  3 1 2 32E E i j i ji j
∗ , , ,= ≠  2w1 – w2, 2w1 – w3,

• Parametric amplification 2w2 – w3, 2w2 – w1,
2w3 – w1, 2w3 – w2,

• Coherent Stokes and anti-Stokes
  Raman scattering (CSRS and CARS)

 6 1 2 3E E E i j k i j ki j k
∗ , , , ,= ≠ ≠  w1 + w2 − w3,

w1 − w2 + w3,
−w1 + w2 + w3

 6 1 2 3E E E i j k i j ki j k
∗ ∗ , , , ,= ≠ ≠  w1 − w2 − w3,

−w1 − w2 + w3,
−w1 + w2 − w3

• Bound electronic optical Kerr effect  3 1 2 32E E ii i
∗ = , ,  w1, w2, w3

• Raman-induced Kerr effect (RIKE)

• Molecular orientational Kerr effect  6 1 2 3E E E i j i ji j j
∗ , , , ,= ≠  

• Two-photon absorption (2PA)

• ac Stark effect

• Stimulated Raman scattering (SRS)

• Stimulated Rayleigh-Wing Scattering
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16.4  NONLINEAR OPTICS

16.2 QUANTUM MECHANICAL PICTURE

The conservation of energy shown in the frequency summation of Eq. (4) contains both posi-
tive and negative signs from each of the input beams. A positive sign represents the annihilation 
(absorption) of a photon, while the negative sign is interpreted as the generation (gain) of a photon. 
Both annihilation and generation of photons involve atomic and/or molecular transitions from one 
state to another. It is instructive to use diagrams to keep track of transitions participating in the 
nonlinear interactions. Let us take the most general case, where four distinguishable beams (i.e., 
three input photons at w1, w2, w3, and the final photon at w4) are involved. The third-order non-
linear interaction follows a path corresponding to one of 14 sign-ordering possibilities, assuming 
emission at the photon frequency w4. All possible time-ordering sequences are illustrated in Fig. 1. 
In addition, the interacting photons are in general distinguishable; to preserve the clarity of presen-
tation we have not shown this in Fig. 1. Because the photons are (in general) distinct, we must allow 
for permutation of frequencies in the diagrams. Assuming emission at w4 (i.e., we can only assign 
w4 to a downward-pointing arrow), we count up the various time-ordering permutations for each 
interaction path shown in Fig. 1. This gives a total of 168 terms! Little would be gained by a tedious 
analysis of all these terms, and such a task is far beyond the scope of this chapter. Instead, we illus-
trate some important third-order mechanisms and the role of resonances in Fig. 2, where we have 
labeled the three most important diagrams in Fig. 1. The energy level |g> is the ground state, while 
|a>, |u>, and |b> are intermediate states of the system in a sequence of transitions involving photons 
with frequencies wi, wj, wk, and wl (i, j, k, l = 1, 2, 3, 4) such that ±wi ± wj ± wk ± wl = 0. The three 
time-ordering processes shown in the figure are:

Figure 2a. Consecutive absorption of three photons followed by the generation of the final pho-
ton, partly describing sum frequency generation and third-harmonic generation. The reverse 
process is third-order parametric amplification, which is the absorption of a photon together 
with emission of three photons.

Figure 2b. An absorption-emission-absorption-emission sequence. Difference frequency genera-
tion and frequency mixing are examples of this type of interaction. Coherent anti-Stokes Raman 
spectroscopy (CARS) is also represented by this transition sequence.

Figure 2c. Absorption of two photons followed by emission of the two photons. As can be seen in 
the third section of Table 1, a variety of physical mechanisms fall under this general description. 
Note that the essential difference between (b) and (c) is the time ordering of the transitions. This 
is extremely important in resonant cases: a Raman-type resonance occurs in (b), and a two-pho-
ton resonance exists in (c).

Energy conservation is strictly obeyed upon the completion of the interaction [as dictated by 
Eq. (4)] but may be violated in the time frame of intermediate state transitions. This is allowed 
by Heisenberg’s Uncertainty Principle. In many cases, an intermediate state is a virtual state, 
which is a convenient way of stating that a real, intermediate state of the system does not exist 
to support the transition of a photon at the selected wavelength. The virtual, intermediate state 
allows for energy bookkeeping in transition diagrams, but a physical description of the optical 
interaction using quantum mechanics involves only real eigenstates of the system. In particular, 
there must be a dipole-allowed transition between the initial state |g> and a real state associated 
with the virtual state. The time scale and strength of the interaction is partly determined by 
the energy mismatch between the virtual, intermediate state and an associated real, electronic 
state. This means a system can absorb a photon of energy �ωi  and make a transition from the 
ground state |g> to a real intermediate state |a> even though there is insufficient photon energy 
to bridge the gap (i.e., there is an energy mismatch ΔE E Ei a g= − + >| | ).�ω 0  This is possible, 
provided the interaction occurs in a time faster than the observation time Δ Δt E~ /�  permitted 
by the Uncertainty Principle. Transitions of this type are called virtual transitions, as opposed to 
real transitions, where energy is conserved. In the former case, Δt is known as the virtual lifetime 
of the transition.
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THIRD-ORDER OPTICAL NONLINEARITIES  16.5

12 terms 12 terms 12 terms 12 terms

6 terms 6 terms18 terms

18 terms 6 terms

12 terms 12 terms

18 terms 6 terms18 terms

FIGURE 1 Time-ordering sequence illustrating all possible third-order paths. Arrows 
depict photons. Note that in general, the size of the arrows can be different provided their 
vector sum is zero. The number of terms is obtained assuming emission of a photon at w4. 
For clarity, arrows are not marked.

|b〉
|b〉

|u〉
|u〉

|u〉

|a〉

|b〉

|g 〉

|a〉

|a〉

| g〉

| g〉

w k

w j

w j

w j w k

w l
w i

w k

w l

w l

w i

w i

(a)

(b)

(c)

FIGURE 2 Energy level diagrams for some important third-order nonlin-
ear optical processes: (a) third-harmonic generation (THG); (b) coherent anti-
Stokes Raman scattering (CARS); and (c) two-photon absorption (2PA).
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16.6  NONLINEAR OPTICS

If the entire sequence of transitions comprising the third-order interaction is not completed 
within the virtual lifetime, the intermediate state collapses back to the ground state, and no nonlinear 
interaction occurs. In other words, all the required particles must be present in the system during the 
virtual lifetime. The longer the virtual lifetime, the greater the probability that the required photons 
will appear, allowing the multiparticle interaction to run to completion. A longer virtual lifetime 
translates to a larger third-order nonlinear susceptibility c(3). The closer an input photon moves to 
a dipole-allowed system resonance, the longer the virtual lifetime and the stronger the resulting c(3) 
will be.

These quantum mechanical issues are manifest in the mathematical formulation of c(3) derived 
from perturbation theory:1,3,17

  χ ω ω ω μ
μ

ω
( )

, ,, , ,

( , , )
(

3
1 2 3 3

± ± ± = ∑∑N
ga

a u bi j k l

au

� aag i

ub

ug i i

bg

bg i j k

l

∓ ∓ ∓ ∓ ∓ ∓
� ��

∓

ω
μ

ω ω ω
μ

ω ω ω ω
ω

) ( ) (
�� ����

)
  (6)

In Eq. (6), N is the total population in the ground state |g>, and m’s are dipole-moment matrix 
elements associated with each of the transitions. The first sum describes the frequency per-
mutations: i, j, k, and l can take any integer value 1, 2, 3, 4, provided energy conservation 
(±wi ± wj ± wk ± w1 = 0) is obeyed. The second sum is over all possible real, intermediate quantum 
eigenstates of the system. This complicated-looking equation is nothing more than the sequence of 
optical transitions weighted by the appropriate virtual lifetime. The first coefficient represents the 
virtual transition initiated by a photon of energy �ωi  from the ground state to the intermediate 
state |a> with strength given by the matrix element mga. The next three matrix elements are weighted 
by the virtual lifetimes of their initial state. The virtual lifetimes are represented by energy (i.e., fre-
quency) denominators; as the photon frequency approaches a system resonance, the virtual lifetime 
and magnitude of c(3) grow accordingly.

The ± signs in front of the frequency arguments in Eq. (6) indicate there is a physical significance to 
the time ordering of the participating photons. This representation distinguishes the various compo-
nents of the third-order susceptibility. In many textbooks, a permutation of all the frequencies (includ-
ing the signs) is already incorporated in the final calculation of c(3).3,4 In that case, for a given w4, one 
obtains the total contribution to c(3) with the order of frequency arguments having no particular physi-
cal relevance.

We also point out that the nonlinear susceptibility described by Eq. (6) and shown in our example 
is real. A resonance condition occurs when any one of the energy/frequency denominators approaches 
zero. This not only enhances c(3) but also makes it a complex quantity (i.e., a resonance condition intro-
duces an imaginary component to c(3)). This is better understood by making the following substitution:

  
1 1

Δ Δ Γω ω
→

+i
  (7)

where Γ represents a phenomenological broadening of the particular transition. This complex 
damping term accounts for the physical impossibility of the nonlinear susceptibility becoming infi-
nite in a resonance condition. Even in the case of vanishing damping, a basic theorem of complex 
variables can be applied to Eq. (7):

  lim ( )
Γ Δ Γ Δ

Δ
→ +

=
⎛
⎝⎜

⎞
⎠⎟

+
0

1 1
ω ω

πδ ω
i

i�   (8)

where � stands for the principle value and d is the Dirac delta function. The important message is that 
in general, the nonlinear susceptibility c(3) is a complex quantity that will be dominated by its imagi-
nary component when photon frequencies move into resonance with real eigenstates of the system. 
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THIRD-ORDER OPTICAL NONLINEARITIES  16.7

The resonance conditions leading to a strong imaginary c(3) are associated with one or more of the 
following processes: three-photon (wi + wj + wk = − wl ≈ wbg), two-photon (wi + wj = −wk − wl ≈ wug), 
Raman-type (wi − wj = wl − wk ≈ wug), and/or single-photon (wi ≈ wag) resonances. The latter cases 
(i.e., those having linear resonance) will be discussed in Sec. 16.9, which deals with cascaded c(1):c(1) 
nonlinearities. A special case of linear resonance can occur in Raman-type transitions, where wug = 0 
(i.e., when the second intermediate state is degenerate with the ground state). This corresponds to the 
optical Stark effect (ac Stark effect). The three-photon resonance that gives rise to an imaginary c(3) in 
third-harmonic generation does not have a significant physical implication. It only influences the phase 
of the interacting fields, similar to the case of second-order effects (e.g., second-harmonic generation).1 
The remaining two processes involving two-photon and Raman resonances are of significant interest 
and will be discussed in detail.

16.3 NONLINEAR ABSORPTION AND NONLINEAR 
REFRACTION

Just as the real and imaginary components of the linear susceptibility c(1) are associated with refrac-
tion and absorption, the real and imaginary parts of c(3) describe nonlinear refraction (NLR) and 
nonlinear absorption (NLA) or gain. This can be understood by considering situations in which the 
nonlinear polarization is at one of the driving frequencies. These are particular cases of Fig. 2b and 
c, with corresponding polarization terms given in the third section of Table 1. Taking the interacting 
photons to have frequencies wa and wb, the total polarization (linear and third order) at wa can be 
written as

  P E E Ea a a a a a a a( ) ( ) ( , , )( ) ( )ω ε χ ω χ ω ω ω= + −0
1 3 21

2
3
8

∗∗ ∗+ −⎧
⎨
⎩

⎫
⎬
⎭

6
8

3χ ω ω ω( )( , , )a b b a b bE E E   (9)

For the sake of brevity, we ignore time ordering in the frequency arguments of c(3). This means that 
the c(3) component in Eq. (9) is assumed to contain the various permutations of frequencies includ-
ing, for example, two-photon as well as Raman transitions shown in Fig. 2b and c. From Eq. (9), we 
introduce an effective susceptibility ceff:

  χ ω χ ω χ ω ω ωeff ( ) ( ) ( , , )| |( ) ( )
a a a a a aE= + − +1 3 23

4
6
4

χχ ω ω ω( )( , , )| |3 2
a b b bE−   (10)

Deriving the coefficients of nonlinear absorption and refraction from Eq. (10) is now straight-
forward. The complex refractive index is defined as

  n i+ = +κ χ( ) /1 1 2
eff   (11)

Making the very realistic assumption that the nonlinear terms in Eq. (10) are small compared to 
the linear terms, we use the binomial expansion to simplify Eq. (11):

 n i n i
c

n i
c

a a

+ ≅ + + +κ
ω

α
ω

α0 02 2
Δ Δ   (12)
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16.8  NONLINEAR OPTICS

where n e0
1 1 21= +( { }) .( ) /� χ  We also assume the background linear absorption coefficient is small, 

that is, α χ χ0
1 1∝ℑ <<m e{ } { }.( ) ( )�  We define the irradiance as I c n Ei i i=( / ) ( )| |1 2 0 0

2ε ω  (i = a, b) and 
the nonlinear refraction coefficient n2 and the nonlinear absorption coefficient a2 as follows:

  n
n n c

ea b
a b

a b2
0 0 0

33
4

( ; )
( ) ( )

{ ( , ,( )ω ω
ε ω ω

χ ω ω ω= −� bb)}   (13)

  α ω ω
ω

ε ω ω
χ ω ω2

0 0 0
2

3
3

4
( ; )

( ) ( )
{ ( ,( )

a b
a

a b
an n c

m= ℑ − bb b, )}ω   (14)

The change of refractive index due to the presence of fields Ea and Eb is

  Δn n I n Ia a a a a b b( ) ( ; ) ( ; )ω ω ω ω ω= +2 22   (15)

and the change of absorption is

  Δα ω α ω ω α ω ω( ) ( ; ) ( ; )a a a a a b bI I= +2 22   (16)

where Ia and Ib are the irradiances of the two beams. Note that without loss of generality we assume 
the measurement is performed on the laser beam corresponding to field Ea, while the field Eb acts 
as an excitation source only. The first terms on the right-hand side of the just-noted equations cor-
respond to self-action (i.e., commonly performed single-beam experiments). The second terms cor-
respond to the case of an excite-probe experiment where the two beams are distinguishable either 
by frequency and/or wave vector. The factor of 2 in front of the second terms in Eqs. (15) and (16) 
arises from the larger number of permutations in this component of the nonlinear susceptibility.3,4,31 
The stronger nondegenerate response (i.e., distinguishable beams) is sometimes referred to as 
weak-wave retardation.32 While most reported measurements and applications involve degenerate 
self-action processes (i.e., a single laser beam), the theoretical treatment presented in this chapter 
considers the more general nondegenerate case. One must keep in mind that degenerate third-order 
coefficients are only the limit of the nondegenerate case, where wa = wb. The need for generality in 
the theoretical approach is very important for correct implementation of the Kramers-Kronig dis-
persion relations in nonlinear optics. This allows us to establish a rigorous mathematical relation 
between NLR and NLA, discussed in the next section.

Another commonly used coefficient for describing the nonlinear index is ñ2 defined as

  n n n
E

n
E

a a
a

a b
b= + +0 2

2

2

2

2
2

2
� �( ; )

| |
( ; )

| |
ω ω ω ω   (17)

where �n2  is usually given in Gaussian units (esu). �n2  is related to n2 by

  �n cn
n2 240

( ) ( )esu SI=
π

  (18)

where the right-hand side is in SI/MKS units. The reader is cautioned that in the literature 
various symbols and definitions different from those given here are often used to describe the 
nonlinear refractive index. The symbol b is commonly used in place of a2 to denote two-photon 
absorption (2PA).
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THIRD-ORDER OPTICAL NONLINEARITIES  16.9

The propagation of electromagnetic waves Ea and Eb through a nonlinear medium, ignoring the 
effect of diffraction and dispersion (i.e., pulse distortion), is governed by the following equations for the 
irradiance and phase of the probe beam (Ea):

  
dI

dz
I I I Ia

a a a a a a b a b= − − −α ω α ω ω α ω ω0 2
2

22( ) ( ; ) ( ; )   (19)

and

  
d

dz c
n n I n Ia a

a a a a a b b

φ ω
ω ω ω ω ω= + +[ ( ) ( ; ) ( ; ) ]0 2 22   (20)

The coefficient n2 is often used to describe the nonlinear index change due to mechanisms such as 
thermally induced material changes, molecular orientation effects, saturation of absorption, and ultra-
fast c(3) processes. Here, consistent with our definition of c(3), we designate the n2 notation for local and 
linearly nonresonant nonlinearities only. Processes that appear as an effective n2 are treated separately as 
cascaded c(1):c(1) or c(2):c(2) phenomena.

As a consequence of the principle of causality, the real and imaginary parts of the linear suscepti-
bility are connected through the Kramers-Kronig relations of linear optics. Equations (19) and (20) 
suggest a similar relation in nonlinear optics. We discuss the Kramers-Kronig relations of nonlinear 
optics and their underlying physics next.

16.4 KRAMERS-KRONIG DISPERSION RELATIONS

The complex response function of any linear, causal system obeys a dispersion relation linking its 
real and imaginary parts as Hilbert transform pairs. In linear optics, causality is manifest in the 
Kramers-Kronig (K-K) dispersion relations (see Chap. 5, “Optical Properties of Semiconductors”) 
that tie the frequency-dependent refractive index, n(w), to the absorption coefficient a(w) and vice 
versa:

  n
c

d( )
( )ω

π
α ω

ω ω
ω− = ′

′ −
′

∞

∫1
2 20

�   (21)

where � denotes the Cauchy principal value. The principal value is really just a warning to be 
careful when integrating near the singularity in the denominator of the integrand. We drop the � 
notation for simplicity, although it is always implied. There is an equivalent relation for the real and 
imaginary parts of the linear susceptibility:

  �e
m

d{ ( )}
{ ( )}( )

( )

χ ω
π

χ ω
ω ω

ω1
11= ℑ ′

′ −
′

−∞

∞

∫   (22)

The K-K relation is the mathematical expression of causality, and a simple, intuitive derivation of 
these relations can be made.33,34

Causality clearly holds for any real, linear system. Real, nonlinear systems must also be causal—
does that imply there are dispersion relations as well? If so, what form do they take? The Kramers-
Kronig relations of linear optics are derived from linear dispersion theory, suggesting this procedure 
is completely inappropriate for a nonlinear system. Fortunately, this is not the case, and since the early 
days of nonlinear optics, many authors have addressed the K-K relations in the nonlinear regime.35–39 
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16.10  NONLINEAR OPTICS

The usefulness of these relations was not fully appreciated until recently, however.31,39,40 The key 
insight is that one can linearize the system; we view it as the material plus a strong perturbing light 
beam. This new linear system, which is different from the system in the presence of weak light, has a 
modified absorption spectrum. The linear Kramers-Kronig relation is applied in the presence of and 
in the absence of a high field perturbation, and we study the difference between these two regimes. It 
is important to appreciate the fact that our new system is causal even in the presence of an external 
perturbation. This allows us to write down a modified form of the Kramers-Kronig relation linking 
the index of refraction to the absorption31,39:

  [ ( ) ( ; )]
( ) ( ; )

n n
cω ω ζ
π

α ω α ω ζ
ω ω

+ − = ′ + ′
′ −−∞

∞

∫Δ Δ
1

2 2
dd ′ω   (23)

After subtracting the linear terms n and a, we are left with a relationship between the changes in 
refractive index and change of absorption:

  Δ Δ
n

c
d( ; )

( ; )ω ζ
π

α ω ζ
ω ω

ω= ′
′ −

′
∞

∫ 2 20
  (24)

where z denotes the perturbation. An equivalent relation also exists that allows calculation of the 
change in absorption coefficient, given the change in the refractive index. This relation is rarely used 
in practice for reasons described momentarily. In evaluating Eq. (24), it is essential that the perturba-
tion be independent of the frequency of observation (w′). In other words, the excitation z must remain 
constant as w′ is varied.

It is an interesting fact that calculation of the refractive index change from data obtained in 
nonlinear optics experiments is often easier than extracting the absolute refractive index from 
the K-K transform in linear optics! The reason is that absorption changes in nonlinear optics are 
usually strong only in a very limited frequency range; the integration range in Eq. (24) need only 
consider this spectrum. In contrast, evaluation of the linear index based on the linear absorption 
spectrum normally involves a much larger amount of data. One must take full account of the 
entire linear absorption data to obtain quantitative agreement with experiments that measure 
the refractive index. In the same way, the reverse transformation in nonlinear optics (obtaining 
Δa from Δn) is not as accommodating as the transformation of Eq. (24). Experiments show that 
irradiance-dependent changes of the refractive index occur over a relatively broad frequency spec-
trum. A large and impractical amount of nonlinear dispersion data must be collected and incorpo-
rated into a K-K calculation of nonlinear absorption. The reverse transformation is thus difficult 
to accomplish in practice.

Equation (24) has been used to determine refractive changes due to real excitations (i.e., c(1):c(1) 
cascaded processes) such as thermal and free-carrier nonlinearities in semiconductors.41,42 In these 
examples, z denotes either change of temperature or change of free-carrier density, respectively. This 
K-K methodology has also been applied with great success to the situation where the perturbation is 
virtual or nonresonant. This work unified the bound electronic Kerr effect in bulk semiconductors 
(i.e., the dispersive nonlinearity resulting from anharmonic motion of bound, valence electrons) to 
its absorptive counterparts: two-photon absorption, the electronic Raman effect, and the ac Stark 
effect.31,39,43–45 The dispersion relation between a2 and n2 is given by

  n
c

da b
b

a
2

2
2 20

( ; )
( ; )

ω ω
π

α ω ω
ω ω

ω=
′

′ −
′

∞

∫   (25)

Note that in the general case we are dealing with two frequencies: wa and wb. Even in the degen-
erate situation (i.e., n2 = n2(wa; wa)) where we desire the nonlinear index coefficient at a single 
frequency wa, we are still required to provide the nondegenerate absorption spectrum α ω ω2( ; )′ b  at 
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THIRD-ORDER OPTICAL NONLINEARITIES  16.11

all frequencies w′ as input to the calculation. We also point out that Eq. (25) can be used to derive 
relations linking the real and imaginary parts of the nonlinear susceptibility via Eq. (13) [the inverse 
transformation is obtained with Eq. (14)]:

  �e
m

a b b
b b{ ( , , )}

{ ( , , )}
( )

( )

χ ω ω ω
π

ω χ ω ω ω
3
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∞

∫
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Using the symmetry properties of c(3), an equivalent representation is
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Equation (27) can also be derived in a very general way from a first-principles approach that 
applies the causality condition directly in the temporal nonlinear response. In this way, one can 
obtain the dispersion relations for the nth order optical susceptibility:39
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∫   (28)

where c(n) is a complex quantity. By separating the real and imaginary parts of this equation, we get 
the generalized Kramers-Kronig relation for a nondegenerate, nth order nonlinear susceptibility:
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Note that for n = 3 with the substitutions w1 = wa, w2 = wb, and w3 = –wb, Eq. (29) becomes iden-
tical to Eq. (27). When the susceptibilities for generating frequency harmonics are included, Eq. (29) 
can be further generalized.39 If we consider the c(3) associated with third-harmonic generation, it can 
be shown that:

  ℜ + + + = ℑ + ′ + ′ + ′
′

e
m
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∞
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Such relationships have been utilized in calculations of the total c(3) (THG) in semiconductors. It is 
computationally more convenient to first calculate the imaginary part because of the presence of d func-
tions in its frequency domain. The real part is then calculated using the K-K dispersion relations.46

16.5 OPTICAL KERR EFFECT

The c(3) process leading to an intensity-dependent refractive index is known as the optical Kerr effect 
(OKE). Experimental observation is relatively straightforward, usually requiring just a single laser 
beam. The OKE is described by Eq. (15) where, for the sake of brevity, we ignore cross-modulation 
terms and drop the frequency terms to write

  n n n I= +0 2   (31)

There are a variety of physical mechanisms that submit to this mathematical representation, many dif-
ferent ways to observe the effect experimentally, and an assortment of practical devices that can be built.
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16.12  NONLINEAR OPTICS

Optical transitions giving rise to a nonlinear susceptibility c(3) (see Figs. 1 and 2, for example) 
are intimately related to the energy eigenstates of the system. These eigenstates can be associ-
ated with bound electronic motion, molecular vibrations, or molecular rotations of the system. 
Electronic transitions involve the largest energy separation and rotational transitions the smallest. 
In a given material (gas, liquid, or solid), one or more of these excitations may contribute to the 
optical Kerr effect. In general, the various contributions differ in their response time, magnitude, 
and frequency dependence. Referring to our earlier discussion of Eq. (6), the time response of an 
optical nonlinearity is governed by the virtual lifetime of the relevant transitions. This implies that 
the nonlinearities associated with the electronic transitions give the fastest response time because 
they possess large energy denominators. Experiments have shown that electronic nonlinearities are 
usually faster than the time resolution provided by the shortest optical pulses available at the time 
of this writing (<10 fs). For practical purposes, then, the nonlinearity associated with the motion of 
bound electrons can be regarded as instantaneous. At the other extreme, the nonlinearity associated 
with rotational motion of molecules is relatively sluggish—response times in the picosecond regime 
have been measured. In the middle range are nonlinearities arising from molecular vibrations. For a 
Raman-type transition as shown in Fig. 2b this effect is manifest as the Raman-induced Kerr effect 
(RIKE). We discuss two important cases of NLR: the bound electronic Kerr effect in solids (n2), and 
the rotational (or orientational) Kerr effect in liquids.

Bound Electronic Optical Kerr Effect in Solids

The optical Kerr effect in solids has been extensively studied in materials ranging from large-gap 
dielectrics and glasses to narrow-gap semiconductors.31,44,47–50 The fundamental energy gap Eg 
turns out to be a parameter of critical importance. Because of direct, linear absorption of the 
incident laser light, we are interested in the transparency regime where the photon frequency is 
less than the bandgap energy (i.e., ω ω< =g gE / ).�  We estimate the response time (tr) of the non-
linearity using the virtual lifetime of the transition: tr ≈ 1/|w − wg|. Far below the bandgap, where 
w << wg, the response time can be very fast (<<10 fs) and for most applications can be assumed as 
instantaneous. This ultrafast response has been exploited in soliton propagation in glass fibers5,51 
(Sec. 16.11) and in the generation of femtosecond pulses in solid-state lasers.52 The optical Kerr 
effect also causes self-focusing, sometimes resulting in beam distortion and damage in transpar-
ent media (Sec. 16.11). Another significant application is the development of ultrafast all-optical-
switching devices.53,54 Although much progress has been made in this area of research, develop-
ment of a practical switch has been hindered by the relatively small magnitude of bound electronic 
nonlinearities.

The bound electronic optical Kerr effect in optical solids has been analyzed using semiempirical 
methods55 and, more recently, by simple two-band models appropriate for semiconductors.31,44 The 
latter treatment provides information about the dispersion, bandgap scaling, and the relationship 
between the NLA (e.g., two-photon absorption) and NLR through Kramers-Kronig transformation. 
The resulting simple formula allows one to predict the nonlinear refraction coefficient n2 knowing 
only the photon frequency (w), energy bandgap (Eg), and linear index (n0):

  n m W
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n E
G

E
g g

2
2
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2 4 2( / )=

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

�ω
  (32)

where A ≈ 3 × 10−35 (MKS); Eg is in joules. The function G2  describes the normalized dispersion of 
the coefficient n2 and is depicted in Fig. 3, along with the normalized two-photon absorption spec-
trum for bulk semiconductors (Sec. 16.8).

Recall that NLA and NLR correspond to the imaginary and real parts of the third-order suscepti-
bility, respectively. The derivation of Eq. (32) by a Kramers-Kronig transformation required knowledge 
of the NLA spectrum. Three different mechanisms of NLA were employed in the analysis, correspond-
ing to the three relevant time-ordering sequences depicted in Fig. 2: two-photon absorption, electronic 
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THIRD-ORDER OPTICAL NONLINEARITIES  16.13

Raman scattering, and the optical (ac) Stark shift of electronic states. The optical Stark effect is a 
change of the fundamental energy gap that occurs when the oscillating laser field becomes compa-
rable to the electric field binding valence electrons to the positively charge nuclei. In experiments where 
only a single beam is used (i.e., all the input frequencies are the same), the only observable NLA effect 
is two-photon absorption, which is discussed in Sec. 16.8.

The plot of the dispersion function G2  (Fig. 3) is consistent with our intuitive arguments about 
resonance enhancement presented in Sec. 16.2. At long wavelengths (i.e., for �ω << Eg ), we are far 
from resonance so G2 1≈  and is nearly frequency independent (i.e., there is very weak dispersion). 
Approaching the two-photon resonance (i.e., as 2�ω  gets close to Eg), there is an approximately 
fivefold enhancement of n2. With increasing photon energy, the sign of n2 reverses; this is a direct 
consequence of the sign change in the energy denominator associated with two-photon absorp-
tion. With further photon energy increase, there is enhancement due to resonances ascribed to 
two-photon absorption and the optical Stark effect. The inverse fourth-power bandgap scaling 
(i.e., Eg

−4 ) and the dispersion predicted by this simple expression display remarkable agreement 
with data obtained with many different semiconductors and dielectrics.44

Reorientational Kerr Effect in Liquids

The reorientational Kerr effect involves transitions between rotational energy levels of a molecule. It 
is nonresonant and therefore associated with the real part of c(3). The absorptive nonlinearity asso-
ciated with these rotational levels gives an imaginary component to c(3); this is a Raman-type tran-
sition known as Rayleigh-wing scattering.3,17 For simplicity, we make a classical description of this 
phenomenon. Consider a carbon disulfide (CS2) molecule as shown in Fig. 4. This is a cigar-shaped 
molecule with different polarizabilities along its principal axes (here we show a3 > a1). As discussed 
in Sec. 16.7, the polarizability describes the propensity for an external field to produce a dipole in a 
molecule. In the first step of the interaction, the optical field polarizes this molecule (i.e., induces 
a dipole moment). The induced dipole interacts with the applied field and aligns itself along the 
direction of polarization. This molecular reorientation (rotation) causes a birefringence in an isotropic 
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FIGURE 3 Calculated dispersion of nonlinear absorption. Also shown is the 
two-photon absorption spectrum.
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16.14  NONLINEAR OPTICS

solution; initially, the molecules were randomly oriented and there was no birefringence. The 
response time of the molecule depends on its mass: the heavier molecule, the slower the response. 
As an example, CS2 has a reorientational n2 ≈ 3.4 × 10−18 m2/W with a relaxation time t ≈ 1 to 2 ps.56

16.6 THIRD-HARMONIC GENERATION

In crystals where there is no inversion symmetry, c(2) vanishes, making sum and difference frequency mix-
ing impossible. The possibility of third-harmonic generation always exists in principle, although it usually 
suffers from practical drawbacks. Typical values of c(3) are orders of magnitude smaller than c(2) coeffi-
cients found in popular frequency conversion crystals. This means the laser irradiance must be increased 
to compensate, often leading to material damage. Moreover, third-harmonic generation in crystals is 
usually difficult to phase match. Because of these obstacles, cascading of two second-order effects 
(second-harmonic generation, followed by sum-frequency generation) in two separate crystals is usu-
ally the preferred method of obtaining high multiples of the pump laser frequency (see Sec. 16.10).

Gases do not have the damage limitations of crystals. Third-harmonic generation was extensively 
studied in many different gases around the time that high-power, Q-switched lasers became widely 
available, and conversion efficiencies as high as several percent were obtained. Studies of sodium vapor 
have been helpful in elucidating the resonant enhancement that occurs near w, 2w, and 3w.

16.7 STIMULATED SCATTERING

Useful spectroscopic information can be obtained when light is scattered from material, often at 
frequencies far removed from absorption and emission resonances. Spontaneous scattering is a 
linear process, in which the material is unmodified by the probing light beam. The various forms of 
spontaneous scattering (Raman, Brillouin, and Rayleigh) have been known for the better part of a 
century. In the presence of a sufficiently intense laser beam, however, these scattering processes can 
be strongly amplified by a nonlinear interaction of the excitation beam with the material, resulting 
in stimulated scattering.

Raman scattering is most commonly described as the interaction of light with vibrational waves 
in a material. (Electronic and magnetic excitations can also be measured in Raman experiments.) 
These vibrational frequencies are typically in the infrared, meaning that Raman-scattered light can 
have a substantial spectral shift with respect to near-infrared or visible excitation light. Brillouin 
scattering involves the interaction of light with acoustic waves—waves associated with the propaga-
tion of pressure in the medium, leading to periodic density fluctuations. Acoustic waves occur at 
frequencies that are orders of magnitude smaller than material vibrations; Brillouin scattered light 
is therefore frequency-shifted from the incident light by a much smaller amount. Rayleigh scattering 

a3

a1
E

FIGURE 4 Simple picture of CS2 molecule.
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THIRD-ORDER OPTICAL NONLINEARITIES  16.15

results from the interaction of light with stationary density variations—variations much smaller 
than the wavelength of the incident light. Scattering takes place without any frequency shift relative 
to the incident light. Rayleigh scattering is of interest because of its strong wavelength dependence 
and polarization properties. Spontaneous scattering processes scale linearly with input irradiance.

Stimulated Raman Scattering

In Raman scattering (Fig. 5), a photon is absorbed by a material that makes a quantum-mechanical 
transition from a low energy state |l > to a high energy state |2 >. At some short time later (i.e., not 
instantaneously), the material relaxes to a lower energy state |3 > different from the original state, 
giving up its energy in the form of a photon of different energy than the excitation photon. If the 
lower state |3 > is at a higher energy than state |1 >, the emitted photon will be at a longer wave-
length than the excitation light. This is called Stokes shifted Raman scattering. If the terminal state 
|3 > is at a lower energy than state |l >, the emitted photon will be shorter in wavelength than the 
incident light, leading to anti-Stokes shifted Raman scattering. The difference between the incident 
and emitted light thus provides information about the relative positions of the different energy 
levels. Maintaining the same nomenclature, there is also Stokes and anti-Stokes shifted Brillouin 
scattering. Note that when state |1 > and |3 > are the same, there is no frequency shift and we have 
Rayleigh scattering.

The intermediate state can be a real state corresponding to a quantum mechanical energy level 
of the system; this is known as resonant Raman scattering. In the theme of this chapter, resonant 
Raman scattering is an example of a cascaded linear process leading to an effective c(3). More often, 
the intermediate level is not resonant with the photon, and the transition from |1 > to |2 > is virtual 
(illustrated by a horizontal dotted line in Fig. 5). The distinction between the resonant and nonreso-
nant processes can be confusing because both are referred to as Raman scattering. To maintain con-
sistency with standard nomenclature, we briefly depart from the logical organization of this chapter 
and discuss both resonant and nonresonant Raman scattering in this section.

The essential physics of Raman scattering can be understood from the classical picture of a diatomic 
molecule of identical atoms vibrating back and forth at frequency wL. The diatomic molecule is an 
illustrative example; in principle all Raman-active and some normal modes of vibration of a solid, 
liquid, or gas can be probed with Raman techniques.57 We assume that the electronic charge dis-
tribution on the molecule is perfectly symmetric, hence there is no permanent dipole or a dipole 
moment modulated by the vibration. This normal mode is therefore not dipole active, that is, it can-
not absorb electromagnetic radiation (see Chap. 8, “Fundamental Optical Properties of Solids”).

Stokes shifted
Raman scattering Anti-Stokes shifted

Raman scattering
|2 〉

|3〉

|1〉

|2 '〉
|2 〉

|3〉

|1〉

|2 '〉

FIGURE 5 Raman scattering.
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16.16  NONLINEAR OPTICS

When an external electric field is applied, the situation changes. The field in an electromagnetic 
wave polarizes the charge distribution on the molecule and it acquires a dipole. If the induced dipole 
is also modulated by a normal mode of vibration, the mode is said to be Raman active. The extent to 
which an external field can polarize the molecule is quantified by the following equation:

  p E( , ) ( , )r t r t=α   (33)

where p(r, t) is the induced dipole moment, a is the polarizability, E(r, t) is the time- and spatially-
varying electric field, and bold type denotes vector quantities. The polarizability is not constant, 
however, but rather is a function of the molecular separation distance q. Writing the first two terms 
of a Taylor series expansion of a (q) we have:

  α α α
( )q

q
qo

qo

= +
⎛

⎝
⎜

⎞

⎠
⎟

∂
∂   (34)

where a0 is a constant representing the polarizability at the equilibrium position of the molecule 
(qo). The molecule vibrates at a frequency ± wL, which is the energy difference between the states 
|1 > and |3 > in Fig. 5, hence:

  q q i to L= ±exp( )ω   (35)

Inserting Eqs. (34) and (35) into Eq. (33), and realizing that the electromagnetic field varies 
sinusoidally at the optical frequency w, we find that the second term in the polarizability expansion 
is responsible for the appearance of induced dipoles oscillating at a frequency offset from the inci-
dent electromagnetic wave by ± wL:

  p r t E r
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These dipoles can radiate and are the origin of spontaneous Raman scattering. There is also an 
oscillating dipole unaffected by the vibration corresponding to the term a0. This dipole oscillation is 
exactly at the frequency of the incident light and corresponds to spontaneous Rayleigh scattering:

  p r t E r i to o( , ) ( ) exp( )Rayleigh = α ω   (37)

In stimulated scattering, we have to consider the force exerted on the vibrating molecule by the 
external field as a consequence of its polarizability. This force involves only the second term in Eq. (34):

  F
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E r t
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2

2∂
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α

( , )   (38)

where the angular brackets represent a time average over an optical period. In a dipole-active interaction, 
the lowest order forcing term is proportional to E, resulting in linear absorption of light. In the case of a 
Raman-active mode, Eq. (38) shows the force scales as E2; therefore, the force is nonlinear in the field. 
The forcing term is negligible at low light intensities, but becomes important when large electro-
magnetic field levels generated by lasers are encountered.

Because the Raman active mode of the molecule is subject to a force proportional to E2, there 
must be two input photons driving the interaction. If the two photons are at different frequencies, 
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THIRD-ORDER OPTICAL NONLINEARITIES  16.17

the molecule will experience a force at the beat frequency of the two photons. If the wavelengths of 
the two photons are chosen so that their beat frequency equals that of the molecular vibration wL, 
strong amplification of all three waves (two input electromagnetic waves and the molecular vibra-
tion) can occur, resulting in stimulated scattering. The molecular polarizability thus acts as a non-
linear mixing term to reinforce and amplify the interacting waves. It is important to realize this is of 
practical consequence only when the input electromagnetic fields are sufficiently high.

The nonlinear polarizability impresses sidebands on the pump light, resulting in three distinct 
electromagnetic waves (laser beam, Stokes shifted Raman, and anti-Stokes shifted Raman) propa-
gating in the medium. The same nonlinear mixing process that led to the generation of the Raman 
sidebands in the first place can cause coherent excitation of additional molecules due to their polar-
izability. In this way, a coherent vibrational wave builds up, which in turn feeds more energy into the 
Raman-shifted components, thus amplifying them. In stimulated scattering, the fluctuations of the 
optical medium (vibrations, density variations, etc.) are induced and amplified by the external elec-
tromagnetic radiation. In contrast, spontaneous scattering originates from the naturally occurring 
(thermally driven, for example) fluctuations of the material. Because the linear optical properties of 
the medium are modified by the presence of an exciting laser beam (specifically its irradiance), the 
various stimulated scattering mechanisms are classified as third-order nonlinear optical processes.

In stimulated Raman scattering (SRS), one is most often looking for a new frequency generation 
at the wavelength corresponding to the energy difference of levels |2′ > (or |2 >) and |3 > shown in 
Fig. 5. Stimulated Raman gain and loss applied to an input beam at this frequency can be obtained 
as well. Polarization effects occurring in the nonlinear wave mixing process can also be studied in 
what is known as Raman-induced Kerr effect spectroscopy (RIKES, see Chap. 5, “Optical Properties of 
Semiconductors”). We also mention two other classes of third-order nonlinear spectroscopy: coher-
ent anti-Stokes Raman spectroscopy (CARS) and coherent Stokes Raman spectroscopy (CSRS). In 
these interactions, illustrated in Fig. 6, two external laser fields at frequencies w1 and w2 are supplied. 
There must be a third-order nonlinear polarization present as in SRS, leading to frequency mixing 
and new wavelengths.

The somewhat subtle differences distinguishing SRS, CARS, and CSRS are the number and loca-
tion of intermediate levels (designated by dashed lines in Fig. 6). Consider two excitation frequencies 

CARS CSRS

SRS
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w 1

w 1

w 1

w 1
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w SRS

w L
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ωL
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w 2

w 2

w 2
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FIGURE 6 Stimulated Raman processes.
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16.18  NONLINEAR OPTICS

with w1 > w2 probing a given material system with real energy levels separated by frequency wL in 
Fig. 6. In CARS, short-wavelength photons are detected at was = 2w1 − w2. For the CSRS arrange-
ment, the excited intermediate states are at lower energy and a longer-wavelength photon at frequency 
ws = 2w2 − w1 is detected. Note that SRS is obtained when the intermediate levels are degenerate; SRS 
is thus a special case of the nonlinear interaction. In linear, spontaneous Raman scattering, a single 
exciting electromagnetic wave is required. In SRS, two input fields are involved; they just happen to 
be at the same frequency and invariably are supplied by a single laser source. Unlike spontaneous 
Raman scattering, however, SRS is a function of the third-order nonlinear susceptibility and hence 
depends nonlinearly on the irradiance of the excitation laser.

It is important to emphasize that all three of these stimulated Raman processes (SRS, CARS, and 
CSRS) are essentially a mixing of three waves to produce a fourth wave via the third-order nonlinear 
polarization. Analysis of the problem is made using second-order perturbation theory in quantum 
mechanics. The tensor nature of the third-order susceptibility and the multitude of ways the inter-
acting waves of various polarization states can mix lead to complicated expressions. One finds reso-
nance denominators quantifying the efficiency of the wave mixing process. The scattering efficiency 
is governed by the proximity of photon energies to real energy eigen states in the system. In principle, 
SRS, CSRS, and CARS can all take place in an experiment; the various generated beams can be dis-
tinguished by substantially different angles of propagation when leaving the irradiated sample. These 
angles are readily determined by phase-matching conditions for the nonlinear interaction. The wave 
vectors of the interacting photons can be arranged for maximum output signal of the desired Raman 
process. The phase-matching condition is obtained automatically in SRS, but careful orientation of 
the interacting beams can lead to very narrow linewidths and extremely accurate spectroscopic mea-
surements. Some applications of stimulated Raman scattering include high-resolution spectroscopy 
of gases,11,17,58,59 spin-flip Raman scattering, stimulated polariton (the quanta of photon-phonon 
coupling) scattering, and ultrafast time-resolved measurements.60,61 The reader should also be aware 
that Raman spectroscopy beyond the third-order nonlinear susceptibility has been demonstrated. 
Further information can be obtained in texts on nonlinear laser spectroscopy.3,6,10,16,62–65

Stimulated Brillouin Scattering

Stimulated Brillouin scattering (SBS) is an important third-order nonlinear optical effect that 
has been widely used for efficient phase conjugate reflection of high-power lasers.26 An incident 
laser beam can scatter with the periodic refractive index variations associated with a propagating 
acoustic wave. The scattered light, depending on the propagation direction of the acoustic wave, 
will be Stokes or anti-Stokes shifted by the frequency of the acoustic wave. The process is stimu-
lated because the interference of the incident and scattered wave can lead to an amplification of 
the acoustic wave, which then tends to pump more energy into the scattered wave. This positive 
feedback process can cause an exponential growth of the SBS beam and very high efficiencies in the 
right circumstances. Optical feedback to the medium is accomplished in one of two ways: (1) elec-
trostriction is local compression of the material in response to the strength of the electromagnetic 
field with a commensurate refractive index change; and (2) linear optical absorption by the laser field 
leads to local heating, expansion, density fluctuations, and thus periodic modulation of the refrac-
tive index. The latter effect is an example of a cascaded c(1):c(1) process, which is the subject of Sec. 
16.9. Electrostriction is usually associated with SBS, and we discuss it here.

Consider again the diatomic molecule that was used to illustrate the Raman effect. In the pres-
ence of an external electric field, it acquires a polarizability described by Eq. (34). As we have seen, 
the induced dipole can interact with the field. Electrostriction accounts for the ability of the electric 
field to do work on the polarized molecule—pulling and pushing it by electrostatic forces. The mol-
ecules will move and tend to pile up in regions of high field, increasing the local density. Associated 
with these density changes will be a change of refractive index. Density fluctuations can also be 
generated by the change in pressure that accompanies a propagating acoustic wave: Pressure nodes 
will exist in the peaks and valleys of the acoustic wave. Electrostriction therefore provides a coupling 
mechanism between acoustic waves and electromagnetic waves.
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THIRD-ORDER OPTICAL NONLINEARITIES  16.19

It is important to emphasize that the periodic modulations in an electrostrictive medium are 
propagating spatial fluctuations modulated at the frequency of traveling acoustic waves. When the 
density fluctuations are stationary, we can have stimulated Rayleigh scattering. A thorough, detailed 
discussion of the many (often intricate) issues in stimulated Brillouin and Rayleigh scattering can be 
found in textbooks on nonlinear optics.3,11,16,17,28

16.8 TWO-PHOTON ABSORPTION

Two-photon absorption (2PA) is the process by which the energy gap between two real states is 
bridged by the simultaneous (in the context of the Uncertainty Principle discussed in Sec. 16.2) 
absorption of two photons, not necessarily at the same frequency. Both photons have insufficient 
energy to complete the transition alone; 2PA is thus observed in the spectral range where the mate-
rial is normally transparent. When the two photons are present together for a fleeting instant of time 
determined by the Uncertainty Principle, an optical transition can take place.

Quantum mechanically, we can think of the first photon making a virtual transition to a non-
existent state between the upper and lower levels (Fig. 2c). If the second photon appears within the 
virtual lifetime of that state, the absorption sequence to the upper state can be completed. If not, 
the virtual transition collapses back to the ground state, and no absorption takes place. To have an 
appreciable rate of 2PA, photons must be supplied at a rate high enough that there is a reasonable 
probability two photons will both be present during the virtual lifetime. Because the virtual lifetime 
is so short, photon fluxes must be high, and therefore power levels from laser beams are required.

The efficiency of 2PA is affected by the proximity of the input photons to a real state of the 
system. It is important to note that there must be an allowed optical transition linking the initial 
state and this real state. The closer one of the input photons coincides with a real state, the stronger 
the 2PA. When the intermediate state of 2PA is also a system resonance, the situation is commonly 
referred to as excited state absorption (ESA)—a sequence of two linear absorption processes that 
leads to an effective third-order nonlinearity. Excited state absorption is thus a cascaded c(1):c(1) 
effect, giving rise to an effective third-order nonlinearity (Sec. 16.9). It has implications for optical 
power limiting and is discussed in Chap. 13, “Optical Limiting.”

In stimulated scattering, the difference frequency of two input electromagnetic fields � �ω ωi j−  
equals a characteristic energy resonance of the material system. In 2PA, an energy resonance exists 
at the sum of the two input fields: � �ω ωi j+ . In Secs. 16.2 and 16.3, 2PA was shown to be associated 
with the imaginary part of c(3). This is because it is an absorption process (i.e., it is exactly resonant 
with two eigenstates of the system). It is the only NLA process (i.e., a process associated with the 
imaginary part of c(3)) that can be simply studied with a single photon frequency.

Two-photon absorption in semiconductors is one of the most thoroughly studied subjects in the 
entire field of nonlinear optics.66 The 2PA coefficient (often written b or a2

2PA) of bulk semiconduc-
tors has been calculated using models involving only two parabolic bands and also with more com-
plex band structure.67 It is defined by the rate of electron-hole pair excitation: dN dt I/ /=β ω2 2( ).�  
The two-parabolic band model gives a comparatively simple yet general and accurate description of 
2PA for a large class of semiconductors. The theoretical result for single frequency excitation can be 
expressed as

  β ω
( / )m W

B

n E
F

E
g g

� �

0
2 3 2

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟   (39)

where F x x x2
3 2 52 2 1( ) ( ) /= − /  and B = 5.67 × 10−66 (x Eg= �ω /  and the energy bandgap Eg is in 

joules). The best empirical fit to experimental data is obtained with B adjusted to a slightly higher 
value of 9.06 × 10−66. The function F 2  describes the dispersion of 2PA and is plotted in Fig. 3. 
The intimate relation between NLA and NLR and the role of 2PA in semiconductors is explored 
in Sec. 16.4 and in Refs. 31 and 67 to 69. There are important practical implications for 2PA in 
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16.20  NONLINEAR OPTICS

semiconductors and dielectrics. It can enhance or degrade optical switching performance in semi-
conductor devices and lead to optical damage in laser window materials. 2PA is also the basis of 
Doppler-free spectroscopy of gases.57,59

16.9 EFFECTIVE THIRD-ORDER NONLINEARITIES; 
CASCADED b (1):b (1) PROCESSES

Effective third-order nonlinearities occur when one of the transitions in our four-photon interac-
tion picture is resonant, providing a path of linear absorption. Linear absorption is a mechanism 
to directly couple laser light into the system—with sufficiently intense laser light, the linear optical 
properties of a material can be modified. An effective third-order nonlinearity occurs when linear 
absorption affects the refractive index. We give some examples here.

Optically Generated Plasmas

Optical generation of stable plasmas is readily obtained in semiconductors and most studies of 
this subject have been made with these materials (see Chap. 8, “Fundamental Optical Properties of 
Solids” and Chap. 5, “Optical Properties of Semiconductors”). For cascaded linear processes that we 
discuss here, the formation of a free electron-hole pair occurs by direct bandgap excitation by an 
incident photon. The optically produced carriers augment the background electron-hole density, 
and the plasma remains electrostatically neutral. If the generation of an excess amount of plasma 
exceeds the rate of loss (by recombination or diffusion) on the time scale of interest, the plasma will 
modify the linear optical properties of the semiconducting material. The simplest way to see this is 
via the classical Drude model, where the refractive index of a metal or semiconductor is70,71

  n n p= −0

2

2
1

ω
ω

  (40)

In this equation, w is the angular frequency of the light, n0 is the linear index in the absence of sig-
nificant free carrier density, and wp is the density-dependent plasma frequency:

  ω
εp

Ne
m

=
2

  (41)

where N is the electron-hole pair density, e is the electronic charge, m is the reduced mass of the 
positive and negative charge carriers (electrons, holes, or ions), and e is an appropriate background 
dielectric constant. Note that as the carrier density increases, the refractive index decreases. The 
material is usually excited by a laser beam with a nonuniform spatial profile such as a Gaussian, giv-
ing rise to negative-lensing and self-defocusing, assuming w < wp.

The situation becomes complicated at densities where many-body effects become important or 
when the Drude model ceases to be valid. We also note that optical generation of plasmas can also 
occur as the result of nonlinear mechanisms in the presence of high laser fields, and we aren’t, of 
course, restricted only to solid-state plasmas. Examples of nonlinear plasma production are mul-
tiphoton absorption, laser-induced impact ionization, and tunneling. Because plasma generation 
and the concomitant refractive index modification are caused by a nonlinear optical process, the 
order of the nonlinearity is higher than three. Although high-order nonlinearities are a rich subset 
of the field, they are not dealt with in this chapter. A number of review articles and textbooks on 
laser-induced change to the refractive index due to plasma generation via linear absorption are 
available.31,42,72–74
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THIRD-ORDER OPTICAL NONLINEARITIES  16.21

Absorption Saturation

Absorption saturation is a well-known example of a cascaded linear process. Consider a homoge-
neously broadened system of two-level atoms (i.e., a system of identical two-level atoms) with the 
energy diagram shown in Fig. 7. The lower and upper states are resonant with a photon depicted 
by the vertical arrow, and there is linear absorption of incident light. Associated with the absorp-
tion is a spectral linewidth (with a Lorentzian shape for a homogeneous system), illustrated on 
the right side of the diagram in Fig. 7. An induced dipole or polarization is set up between the two 
states upon excitation by a photon. The states are coherently coupled, and this coherence is in phase 
with the exciting electromagnetic field. In a real system, this coherence will be quickly destroyed by 
collisions with other atoms. The rate at which the coherence is washed out determines the spectral 
width of the absorption profile and hence the frequency response of the imaginary component of 
the linear susceptibility. The real part of the linear susceptibility is obtained by the Kramers-Kronig 
transformation, giving rise to what is traditionally known as anomalous dispersion of the refractive 
index shown on the left side of Fig. 7. Note that the refractive index is positive for frequencies below 
resonance and negative at frequencies above it.

We have assumed that the rate at which photons are supplied to the system produces a negligible 
change of population in the upper and lower states. This means that the rate of population relax-
ation (recombination and diffusion, for example) is much faster than excitation. When the incident 
irradiance is sufficiently high, however, this may no longer be the case. The upper level can become 
appreciably occupied, reducing the availability of terminal states for optical transitions. The absorp-
tion thus decreases or bleaches, indicated by the dashed lines in Fig. 7. Associated with the change of 
absorption is a change of refractive index. The relationship between absorption and refraction can 
again be handled with the Kramers-Kronig transformation provided we consider the system as being 
composed of both the atoms and the input light beam, specifically the nonequilibrium change of 
population created by the input light. This is exactly the same mathematical formulation used in the 
description of nonresonant third-order nonlinearities introduced in Sec. 16.4. The difference here 
is that the absorption of photons is a resonant, linear process. The linear absorption of light then 
affects the linear optical properties of absorption and dispersion. Because the reduction of absorp-
tion depends directly on laser irradiance, it behaves like a third-order nonlinearity. We point out 
that the resonant nature of absorption saturation (and the associated nonlinear refraction) can lead 
to an unacceptable deviation from a third-order susceptibility description when the input irradiance 
goes even higher. In the high-power regime, a nonperturbative approach (i.e., not represented by a 
power series expansion) must be used.75

Absorption saturation spectroscopy (with emphasis on gases) is discussed at length in Ref. 59. It 
is also a principle nonlinear effect in bulk and quantum-confined semiconductors (where the simple 
two-level picture previously outlined must be substantially modified), having implications for opti-
cal switching and bistability.42,53,72,76

We briefly mention the density matrix (see Chap. 10,76 “Nonlinear Optics”). This is a powerful 
method of analysis for the resonant interaction of light with a two-level system. In addition to absorp-
tion saturation, the nonlinear optical effects described by the density matrix include Rabi oscillations, 
photon echoes, optical nutation, superradiance, self-induced transparency, and optical-free induction 

Absorption
Refractive
index

FIGURE 7 Absorption saturation and refraction of a 
two-level atomic system.

16_Bass_V4_Ch16_p001-036.indd 16.21 9/18/09 2:52:08 PM

DO
 N

OT
 D

UP
LI

CA
TE



16.22  NONLINEAR OPTICS

decay, which are not immediately associated with a third-order nonlinearity derived from a perturba-
tion expansion of the polarization. Experimental manifestations of these phenomena, however, can 
often be represented by an effective third-order nonlinearity. The nonlinear optics of the two-level 
system and the associated optical Bloch equations derived from the density matrix formulation of the 
problem are discussed in Chap. 11, “Coherent Optical Transients.” The reader is also referred to many 
excellent textbooks and monographs.3,11,24,77,78

Thermal Effects

Linear absorption of light must result in energy deposition in the irradiated material. If the rate of 
energy deposition significantly exceeds its rate of removal, heating can take place. As the energy of 
a collection of atoms and molecules increases, it’s easy to understand that their macroscopic optical 
properties will be altered. When there is a linear relationship between laser irradiance and the refrac-
tive index, an effective third-order nonlinearity will result. The thermo-optic effect has a relatively 
straightforward physical interpretation and is arguably one of the most important optical nonlin-
earities. It is often the power-limiting mechanism of a high-power solid-state laser—where excessive 
circulating optical flux can cause thermal blooming in the laser crystal. This heat-induced lensing 
effect can destroy the beam quality. Thermal-index coefficients have been extensively tabulated, and 
the reader is referred to Refs. 18 and 42.

Photorefraction

Photorefraction results from the spatial redistribution of electrons and/or holes in a solid (see Chap. 12, 
“Photorefractive Materials and Devices”). Electron-hole pairs are generated by linear absorption 
of laser light. If the excitation geometry produces a spatial modulation of irradiance such as a two-
beam interference pattern, the electrons and holes will arrange themselves in accordance with the 
spatial irradiance profile. Often the linear absorption involves impurity levels. Mobile carriers tend to 
diffuse from the bright regions, leaving fixed charges behind. If a sinusoidally modulated, two-beam 
interference fringe pattern is written in a doped photorefractive crystal, for example, fixed charges of 
ionized states will be prevalent in the high irradiance regions while mobile charge carriers will tend 
to accumulate in regions with low light levels. A modulated space charge must exist, and therefore a 
modulated electric field pattern must be present as well. This field alters the refractive index via the 
linear electro-optic effect (i.e., Pockel’s effect). The photorefractive nonlinearity is clearly nonlocal, as 
it requires a spatial modulation of charge density. Manipulation of the carriers can also be obtained 
with static electric fields, and the response time tends to be of the order of seconds.3,18,79,80

16.10 EFFECTIVE THIRD-ORDER NONLINEARITIES; 
CASCADED b(2):b(2) PROCESSES

Materials lacking a center of inversion symmetry have nonzero c(2) and exhibit a second-order non-
linear polarization. This is the second term in the polarization power series expansion of Eq. (1) that 
is responsible for the most well-known effects in nonlinear optics, including second-harmonic gener-
ation (sum and difference frequency generation, optical rectification), and optical parametric processes 
(see Chap. 17, “Continuous-Wave Optical Parametric Oscillators”). It is also possible to cascade 
two c(2) processes to produce an effect that mimics a c(3) process. The most common and efficient 
way of producing THG, for example, is by a c(2) cascade process. In this interaction, an input source 
at w generates SHG via the second-order susceptibility c(2) (2w = w + w); the second harmonic and 
fundamental then mix in a second (or the same) nonlinear crystal to produce the third harmonic by 
sum frequency generation c(2)(3w = 2w + w). This type of nonlinearity is nonlocal because the two 
processes (SHG and SFG) take place in spatially separate regions.
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THIRD-ORDER OPTICAL NONLINEARITIES  16.23

In addition to THG, all other c(3) effects have an analogous process in c(2):c(2) cascading. Consider 
the case where we have one frequency w. The corresponding cascaded c(2) effects are depicted in 
Fig. 8. Recall that the intrinsic c(3) is manifest as: (1) THG, (2) 2PA, and (3) the ac Stark effect. The 
horizontal block arrows indicate the point of cascade (i.e., the propagation of the beams between the 
two c(2) interactions). There are always two distinguishable c(2) interaction regions; hence c(2):c(2) is 
clearly nonlocal. We also point out that in general the photon frequencies can be different.

Although the analogy is limited, cascaded c(2) effects exhibit NLA and NLR mimicking c(3). In the 
case of SHG, for example, the manifestation of c(3) NLA is depletion of the pump beam. The utility 
of cascaded c(2):c(2) for producing large nonlinear phase shifts has been realized only recently.81–83 
The analysis of c(2) is relatively straightforward, involving the coupled amplitude equations govern-
ing the propagation of the interacting beams. For example, the nonlinear phase shift imposed on a 
fundamental beam (w) as it propagates through an SHG crystal of length L with a phase mismatch 
Δk = k(2w) − 2k(w) and assuming small depletion is82
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FIGURE 8 Cascaded c(2):c(2) effective third-order nonlinearities.
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16.24  NONLINEAR OPTICS

Here deff = c(2)(2w  = w  + w)/2 is the effective tensor component of the second-order nonlinear sus-
ceptibility for a given experimental geometry.

Phase mismatch is represented by the bracketed term in Eq. (43), plotted in Fig. 9. Also shown in 
Fig. 9 is the depletion of the fundamental beam which, on the same level of approximation, can be 
regarded as an effective two-photon absorption coefficient that scales as b eff ~ sinc2 (ΔkL). Cascaded 
c(2) leads to an effective refractive index modulation (n2

eff) and two-photon absorption (b eff), but 
one should not conclude that the material’s index of refraction is altered or energy is deposited in 
the material. These coefficients describe only nonlinear phase shifts and the conversion of the fun-
damental beam to second-harmonic beams. The nonlinear phase shift from the c(2):c(2) process has 
been used to demonstrate nonlinear effects analogous to those observed previously with the intrinsic 
optical Kerr effect. These include self-focusing and self-defocusing,81 all-optical switching,85,86 
soliton propagation,87,88 and laser mode-locking.89

16.11 PROPAGATION EFFECTS

When the nonlinear optical polarization PNL(t) is known, the propagation of optical fields in a non-
linear medium can be analyzed with the aid of Maxwell’s equations:

  ∇ × ∇ × + = −E
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2
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∂
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μ   (44)

where P(t) is the total polarization including the linear and nonlinear terms. The slowly varying enve-
lope approximation is then usually made to reduce the above equation to a system of four coupled non-
linear differential equations for the four interacting fields. For thin nonlinear media, where there is no 
significant distortion of the spatial beam and temporal shape upon propagation, the problem simplifies 
greatly. Equations (19) and (20) were obtained with this approximation. For thick nonlinear media, 
however, linear and nonlinear diffraction as well as dispersion cannot be ignored. In this section, we 
discuss two important propagation phenomena: self-focusing and soliton formation.
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FIGURE 9 Calculated phase shifts in cascaded c(2):c(2).
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Self-Focusing

Self-focusing occurs in materials with a positive intensity-dependent refractive index coefficient 
(n2 > 0). Self-focusing (or Kerr-lensing) causes spatial collapse of the laser beam when it propagates 
through transparent optical materials, often leading to optical damage. It is a consequence of the 
nonuniform spatial profile of the laser beam.2,3,17,18 For a thin nonlinear material, one makes the 
so-called parabolic approximation for the nonlinear phase shift to obtain an approximate Kerr-lens 
focal length, assuming a Gaussian beam of radius w (1/e of the electric field profile):90

  f
aw
Ln INL �

2

24
  (45)

where L is the thickness of the medium, I is the irradiance, and 6 > a > 4 is a correction term. Note 
that when n2 is negative, Eq. (45) shows there will be a negative focal length and thus self-defocusing 
of the incident beam.

Equation (45) is valid for fNL >> L and Z0 >> L, where Z0 is the diffraction length (Rayleigh range) 
of the incident beam. This is the so-called external self-action regime.91 This approximation fails for 
thick nonlinear media and/or at high irradiance (i.e., internal self-action). Equation (44) must then 
be solved numerically. Analysis shows that self-lensing of a Gaussian beam overcomes diffraction at 
a distinct threshold power (i.e., the self-focusing threshold), given by the approximate formula:90,92
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Note that for sufficiently thick media, the self-focusing threshold occurs at a critical power, not 
at a threshold irradiance (i.e., the power at which the self-focusing overcomes diffraction). Self-
focusing and diffraction both scale with beam area, thus canceling out the spot size dependence 
in Eq. (46). Self-focusing and self-defocusing (collectively called self-action effects) are often 
employed in optical limiting applications. Self-action is also the essential mechanism for mode-
locking cw solid-state lasers, commonly known as Kerr-lens mode-locking.93

Solitons

Soliton waves are realized in many different physical circumstances, ranging from mechanical 
motion to light propagation. In general, they are robust disturbances that can propagate distortion-
free for relatively long distances. The robustness of optical solitons can be manifest in the time 
domain (temporal solitons), transverse space (spatial solitons), or both (light bullets). Temporal 
solitons have been extensively studied in optical fibers because of their tremendous utility in long-
distance optical communication. They exist as a consequence of a balance between the competing 
effects of linear refractive index dispersion and nonlinear phase modulation.

Assume a single beam propagating in a long nonlinear waveguide characterized by an instanta-
neous nonlinear index coefficient n2 and a linear refractive index n(w). Ignoring spatial effects (i.e., 
diffraction), we write the electric field as �( , ) ( , / )exp( )z t A u z t z v i t ik zg= − − +0 0 0ω c.c.  From Eq. (44), 
one derives a differential equation describing the evolution of the soliton field envelope u(z, t):3,51,94
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Here v d dkg = =ω ω ω/ |
0
 is the soliton pulse group velocity, t is a retarded time t = t − z/vg, 

k d k d2
2 2

0
= =/ ω ω ω|  gives the group velocity dispersion (GVD), and Δk n I cNL /= 2 0 0ω  is the irradiance-

dependent change of the propagation wave vector. In MKS units, the peak intensity of the soliton 
pulse is I0 = n0e0c|A0|

2/2. Equation (47) is called the nonlinear Schrödinger equation (NLSE) and can 
be solved exactly. One solution gives the fundamental soliton pulse:

  u z h ei z( , ) sec ( )τ τ τ= / 0
κ   (48)
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16.26  NONLINEAR OPTICS

where τ0
2

2= −k k/ NLΔ  is the soliton pulsewidth and κ τ= −k2 0
2/2 . Note that the modulus of the soli-

ton pulse envelope |u| remains unperturbed upon propagation. For this solution to exist, the GVD 
(k2) and the nonlinear refraction (ΔkNL) must have opposite signs. For transparent optical solids, 
including silica glass optical fibers, the nonlinear index coefficient n2 is almost always positive, 
which means that a negative GVD is required. In fused silica fibers, the point of balance is attained 
at a wavelength of l ≈ 1.55 μm. This is also a spectral region with very low absorption loss. This 
wavelength has become the standard for the telecommunications industry. Optical solitons in fibers 
were first reported by Mollenauer et al.51

Spatial solitons refer to the propagation of an optical beam without any change or distortion 
to its spatial irradiance distribution. In this type of soliton, a point of stability is achieved between 
linear diffraction (causing the beam to diverge) and nonlinear self-focusing. In the presence of a c(3) 
nonlinearity, a stable solution to the NLSE can be found in one spatial dimension only.95,96 Using a 
cascaded c(2):c(2) nonlinearity, however, two-dimensional spatial solitons (or solitary waves) have 
been demonstrated.87,88 Two-dimensional spatial solitons can be realized for a cascaded c(2):c(2) 
process because of its different behavior compared to c(3) at large nonlinear phase shifts. Specifically, 
cascaded c(2):c(2) exhibits a saturation of the nonlinear phase-shift that is a direct consequence of 
depletion of the fundamental beam.

16.12 COMMON EXPERIMENTAL TECHNIQUES 
AND APPLICATIONS

There are a variety of experimental methods for determining the characteristics (magnitude, response 
time, spectrum, etc.) of c(3) (or χeff

(3)). The merit of a technique depends on the nature of the nonlin-
earity and/or the specific property that we wish to measure. An example is obtaining short-time 
resolution at the expense of sensitivity. Nonlinear optical coefficients can be determined absolutely or 
relative to a reference material. In the former case, accuracy is determined by the ability to precisely 
characterize the incident beams. There are many potential sources of error and misinterpretation in 
nonlinear optical measurements. In thick samples, for example, the phase shift that occurs during 
beam propagation can lead to varying irradiance at different points within the sample. This can be 
quite difficult to account for and properly model. It is usually best to work in the external self-action 
regime (i.e., thin-sample limit so that beam propagation effects can be ignored)91 (see also Sec. 16.3). 
This greatly simplifies data analysis, since the equation describing nonlinear absorption can be sepa-
rated from nonlinear refraction. Even if the thin-sample approximation is satisfied, nonlinear refrac-
tion can deflect light so strongly after the sample that the detector does not collect all the transmitted 
energy. This will lead to an overestimation of the nonlinear loss. Particular care must be exercised 
when using ultrashort pulses. Pulse broadening effects due to group velocity dispersion, for example, 
may cast ambiguity on the magnitude as well as response time associated with a nonlinearity.

We briefly discuss a few of the commonly used experimental methods: four-wave mixing, excite-
probe techniques, interferometry, and Z-scan. It is practically impossible for any single technique 
to unambiguously separate the different nonlinear responses. Experiments are generally sensitive to 
several different nonlinearities at once. Different measurements are usually required to unravel the 
underlying physics, by varying parameters such as irradiance and pulse width. Near-instantaneous 
nonlinearities such as two-photon absorption and the optical Kerr effect should be independent 
of pulse width. Slower nonlinear responses will change as the pulse width approaches the response 
time. Ultrafast and cumulative nonlinearities are often present simultaneously in experiments (e.g., 
semiconductors), thus hindering their experimental isolation.

Time-Resolved Excite-Probe Techniques

Pump-probe (excite-probe) measurements allow the study of temporal dynamics in nonlinear 
absorption.27,60 In the usual implementation, a relatively strong pump pulse excites the sample and 
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THIRD-ORDER OPTICAL NONLINEARITIES  16.27

changes its optical properties (see Fig. 10). A weaker probe pulse interrogates the excitation region 
and detects changes. By varying the relative time separation of the two pulses (i.e., by appropriately 
advancing and delaying the probe pulse), the temporal response can be mapped out. Specifically, 
relatively slow and fast nonlinear responses can be identified. Often, but not always, the probe is 
derived from the excitation beam. In degenerate pump-probe (identical frequencies), the probe 
beam is isolated from the pump beam in a noncollinear geometry (i.e., spatial separation as in Fig. 
10) or by orienting the probe with a different polarization.

Nondegenerate nonlinear absorption spectra can also be measured; one approach is to use a 
fixed-frequency laser pump and continuum (white light) probe such as the output of a flash-lamp.97 
The temporal width of a flashlamp source is usually much longer than the laser pulse, which causes a 
convolution of the fast two-photon response with much longer-lived cumulative nonlinearities in the 
probe spectrum. The availability of femtosecond white-light continuum sources has allowed nonde-
generate spectra to be obtained on short time scales where the ultrafast response dominates.27,98

Interpretation of the nonlinear response is complicated by the fact that pump-probe experi-
mental methods are sensitive to any and all induced changes in transmission (or reflection); pump-
induced phase shifts on the probe are not readily detected. A time-resolved technique that is very 
sensitive to index changes is the optical Kerr-gate. This is a form of the pump-probe experiment 
where induced anisotropy in a time-gated crystal leads to polarization changes.99 Beyond the two-
beam pump probe, three-beam interactions can produce a fourth beam through NLA and/or NLR. 
This is known as four-wave mixing and is discussed in the next section. The development of high-
irradiance, femtosecond-pulsed laser systems has led to the evolution of pump-probe measurements 
that automatically yield the nondegenerate nonlinear absorption spectrum. The femtosecond pulse 
is split into two beams: one beam is used for sample excitation while the other beam is focused 
into an appropriate material to produce a white-light continuum for probing. This white-light 
continuum is used to measure the response over a range of frequencies w′; this data is suitable for 
numerical evaluation via the K-K integral in Eq. (24). For a sufficiently broad spectrum of data, the 
K-K integration yields the nondegenerate n2 coefficient.100

Four-Wave Mixing

The most general case of third-order interaction has all four interacting waves (three input and one 
scattered) at different frequencies. Generating and phase-matching three different laser wavelengths 
in an experiment is a formidable task; the benefit is often an improved signal-to-noise ratio.

The other extreme is when all four waves have identical frequency, a situation known as degener-
ate four-wave mixing (DFWM), although it is commonly (and less precisely) referred to as four-wave 
mixing (see Chap. 12, “Photorefractive Materials and Devices” and Chap. 5, “Optical Properties of 
Semiconductors”). DFWM is readily implemented in the laboratory, since only a single laser source 
is needed. There are two general cases: nonresonant and resonant DFWM. In transparent media (i.e., 
nonresonant) the index of refraction is usually a linear function of laser irradiance, and nonresonant 
DFWM (wavelength far from an absorption resonance) leads to optical phase conjugation. Phase 

FIGURE 10 Pump-probe experiment.
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16.28  NONLINEAR OPTICS

conjugation by the optical Kerr effect (Sec. 16.5) is one of the most important applications involving 
third-order nonlinearities.26 Nonresonant DFWM leads to the formation of a phase grating due the 
spatial modulation of the refractive index. Two of the beams write the phase grating while a third 
reads or probes the grating by diffracting from it, thereby generating a fourth beam (see Fig. 11). The 
diffracted beam can either be transmitted or reflected (i.e., a phase-conjugate beam) from the mate-
rial in a direction determined by the wave vectors of the interacting photons. In some experiments, 
the writing beams also serve to read the grating. One of the difficulties in interpreting DFWM data 
for third-order nonlinearities is that the signal is proportional to | | | { } { }|( ) ( ) ( )χ χ χ3 2 3 3 2= + ℑ�e m  (i.e., 
NLA and NLR both contribute). Separating the effects is difficult without performing additional 
experiments. Techniques that study different polarizations can provide information on the symme-
try properties of c(3).

In resonant DFWM, there is the added complication of optical absorption at the frequency of the 
interacting light beams.101 This is an example of a cascaded c(1):c(1) effective third-order nonlinear-
ity discussed in Sec. 16.9, where absorption causes population in excited states, resulting in a spatial 
grating due the spatial modulation of population. In principle, both phase and absorption gratings 
are present in resonant DFWM. In practice, it is usually the intensity-dependent changes of popula-
tion (i.e., effective c(3)) that dominate the nonlinear polarization, although this is not always the 
case.76 For example, photocarrier generation in a semiconductor can alter the bulk plasma frequency 
and thus modulate the refractive index, leading to a strong phase grating (see Sec. 16.9).

The diffracted beam contains a wealth of information about the system under study. In nonreso-
nant DFWM, the absolute magnitude and spectral width of the Kerr-effect nonlinearity (n2) can be 
obtained. Even more can be deduced from time-resolved DFWM, where the interacting beams are 
short laser pulses. If the pulses (two and sometimes three separate pulses) are delayed with respect to 
each other, the dynamic response of the nonlinear polarization can be measured. In resonant DFWM, 
the diffracted beam measures the coherent response of the optically coupled eigenstates of the system. 
The linewidth of the diffracted beam indicates the rate at which various physical processes broaden the 
transition. The nonlinear polarization can be washed out by mechanisms such as population relaxation 
and diffusion and scattering events associated with optically coupled states. Because of selection rules 
linking resonant states, various polarization geometries can be employed to study specific transitions. 
This can be very useful in studies of a complex system such as a semiconductor. Time-resolved experi-
ments with short pulses provide information that complements and elucidates spectral linewidth data 
obtained from measurements with long duration or continuous laser beams.26,60,102

Interferometry

Interferometric methods can be used to measure nonlinearly induced phase distortion.103,104 
One implementation of this approach places a sample in one path (e.g., arm) of an interferometer, 
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FIGURE 11 Schematic diagram of a four-wave 
mixing experiment.
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and the interference fringes are monitored as a function of irradiance. If the interferometer is set 
up to give a series of straight-line interference fringes for low-input irradiance (linear regime), 
the fringes become curved near the region of high irradiance, such as the center of a Gaussian 
beam. The addition of a streak camera can add time resolution.27 Alternatively, a third beam 
can be added to the experiment. The sample is in the path of one weak beam and the strong 
third beam. The fringe pattern of the two weak beams is monitored as a function of sample 
irradiance provided by the strong beam. The relative fringe shift observed when the strong beam 
is present and blocked gives the optical path length change. The nonlinear phase shift can thus be 
determined. Interferometric experiments require excellent stability and precise alignment. When 
these conditions are met, sensitivities of better than l/104 induced optical path length change can 
be measured.

Z-Scan

The Z-scan was developed to measure the magnitude and sign of nonlinear refraction (NLR). It 
is also useful for characterizing nonlinear absorption (NLA) and for separating the effects of NLR 
from NLA.105,106 The essential geometry is shown in Fig. 12. Using a single, focused laser beam, one 
measures the transmittance of a sample through a partially obscuring circular aperture (Z-scan) or 
around a partially obscuring disk (EZ-scan107) placed in the far field. The transmittance is deter-
mined as a function of the sample position (Z) measured with respect to the focal plane. Employing 
a Gaussian spatial profile beam simplifies the analysis.

We illustrate how Z-scan (or EZ-scan) data is related to the NLR of a sample. Assume, for 
example, a material with a positive nonlinear refractive index. We start the Z-scan far from the focus 
at a large value of negative Z (i.e., close to the lens). The beam irradiance is low and negligible NLR 
occurs; the transmittance remains relatively constant near this sample position. The transmittance 
is normalized to unity in this linear regime as depicted in Fig. 13. As the sample is brought closer 
to focus, the beam irradiance increases, leading to self-focusing. This positive NLR moves the focal 
point closer to the lens, causing greater beam divergence in the far field. Transmittance through the 
aperture is reduced. As the sample is moved past the focus, self-focusing increasingly collimates the 
beam, resulting in enhanced transmittance through the aperture. Translating the sample farther 
toward the detector reduces the irradiance to the linear regime and returns the normalized trans-
mittance to unity. Reading the data right to left, a valley followed by peak is indicative of positive 
NLR. In negative NLR, one finds exactly the opposite: a peak followed by a valley. This is due to 
laser-induced self-defocusing. Characteristic curves for both types of NLR are shown in Fig. 12. The 
EZ-scan reverses the peak and valley in both cases. In the far field, the largest fractional changes in 
irradiance occur in the wings of a Gaussian beam. For this reason, the EZ-scan can be more than an 
order of magnitude more sensitive than the Z-scan.

We define an easily measurable quantity ΔTpv as the difference between the normalized peak 
and valley transmittance: Tp − Tv. Analysis shows that variation of ΔTpv is linearly dependent on the 

FIGURE 12 Z-scan experimental arrangement.
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16.30  NONLINEAR OPTICS

temporally averaged induced phase distortion, defined here as ΔΦ0. If the Z-scan aperture is closed 
to allow linear transmission of less than 10 percent, and ΔTpv < 1:105,108

  Δ ΔΦTpv ≅0 41 0. | |   (49)

assuming cw illumination. If the experiment is capable of resolving transmission changes ΔTpv � 1%, 
the Z-scan will be sensitive to wavefront distortion of less than l/250 (i.e., ΔΦ0 = 2p/250). The 
Z-scan has demonstrated sensitivity to a nonlinearly induced optical path length change of nearly 
l/103, while the EZ-scan has shown a sensitivity of l/104, including temporal averaging over the 
pulsewidth.

To this point in the discussion, we have assumed a purely refractive nonlinearity with no NLA. It 
has been shown that two-photon absorption will suppress the peak and enhance the valley. If NLA 
and NLR are present simultaneously, a numerical fitting procedure can extract both the nonlinear 
refractive and absorptive coefficients. Alternatively, a second Z-scan with the aperture removed (all 
the transmitted light collected) can independently determine the NLA. Considering 2PA only and 
a Gaussian input beam, the Z-scan traces out a symmetric Lorentzian shape. The so-called open 
aperture Z-scan is sensitive only to NLA. One can then divide the partially obscuring Z-scan data 
by the open aperture data to give a curve that shows only nonlinear refraction. By performing these 
two types of Z-scans, we can isolate NLR and NLA without the need for a complicated numerical 
analysis of a single data set obtained with an aperture.

All-Optical Switching and Optical Bistability

Since the early 1980s, there has been substantial interest in third-order nonlinear optical behavior 
in materials because of the potential for performing high-speed switching operations—gate speeds 
many orders of magnitude faster than conventional electronics have been demonstrated. The pos-
sibility of increasing data rates on information networks provides the obvious motivation for this 
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FIGURE 13 Representative curves depicting nonlinear refraction 
(both positive and negative) as measured by the Z-scan.
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research. A bistable optical switch has two stable output states for a given input (i.e., a specific 
optical power level). This has implications for applications such as optical data storage and power 
limiting. Both nonresonant c(3) and resonant effective c(3) processes have been extensively studied, 
primarily in semiconductors. The early work looked at bulk semiconductor behavior, but as the 
technology matured the emphasis shifted to specially designed optical waveguides made from suit-
able material. At the time of this writing, both resonant and nonresonant approaches have encoun-
tered problems that have limited practical use. The bound electronic nonlinearity responds on a 
femtosecond time-scale but is inherently weak. The laser irradiance must be increased to compen-
sate, but this leads to the unwelcome presence of 2PA and associated losses. Resonant nonlineari-
ties must involve the generation of carriers (electrons and holes). While such nonlinearities can be 
exceptionally strong, the speed of an optical switch depends crucially on the ability to manipulate 
the carriers. Generation of electron-hole pairs, for example, may dramatically affect the refractive 
index of a semiconductor and its ability to modulate light, but if the carriers have a long recombina-
tion lifetime the switch recovery time will be relatively slow. Other significant issues that must be 
weighed when comparing optical switching schemes to the all-electronic approach (i.e., transistors 
and integrated circuits) include device packaging density and heat removal.18,42,53,72,109,110
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17.1 INTRODUCTION 

Since the publication of an earlier review on optical parametric oscillators (OPOs) in 2000,1 there 
has been remarkable progress in the technological development and applications of OPO devices. 
Once considered an impractical approach for the generation of coherent radiation, OPOs have now 
been finally transformed into truly viable, state-of-the-art light sources capable of accessing difficult 
spectral regions and addressing real applications beyond the reach of conventional lasers. While the 
first experimental demonstration of an OPO was reported in 1965,2 for nearly two decades thereaf-
ter there was little or no progress in the practical development of OPO devices, owing to the absence 
of suitable nonlinear materials and laser pump sources. With the advent of a new generation of bire-
fringent nonlinear crystals, most notably b-BaB2O4 (BBO), LiB3O5 (LBO), and KTiOPO4 (KTP), but 
also KTiOAsO4 (KTA) and RbTiOAsO4 (RTA) in the mid-1980s, and advances in solid-state laser 
technology, there began a resurgence of interest in OPOs as potential alternatives to conventional 
lasers for the generation of coherent radiation in new spectral regions. The high optical damage 
threshold, moderate optical nonlinearity, and favorable phase-matching properties of the newfound 
materials led to important breakthroughs in OPO technology. In the years to follow, tremendous 
progress was achieved in the development of OPO devices, particularly in the pulsed regime, 
and a variety of OPO systems from the nanosecond to the ultrafast picosecond and femtosecond 
timescales, and operating from the near-ultraviolet (near-UV) to the infrared (IR) were rapidly 
developed. These developments led to the availability of a wide range of practical OPO devices and 
their deployment in new applications, with some systems finding their way to the commercial market. 
A decade later, in the mid-1990s, the emergence of quasi-phase-matched (QPM) ferroelectric 
nonlinear crystals, particularly periodically poled LiNbO3 (PPLN) stimulated new impetus for the 
advancement of continuous-wave (cw) OPO devices, traditionally the most challenging regime for 
OPO operation due to almost negligible nonlinear gains available under cw pumping. The flexibility 
offered by grating-engineered QPM materials, allowing access to the highest nonlinear tensor coef-
ficients, combined with noncritical phase matching (NCPM) and long interaction lengths (>50 mm 
in PPLN), enabled the low available nonlinear gains to be overcome, hence permitting the develop-
ment of practical cw OPOs in a variety of resonance configurations. As such, the advent of QPM 
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materials, most notably PPLN, but also periodically poled KTP (PPKTP), RbTiOAsO4 (PPRTA), and 
LiTaO3 (PPLT), has had an unparalleled impact on cw OPO technology. Combined with advances 
in novel high-power solid-state crystalline, semiconductor, and fiber pump sources over the past 
decade, these developments have led to the practical realization of a new class of cw OPOs with pre-
viously unattainable performance capabilities with regard to wavelength coverage, output power and 
efficiency, frequency and power stability, spectral and spatial coherence, and fine frequency tuning.   

With their exceptional spectral coverage and tuning versatility, temporal flexibility from the cw 
to femtosecond timescales, practical performance parameters, and compact solid-state design, OPO 
devices have now been firmly established as truly competitive alternatives to conventional lasers and 
other technologies for the generation of widely tunable coherent radiation in difficult spectral and 
temporal domains. In the current state of technology, OPO devices can provide spectral access from 
~400 nm in the ultraviolet (UV) to ~12 μm in the mid-infrared (mid-IR), as well as the terahertz 
(THz) spectral region. They can also provide temporal output from the cw and long-pulse micro-
second regime to nanosecond, picosecond, and ultrafast sub-20 fs timescales. Many of the developed 
OPO systems are now routinely deployed in a variety of applications including spectroscopy, optical 
microscopy, environmental trace gas detection and monitoring, life sciences, biomedicine, optical 
frequency metrology and synthesis, and imaging.

The aim of this chapter is to provide an overview of the advances in OPO device technology and 
applications since the publication of the earlier review in 2000.1 The chapter is concerned only with 
the developments after 2000, since many of the important advances in this area prior to that date 
can already be found in the previous treatment1 as well as other reviews on the subject.3–10 Because 
of limited scope, and given that most of the important advances over the last decade have been in
the CW operating regime, the chapter is focused only on a discussion of cw OPOs. Reviews on  
pulsed and ultrafast OPOs can be found elsewhere.3,4,6–10 This chapter also does not include a 
description of the fundamental concepts in nonlinear and crystal optics, parametric generation, 
amplification and gain, or a comprehensive description of the design criteria and operating prin-
ciples of OPO devices, which have been the subject of several earlier treatments.11–16

17.2 CONTINUOUS-WAVE OPTICAL PARAMETRIC 
OSCILLATORS 

Of the different types of OPO devices developed to date, advancement of practical OPOs in the cw 
operating regime has been traditionally most difficult, since the substantially lower nonlinear gains 
available under cw pumping necessitate the use of high-power cw pump laser or the deployment 
of multiple-resonant cavities to reach operation threshold. As in a conventional laser oscillator, 
the OPO is characterised by a threshold condition, defined by the pumping intensity at which the 
growth of the parametric waves in one round-trip of the optical cavity just balances the total loss 
in that round-trip. Once threshold has been surpassed, coherent light at macroscopic levels can 
be extracted from the oscillator. In order to provide feedback in an OPO, a variety of resonance 
schemes may be deployed by suitable choice of mirrors forming the optical cavity, as illustrated in 
Fig. 1a to e. The mirrors may be highly reflecting at only one of the parametric waves (signal or idler,
but not both), as in Fig. 1a, in which case the device is known as a singly resonant oscillator (SRO). 
This configuration is characterised by the highest cw operation threshold. In order to reduce thresh-
old, alternative resonator schemes may be employed where additional optical waves are resonated 
in the optical cavity. These include the doubly resonant oscillator (DRO), Fig. 1b, in which both the 
signal and idler waves are resonant in the optical cavity, and the pump-resonant or pump-enhanced
SRO, Fig. 1c, where the pump as well as one of the generated waves (signal or idler) is resonated. In 
an alternative scheme, Fig. 1d, the pump may be resonated together with both parametric waves, in 
which case the device is known as a triply resonant oscillator (TRO). Such schemes can bring about 
substantial reductions in threshold from the cw SRO configuration, with the TRO offering the low-
est operation threshold. In an alternative scheme, the external pump power threshold for a cw SRO 
may also be substantially reduced by deploying internal pumping, where the OPO is placed inside 
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CONTINUOUS-WAVE OPTICAL PARAMETRIC OSCILLATORS  17.3

a minimally output-coupled pump laser. A schematic of such an intracavity SRO (IC-SRO) is illus-
trated in Fig. 1e.

The comparison of steady-state threshold for conventional externally pumped cw OPOs under 
different resonance schemes is shown in Fig. 2, where the calculated external pump power thresh-
old is plotted as a function of the effective nonlinear coefficient of several materials including LBO, 
KTA, KTP, KNbO3, PPLN, and PPRTA. From the plot, it is clear that for the majority of birefringent 
materials the attainment of cw SRO threshold requires pump powers on the order of tens of watts, 
well outside the range of the most widely available cw laser sources. However, in the case of PPLN, 
the cw SRO threshold is substantially reduced to acceptable levels below ~1 W, bringing operation 
of cw SROs within the convenient range of widespread cw solid-state pump lasers. With the cw 
PE-SRO, considerably lower thresholds can be achieved, from a few hundred milliwatts to ~1 W for 
birefringent materials and below ~100 mW for PPLN. In the case of cw DRO, still lower thresholds 
of the order of 100 mW are attainable with birefringent materials, with only a few milliwatts for 
PPLN, whereas with the cw TRO, thresholds from below 1 mW to a few milliwatts can be obtained 
in birefringent materials. 

It is thus clear that practical operation of cw OPOs in SRO configurations is generally beyond 
the reach of birefringent materials, but requires DRO, TRO, and PE-SRO cavities. On the other 
hand, implementation of cw SROs necessitates the use of PPLN or similar QPM materials, offering 
enhanced optical nonlinearities, and long interaction lengths under NCPM. However, the thresh-
old reduction from SRO to PE-SRO, DRO, and TRO cavity configurations is often achieved at the 
expense of increased spectral and power instability in the OPO output arising from the difficulty in 
maintaining resonance for more than one optical wave in a single optical cavity. For this reason, the 
cw SRO offers the most direct route to the attainment of high output stability and spectral control 
without stringent demands on the frequency stability of the laser pump source. On the other hand, 
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FIGURE 1 Cavity resonance configurations for cw OPOs. The symbols p, s, and i denote 
pump, signal, and idler, repectively.
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17.4  NONLINEAR OPTICS

practical implementation of cw PE-SRO, DRO, and TRO requires active stabilization techniques 
to control output power and frequency stability, with the PE-SRO offering the most robust con-
figuration for active stabilization and TRO representing the most difficult in practice. In addition, 
practical operation of OPOs in multiple resonant cavities can only be achieved using stable, single-
frequency pump lasers and such devices also require more complex protocols for frequency tuning 
and control than the cw SRO. More detailed description of the different resonance and pumping 
schemes for OPOs and analytical treatment of tuning mechanisms, spectral behavior, frequency 
control, and stabilisation can be found in an earlier review.1

Singly Resonant Oscillators

By deploying the intracavity pumping scheme using a Ti:sapphire laser in combination with a 20-mm 
PPKTP crystal, Edwards et al.18 reported a cw IC-SRO capable of providing up to 455 mW of non-
resonant infrared idler power at a down-conversion efficiency of 87 percent. Using a combination 
of pump tuning at room temperature and crystal temperature tuning, idler (signal) coverage in the 
2.23 to 2.73 μm (1.14 to 1.27 μm) spectral ranges was demonstrated. By configuring the Ti:sapphire 
pump laser and the SRO in ring cavity geometries and using intracavity etalons, 115 mW of uni-
directional, single-frequency idler power was generated at 2.35 μm with mode-hop-free operating 
time intervals of about 10 s under free-running conditions. The resonant signal was measured to 
have a linewidth <15 MHz for  a pump linewidth <25 MHz. 

The advent of PPLN with large effective nonlinearity (deff ~15 pm/V) and long interaction 
lengths (currently up to 80 mm) under NCPM has enabled the development of cw SROs in conventional
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FIGURE 2 Calculated minimum thresholds for different OPO resonance configura-
tions versus the effective nonlinear coefficients in various nonlinear materials. The calculation 
assumes confocal focusing and loss values that are typically encountered in experimental cw 
OPOs, the finesses representing round-trip power losses of approximately 2.0 percent. The 
plots correspond to a pump wavelength of 800 nm, degenerate operation, a pump refractive 
index of ~1.7, a crystal length of 20 mm, signal and idler cavity finesses of ~300, and a pump 
enhancement factor of ~30. In the case of PE-SRO and TRO, the enhancement factor of 30 repre-
sents the maximum enhancement attainable with parasitic losses of ~3 percent at the pump.17
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external pumping configurations using more commonly available, moderate- to high-power solid-
date pump sources. By deploying a fixed-frequency, cw, single-mode Nd:YVO4 pump laser at 1.064 μm, 
Bisson et al.19 developed a portable source for mid-IR photoacoustic spectroscopy based on a 
PPLN cw SRO by using discrete mode-hop tuning of the idler. The SRO, based on a 50-mm PPLN 
crystal with fanned grating (Λ = 29.3 to 30.1 μm), was configured in a ring cavity, and frequency 
selection and fine tuning was implemented using solid or air-spaced intracavity etalons. With an 
uncoated, 400-μm-thick, solid Nd:YAG etalon, a total mode-hop-tuning range of ~4 cm–1 for the 
idler in discrete steps of 0.02 to 0.1 cm–1 was achieved by rotation of the etalon. The SRO could 
deliver a maximum idler power of ~120 mW at a pump depletion of 40 to 50 percent for 6 W of 
pump power. Using the mode-hop-tuned idler output near 3.3 μm, photoacoustic spectroscopy of 
the methane Q branch was performed at atmospheric pressure by simultaneous tuning of the PPLN 
crystal combined with etalon rotation. A total of four etalon scans covering ~10 cm–1 was necessary 
to trace the Q branch spectrum. In an effort to achieve a constant tuning rate as well as minimize 
insertion loss due to etalon rotation, which in turn leads to mode hops arising from variable heat-
ing of the PPLN crystal due to the changes in intracavity power, an alternative air-spaced fused silica 
etalon with ~0.5 to 1.5 mm spacing and ~5 percent reflectivity at the signal (~1.57 μm) was also 
employed in the present device. While resulting in a higher oscillation threshold (~4 W) and lower 
idler output (~80 mW), the combination of PPLN tuning and piezoelectric scan of the etalon over a 
distance of 3 μm (at 1.5 mm separation) yielded a total mode-hop tuning range of ~14 cm–1 for the 
idler at a constant tuning rate and in discrete steps of 0.1 cm–1, providing sufficient resolution for 
atmospheric sensing and pressure-broadened spectroscopy. The measured linewidth of the idler was 
<10 MHz with a passive stability of ~50 MHz over 30 s.

By using a 10-W cw single-frequency diode-pumped Nd:YAG laser at 1.064 μm, Van Herpen
et al.20 demonstrated a cw SRO based on PPLN with a mid-IR idler tuning range of 3.0 to 3.8 μm. 
The SRO, configured in a ring cavity and using a crystal with fanned grating (L = 50 mm, Λ =
29.3 to 30.1 μm) exhibited a pump power threshold of ~3 W and could provide a maximum idler 
output power of 1.5 W at 3.3 μm for 9 W of pump power. The combination of the single-mode 
pump laser, a ring cavity for the SRO, and the inclusion of an intracavity air-spaced etalon enabled 
mode-hop-free tuning of the idler over 12 GHz by tuning the pump frequency over 24 GHz, with 
the idler mode-hop tuning range limited by mode hopping in the pump laser. Under this condi-
tion, 700 mW of single-frequency, smoothly tunable idler power could be provided by the SRO. In a 
later experiment,21 using the same PPLN crystal and identical cavity design for the SRO, the authors 
were able to improve the idler output power in the 3.0 to 3.8 μm range by increasing the available 
Nd:YAG pump power to 15 W and by optimizing pump focusing and the SRO cavity length. The 
SRO similarly exhibited a cw power threshold of ~3 W, but could provide 2.2 W of idler power for 
10.5 W of input pump power. The coarse and fine tuning properties of this SRO were similar to the 
earlier device. For fine tuning, an intracavity air-spaced etalon with variable spacing of 0.2 to 3 mm 
(FSR = 50 to 750 GHz) was used. Continuous scanning of etalon spacing resulted in discrete mode-
hop tuning of the idler over 100 GHz. With a 400-μm uncoated solid YAG etalon (FSR = 207 GHz), 
an idler mode-hop tuning range of 10 cm–1 in steps of 0.02 to 0.1 cm–1 (0.6 to 3 GHz) could be 
obtained by rotation of the etalon. Subsequently, using the same pump laser, the authors reported a 
cw SRO based on a multigrating PPLN crystal (Λ = 25.9 to 28.7 μm) and providing extended idler 
coverage into the 3.7 to 4.7 μm spectral range in the mid-IR.22 The ring-cavity SRO exhibited an 
oscillation threshold of between 5 and 7.5 W over this spectral range and for an input pump power 
of 11 W could provide a maximum idler output of 1.2 W at 3.9 μm, decreasing to 120 mW at 4.7 μm. 
The increase in SRO threshold and corresponding decrease in output power were attributed to the 
increasing idler absorption in PPLN at longer wavelengths toward 5 μm. With the inclusion of the 
same 400-μm uncoated YAG etalon to stabilize the resonant signal frequency, continuous mode-
hop free tuning of the idler was achieved by tuning the pump frequency over 24 GHz, but with a 
reduction in idler power by as much as 50 percent. Discontinuous mode-hop tuning of the idler 
output could also be obtained through rotation of the intracavity etalon. In a later report, the use of 
a tunable high-power (>20 W) diode-pumped Yb:YAG laser in combination with two PPLN crystals 
with fanned gratings (Λ = 28.5 to 29.9 μm) and two sets of OPO mirrors enabled the generation of 
widely tunable idler radiation with a total tuning range of 2.6 to 4.66 μm, and at increased
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cw power levels up to 3 W.23 For frequency stability, a 400-μm uncoated YAG etalon (FSR = 207 GHz) 
was similarly used internal to the SRO cavity (Fig. 3). The SRO had a threshold of 8 W and, with
nonoptimized mirror and crystal coatings, could provide 3.0 W of mid-IR idler output at 2.954 μm
for 18 W of pump power. The SRO could provide an idler mode-hop tuning range of 25 GHz in 
steps of 100 MHz (FSR of the pump laser cavity) by tuning the intracavity pump etalon. Combined 
with the tuning of the Lyot filter within the pump laser, a total mode-hop tuning range of 190 GHz 
could be scanned, limited by a mode hop in signal frequency of 207 GHz corresponding to the 
FSR of the YAG etalon within the SRO cavity. By recording the photoacoustic signal in ethane, the 
authors characterized the frequency stability of the SRO. Due to unoptimized coatings, the idler 
exhibited frequency instabilities of 90 MHz/s, while temperature fluctuations in the PPLN crystal 
resulted in an idler frequency drift of 250 MHz over 200 s. In the same report, the authors demon-
strated extension of the idler wavelength to 3.3 to 4.66 μm using the broad tuning of the pump laser 
(1.024 to 1.034 μm) in combination with grating tuning of the PPLN crystal, providing 200 mW of 
idler power at 4.235 μm, corresponding to the strongest CO2 absorption line. 

Subsequently, Ngai et al.24 reported a cw SRO with automatic tuning control based on a mul-
tigrating MgO:PPLN (L = 50 mm, Λ = 29.0 to 31.5 μm). A schematic of the experimental setup 
is shown in Fig. 4. The SRO was pumped by a master oscillator-power amplifier (MOPA) laser at 1064 
nm, providing 11.5 W of single-frequency output with a linewidth of 5 kHz (over 1 ms), frequency 
stability of 50 MHz/h, and continuous tuning over 48 GHz. The combination of temperature and 
grating tuning in the MgO:PPLN crystal provided coarse coverage over 2.75 to 3.83 μm in the idler 
and 1.47 to 1.73 μm in the signal, with a maximum idler power of 2.75 W. By using a ring SRO cav-
ity containing a 400-μm-thick uncoated solid YAG etalon (FSR = 207 GHz), a short-term frequency 
stability of 4.5 MHz over 1 s was attainable in the absence of active stabilization. Fine wavelength 
scanning of the idler output was achieved through a combination of pump tuning, etalon rota-
tion, and temperature tuning using an automated process with computer control. First, by con-
tinuous tuning of the pump frequency over 48 GHz at a fixed etalon angle, the idler could be tuned 
over 12 GHz before the occurrence of a mode hop in the pump laser (Fig. 5). The total idler tuning 
range attainable in this way was 207 GHz, limited by an etalon mode hop. Then, by rotation of the 

FIGURE 3 Experimental setup of the cw SRO. The pump wavelength 
varies from 1024 to 1034 nm and the idler wavelength from 2.6 to 4.7 μm. 
A pump rejecter mirror separates the pump light from the idler and signal 
beams, after which the idler beam is reflected toward the wavemeter and 
photoacoustic cell. The signal wavelength can be measured with the same 
wavemeter by replacing the idler reflector with a signal reflector.23
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CONTINUOUS-WAVE OPTICAL PARAMETRIC OSCILLATORS  17.7

etalon to a new angle, the pump was again scanned until a new total tuning range of 207 GHz was 
covered, and process was repeated. Finally, changing the crystal temperature by 2 to 5oC, and repeat-
ing the entire process, wavelength scans of up to 450 cm–1 with a resolution of <5 × 10–4 cm–1 could 
be obtained with a single grating period. Using this automated tuning process, the utility of the cw 
SRO for sensitive detection of CO2, methane, and ethane was demonstrated with photoacoustic and 
cavity leak-out spectroscopy, and analysis of human breath was performed by recording the absorp-
tion spectra of methane, ethane, and water in two test persons using photoacoustic spectroscopy.

With the continued advances in pump laser technology, the development of cw SROs based on 
high-power diode-pumped fiber lasers and amplifiers has also become a reality. Fiber lasers are 
attractive alternatives as pump sources for cw SROs, because they combine the high-power proper-
ties of crystalline solid-state laser materials with significant wavelength tuning and excellent spatial 
beam quality in compact and portable design. The pump tuning capability allows rapid and wide 
tuning of the SRO output without recourse to temperature or grating period variation, while the 
high available powers and excellent beam quality allow access to SRO threshold and enable the gen-
eration of practical output powers. The use of fiber pump lasers can thus provide a versatile class 
of cw SROs for the mid-IR that offer the advantages of simplicity, compact all-solid-state design, 
portability, reduced cost, improved functionality, and high output power and efficiency. Operation 
of a cw SRO pumped by a fiber laser was first reported by Gross et al.25 using a tunable Yb-doped 
fiber laser. The laser delivered more than 8 W of cw output power in excellent spatial beam quality 
and was tunable over the wavelength range of 1031 to 1100 nm. With the use of a 40-mm-long multi-
grating PPLN crystal and a ring cavity for the SRO, a cw idler output power of 1.9 W was generated 
at a wavelength of 3.2 μm in the mid-IR for 8.3 W of fiber pump power, with a corresponding SRO 
power threshold of 3.5 W. Idler wavelength tuning over 3.057 to 3.574 μm could be accomplished 
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FIGURE 4 Experimental setup of automatically tunable cw SRO combined with continuous-wave cavity 
leak-out spectroscopy. The OPO cavity is resonant for the signal wavelength. The idler beam is sent to a cw leak-
out cavity and to a wavemeter.24
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17.8  NONLINEAR OPTICS

by varying the crystal temperature or changing the grating period. However, wider and more con-
venient wavelength tuning was also available by exploiting the tuning capability of the fiber pump 
laser, where an idler tuning range of more than 700 nm over 2.980 to 3.700 μm was obtained by 
varying the pump wavelength between 1.032 and 1.095 μm. In a subsequent experiment, Klein 
et al.26 demonstrated rapid wavelength tuning of a similar cw SRO by using electronic wavelength 
control of the Yb-doped fiber pump laser with an acousto-optic tunable filter. The SRO, based on a 
40-mm-long single-grating PPLN crystal, was arranged in a similar ring cavity and, at a fixed crystal 
temperature and grating period, could be rapidly tuned over 3.160 to 3.500 μm in the idler wave-
length by electronically tuning the fiber pump laser from 1060 to 1094 nm. The 340-nm idler tuning 
could be achieved within a time interval of 330 μs, representing a frequency tuning rate of 28 THz/
ms. The overall electronic tuning range of the fiber pump laser over 1.057 to 1.100 μm resulted in an 
SRO idler tuning range of 437 nm in the mid-IR, from 3.132 to 3.569 μm. For the maximum fiber 
pump power of 6.6 W at 1.074 μm, the SRO generated an idler output power of 1.13 W at 3.200 μm.

More recently, operation of a low-threshold mid-IR cw SRO was reported by Henderson and 
Stafford27 using MgO:PPLN and an all-fiber laser pump source. A schematic of the experimental 
setup is shown in Fig. 6. The cw single-frequency pump at 1083 nm was configured in a MOPA 
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CONTINUOUS-WAVE OPTICAL PARAMETRIC OSCILLATORS  17.9

arrangement using a 20-mW distributed feedback (DFB) fiber laser with 50-kHz linewidth as the 
seed and a polarization-maintaining fiber as the amplifier. The use of fiber connection between 
the two stages ensured an all-fiber configuration with no free-space components, alignment-free 
injection, and minimum long-term cavity misalignment. The MOPA could provide up to 3.5 W of 
amplified single-mode pump power for 20 mW of input seed power. Using multigrating and fanned 
crystals (Λ = 31.3 to 32.5 μm) of 80-mm interaction length and operating the SRO just above room 
temperature (30oC), oscillation thresholds as low as 780 mW were obtained, with up to 750 mW of 
idler power generated for 2.8 W of fiber pump power. The idler output was tunable over 2650 to 
3200 nm with a near-diffraction-limited spatial mode up to 500 mW and beam quality factor M2 = 1.04. 
By exploiting the tunability of the pump laser through application of a voltage to the piezoelectric 
transducer attached to the fiber (rapid) and temperature variation of the seed source (slow), contin-
uous mode-hop-free tuning of the idler over more than 120 GHz was demonstrated (Fig. 7). Using a 
Fabry-Perot interferometer, the idler linewidth was measured to be 1.1 MHz at 3.17 μm. The narrow 
linewidth, broad coarse wavelength coverage, and rapid mode-hop-free tuning of the idler through 
piezoelectric tuning of the pump enabled high-resolution spectroscopy in a variety of mid-IR gases 
including water vapor, CO2, and methane.

The development of PPLN has also led to substantial reductions in cw SRO power threshold, 
compatible with the direct use of semiconductor diode lasers as pumps for cw SROs. In addition to 
a compact design, an important advantage of this approach is the tunability of diode laser, which 
allows rapid and continuous tuning of SRO output at a fixed temperature and grating period 
through pump tuning. However, to provide the sufficiently high cw pump powers (typically >1 W) 
and the highest beam quality to attain SRO threshold, it has been necessary to boost the available 
power from single-mode diode lasers using amplification schemes. By employing a grating stabi-
lized, extended-cavity single-stripe InGaAs semiconductor diode laser at 924 nm as a master oscil-
lator and a single-pass tapered amplifier, Klein et al.28 demonstrated operation of a cw SRO based 
on a 38-mm-long PPLN crystal with a pump power threshold of 1.9 W. For 2.25 W of diode pump 
power, 200 mW of single-frequency idler radiation was generated at 2.11 μm. Wavelength tuning 
was achieved by electronic control of the master oscillator cavity, providing continuous mode-
hop-free tuning of the diode pump radiation over 60 GHz from the power amplifier with a corre-
sponding linewidth of <4 MHz. By using an intracavity etalon to fix the resonant signal frequency, 
a continuous mode-hop-free idler tuning of 56 GHz was obtained at 2.11 μm by tuning the pump 
wavelength. In an alternative scheme, using a distributed Bragg reflector (DBR) diode laser at 1082 nm, 
which was amplified in an Yb-doped fiber, Lindsay et al.29 achieved rapid mode-hop-free tuning of 
a mid-IR cw SRO. A schematic of the experimental configuration is shown in Fig. 8, and the SRO idler 
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FIGURE 6 Schematic of experimental configuration for the fiber-pumped 
cw SRO.27
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17.10  NONLINEAR OPTICS

output power and tuning range are shown in Fig. 9. The SRO was based on a 40-mm PPLN crys-
tal and could provide rapid continuous tuning over 110 GHz in 29 ms. Coarse and discontinuous 
wavelength tuning of the idler wave was also obtained over 20 nm by tuning the DBR diode laser, 
and more than 1 W of idler output power was generated across the 3.405 to 3425 μm range for 6.9 W 
of input pump power. An overall idler tuning range of 300 nm in the 3 to 3.5 μm band in the mid-IR 
was also available by varying the temperature of the PPLN crystal. 

0

70

120

100

80

60

40

20

0

Id
le

r
fr

eq
u

en
cy

 t
u

n
in

g 
(G

H
z)

60 50

DFB temperature (°C)

40 30

50

PZT tuning
(50°C)

DFB temperature
tuning (90 V)

100

PZT voltage (V)

150 200

FIGURE 7 Fine tuning of the OPO idler frequency measured as a function of pump tun-
ing parameter, performed by PZT voltage and fiber temperature variation.27

Pump

HHQ

Fiber
pump

Diode

Fiber
amplifier

PPLN

M3M4

M2
M1

Signal

Idler

ISO 1 ISO 2

FIGURE 8 Schematic of experimental arrangement for the cw SRO pumped by a fiber-amplified 
DBR diode laser.29

17_Bass_V4_Ch17_p001-034.indd 17.10 9/18/09 10:15:52 AM

DO
 N

OT
 D

UP
LI

CA
TE



CONTINUOUS-WAVE OPTICAL PARAMETRIC OSCILLATORS  17.11

The availability of increasingly powerful pump sources such as cw fiber lasers, together with the 
high nonlinear coefficient (deff ∼17 pm/V) and long interaction lengths (50 to 80 mm) in PPLN, 
can now readily permit practical operation of cw SROs many times above operation threshold, 
providing multiwatt idler output powers. At the same time, the presence of high optical powers 
can lead to additional linear and nonlinear optical effects which can modify SRO output charac-
teristics. These include thermal loading of the crystal due to linear absorption, which can result 
in thermal lensing, thermal phase mismatching and output beam quality degradation, or spectral 
generation and broadening due to higher-order nonlinear optical effects. As such, optimum per-
formance of cw SROs at high pump powers requires strategies to combat such effects in order to 
achieve maximum conversion efficiency and output extraction at full pump power, while maintain-
ing the highest spectral and spatial beam quality, power, and frequency stability. The performance 
characteristics of cw SROs at high pump powers many times threshold have been studied by 
Henderson and Stafford.30 By deploying a 15-W cw single-frequency Yb fiber laser at 1064 nm 
as the pump and 50-mm MgO:PPLN crystals with multiple (Λ = 31.5 to 32.1 μm) and fanned 
(Λ = 30.8 to 31.65 μm) gratings, they investigated the effects of pump power on crystal heating, 
wavelength tuning, beam quality, and optimum output power and extraction efficiency. With 
the high beam quality of the fiber laser (M2 ~ 1.06), and using a ring cavity with mirrors of 
highest reflectivity at the signal (R ~ 99.9 percent) and optimum mode-matching, they achieved 
a threshold as low as 1.0 W, enabling SRO operation at up to 15 times threshold. With the multi-
grating crystal, the SRO reached a pump depletion of 91 percent at 2.5 times threshold, remaining 
constant to within ~10 percent up to the maximum pump power at 15 times above threshold. The 
idler output, measured at 2610 nm, exhibited a linear increase with input pump power, reach-
ing 4.5 W at 15 W of pump, with a corresponding external photon conversion efficiency of ~74 
percent. However, operation of SRO at increasing levels of pump power was found to result in a 
passive increase in crystal temperature and thus a shift in the output wavelength. At the highest 
pump power the rise in crystal temperature was as much as 23oC, leading to a significant shift in 
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17.12  NONLINEAR OPTICS

signal (26 nm) and idler (57 nm) wavelengths compared to operation at low pump power. Given 
the minimal absorption of the MgO:PPLN crystal at idler wavelengths of 2 to 3 μm in this SRO, 
the self-heating effect was attributed to the finite absorption of the intracavity signal power. To 
confirm this, the authors deployed output coupling of the signal by replacing one of the high reflec-
tors with a 4.2 percent output coupler. By operating the SRO at an ambient temperature of 26oC, 
they observed a 22oC rise in crystal temperature to 47oC under minimum output coupling at the 
maximum pump power. However, when using the 4.2 percent output coupler, the corresponding 
temperature rise was only 2.5oC, from 26oC to 28.5oC. Using measurements of signal output power, 
they estimated the circulating signal power to be as high as ~1.4 kW at the maximum pump power 
under minimum output coupling, decreasing to ~100 W with the 4.2 percent output coupler. By 
estimating the total absorption in the 50-mm crystal as 0.4 percent (0.08 percent/cm), they were 
able to conclude that an absorbed signal power of 5 W was responsible for the 22oC rise in crystal 
temperature. These measurements clearly confirmed the role of the intracavity signal power in heating 
of the MgO:PPLN crystal and its influence on spectral shifting of SRO output. The rise in crystal tem-
perature was also observed to have a significant influence on the degradation of spatial quality of the idler 
beam by inducing thermal lensing effects within the crystal. From measurement of idler beam quality 
at the same output power level of 3.2 W, they were able to deduce a quality factor of M2 ~ 1.35 under 
minimum output coupling compared to M2 ~ 1.0 when using the 4.2 percent output coupler, hence 
confirming the deleterious effects of high circulating signal power on SRO beam quality and thus the
need for optimization of output coupling at a given pump power to achieve the highest beam quality while 
maintaining maximum extraction efficiency. To this end, the authors also investigated the optimization of 
SRO output power and extraction efficiency at the maximum pump power by using variable output cou-
pling (0 to 5 percent) for the signal across a limited tuning range. Using the fanned crystal, they found the 
optimum output coupling value to be 3.0 percent, resulting in the simultaneous extraction of 3.0 W of 
idler and 4.2 W of signal at an overall extraction efficiency of 48 percent. Under this condition, the pump 
depletion was 78 percent and SRO threshold was 5.8 W, corresponding to the optimum pumping ratio of 
~2.5 for maximum power extraction. The effect of use of signal output coupling as a means of optimiz-
ing the performance of cw SROs was also later investigated in a separate experiment by Samanta and 
Ebrahim-Zadeh.31 Using a cw SRO based on MgO:sPPLT pumped at 532 nm, the authors demonstrated 
improvements of 1.08 W in total output power, 10 percent in total extraction efficiency, and a 130-nm
extension in the useful tuning range, while maintaining pump depletions of 70 percent, idler output powers 
of 2.59 W, and a minimal increase in oscillation threshold of 24 percent. The output-coupled cw SRO could 
deliver a total power of up to 3.6 W at 40 percent extraction efficiency across 848 to 1427 nm. The single-
frequency resonant signal also exhibited a higher spectral purity than the nonresonant idler output.

The high nonlinear gain coefficient of PPLN combined with the large optical powers present in 
cw SROs has also been observed to give rise to higher-order nonlinear effects in addition to the second-
order parametric process. In a recent example of such an effect,32 operation of a cw SRO based on 
MgO:PPLN was reported together with simultaneous Raman action driven by the high intracavity 
signal intensity. The SRO, based on a multigrating MgO:PPLN crystal (L = 50 mm, Λ = 28.5 to 
31.5 μm), was configured in a linear standing-wave cavity and pumped by a 10-W Yb fiber laser  at 
1070 nm. Two sets of cavity mirrors were used for the SRO, providing different reflectivities for the 
signal over 1500 to 1700 nm. With the low-Q cavity (R = 98.2 to 99 percent; Q ∼ 108), normal cw SRO 
operation with the expected signal and idler spectra was achieved with a 3.3-W threshold, and 1.6 W 
of idler power was generated at 3620 nm for 8 W of pump at an optical efficiency of 20 percent and 
slope efficiency of 35 percent. With the high-Q SRO cavity (R = 99.4 to 99.8 percent; Q ∼ 109), stimu-
lated Raman action with characteristic spectra was simultaneously observed in the vicinity of signal 
spectrum, driven by the tenfold increase in intracavity signal power to ∼100 W. The cw SRO threshold 
in this case was reduced to 0.5 W, with a corresponding reduction in optical efficiency to 16 percent 
and slope efficiency to 15 percent. The pump power threshold for Raman conversion was 1.9 W. While 
stimulated by intracavity signal power, Raman action was present only for grating periods and mirror 
reflectivities with lowest loss at the corresponding wavelengths, confirming the resonant nature of the 
observed effect. It was also observed that the presence of Raman oscillation with the high-Q SRO cav-
ity resulted in improved idler RMS power stability of 1.46 percent compared to a 4.1 percent variation 
with the low-Q cavity, suggesting power limiting of intracavity signal by the Raman conversion.
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CONTINUOUS-WAVE OPTICAL PARAMETRIC OSCILLATORS  17.13

In a subsequent experiment, Henderson and Stafford33 also observed stimulated Raman oscil-
lation in a high-power cw SRO based on MgO:PPLN. Using a 14.5-W cw single-frequency Yb fiber 
laser at 1064 nm and the same SRO arrangement as in Ref. 30, they observed Raman conversion 
of the intracavity signal under minimum output coupling and at pump powers more than 2 times 
above threshold, corresponding to circulating signal powers in excess of 230 W. Because of the 
increasing loss of SRO cavity across an extended tuning range, only two components of the Raman 
spectrum could be observed. However, under conditions of output coupling no Raman generation 
was observed up to the maximum available pump corresponding to 170 W of intracavity signal 
power. In the same cw SRO, the authors also observed spectral broadening of the resonant signal 
wave at high pump powers. Using highly reflecting mirrors to minimize threshold to 1.5 W, they 
were able to investigate the evolution of signal spectrum with pump power above threshold. It was 
observed that while at pump powers up to 3 times above threshold, the signal spectrum remained 
single-frequency, at pumping ratios between 3 to 4.7 the spectrum exhibited broadening with a 
symmetric pattern of side modes. The side modes were separated by between 0.2 and 0.5 nm, with 
their number and intensity increasing with pump power. Above a pumping ratio of 4.7, the signal 
spectrum was observed to become continuous with a FWHM bandwidth of ∼2 nm. These observa-
tions, which were found to be in qualitative agreement with predicted theory, confirm that the oper-
ation of cw SROs at high pump powers and under the conditions of minimum signal coupling must 
be limited below a critical pumping ratio of ∼4.5, if single-frequency oscillation is to be maintained. 
Since the maximum conversion in the same experiments was found to be attainable at a pumping 
ratio of 2.5, by choosing an optimum output coupling of 3.0 percent, the authors increased the
SRO threshold to 5.1 W and so were able to maintain single-frequency operation up to the full avail-
able pump power of 14.5 W by remaining above the optimum pumping ratio (∼2.5) for optimum 
conversion, but below the critical ratio (∼4.5) for spectral broadening and multimode operation. 
Under this condition, 5.1 W of single-mode signal and 3.5 W of single-mode idler were simultane-
ously generated for 14.5 W of pump at an overall extraction efficiency of nearly 60 percent, with a 
measured idler bandwidth of 30 kHz over 500 μs.

The advent of QPM nonlinear materials has had a profound impact on cw SROs, with the vast 
majority of devices developed to date based on PPLN as the nonlinear material. When pumped near 
~1 μm by solid-state, amplified semiconductor, or fiber lasers, they can provide potential coverage 
from above ~1.3 μm up to the absorption edge of the material near ~5 μm. For wavelength genera-
tion below ~1.3 μm, the use of PPLN is generally precluded by photorefractive damage induced by 
visible pump or signal radiation. As such, the development of practical cw OPOs for visible and 
near-IR at wavelength below ~1.3 μm has remained difficult, particularly in high-power SRO con-
figuration where strong visible pump and signal radiation are present. This has thus necessitated the 
use of additional frequency conversion schemes or deployment of alternative QPM materials such as 
PPKTP and, more recently, MgO-doped periodically poled stoichiometric LiTaO3 (MgO:sPPLT). To 
extend the tunable range of cw SROs to the visible range, Strossner et al.34 used an approach based 
on second harmonic generation (SHG) of the idler output from a cw SRO in an external enhance-
ment cavity. By deploying a 10-W, single-frequency, cw pump laser at 532 nm in combination with 
multigrating PPKTP (L = 24 mm, Λ = 8.96 to 12.194 μm) and PPLN (L = 25 mm, Λ = 6.51 to 9.59 μm)
crystals as the OPO gain medium, and PPLN (L = 43 mm, Λ = 6.51 to 20.93 μm) for SHG, a vis-
ible green-to-red tuning range of 550 to 770 nm in the frequency-doubled idler was demonstrated. 
Together with direct signal (656 to 1035 nm) and idler (1096 to 2830 nm) tuning, this resulted in a 
total system tuning range of 550 to 2830 nm, with a tuning gap of ~60 nm over 1035 to 1096 nm. 
The output power, limited by photorefractive damage to the PPLN crystal, and optical damage to the 
PPKTP crystal and coatings induced by input pump, was 60 mW (signal), 800 mW (idler), and 70 mW 
(visible frequency-doubled idler) for up to 3.3 W of pump. The output signal from the free-running 
SRO exhibited a short-term linewidth of 20 kHz over 50 μs, with a jitter of 300 kHz over 5 ms, and 
5 MHz over 1 s. By frequency locking the SRO to a monolithic Nd:YAG laser, a jitter-free line-
width of 20 kHz was measured at a signal wavelength of 946 nm. In the absence of pump tuning, 
mode-hop-free tuning of SRO output was obtained by adjustment of the cavity length using piezo 
control and synchronous rotation of the etalon using a feedback loop, resulting in 38 GHz of fine 
tuning in the signal for PPKTP and 5 to 16 GHz for PPLN, limited by photorefractive effects. The 
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17.14  NONLINEAR OPTICS

free-running SRO exhibited a mode hop over a free-spectral range (680 MHz) every 10 min, but 
locking the SRO cavity to the 532-nm pump ensured a long-term frequency drift of <50 MHz/h in 
the signal and idler, accompanied by a reduction in output power by ~10 percent.

More recently, the development of MgO:sPPLT has brought about new opportunities for the 
advancement of practical cw SROs for the visible and near-IR at wavelength below ∼1.3 μm with 
the direct use of high-power solid-state laser sources in the green. By deploying a 10-W, single-
frequency, cw, frequency-doubled Nd:YVO4 pump laser at 532 nm, MgO:sPPLT (L = 30.14 mm, Λ =
7.97 μm) as the nonlinear crystal and temperature tuning, Samanta et al.35 demonstrated a cw SRO 
with a tunable range of 848 to 1430 nm. Using a linear standing-wave cavity and double-pass pump-
ing, the cw SRO had an oscillation threshold of 2.88 W, and could provide >1.51 W of single-pass 
idler power for 6 W of pump at an extraction efficiency of >25 percent and photon conversion effi-
ciency of >56 percent. The maximum idler power and conversion efficiency in this SRO was limited 
by thermal lensing effects, attributed to the finite liner absorption of the green pump light in the 
MgO:sPPLT crystal. Despite this, the SRO could deliver >500 mW of single-pass power across the 
entire idler tuning range of 1104 to 1430 nm, and in a Gaussian profile, confirming the absence of 
photorefractive damage as is present in PPLN. With a standing-wave SRO cavity and in the absence 
of intracavity frequency selection, the output frequency in both signal and idler was characterized 
by mode hops. Soon after, by deploying a compact ring cavity with a 500-μm intracavity etalon, the 
authors demonstrated single-frequency operation of the cw SRO.36 Using the same pump laser and 
MgO:sPPLT crystal in a single-pass pumping arrangement, the SRO had a pump power threshold of 
2.84 W and could deliver 1.59 W of single-mode idler power over 1140 to 1417 nm for 7.8 W of pump 
at >20 percent extraction efficiency. The total SRO tuning range was 852 to 1417 nm, obtained for a 
variation in crystal temperature from 61 to 236οC. Under free-running conditions, the idler had an 
instantaneous linewidth of ∼7 MHz and exhibited a peak-to-peak power stability of 16 percent over 
5 hours. Measurements of idler power at different crystal temperatures revealed stronger thermal 
lensing at higher temperatures. In a separate experiment, operation of a similar cw SRO based on 
MgO:sPPLT and pumped by a Nd:YVO4 laser at 532 nm was reported by Melkonian et al.,37 pro-
viding tunable signal over 619 to 640 nm in the red. Using a ring cavity for the SRO containing a 
30-mm multigrating crystal (Λ = 11.55 to 12.95 μm) and a 2-mm-thick intracavity silica etalon, the 
SRO could provide ∼100 mW of nonresonant idler power. The resonant signal was extracted using a 
1.7 percent output coupler, providing 100 mW of single-frequency red radiation for 10 W of input 
pump power. The cw SRO threshold varied from 3.6 W in the absence of the intracavity etalon up 
to 6.6 W with signal output coupling, and rising to 6.8 W depending on the exact signal wavelength.
The maximum pump depletion was 15 percent, limited by thermal effects attributed to pump and 
signal absorption. The output signal frequency could be mode-hop-tuned over a total range of 27 
GHz by rotation of the intracavity etalon, in steps of 255 MHz corresponding to free-spectral-range 
of the SRO cavity. With active stabilization of SRO cavity length, a frequency stability of 20 MHz over
3 min was obtained for the signal.

The development of practical, high-power, single-frequency cw SROs based on MgO:sPPLT 
pumped in the green and operating below 1 μm35–37 has also provided new motivation for spectral 
extension to shorter wavelengths. By using internal SHG of the resonant near-IR signal in a cw SRO 
based on MgO:sPPLT, Samanta and Ebrahim-Zadeh38 demonstrated the first cw SRO tunable in the 
blue. A schematic of the SRO configuration is shown in Fig. 10. The device was based on similar 
experimental design as in Ref. 36, except for the exclusion of the intracavity etalon and inclusion of a 
5-mm BiB3O6 (BIBO) crystal at the secondary waist of the bow-tie SRO ring resonator to frequency 
double the circulating signal radiation in a single direction. By varying the temperature of the MgO:
sPPLT crystal to tune the signal over 850 to 978 nm, and simultaneous rotation of the BIBO phase-
matching angle, a wavelength range of 425 to 489 nm in the blue was accessed. The generated blue 
power varied from 45 to 448 mW across the tuning range, with the variation arising from the non-
optimum reflectivity of the blue coupling mirror over the signal wavelength range. The output power 
behavior and pump depletion of the SRO with pump power is shown in Fig. 11. The frequency-dou-
bled SRO had a threshold of 4 W (2.4 W without the BIBO crystal), and exhibited a pump depletion 
of up to ∼73 percent under blue generation. In addition to the blue, the device could provide in excess 
of 100 mW of signal and as much as 2.6 W of idler output power. Without an intracavity etalon, the 
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CONTINUOUS-WAVE OPTICAL PARAMETRIC OSCILLATORS  17.15

single-mode nature of the pump and resonant signal resulted in single-frequency blue generation 
and a measured instantaneous linewidth of ∼8.5 MHz in the absence of active stabilization. The blue 
output beam also exhibited a gaussian spatial profile. In the meantime, operation of a intracavity 
frequency-doubled cw SRO based on MgO:sPPLT was also reported by My et al.,39 providing tunable 
output in the orange-red. By resonating the idler wave in the 1170 to 1355 nm range in a ring resonator 
and employing a 10-mm intracavity b-BaB2O4 (BBO) crystal for doubling, tuning output over 585 to 
678 nm was generated. With a 30-mm MgO:sPPLT crystal (Λ = 7.97 μm), up to 485 mW of visible radia-
tion was internally generated for 7.6 W of pump, with 170 mW extracted as useful output. The device 
could also provide up to 3 W of nonresonant infrared signal power. The power threshold for the cw 
SRO was 4.5 W (4 W without the BBO crystal) and pump depletions of ∼80 percent were measured 
for input powers >6 W. Without active stabilization, the visible SHG output was single mode with a 
frequency stability of 12 MHz over 12 min, and mode-hop-free operation could be maintained over 
several minutes. 

In a departure from conventional cw OPOs based on bulk materials, the use of guided-wave 
nonlinear structures can also in principle offer an attractive approach to the realization of OPO 
sources in miniature integrated formats. The tight confinement of optical waves in a waveguide can 

M2
Pump

Signal

M3

BIBO
M4

Idler

Blue

MgO: sPPLT 
(in oven)

M5

Pump

532 nm

M1

FIGURE 10 Schematic of the intracavity frequency-doubled 
MgO:sPPLT cw SRO for blue generation.38

FIGURE 11 Single-frequency blue power, signal power, idler 
power, and pump depletion as functions of input pump power to 
the frequency-doubled cw SRO. Solid and dotted lines are guide 
for the eye.38
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17.16  NONLINEAR OPTICS

provide substantial enhancement in nonlinear gain per input pump power compared with the bulk 
materials, but a major drawback of the approach is the unacceptably high input and output cou-
pling losses in the waveguide, hindering OPO operation. The problem is further exacerbated in the 
cw regime, and in the SRO configuration, which is characterized by the highest oscillation threshold. 
In an effort to overcome this difficulty, Langrock et al.40 deployed the technique of fiber-feedback 
to achieve operation of a cw SRO based on a reverse-proton-exchanged (RPE) PPLN waveguide. 
In this approach, the SRO cavity was formed in a ring using a single-mode optical fiber pigtailed to 
both ends of the waveguide, providing feedback at the resonant signal wave. The pump was similarly 
coupled into the PPLN waveguide using a separate fiber and, together with the nonresonant idler, 
exited the waveguide in a single pass. The configuration resulted in minimum coupling losses of 0.7 dB 
(signal input) and 0.6 dB (signal output), and alignment-free operation. Using a 67-mm RPE PPLN 
waveguide containing a 49-mm grating (Λ = 16.1 μm), and a tunable external cavity diode laser at 
779 nm as the pump, cw SRO threshold was reached at ~200 mW of coupled pump power. The waveguide 
cw SRO exhibited gain bandwidths in excess of 60 nm. Ultimately, however, practical realization of such 
waveguide cw SROs offering significant output will require further optimization of waveguide fabrication 
process to minimize propagation losses (a = 0.2 dB/cm) and loop losses (1.5 dB) in the present device, as 
well as further reductions in the waveguide-to-fiber coupling losses.

Multiple-Resonant Oscillators

Because the high pump power requirement for cw SROs can be prohibitive for many practical 
applications, extensive efforts have been directed to the development of cw OPOs in alternative 
resonance configurations, from the traditional DRO to the more recently devised PE-SRO and TRO, 
with the goal minimizing the pump power thresholds. These efforts have brought the operation of 
cw OPOs within the reach of more commonly available low- to moderate-power cw laser sources, 
albeit at the expense of added system complexity arising from the need for more elaborate cavity 
designs, more complex tuning protocols and the imperative requirement for active stabilization and 
control. In particular, the use of DRO and PE-SRO resonance schemes in combination with novel 
cavity designs have led to the practical generation of cw mid-IR radiation with the highest degree of 
frequency stability, and continuous mode-hop-free tuning capability over extended frequency spans 
at practical powers. These efforts have led to the realization of novel cw OPO systems in PE-SRO, 
DRO, and TRO configurations pumped by a variety of laser sources. These sources offer practical 
cw output powers in the mW to 100s mW range, high frequency stability, significant mode-hop-free 
tuning capability and extended wavelength coverage in the 1 to 5 μm spectral range.

Doubly Resonant Oscillators The use of DRO configurations in combination with PPLN has per-
mitted substantial reductions in cw pump power threshold in cw OPOs, to levels compatible with 
the direct use single-mode semiconductor diode lasers, without the need for power amplification. 
The smooth wavelength tuning capability of the diode laser pump can then be similarly exploited to 
achieve continuous mode-hop-free tuning of the DRO output. In an example of such an approach, 
Henderson et al.41 demonstrated a PPLN cw DRO pumped directly with a 150-mW, single-mode, 
single-stripe, DBR diode laser at 852 nm. Configured in a single, linear, standing-wave resonator and 
using a 19-mm-long multigrating crystal (Λ = 23.0 to 23.45 μm), the DRO exhibited a pump power 
threshold of ~17 mW, with thresholds as low as 5 mW under optimum alignment and minimum 
output coupling. Using three DRO mirror sets, a signal (idler) wavelength range of 1.1 to 1.4 μm (2.2 to 
3.7 μm) was accessed by temperature tuning the PPLN crystal. The DRO generated a total signal and 
idler power of 18 mW at 1.3 and 2.3 μm, respectively, for 89 mW of input diode pump power, with 
4 mW of output in the idler beam. Continuous mode-hop-free tuning of the signal (idler) at 1.3 μm
(2.3 μm) could be obtained over 12 GHz (7 GHz) by smooth tuning the frequency diode laser using 
temperature variation and over 17 GHz (10 GHz) using current control in combination with active 
servo control of the DRO cavity length to follow the pump frequency scan. The continuous mode-
hop-free tuning ranges were limited by the restrictions on DRO cavity length variation imposed by the 
piezoelectric transducer. With a pump linewidth of <3 MHz, the signal wave was measured to have 
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CONTINUOUS-WAVE OPTICAL PARAMETRIC OSCILLATORS  17.17

a linewidth of <7 MHz and a free-running frequency stability of ~20 MHz over 10 s without active 
stabilization. To demonstrate the utility of the diode-pumped cw DRO, continuous tuning of the 
idler was used in single-pass absorption spectroscopy of R6 line in CO gas at 2.3 μm.

In an effort to extend the wavelength coverage of cw OPOs to the visible spectrum, Petelski et al.42

demonstrated a DRO tunable in the yellow, using a cascaded frequency scheme comprising three 
resonators including two external enhancement cavities, and a cw single-frequency monolithic ring 
Nd:YAG laser as the primary pump source. The pump light at 1.064 μm was frequency doubled in 
an external enhancement cavity using MgO:LiNbO3 as the nonlinear crystal, to provide the input 
radiation for the cw DRO based on an identical crystal. With a threshold of 15 mW, the DRO deliv-
ered 95 mW of idler power for 450 mW of input at 532 nm, with the idler tunable over 1.130 to 
1.190 μm by changing the temperature of the MgO:LiNbO3 crystal. The generated idler output was 
then frequency doubled in an external enhancement cavity based on a 16-mm PPLN crystal (Λ =
8.0 to 8.6 μm) to provide tunable radiation across the 565 to 590 nm range. For 1.05 W of primary 
pump power at 1.064 μm, an output power of 3.8 mW was obtained at 580 nm, with active sta-
bilization of the DRO and enhancement cavities providing single-mode output with a 3 percent 
intensity noise and stable operation over 10 hours. Fine tuning of the yellow output was obtained 
by smooth tuning of the Nd:YAG pump source, as well as mode-hop tuning of the DRO by scan-
ning the cavity length. By tuning the pump frequency over 10 GHz, the yellow output at 580 nm 
was tuned continuously over 18 GHz, while mode-hop tuning could provide 160 GHz of step tun-
ing across 20 mode pairs. 

Pump-Enhanced Singly Resonant Oscillators In separate experiments, using a single-mode, 
single-stripe, grating-stabilized AlGaAs diode lasers at ~810 nm in both solitary and external-cavity 
configurations, Lindsay et al.43 demonstrated a PPLN cw OPO in pump-enhanced configuration. 
Using a single, linear, standing-wave cavity for the OPO and a 50-mm, multigrating (Λ = 21.0 to 
22.4 μm) crystal, a typical pump power threshold of 25 to 30 mW over a signal (idler) tuning range 
of 1.06 to 1.19 μm (2.58 to 3.44 μm) was demonstrated, with ~4 mW of single-mode idler power 
available for 62 mW of pump. Wavelength tuning could be achieved by the variation of pump wave-
length, PPLN crystal temperature, or grating period. In the external cavity configuration, locking 
of the OPO cavity length to the pump laser frequency using the Pound-Drever technique enabled 
stabilized single-mode operation with a signal (idler) intensity fluctuation of ±3.5 percent (2.6 percent) 
at 0.5 mW (4 mW) power level over 1 hour. Over this period, pump frequency fluctuations of ±125 MHz
resulted in ±100 MHz variation in signal frequency. However, mode-hop-free operation was main-
tained throughout the entire period. By continuous tuning of the external cavity diode laser over 
510 MHz, a mode-hop-free tuning range of 377 MHz for the signal and 133 MHz for the idler was 
obtained, limited by the relative tuning rate of parametric gain curve and resonant signal modes 
with frequency tuning of the pump in the common-cavity PE-SRO, and so could be extended using 
a dual-cavity arrangement for the OPO.

By deploying a single-frequency cw Ti:sapphire pump laser, Turnbull et al.44 demonstrated a cw 
PE-SRO based on a multigrating PPLN crystal (L = 19 mm, Λ = 21.0 to 22.4 μm) with an extended 
mid-IR idler coverage to 5.26 μm, well into the strong absorption region of the material beyond 
~4.5 μm. The PE-SRO could provide idler tuning in two regions from 2.71 to 3.26 μm and from 
4.07 to 5.26 μm, using a combination of temperature tuning and grating period variation. The oscil-
lator exhibited a typical cw pump power threshold of 100 mW, increasing to more than 500 mW 
near 5 μm. For 750 mW of input pump power, the PE-SRO could typically provide a maximum 
one-way cw idler power of 16 mW. By employing a dual-cavity arrangement for the PE-SRO and a 
solid etalon in one arm of the resonant signal cavity, the authors were able to demonstrate mode-
hop-free tuning of the idler over 10.8 GHz by smoothly tuning the pump laser over 12.3 GHz. In 
a further experiment, Stothard et al.45 extended operation of the same PE-SRO to a single-cavity, 
traveling-wave ring geometry with the aim of extending the total fine-tuning performance of the 
oscillator and improving the idler output power. By using a low-finesse intracavity etalon to control the 
resonant signal frequency, the authors were able to achieve discontinuous mode-hop tuning of the idler 
frequency across the entire free spectral range of the etalon, corresponding to 83 GHz. The PE-SRO 
exhibited an oscillation threshold of 250 mW and could generate 35 mW of cw single-frequency mid-IR 
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17.18  NONLINEAR OPTICS

idler radiation in the 2.8 to 3-μm spectral range for 600 mW of input Ti:sapphire pump power. In a 
separate experiment, Lindsay et al.46 reported the operation of a cw PE-SRO based on PPRTA 
(L = 20 mm, Λ = 39.6 μm) as the nonlinear crystal. The PE-SRO was pumped by a diode-pumped 
cw single-frequency Nd:YVO4 laser at 1.064 μm and was configured in a linear standing-wave reso-
nator with the nonresonant idler double-passed through the cavity. With the 20-mm crystal length, 
the oscillator had an external pump power threshold of 250 mW and could deliver 87 mW of cw 
mid-IR idler output for 900 mW of input pump power. Coarse tuning of the idler over the wave-
length range of 3.245 to 3.520 μm was achieved by temperature tuning the single-grating PPRTA 
crystal. Continuous mode-hop-free tuning of the PE-SRO over 0.7 GHz was also demonstrated by 
fine tuning the Nd:YVO4 pump laser frequency.

In subsequent experiments, Muller et al.47 investigated long-term frequency stability and line-
width properties of cw PE-SROs in common-cavity and dual-cavity configurations. Using multi-
grating PPLN crystals (L = 50 mm, Λ = 28.64 to 30.16 μm), a 2.5 W cw Nd:YAG pump laser (line-
width ~1 kHz/100 ms, frequency drift ~1 MHz/min) at 1064 nm, and linear standing-wave cavity 
arrangements for both configurations, they studied frequency stability and linewidth of the idler 
output tunable in the 3.1 to 3.9 μm spectral range. Schematics of the experimental setups for both 
cavity configurations are shown in Figs. 12 and 13. In the common-cavity PE-SRO (Fig. 12) with 
the pump and signal resonant in the same cavity, the OPO was locked to the pump laser using the 
Pound-Drever-Hall (PDH) technique, and the oscillator exhibited a threshold of 280 mW. In dual-
cavity arrangement (Fig. 13), the pump and signal were resonated in separate linear cavities, with 
an intracavity 500-μm-thick Nd:YAG etalon inserted into the signal cavity for improved frequency 
control. The pump cavity was locked to the pump laser using the PDH method, while the signal 
cavity was locked to the point of maximum idler power using an intensity lock without an external 
reference. The use of dual-cavity configuration increased the threshold to 380 mW, but resulted in
stable, mode-hop-free operation over 30 min. While an intrinsic advantage of the common-cavity 
PE-SRO is direct stabilization of the signal frequency to pump, it is more sensitive to mechanical 
perturbations, leading to mode hops. Moreover, reliable mode-hop-free operation and continuous 
frequency tuning by tuning the pump laser are more difficult due to the simultaneous resonance of 
two different wavelengths within a single cavity. On the other hand, the dual-cavity approach can over-
come spontaneous mode hops and continuous tuning limitations of common-cavity PE-SROs, and 
can also offer several tuning methods combining etalon, signal cavity and pump frequency tuning. The 

FIGURE 12 Common-cavity cw PE-SRO setup; M = mirror, 
DM = dichroic mirror, FI = Faraday isolator, L = lens, p = pump, s = 
signal, i = idler.47
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results of the investigations revealed long-term frequency stability better than ± 30 MHz over more 
than 30 min for both configurations (Figs. 14 and 15), limited by the resolution of the wavemeter.  
The short-term frequency jitter was 56 kHz over 1.8 s for the common-cavity PE-SRO and 13.5 MHz 
over 1.5 s for the dual-cavity PE-SRO. The short-term linewidths, measured using the cavity leak-out 
technique in external high-finesse cavities, were (9 ± 2) kHz for the common-cavity and (6 ± 1) kHz 
for the dual-cavity over 20 μs. The difference in frequency stability and linewidth of the two configura-
tions is a result of the stabilization methods used. In the common-cavity PE-SRO, direct locking of 
the cavity to the pump laser provides a strong stabilization of the signal to pump frequency. In the 

FIGURE 13 Dual-cavity cw PE-SRO setup; M = mirror, DM = 
dichroic mirror, FI = Faraday isolator, L = lens, p = pump, s = signal,
i = idler.47
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FIGURE 14 Long-term frequency stability (digital wavemeter 
read-out in 30 MHz steps and running average over 20 points) of the 
common-cavity cw PE-SRO.47
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17.20  NONLINEAR OPTICS

dual-cavity PE-SRO, the signal cavity is locked to the maximum idler output power and so the idler 
frequency is coupled to the maximum of the phase-matching gain curve. Any shifts in the gain curve 
in time will also result in corresponding variations in the signal and idler frequencies. However, the 
reported results confirm that despite this limitation, the dual-cavity PE-SRO provides the required 
frequency stability and linewidths as well as continuous mode-hop-free tuning necessary for high-
resolution spectroscopy.

Triply Resonant Oscillators Characterized by the lowest oscillation threshold, the TRO represents 
the least demanding configuration for cw OPOs with regard to pump power. However, practi-
cal operation of such oscillators requires active cavity length control to maintain simultaneous 
resonance of the pump, signal and idler within the OPO resonator. In an example of such a device, 
Gross et al.48 reported a TRO based on a 58-mm PPLN crystal using only 14 mW of pump power 
from a grating-stabilized, single-frequency, extended-cavity diode laser at 805 nm. By deploying a 
linear two-mirror cavity, highly reflecting mirrors, optimum mode-matching and active stabiliza-
tion, they achieved a threshold pump power as low as 600 μW at resonance, with a maximum total
(signal and idler) output power of 47 μm generated for 13.5 mW of pump. With mirrors of higher 
transmission (4 percent) at the signal and idler, a total output power of 2.1 mW was generated for
13.8 mW of pump, but at the expense of an increase in pump power threshold to 4.5 mW. Using a 
segmented design for the PPLN crystal consisting of two 19-mm outer sections poled with multiple 
grating of identical periods (Λ = 20.2 to 20.8 μm) at 50 percent duty cycle and a single-domain 
section of length 20 mm at the centre, they demonstrated electro-optic tuning of the TRO output 
wavelengths at a fixed temperature, grating period, and pump wavelength. By applying an electric 
voltage of up to +1230 V across the single-domain section, wavelength tuning of the signal and idler 
over 1560 to 1660 nm could be obtained through modification of the phase-matching gain spectrum 
induced by the electro-optic effect. By applying a voltage modulation of amplitude 513 V at 0.11 Hz, 
signal (idler) tuning over 9.7 nm (10.8 nm) was demonstrated over 4.6 s, limited by the bandwidth 
of servo electronics.

Because of their phase coherent properties and the ability to generate exactly correlated frequencies, 
cw OPOs are also uniquely versatile sources for applications in optical frequency synthesis and metrol-
ogy. Combined with compact solid-state semiconductor, or fiber pump lasers, they can offer practical 
tools for precision frequency generation, measurement, and control across extended regions spanning 
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FIGURE 15 Long-term frequency stability (digital wavemeter 
read-out in 30 MHz steps and running average over 20 points) of the 
dual-cavity cw PE-SRO.47
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the optical spectrum. In a report, Ferrari49 demonstrated a particular architecture for optical frequency 
synthesis based on a cw OPO in TRO configuration. By taking advantage of the lowest oscillation 
threshold offered by the TRO, the author developed a 3/2 pump frequency multiplier from the near-IR 
to visible using a 400-mW, single-mode semiconductor MOPA device at 1006.5 nm as the pump source 
(Fig. 16). The TRO, based on PPKTP as the nonlinear crystal (L = 20 mm, Λ = 38 μm), was operated at 
degeneracy to provide identical signal and idler frequencies at half the pump frequency. A second intra-
cavity PPKTP crystal (L = 20 mm, Λ = 19.8 μm) was then used to sum the pump with the degenerate 
frequency, resulting in 3/2 frequency multiplication of the pump, corresponding to a wavelength of 
671 nm in the red. To provide stable operation, the TRO cavity length was locked using the pump reso-
nance, and independent control of the degenerate signal and idler oscillating modes was obtained by 
using wedged crystals. Fine tuning of the TRO cavity modes could be obtained while maintaining pump 
resonance by lateral translation of the wedged crystals to alter in the optical path lengths within the crys-
tals, thus enabling single-frequency operation to be achieved at degeneracy. The TRO had a threshold of 
<50 mW and could provide 40 mW of single-mode output at degeneracy in a near-gaussian spatial 
mode with an RMS amplitude noise of 1.4 percent (50 kHz bandwidth) over 3 min at full power. 

17.3 APPLICATIONS 

The important advances in cw OPOs over the last decade have led to the realization of a new gen-
eration of practical coherent light sources in new spectral regions from the visible to the near- and 
mid-IR offering unprecedented optical powers, high frequency stability and narrow linewidth, 
excellent beam quality, and extended fine and coarse tuning. These capabilities have paved the way 
for the deployment of cw OPOs in new application areas, in particular spectroscopy. Most notably, 
cw OPOs based on PPLN have found important applications in sensitive detection and analysis of 
trace gases in mid-IR, where a variety of important molecular finger prints exist. A wide range of 
experiments, from simple single-pass absorption to high-resolution Doppler-free and cavity leak-
out spectroscopy have been successfully performed by deploying cw OPOs based mainly on PPLN 
and operating in different resonance configurations of SRO, PE-SRO, or DRO. The higher cw output 
powers available to SROs and PE-SROs have also enabled detection of trace gases in the mid-IR with 
unprecedented sensitivity using photoacoustic spectroscopy.

FIGURE 16 Schematic of the cw TRO for 3/2 frequency multiplier, converting a cw 
single-frequency radiation at 1006.5 nm into 671 nm. The wedged surfaces of the crystals are 
cut at an angle of 100 mrad with respect to the crystal axis. The input (output) facet of the OPO 
(SFG) crystal is at normal incidence. The two inclined surfaces facing each other are parallel. 
The transverse displacement of the nonlinear crystals provides an independent control over the 
cavity dispersion, ensuring simultaneous resonance of the two infrared fields.49
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By exploiting fine frequency tuning in a diode-pumped PPLN cw SRO, Klein et al.28 performed 
single-pass absorption spectroscopy of rovibrational transitions in N2O gas near 2.1 μm. The wide 
and continuous mode-hop-free tuning of the idler over 56 GHz enabled monitoring of three molec-
ular lines separated by ~20 GHz within a single frequency scan. 

Using a cw SRO based on PPLN, providing 700 mW of idler power and a total single-frequency 
fine tuning range of 24 GHz, Van Herpen et al.20 recorded absorption line of ethane in nitrogen 
using the photoacoustic spectroscopy technique. In a later experiment,21 by deploying a more pow-
erful pump laser and a similar SRO configuration, photoacoustic spectroscopy of ethane in nitrogen 
was demonstrated with a detection sensitivity of 10 parts per trillion (ppt) (Figs. 17 and 18). The 
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FIGURE 17 100-GHz-wide mode-hop scan of 10 ppm ethane in 
nitrogen was made around 2996.9 cm–1. The solid line at the bottom shows 
the photoacoustic signal, the dashed line the idler power and the solid line 
at the top the fringes from a 7.5-GHz external Fabry-Perot etalon.21
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FIGURE 18 Pump-scan around 2996.9 cm–1 of 0.4-ppb 
ethane in nitrogen at atmospheric pressure. A lorentzian fit with 
linearly decreasing background has been plotted through the data 
(dashed line). The linearly decreasing background is also shown 
separately with a dotted line. The bottom of the picture shows the 
residual if the fit is subtracted from the data.21
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extension of operation of the SRO to the 3.7 to 4.7-μm spectral range enabled photoacoustic detec-
tion of the CO2 absorption line in nitrogen near 4.235 μm using 24-GHz continuous scan of the idler 
frequency.22 By using a high-power cw SRO based on PPLN operating in the 2.6 to 4.7 μm in the mid-IR, 
photoacoustic spectroscopy of a mixture of 20-ppm ethane in nitrogen was performed near 3.33 μm.23

The SRO was pumped by a 20-W, cw single-frequency Yb:YAG laser (tunable over 1.024 to 1.034 μm)
and could deliver 3 W of idler power at 2.954 μm (Fig. 3). By step-tuning the pump frequency using 
a combination of intracavity etalon and a Lyot filter, mode-hop-tuning of the idler over 190 GHz 
could be achieved, enabling coverage of several absorption lines of ethane. With 2.15 W of idler 
power available at 3.33 μm, a photoacoustic detection sensitivity of 0.005 ppb was deduced. By 
monitoring the photoacoustic signal corresponding to the strongest absorption peak in the same 
20-ppm mixture of ethane in nitrogen at low pressure (77 mbar) as a function of time (Fig. 19), a
slow idler frequency drift of 250 MHz over 200 s was measured, which was attributed to the 
fluctuations in the PPLN crystal temperature and lack of thermal isolation of the SRO from the 
environment. The idler frequency also exhibited fast frequency fluctuations of 90 MHz/s, attributed 
to the nonoptimized coatings of the PPLN crystal and cavity mirrors, which resulted in unwanted 
etalon and resonance effects in the SRO cavity. In a later report, Ngai et al.24 performed photoacous-
tic and cavity leak-out spectroscopy of several trace gases including CO2 and multicomponent gas 
mixtures of methane, ethane, and water in human breath using an automatically tunable cw SRO based 
on a multigrating MgO:PPLN crystal (Figs. 4 and 5). By deploying a ring SRO cavity with an uncoated 
intracavity YAG etalon and using a combination of pump tuning and etalon rotation, step-tuning of 
the idler over 207 GHz could be achieved. Adjustment of the crystal temperature could further be 
used to repeat this process, to provide wavelength scans of up to 450 cm–1 with a single grating 
period at high resolution (<5 × 10–4 cm–1). By translating the crystal to other grating periods, an 
extended idler wavelength range of 2.75 to 3.83 μm could be accessed. Using the wide wavelength 
scanning capability, extended wavelength coverage, and automatic tuning capability of this source, 
photacoustic spectroscopy of strong CO2 combination bands in laboratory air (460 ppmv) extend-
ing over 14 nm (from 2788 to 2802 nm) was recorded by a combination of pump tuning, etalon 
rotation and crystal temperature tuning with a spectral resolution of 0.01 nm and a recording time 
of 1 hour. The recorded spectra were corrected for the water-vapor contribution to reveal the true 
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FIGURE 19  The high resolution performance and the wave-
length stability of the SRO are demonstrated by recording the photo 
acoustic signal from the half maximum of a 77 mbar pressure broad-
ened absorption line of 20 ppm of ethane in nitrogen at 2996.9 cm−1.
When not tuning the pump frequency, the photoacoustic signal shows 
random oscillations at a rather high frequency (90 MHz/s), combined 
with an oscillation at a lower frequency (250 MHz in 200 s).23
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17.24  NONLINEAR OPTICS

CO2 spectra, with the results in excellent agreement with calculations. Similarly, using the same 
automatic tuning protocol, photoacoustic spectroscopy of methane, ethane, and water vapor in 
human breath were simultaneously recorded by scanning the idler wavelength in the 3344 to 3349 
spectral range (Fig. 20). Concentrations of 21 ppmv and 13 ppbv were calculated for methane and 
ethane, respectively, in the first sample, and 4.5 ppmv and 13 ppbv in the second sample. Using the 
same cw SRO, cavity leak-out spectroscopy was performed for gas mixtures containing methane
(at 3.221 μm) and ethane (at 3.337 μm) in N2 at 100 mbar pressure. In the case of methane, the 
absorption peak was scanned over 200 s with a spectral resolution of 0.001 cm–1, resulting in a 
background methane concentration of 31 ppbv in N2, a noise-equivalent detection limit of 0.16 ppbv, and
a minimum detectable absorption coefficient of 2.0 × 10–9 cm–1. For ethane, the idler was scanned 
over 60 s with a lower resolution of 0.01 cm–1, resulting in concentrations from 5 to 100 ppbv, a 
noise-equivalent detection limit of 0.07 ppbv, and a minimum detectable absorption coefficient of 
1.4 × 10–9 cm–1. The cw SRO was also used to record the spectrum of 12CH4 and 13CH4 isotopes of 
methane in laboratory air with cavity leak-out spectroscopy. Scanning the idler wavelength from 
3210 to 3211.5 nm revealed the absorption features corresponding to the two isotopes as well as 
water vapor, with the measured data in good agreement with calculated spectra.

The rapid and continuous mode-hop-free idler tuning over 110 GHz in a PPLN cw SRO pumped 
by a fiber-amplified DBR diode laser29 has been used to perform real-time single-pass absorption 
spectroscopy of methane near 3.39 μm with a refresh period of 29 ms and a corresponding refresh 
rate of 34 Hz, demonstrating the suitability of the system for rapid spectroscopic measurements
(Fig. 21). In a subsequent experiment,50 by taking advantage of frequency modulation capabilities 
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FIGURE 20 (a) Photoacoustic spectra measured from the breath of two different test persons. 
The recorded spectra reveal a higher methane concentration in the breath of person 1, indicating the 
presence of methanogenic flora. (b) Calculated absorption spectra based on the HITRAN database for 
methane, ethane, and water.24
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CONTINUOUS-WAVE OPTICAL PARAMETRIC OSCILLATORS  17.25

of the idler output from a similar fiber-amplified DBR diode-pumped cw SRO, sensitive detection 
of multicomponent trace gas mixtures was performed using quartz-enhanced photoacoustic spec-
troscopy (QEPAS). The SRO, based on a multigrating MgO:PPLN crystal (L = 50 mm, Λ = 28.5 to 
31.5 μm), was similarly configured in a ring cavity with a 400-μm-thick uncoated intracavity YAG 
etalon to provide enhanced frequency selection and stability (Fig. 22). The pump laser delivered
7.9 W of single-frequency power at 1082 nm with a linewidth of ~100 MHz. The idler wavelength 
was tuned coarsely over 3 to 4 μm by a combination of grating and temperature tuning, in discrete 
steps of 1 to 4 cm–1 due to the combination of SRO cavity modes, etalon mode selection and phase-
matching bandwidth of the crystal. Pump tuning was then used to provide fine wavelength control 
and mode-hop-free tuning of the idler over 5.2 cm–1, which could be shifted within a total range 
of 16.5 cm–1 by current control of the DBR diode laser. By monitoring the idler wavelength with a 
wavemeter, and using a computer-controlled feedback loop to adjust the phase and current to the 
DBR, locking of  idler frequency at 2990.076 cm–1 could be achieved with a stability of 1.7 × 10–3 cm–1

over 30 min. With the programmed tuning, idler wavenumbers from 2987 to 2994 cm–1 could be
accessed in 1-cm–1 steps within the pump tuning range, with any desired wavelength reached within
~20 s of tuning the pump. Using this source, QEPAS spectral data of 2-ppmv ethane in nitrogen 
were successfully recorded at 2990.1 cm–1, as well as isolated 1.2 percent water vapor at 2994.4 cm–1

(Fig. 23). By locking the pump laser frequency to the maximum ethane absorption peak at 2990.08 cm–1

and measuring concentrations from 20 ppmv down to 100 ppbv, a QEPAS detection limit of
25 ppbv was deduced. By keeping the idler wavelength fixed at the same absorption peak with a 2 ppmv 
methane concentration, a linear dependence of QEPAS signal on input power was verified, confirm-
ing the advantage of higher powers for improved detection sensitivity. To further demonstrate the 

FIGURE 21 Rapid mode-hop-free tuning of a cw SRO pumped by a fiber-amplified DBR diode laser, 
and application absorption spectroscopy of CH4.

29
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17.26  NONLINEAR OPTICS

unique advantages offered by the wide tuning coverage of the cw SRO, QEPAS data corresponding 
to a multiple gas mixture containing 2.2 ppmv ethane, 1.1 percent water, and 1.5 ppmv methane 
were successfully recorded by pump-tuning the idler from 2979.4 to 2994.6 cm–1, with the obtained 
spectra in good agreement with calculations. From the obtained data, it was also possible to deduce 
an improved QEPAS detection limit of 13 ppbv for the stronger methane absorption line at 2983.3 cm–1

and 6.8 ppmv for water at 2994.4 cm–1.
By deploying an all-fiber-pumped PPLN cw SRO,27 single-pass absorption spectroscopy of sev-

eral gases over the wavelength range of 2700 to 3200 nm was performed by continuous scanning 
of the idler frequency with a linewidth of ~1 MHz. Using piezoelectric tuning of the fiber pump 
laser allowed mode-hop-free tuning of the idler frequency up to 60 GHz, enabling high-resolution 
spectroscopy of various absorption features in water vapor (2709 nm), carbon dioxide (2810 nm), 
nitrous oxide (2879 nm), ammonia (2897 nm), and methane (3167 nm). 

Idler

Idler

Power
meter

Tuning
fork

E

Signal

PumpPP-MgO-LN

Fiber
pump

Fiber
amplifier

Q H H

Wavelength
meter

Diode

ISO 1 ISO 2

FIGURE 22 Schematic of the cw SRO experimental setup 
for quartz-enhanced photoacoustic spectroscopy.50
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range is also shown, revealing a flat background signal (filled 
circles). Another example of a QEPAS scan is given in the inset for 
1.2 percent water at 2994.4 cm−1.50
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In a separate experiment, using a PPLN cw DRO pumped directly by a 150-mW DBR diode 
laser and delivering 4 mW of idler output with a mode-hop-free tuning range of 10 GHz, simple 
single-pass absorption spectroscopy of CO molecule at 2.3 μm was demonstrated.41 Spectroscopic 
applications of cw OPOs in the visible spectral range has also been performed by external frequency 
doubling of the idler output from a cw DRO in an external enhancement cavity to generate yel-
low radiation in the 565 to 590 nm region.42 The DRO was pumped by a cw, monolithic ring Nd:
YAG laser at 1064 nm and by tuning the pump frequency over 10 GHz, the yellow output at 580 nm 
could be tuned smoothly over 18 GHz, while mode-hop tuning could provide 160 GHz of step-tuning
across 20 mode pairs. This tuning capability enabled spectroscopy of the 5D0 → 7F0 transition in 
Eu3+:Y2SiO5 at 4 K, which is of interest because it exhibits the lowest known homogeneous line-
width for an optical transition in a solid. The step-tuning capability enabled the full spectrum of 
the transition containing two absorption peaks at 580.070 and 580.224 nm to be scanned, while the 
fine mode-hop-free tuning enabled continuous scan of each inhomogeneously broadened absorp-
tion peak, resulting in linewidths of Δn = 3 GHz and Δn = 2.5 GHz, respectively. Persistent spectral 
hole-burning was also observed by continuous tuning of the pump, and linewidths <1 MHz were 
recorded after 40 min of burning. By monitoring the hole spectrum every few hours, it was possible 
to follow the hole decay as long as 15 hours, demonstrating the repeatability of frequency tuning 
and stability of the cw DRO over many hours.

By deploying a cw PE-SRO based on a 19-mm-long PPLN crystal, Kovalchuk et al.51 performed 
high-resolution Doppler-free spectroscopy of rovibrational transition of methane molecule at 3.39 μm. 
The PE-SRO, configured in semi-monolithic cavity design and containing an intracavity etalon, 
was pumped by a cw single-mode Nd:YAG ring laser with a linewidth of ~5 kHz. It could provide 
single-frequency idler output with a linewidth of ~100 kHz and a mode-hop-free tuning range of 
1 GHz, obtained by smooth tuning of the pump laser. The PE-SRO had a minimum oscillation 
threshold of 305 mW and generated a total two-way idler power of 58 mW at 3.39 μm for 808 mW 
of input pump power. With this set-up, Doppler-free resonances with a resolution of ~500 kHz 
were recorded in methane, limited by the frequency jitter of the PE-SRO idler output and pressure 
broadening. Subsequently, Muller et al.52 reported a transportable, all-solid-state photoacoustic 
spectrometer based on a cw PE-SRO using an alternative dual-cavity semi-monolithic cavity design. 
The PE-SRO used a 19-mm-long multigrating PPLN crystal and was pumped by a 2.5-W cw single-
frequency Nd:YAG laser at 1.064 μm. The oscillator was characterized by a pump power threshold 
of 380 mW and could generate a total two-way idler power of 200 mW. Using active signal cavity 
length stabilization, an idler frequency stability better than ±30 MHz was obtained. Coarse tun-
ing of the idler wavelength over 3.1 to 3.9 μm was performed by a combination of temperature 
and grating period variation, while the use of an etalon inside the signal cavity enabled continuous 
mode-hop-free tuning of the idler over 1.5 GHz by tuning the pump laser. Mode-hop tuning of the 
idler frequency in steps of 450 MHz could also be achieved over 52 GHz by rotation of the intracav-
ity etalon. Using this mode-hop tuning method and with 70 mW of available idler power, photo-
acoustic spectroscopy of ethane was performed with a detection sensitivity of 110 ppt. By deploying 
the same dual-cavity cw PE-SRO in combination with cavity leak-out spectroscopy, substantial 
improvement in detection sensitivity of ethane down to 0.5 ppt was demonstrated near 3 μm,53 and 
by exploiting the frequency tuning capability of the PE-SRO, simultaneous monitoring of ethane, 
methane, and water vapor in human breath could be performed, without significant interference 
from other gases.

In a further application, Stothard et al.54 demonstrated the use of a cw PE-SRO for hyperspec-
tral imaging of gases in the mid-IR. Based on a 20-mm-long, single-grating crystal of PPRTA and 
pumped by a 1-W diode-pumped Nd:YVO4 laser, the PE-SRO could provide ~50 mW of idler 
output power and coverage in the 3.18 to 3.50-μm spectral range by temperature tuning the crystal. 
The use of a three-mirror standing-wave PE-SRO cavity and an intracavity etalon at the signal 
wavelength-enabled mode-hop tuning of the idler frequency over ~30 GHz, in steps of 1.4 to 2 GHz, 
by rotation of the etalon. This frequency resolution was sufficient compared to the typical linewidth 
of ~5 GHz for pressure-broadened transitions in gases under atmospheric pressure, thus enabling the 
deployment of the cw PE-SRO for imaging of methane gas in the atmosphere. By tuning the cw PE-SRO 
idler frequency to the strong methane absorption lines near 3.27 and 3.35 μm, gas concentrations of 
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the order of 30 ppm-m could be detected and significant target areas (~4 m2 at 3 m) could be effec-
tively imaged with the subsecond acquisition times.

As well as versatile spectroscopic tools, cw OPOs offer unique sources of correlated twin beams 
and nonclassical states of light for applications in quantum optics and quantum information pro-
cessing. When pumped by cw all-solid-state lasers, they can provide compact twin-beam optical 
sources for quantum cryptography and sub-shot-noise measurement. In one configuration of such 
a device, a cw TRO based on a 10-mm KTP crystal and using a linear semi-monolithic resonator to 
separate the pump and parametric wave cavities, was reported by Hayasaka et al.55 The TRO was 
pumped at 540 nm by the second harmonic of an extended-cavity single-stripe cw diode laser and 
was operated close to degeneracy. The use of this pump wavelength permitted type II NCPM in KTP, 
resulting in a TRO pump power threshold as low as 2.5 mW near degeneracy and providing 5.1 mW 
of cw output power for 16 mW of pump power. By recording the noise spectrum of the twin-beam 
intensities, 4.3 dB of intensity-difference squeezing was observed at ~3 MHz. In a subsequent exper-
iment, Su et al.56 demonstrated quantum entanglement between the signal and idler twin beams 
in a nondegenerate cw DRO above threshold. The DRO, based on a 10-mm PPKTP crystal cut for 
type II nondegenerate phase matching, was configured in a linear semi-monolithic cavity and was 
pumped by the stabilized cw single-mode output of a frequency-doubled Nd:YAP laser at 540 nm. 
Using a pair of unbalanced Mach-Zender interferometers with unequal arm lengths, the amplitude 
and phase noise of the signal and idler beams above threshold were recorded at 20 MHz, enabling 
quantum correlations to be deduced from the noise levels of the intensity difference and phase sum 
of the photocurrents measured by the unbalanced interferometers. Using this method, the authors 
were able to deduce correlations of amplitude and phase quadratures of signal and idler below the 
shot-noise-limit, amounting to ~2.58 and ~1.05 dB, respectively, and from the sum of the amplitude 
and phase correlation variances, demonstrate quantum entanglement of the twin beams below
the shot-noise-limit. For 230 mW of input pump power, nearly twice the 120-mW DRO threshold, 
the output power in the correlated twin beams was 22 mW. The nondegenerate signal and idler twin 
beams were at wavelengths of 1079.130 and 1080.215 nm, respectively, separated by 1.085 nm.  In 
another experiment, Tanimura et al.57 deployed a cw DRO below threshold to generate squeezed 
vacuum on resonance with the rubidium D line at 795 nm. The DRO, based on a 10-mm crystal of 
PPKTP, was configured in a ring cavity and pumped at 397.5 nm by the second harmonic of a cw 
single-frequency Ti:sapphire laser to provide near-degenerate signal and idler frequencies at 795 nm 
(Fig. 24). Operating the cw DRO below threshold and using homodyne detection, the authors were 
able to measure strongly squeezed vacuum at the OPO output. With the DRO operated at 61 mW of 
input pump power, below a calculated threshold of 150 mW, a squeezing level of –2.75 dB below the 
shot-noise-limit and anti-squeezing level of +7.00 dB above the shot-noise-limit was observed (Fig. 25). 
Such a system could find useful applications for ultraprecise measurements of atomic spins as well 
as quantum information processing by mapping squeezed vacuum onto an atomic ensemble.

Because of their phase coherent properties and the ability to lock correlated frequencies to stable 
optical references, cw OPOs also represent highly promising light sources for applications in optical 
frequency synthesis and metrology. In an example of such application, a novel approach based on 
the combination of a cw OPO with a femtosecond Ti:sapphire frequency comb was used to provide 
a phase-coherent bridge from the visible to mid-IR spectral regions.58 The cw PE-SRO, based on a 
19-mm PPLN crystal and deploying a similar configuration to that in Ref. 51 was pumped by a cw 
single-frequency Nd:YAG laser. The oscillator provided idler emission in the 2.4 to 3.7-μm spectral 
range, with 50 mW of idler power and an instantaneous linewidth of ~10 kHz at 3.39 μm. The 
technique takes advantage of the fact that in a PPLN cw PE-SRO, in addition to the phase-matched 
signal and idler, there are also non-phase-matched frequencies generated by mixing of the resonant 
pump and signal waves. This process provides a range of visible frequencies within the emission 
bandwidth of a femtosecond Ti:sapphire laser, which can be used for frequency comparison with the 
nearest comb lines. By forming suitable differences of the heterodyne beat frequencies between the 
visible frequency components from the cw OPO and adjacent comb lines in the femtosecond laser, 
mutual phase locking of OPO optical frequencies, Ti:sapphire repetition frequency and carrier-
envelope offset frequency could be obtained. Using this method, the authors performed direct fre-
quency comparison between an iodine-stabilized Nd:YAG laser at 1.064 μm and a mid-IR methane 
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FIGURE 24 Experimental setup for PPKTP cw DRO for the generation of 
squeezed vacuum. ISO, optical isolator; EOM, electro-optic modulator; OPO, 
subthreshold degenerate optical parametric oscillator; HBS, half-beam splitter; 
PT, partial transmittance mirror; HD, balanced homodyne detector; PD, photodi-
ode; SM, single-mode fiber.57

optical frequency standard at 3.39 μm. Subsequent demonstrations, taking advantage of the unique 
coherence properties of cw OPOs for frequency synthesis, include the development of a precise 3/2 
frequency multiplier from a near-IR pump to the visible using a cw TRO.49

17.4 SUMMARY

This chapter has provided an overview of the latest advances in cw OPOs and their applications 
over the past decade. The advent of QPM nonlinear materials has had an unprecedented impact 
on cw OPO technology which, combined with major advances in solid-state laser technology and 
innovative design architectures, has led to the realization of a new generation of truly practical cw 
OPOs with performance capabilities surpassing conventional lasers. The mature technology and 
ready availability of PPLN has enabled the development of near- and mid-IR cw OPOs for the 1 to 
5 μm spectral range in various resonance configurations, from TROs offering minimal oscillation 
threshold and lowest output power to cw SROs with highest threshold and watt-level output power, 
previously unattainable with birefringent nonlinear materials, and using a variety of pump sources 
from miniature semiconductor diode lasers to high-power solid-state and fiber lasers. The applica-
tion of novel cavity designs and resonance schemes including pump enhancement, dual cavities and 
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intracavity pumping, together with innovative tuning and stabilization techniques have enabled the 
generation of coherent output with excellent power and frequency stability and short-term line-
widths down to a few kHz, long-term stability of a few MHz, and smooth mode-hop-free tuning 
of more than 100 GHz from cw OPOs. With the continuing advances in QPM material technology, 
reliable fabrication of MgO-doped PPLN has led to significant reductions in photorefractive dam-
age, enabling its use at lower temperatures and higher powers with reduced output beam degrada-
tion. By deploying high-power fiber pump lasers in combination with MgO:PPLN, output powers in 
excess of 10 W have now been realized in cw SROs and power scaling to several tens of watts appears 
a clear possibility.  

While photorefractive damage has placed limitations on the use of (MgO:)PPLN under visible 
pumping and confined operation of cw OPOs to near- and mid-IR above ~1 μm, advances in QPM 
material technology have enabled reliable fabrication of alternative QPM crystals with short grat-
ing periods, long interaction lengths, and immunity to photorefraction. This has paved the way 
for spectral extension of cw OPOs to the wavelengths  below 1 μm by exploiting QPM materials 
including MgO:sPPLT and PPKTP and using direct pumping in the visible followed by additional 
frequency upconversion steps internal or external to the OPO cavity. By exploiting such techniques, 
spectral regions in orange and red have been successfully accessed and wavelengths down to 425 nm 
in the blue have been generated at several hundred milliwatts of output power in single-frequency 
spectrum and high beam quality. These developments have opened up new opportunities for the 
realization of practical solid-state sources with wide tunability across the visible and into the UV, 
where there is a severe shortage of conventional laser sources or other solid-state technologies. 

The rapid advances in cw OPOs over the past decade have paved the way for the routine 
deployment of practical devices in a wide range of applications, from spectroscopy and imaging 
to frequency metrology and quantum optics. The unique capabilities of cw OPOs with regard to 
spectral versatility, output power, frequency and power stability, and compact solid-state design 
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FIGURE 25 Measured quantum noise levels in cw DRO base 
on PPKTP. (a) Local oscillator beam phase was scanned. (b) Shot-
noise level. Noise levels are displayed as the relative power compared 
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open up new avenues for the ultimate development of these devices in real applications including 
portable gas detectors, mobile breath analyzers, handheld imaging systems or transportable opti-
cal frequency meters. At the same time, significant challenges and opportunities remain for further 
advancement of cw OPOs. In particular, wavelength extension of these devices into the mid-IR 
wavelength regions beyond 5 μm remains difficult because of the absorption of oxide-based QPM 
nonlinear materials, the key building blocks for the successful development of cw OPOs. The 5 to 
12-μm spectral range is a particularly important and interesting region because of the presence of 
several atmospheric windows as well as many molecular absorption finger prints, including volatile 
substances in exhaled breath. The development of cw OPOs for this wavelength range will thus be 
of significant interest for spectroscopy, gas sensing, biomedicine, and atmospheric transmission. 
Progress toward the development of cw OPOs in this spectral range will require the deployment of 
alternative mid-IR birefringent nonlinear materials such as ZnGeP2, or the more recently developed 
nonlinear crystals such as CdSiP2 and orientation-patterned GaAs, together with suitable near- to 
mid-IR laser pump sources and cascaded two-step pumping schemes. On the other hand, advance-
ment of cw OPOs toward shorter UV wavelengths below the current 425-nm limit will be feasible 
with the use of recently demonstrated frequency upconversion techniques internal to cw SROs by 
exploiting existing birefringent crystals such as BBO, BIBO, and LBO. With the rapid advances in cw 
fiber laser technology and the potential for wavelength extension toward the extremes of the optical 
spectrum, the realization of compact, high-power and practical coherent solid-state light sources 
across the entire 300 to 12000 nm range based on cw OPOs appears a clear possibility in not too 
distant a future. 
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18.1 GLOSSARY

 AA laser beam cross section on the absorber

 AL laser beam cross section in the laser gain material. If the cavity mode is not constant inside the 
gain medium, this area corresponds to an effective averaged value.

 c light velocity in vacuum

 D2  total group delay dispersion inside the laser cavity per cavity round-trip (i.e., second-order 
dispersion)

 d sample thickness

 DR differential refl ectivity

 DT differential transmission

 Ep intracavity pulse energy

 Esat, A saturation energy of the saturable absorber

 Esat, L saturation energy of laser material

 Fp, A pulse fl uence on the absorber

 F
E

A
I t dtp A

p

A
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 Fsat, A saturation fl uence of the absorber
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 Fsat, L saturation fl uence of laser material
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  The factor of 2 is used in case of a linear resonator with a standing wave.

 g saturated amplitude gain cross section

 g0 small signal amplitude gain coeffi cient

 I(t) time-dependent intensity

 IA(t) time-dependent intensity on absorber

 IL(t) time-dependent intensity inside the laser gain material

 Isat, A saturation intensity of the absorber

  I
F

A
A

A
sat

sat,
, =

τ
  

 Isat, L saturation intensity of laser material

  I
F

L
L

L
sat,

sat,=
τ

 

 k wave number in vacuum k c= =ω π λ/ /2  

 kn wave number in a dielectric with refractive index n: kn = kn

 k1  wave vector of the pump pulse in a pump-probe experiment or of the fi rst pulse applied in an 
FWM experiment for positive time delay Δt

 k2  wave vector of the probe pulse in a pump-probe experiment or of the second pulse applied in 
an FWM experiment for positive time delay Δt 

 LL length of the laser gain medium

 n2 nonlinear refractive index

 P(t) time-dependent power: E P t dtp = ∫ ( )  

 q(t) saturable amplitude loss coeffi cient (does not include any nonsaturable losses)

 q0 unsaturated amplitude loss coeffi cient, also corresponds to the maximal loss coeffi cient

 a intensity absorption constant

 Δa nonlinear change of the intensity absorption constant

 ΔR maximum modulation depth of a saturable absorber integrated within a mirror structure 
(i.e., the maximum nonlinear intensity refl ectivity change)

 ΔRns nonsaturable loss of a saturable absorber integrated within a mirror structure

 Δt time delay between the excitation pulses in a pump-probe or FWM experiment

 v frequency

 v0 center frequency

 Δvg FWHM (full width half maximum) gain bandwidth

 l wavelength in vacuum

 ln wavelength in a dielectric medium with a refractive index n

 l0 center wavelength

 sL gain cross section: Fsat, L = hn/sL, where h is the Planck’s constant

 sA absorber cross section: Fsat, A = hn/sA

 tp FWHM (full width half maximum) of pulse intensity

 tA recovery time of the saturable absorber

 tL upper state lifetime of laser medium
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18.2 ABBREVIATIONS

 A-FPSA antiresonant Fabry-Perot saturable absorber

 APM additive pulse modelocking

 AsGa arsenic antisite

 AsGa
0 neutral arsenic antisite

 AsGa
+ ionized arsenic antisite

 CB conduction band

 CPM colliding pulse modelocking

 FWHM full width half maximum

 FWM four-wave mixing

 KLM Kerr lens modelocking

 LT low temperature

 MBE molecular beam epitaxy

 MOCVD metal-organic chemical vapor deposition

 SAM self-amplitude modulation

 SBR saturable Bragg reflector

 SESAM semiconductor saturable absorber mirror

 SPM self-phase modulation

 VGa Ga vacancy

 VB valence band

18.3 INTRODUCTION

Since 1990 we have observed tremendous progress in ultrafast laser sources—a development that 
was triggered by the invention of the Ti:sapphire laser.1 The strong interest in all-solid-state ultrafast 
laser technology was the driving force and formed the basis for many new inventions and discoveries. 
Solid-state lasers provide some of the best laser qualities in terms of high-quality spatial modes, high 
output power, energy storage and large pulse energy when Q-switched, and large optical bandwidth 
necessary for ultrashort pulse generation. Today, the most important nonlinear optical processes 
that support short and ultrashort passive pulse generation are based on Kerr and/or semiconductor 
nonlinearities. Saturable absorbers based on either the Kerr effect or on semiconductors play a major 
role in ultrashort pulse generation. However, independent of the specific saturable absorber material 
or mechanism, we can define a few macroscopic saturable absorber parameters that will determine 
the pulse formation process. These parameters are defined in Sec. 18.4 and discussed in more detail 
for the specific cases of a slow and a fast saturable absorber. The material properties then can be 
modified over an even larger range if the absorber is integrated within a device structure. This 
will be discussed at the end of Sec. 18.4. Stable pulse generation can then be obtained when these 
macroscopic saturable absorber parameters are designed correctly. The crucial role of the optical 
Kerr effect in ultrashort pulse generation will be discussed in Sec. 18.5. Optimization of semicon-
ductor saturable absorber parameters normally requires a better understanding of the underlying 
physics, that is, the microscopic properties (Sec. 18.6). Ultrafast nonlinear optical processes can be 
analyzed in various ways to extract the information about the material system involved in the pro-
cess. Numerous studies with ultrafast laser pulses have been performed in atomic, molecular, and 
condensed matter systems. Thus, some of the most common experimental techniques in ultrafast 
spectroscopy will also be reviewed in Sec. 18.6. The results of such ultrafast spectroscopy measure-
ments are then summarized for semiconductor materials because of their importance in ultrashort 
pulse generation.
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Today ultrafast lasers demonstrate unsurpassed performances: pulse duration in the two-cycle 
regime,2,3 compact and reliable picosecond and femtosecond all-solid-state lasers,4,5 pulse repetition 
rates in the 100-GHz regime,6,7 average powers well above 10 W,8 and novel Q-switching perfor-
mances that bridge the gap between modelocking and Q-switching both in terms of pulse durations 
and pulse repetition rates.9 A more recent review is given in Ref. 10 with detailed tables summarizing 
the different modelocking results for many solid-state lasers. Further average power scaling towards 
the 1-kW regime looks very promising with SESAM modelocked Yb-doped thin disk lasers11 and 
this concept could be transferred to optically pumped semiconductor lasers.12,13

Optical pulses in the two-cycle regime have been produced by a variety of methods: direct generation 
in a modelocked laser oscillator,2,3 continuum generation together with parametric optical amplifica-
tion,14 and external pulse compression.15,16 In Fig. 1, interferometric autocorrelation measurements of the 
two-cycle pulses are shown. Although this is a relatively crude characterization technique, it is the only 
common measurement that has been performed on these sources; thus it allows for a direct comparison. 
These pulse generation techniques rely essentially on three identical ingredients:17 (1) an ultrabroadband 
amplifying process, (2) precise control of dispersion, and (3) the nonlinear optical Kerr effect.

Ultrafast all-solid-state lasers are based on diode-pumped solid-state lasers. Semiconductor satu-
rable absorbers were the first intracavity saturable absorbers that reliably started and sustained pas-
sive modelocked diode-pumped solid-state lasers.18,19 Any previous attempts to passively modelock 
such lasers with intracavity saturable absorbers resulted in Q-switching instabilities or Q-switched 
modelocking (see Fig. 2). The precise control of optical nonlinearities was necessary to resolve 
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FIGURE 1 Interferometric autocorrelation measure-
ments of different sources in the 5-fs range: OPA: optical 
parametric amplification.14 Comp. I: compression of Ti:
sapphire cavity-dumped pulses in silica fiber.15 Comp. II: 
compression of amplified μJ pulses in a hollow fiber filled 
with Krypton.16 Laser: pulses directly obtained from a Ti:sap-
phire laser without any external pulse compression.2 Dots are 
measured data and lines correspond to fits that were used to 
estimate pulse duration from autocorrelation.
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the Q-switching problem. Such a control can be achieved with epitaxially grown semiconductor 
saturable absorbers, which makes them very attractive for use as saturable absorbers in solid-state 
lasers. Semiconductor saturable absorbers provide a variety of bandgaps, ranging from the visible 
to the infrared, and can be easily integrated into different device structures (such as a mirror, for 
example), which allows for the control of the absorber parameters over an even larger range. This 
is actually required to obtain stable pulse generation with many solid-state lasers. The specific satu-
rable absorber nonlinearities required for stable cw modelocking or Q-switching have recently been 
discussed in much more detail in Ref. 4 and will be briefly summarized in Sec. 18.4.

In this section we will put the emphasis on the nonlinearities used for ultrashort pulse generation. It is 
not our goal to provide a tutorial for pulse generation techniques such as passive modelocking or Q-switching. 
A more tutorial-type overview of the physics of ultrashort pulse generation was given in Refs. 5, 10, 20, and 
21. We would like to refer the interested readers to those chapters and the extensive references therein.

18.4 SATURABLE ABSORBERS: MACROSCOPIC 
DESCRIPTION

Saturable Absorber: Self-Amplitude Modulation

Saturable absorbers have been used to passively Q-switch and modelock many different lasers. 
Different saturable absorbers, such as organic dyes, colored filter glasses, dye-doped crystals, and semi-
conductors have been used. Independent of the specific saturable absorber material, we can define a 
few macroscopic absorber parameters that will determine the pulse generation process. The macro-
scopic properties of a saturable absorber are the modulation depth, the nonsaturable loss, the satura-
tion fluence, the saturation intensity, and the impulse response or recovery times. These parameters 
determine the operation of a passively mode locked or Q-switched laser. In our notation we assume 
that the saturable absorber is integrated within a mirror structure. Thus we are interested in the non-
linear reflectivity change or the differential reflectivity DR(t) as a function of time or in the reflectivity 
R(Fp, A) as a function of the incident pulse energy fluence on the saturable absorber. If the saturable 
absorber is used in transmission, we simply characterize the absorber by nonlinear transmission 
measurements. Both the saturation fluence Fsat, A and the absorber recovery time tA are determined 
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FIGURE 2 Different modes of operation of a laser with a 
saturable absorber. Continuous wave (cw) Q-switching typically 
occurs with much longer pulses and lower pulse repetition rates 
than cw mode-locking.
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18.6  NONLINEAR OPTICS

experimentally without any need to determine the microscopic properties of the nonlinearities. 
Thus, the saturation fluence of the absorber is not only dependent on material properties but also 
on the specific device structure the absorber is integrated in.

Standard pump-probe techniques determine the impulse response DR(t) and therefore tA (see Fig. 3). 
In the picosecond regime we normally only have to consider one recovery time, because much faster 
femtosecond nonlinearities in the saturable absorber result in a negligible modulation depth. This is 
shown in Fig. 3, where the impulse response DR(t) was measured for two different excitation pulse 
durations. For excitation with a picosecond pulse, the pump-probe trace clearly shows no significant 
modulation depth with a fast time constant. In the femtosecond pulse regime we normally have to con-
sider more than one absorber recovery time. In this case the slow component normally helps to start the 
initial pulse formation process. The modulation depth of the fast component then determines the pulse 
duration at steady state. Further improvements of the saturable absorber normally require some better 
understanding of the underlying physics, which will be discussed in more detail in Sec. 18.6.

The saturation fluence Fsat, A is determined and defined by the measurement of the nonlinear 
change in reflectivity R(Fp, A) as a function of increased incident pulse fluence (see Fig. 4). The com-
mon traveling wave rate equations22 in the slow absorber approximation normally give a very good 
fit and determine the saturation fluence Fsat, A, modulation depth ΔR, and nonsaturable losses ΔRns 
of the absorber. The modulation depth is typically small to prevent Q-switching instabilities in pas-
sively modelocked solid-state lasers.23 Thus it is reasonable to make the following approximation:

  ΔR e q qq= − ≈ <<−1 2 12
0 0

0 ,   (1)

where q0 is the unsaturated amplitude loss coefficient. Here, it is assumed that the nonsaturable 
losses are negligible.

The saturation of an absorber can be described with the following differential equation:22

  
dq t

dt

q t q q t P t
EA A

( ) ( ) ( ) ( )=−
−

−0

τ sat,

  (2)

where q(t) is the saturable amplitude loss coefficient that does not include any nonsaturable losses. 
At any time t the reflected (or transmitted) intensity Iout(t) from the saturable absorber is given by

  I t R t I t e I tq t
out in in( ) ( ) ( ) ( )( )= = −2   (3)
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FIGURE 3 Standard pump-probe techniques deter-
mine the impulse response DR(t). (Here we assume that the 
saturable absorber is integrated within a mirror structure.) 
DR(t) for the same saturable absorber is different for dif-
ferent excitation pulse durations. For excitation with a 
picosecond pulse, the pump-probe trace clearly shows no 
significant modulation depth with a fast time constant.
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Then the total net reflectivity is given by

  R
I t dt

I t dt

F

F F
q t Itot

out

in

out

in in
in= = = −∫

∫
( )

( )
( ) (1

2
tt dt)∫   (4)

This determines the total absorber loss coefficient qp, which results from the fact that part of the 
excitation pulse needs to be absorbed to saturate the absorber:

  R e qq
p

p
tot = ≈ −−2 1 2   (5)

From Eqs. (4) and (5) it then follows that for qp << 1

  q
F

q t I t dt q t f t dtp = = ∫∫1

in
in( ) ( ) ( ) ( )   (6)

where
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p

( )
( ) ( )

, ( ) (
,

≡ = =in

in

in

in in
inwith

1
))dt =∫∫ 1   (7)

We then distinguish between two typical cases: a slow and a fast saturable absorber.

Slow Saturable Absorber

In the case of a slow saturable absorber, we assume that the excitation pulse duration is much 
shorter than the recovery time of the absorber (i.e., tp << tA). Thus, we can neglect the recovery of 
the absorber during pulse excitation, and Eq. (2) reduces to:

  
dq t

dt
q t P t

E A

( ) ( ) ( )≈ −
sat,

  (8)
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FIGURE 4 Nonlinear Reflectivity as function of the inci-
dent pulse fluence R(Fp, A). The measurement was made with 
a SESAM supporting 34-fs pulses in a Ti:sapphire laser. The 
measurements are fitted with common traveling wave rate equa-
tions22 in the slow absorber approximation which normally 
give a very good fit and determine the saturation fluence Fsat, A, 
modulation depth ΔR, and nonsaturable losses ΔRns of the 
absorber. Detailed guidelines how to measure the macroscopic 
SESAM parameters are given in Refs. 24 and 25.
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18.8  NONLINEAR OPTICS

This differential equation can be solved, and we obtain for the self-amplitude modulation (SAM):

  q t q
E

E
f t dtp

A

t
( ) exp ( )= − ′ ′

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

∫0 0
sat,

  (9)

Equation (6) then determines the total absorber loss coefficient for a given incident pulse fluence Fp, A:

  q F q t f t dt q
F

F
ep p A

A

p A

F A Fp( ) ( ) ( ) (,
,

,= = −∫ −
0 1sat, / sat,, A )   (10)

It is not surprising that qp does not depend on any specific pulse form, because tp << tA.
A slow saturable absorber has been successfully used to passively modelock dye and semiconduc-

tor lasers. In this case, dynamic gain saturation was supporting the pulse formation process (Fig. 5a), and 
much shorter pulses than the recovery time of the saturable absorber were obtained.26,27 Dynamic 
gain saturation means that the gain experiences a fast pulse-induced saturation that then recovers 
again between consecutive pulses. Therefore, an ultrashort net-gain window can be formed by the 
combined saturation of absorber and gain for which the absorber has to saturate and recover faster 
than the gain, while the recovery time of the saturable absorber can be much longer than the pulse 
duration. Haus’s master equation formalism can describe this passive modelocking technique very 
well.28 This formalism is based on linearized differential operators that describe the temporal evolu-
tion of a pulse envelope inside the laser cavity. Generally, the linearized master equations of Haus 
describe modelocking very well, as long as they only have to deal with small nonlinearities and loss 
modulation. This is true for most lasers; otherwise a strong tendency for instabilities is observed.
A review of Haus’s modelocking formalism is presented in more recent articles and book chapters.5,10,21,29 
Assuming passive modelocking according to Fig. 5a, Haus predicts a mode locked pulse duration for 
a fully saturated absorber
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4 1
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  (11)
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FIGURE 5 Passive modelocking mechanisms explained by three fundamental 
models: (a) slow saturable absorber modelocking with dynamic gain saturation,
(b) fast saturable absorber modelocking, and (c) soliton modelocking.
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NONLINEAR OPTICAL PROCESSES FOR ULTRASHORT PULSE GENERATION  18.9

with a predicted pulse form of

  I t I t p( ) ( ), .= = ⋅0
2 176sech /τ τ τ   (12)

where tp is the FWHM pulse width of the pulse intensity. For dye lasers using Rhodamin 6G with a 
gain bandwidth Δvg ≈ 4·1013 Hz and DODCI as the saturable absorber with an absorber cross section 
sA = 0.52·10−16 cm2, we would then predict a pulse duration tp of 56 fs at a center wavelength of 
620 nm [Eqs. (11) and (12)]. Slightly shorter pulses of 27 fs duration were demonstrated.30,31 The 
interplay of self-phase modulation and negative group velocity dispersion can result in pulses that 
are shorter than would be predicted by the SAM alone [Eq. (10)]. Martinez estimated the additional 
pulse shortening to be about a factor of 2.32,33 This will be discussed in Sec. 18.5.

For solid-state lasers we cannot apply slow saturable absorber modelocking as shown in Fig. 5a, 
because no significant dynamic gain saturation is taking place, due to the small gain cross section 
and the long upper state lifetime of the laser. The gain cross section of ion-doped solid-state lasers is 
typically 10−19 cm2 and smaller. This is at least 1000 times smaller than dye, semiconductor, or color cen-
ter lasers. In addition, the upper-state lifetime of ion-doped solid-state lasers is typically in the μs 
to ms regime—much longer than the pulse repetition period that is typically in the ns regime. We 
therefore do not observe any significant dynamic gain saturation, and the gain is only saturated to a 
constant level by the average intracavity intensity (Fig. 5b and c).

Fast Saturable Absorber

In the case of a fast saturable absorber, the absorber recovery time is much faster than the pulse 
duration (i.e., tp >> tA). Thus, we can assume that the absorption instantaneously follows the 
absorption of a certain power P(t), and Eq. (2) reduces to

  0 0=−
−

−
q t q q t P t

EA A

( ) ( ) ( )
τ sat,

  (13)

The saturation of the fast absorber then follows directly from Eq. (13):

  q t
q

I t

I
A

A

( )
( )

=
+

0

1
sat,

  (14)

where we used the fact that Psat, A = Esat, A/tA and P t P I t IA A A( ) ( ),/ /sat sat,= . In the linear regime we can 
make the following approximation in Eq. (14):

  q t q I t
q

IA
A

( ) ( ),≈ − ≡0
0γ γwith

sat,

  (15)

The total absorber loss coefficient qp [Eqs. (10) to (12)] now depends on the pulse form, and for a 
sech2-pulse shape we obtain for an incident pulse fluence Fp, A and the linear approximation of q(t) 
[Eq. (15)]:

  q F
F

q t I t dt q
F

Ip p A
p A

A
p A

A

( ) ( ) ( ),
,

,= = −
⎛

⎝
⎜∫1
1

1
30 τ sat,

⎜⎜
⎞

⎠
⎟⎟   (16)

We only obtain an analytic solution for fast saturable absorber modelocking if we assume an ideal 
fast absorber that saturates linearly with pulse intensity over the full modulation depth [Eq. (15)]. 
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18.10  NONLINEAR OPTICS

For a maximum modulation depth, we then can assume that q0 = gI0, A, where I0, A is the peak inten-
sity on the saturable absorber. We then obtain with Eq. (16) a residual saturable absorber loss of 
q0/3, which the pulse experiences to fully saturate the ideal fast saturable absorber.

A fast saturable absorber has been successfully used to passively modelock solid-state lasers 
(Fig. 5b). An analytical solution with Haus’s master formalism34 is only obtained if we assume an 
ideal fast saturable absorber that produces a decreased loss directly proportional to intensity of 
the incident laser pulse [Eq. (15)]. Then again a sech2-pulse shape [Eq. (12)] with the following 
pulse duration is predicted:

  τ
γ π νp

g

p A
g

g

D

F
D

g= =1 76
4

2 2
. ,

( ),

with
Δ

  (17)

where Dg is the gain dispersion. Unfortunately, fast saturable absorbers with femtosecond recovery 
times are often not sufficient for reliable self-starting of the modelocking process. In passive mod-
elocking, pulse formation should start from normal noise fluctuations in a laser. One noise spike is 
strong enough to start saturating the absorber and thereby lowers the loss. This noise spike begins 
to grow in amplitude and becomes shorter until a stable pulse duration is obtained. Initially, these 
noise spike durations are on the order of the cavity round-trip time, introducing only very small loss 
modulations in a fast saturable absorber (see Fig. 3). A combination of a fast and a slow saturable 
absorber can help to solve this problem. Thus, semiconductor saturable absorbers are very interest-
ing because they typically have a bitemporal impulse response which even can be modified.

For picosecond solid-state lasers, the self-amplitude modulation of a fast saturable absorber 
with a picosecond recovery time is sufficient for stable pulse generation. A picosecond recovery time 
can be achieved with low-temperature-grown semiconductor saturable absorbers where midgap 
defect states form very efficient traps for the photoexcited electrons in the conduction band. A more 
detailed description of the microscopic nonlinearities is given in Sec. 18.6. In the picosecond regime, 
we developed a very simple stability criteria for stable passive modelocking without Q-switching 
instabilities:23

  E E E E Rp p c L A
2 2> =, sat, sat, Δ   (18)

The critical intracavity pulse energy Ep, c is the minimum intracavity pulse energy that is required 
to obtain stable cw modelocking; that is, for Ep > Ep, c we obtain stable cw modelocking and for Ep < Ep, c 
we obtain Q-switched modelocking (see Fig. 2). For good stability of a mode locked laser against 
unwanted fluctuations of pulse energy, operation close to the stability limit is not recommended. 
Thus, a large modulation depth supports shorter pulses [Eqs. (1), (15), and (17)], but an upper limit is 
given by the onset of self-Q-switching instabilities [Eq. (18)].

Semiconductor Saturable Absorber Mirrors

Semiconductor saturable absorbers were used as early as 1974 in CO2 lasers and as early as 1980 for 
semiconductor diode lasers. A color center laser was the first solid-state laser that was cw modelocked 
with an intracavity semiconductor saturable absorber.35 However, for both the diode and color center 
laser, dynamic gain saturation supported pulse formation, and a slow saturable absorber was sufficient 
for pulse generation (Fig. 5a). In addition, because of the much larger gain cross section and there-
fore smaller saturation energy Esat, L [Eq. (18)] (i.e., typically 1000 to 10,000 times smaller than ion-doped 
solid-state lasers), Q-switching instabilities were not a problem. Thus, semiconductor saturable absorber 
parameters (see Figs. 3 and 4) have to be chosen much more carefully for stable cw modelocking.

We typically integrate the semiconductor saturable absorber into a mirror structure that results in 
a device whose reflectivity increases as the incident optical intensity increases. This general class of device 
is called a semiconductor saturable absorber mirror (SESAM).18,36 A detailed description and guidelines on 
how to design a SESAM for either passive modelocking or Q-switching for different laser parameters is 
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NONLINEAR OPTICAL PROCESSES FOR ULTRASHORT PULSE GENERATION  18.11

given in Ref. 4. Such a SESAM device structure can be a simple Bragg mirror, where at least one quarter-
wave-layer contains an absorber layer (saturable Bragg reflector -SBR).37–39 A larger parameter range 
for the saturation fluence and modulation depth can be achieved if the saturable absorber is inte-
grated inside a Fabry-Perot structure that is operated at antiresonance (A-FPSA).18,40 The antiresonant 
Fabry-Perot structure is broadband and can be designed to have no significant bandwidth limitations 
even in the sub-10-fs pulse-width regime.41 The top reflector of the A-FPSA provides an adjustable 
parameter that determines the intensity entering the semiconductor saturable absorber and there-
fore the saturation fluence of the saturable absorber device. A SiO2/TiO2 dielectric top reflector has 
an additional advantage in that the damage threshold for this SESAM design is significantly higher 
compared to a SESAM design with the same saturation fluence but based on semiconductor materi-
als alone. We also distinguish between resonant and antiresonant SESAM designs. There are different 
trade-offs between these design regimes, but a compromise can be found to obtain both low satura-
tion fluence and sufficiently small group delay dispersion.42

More recently, semiconductor-doped dielectric films have been demonstrated for saturable absorber 
applications.43 Semiconductor-doped glasses have been used to modelock lasers as early as 1990.44 
However, the recently developed InAs-doped thin-film rf-sputtering technology offers similar 
advantages as SESAMs, which allows for the integration of the absorber into a device structure. At 
this point, however, the saturation fluence of ≈ 10 mJ/cm2 is still rather high for stable solid-state laser 
modelocking [Eq. (18)]. In comparison, MBE or MOCVD-grown SESAMs have typically a saturation 
fluence of ≈ 10 μJ/cm2, even though they can be modified from the μJ/cm2 to the mJ/cm2-range depend-
ing on the specific device structure.4,36

A more detailed discussion of microscopic semiconductor nonlinearities will be presented in 
Sec. 18.6. In principle, knowledge of the macroscopic absorber parameters is sufficient to under-
stand pulse generation. However, further improvements of saturable absorbers will require a more 
detailed understanding of microscopic optical nonlinearities.

18.5 KERR EFFECT

Longitudinal and Transverse Kerr Effect

The extremely rapid response and broad bandwidth of the Kerr nonlinearity are very attractive for a 
modelocking process. For high intensities, polarization inside a dielectric medium does not propor-
tionally follow the electric field anymore. This gives rise to an index change that is proportional to 
intensity. Off-resonance, this nonlinear optical effect is extremely fast, with estimated response times 
in the few-femtosecond range. The transverse and longitudinal effects resulting from the intensity 
dependence are shown schematically in Fig. 6. The transverse Kerr effect retards the central and 
most intense part of a plane wavefront, thus acting as a focusing lens, referred to as the Kerr lens. 
Later we will indicate concepts that make use of the Kerr lens to produce short pulses. Along the axis 
of propagation, the longitudinal Kerr effect retards the center of an optical pulse, producing a red 
shift of the leading part of the pulse and a blue shift in the trailing part. Consequently, the longitu-
dinal Kerr effect has been named self-phase modulation (SPM).

Longitudinal Kerr Effect for External Pulse Compression

SPM generates extra bandwidth; in other words, it spectrally broadens the pulse. SPM alone does 
not modify the pulse width—but a much shorter pulse can be generated with the extra bandwidth 
and proper dispersion compensation.45 To create a short pulse, the blue spectral components have 
to be advanced relative to the red ones, exactly counteracting the phase delays induced by the SPM 
(assuming n2 > 0). To do so an effect opposite to the normal material dispersion is needed. This 
type of dispersion is called anomalous or negative dispersion. A careful balance between a nonlinear 
spectral broadening process and negative dispersion is needed for efficient compression of a pulse. 

18_Bass_V4_Ch18_p001-030.indd 18.11 9/3/09 3:28:24 PM

DO
 N

OT
 D

UP
LI

CA
TE



18.12  NONLINEAR OPTICS

Typically, self-phase modulation in a single-mode fiber is used to chirp the pulse, which is then 
compressed with a grating pair compressor.46

Ultimately, compression schemes are limited by uncompensated higher-order dispersion and 
higher-order nonlinearities. For pulses shorter than 100 fs, compression is typically limited to fac-
tors of less than 10. Compression of amplified CPM dye laser pulses with 50 fs duration produced 
the long-standing world record of 6 fs for short pulses.47 Similar concepts have been recently used 
for external pulse compression of 13-fs pulses from a cavity dumped Ti:sapphire laser15 and of 20-fs pulses 
from a Ti:sapphire laser amplifier16 resulting, in both cases, in approximately 4.5-fs pulses (see Fig. 1). 
In the latter case, the use of a noble-gas-filled hollow fiber resulted in unsurpassed pulse energies of 
about 0.5 mJ, with 5.2-fs pulses and a peak power of 0.1 TW.48

Longitudinal Kerr Effect for Broadband Parametric 
Amplification

The extra bandwidth obtained with SPM can be extremely large, producing a white-light contin-
uum49 that can be used as a seed for broadband parametric amplification. Parametric processes can 
provide amplification with even broader bandwidth than can typically be achieved in laser ampli-
fiers. Noncollinear phase-matching at a crossing angle of 3.8° in Barium beta borate (BBO) provides 
more than 150 THz amplification bandwidth.50 With this type of setup, parametric amplification 
has been successfully demonstrated with pulse durations of less than 5 fs.14

Longitudinal Kerr Effect for Passive Modelocking: Soliton 
Modelocking

It was recognized early on that the longitudinal Kerr effect or SPM together with negative dis-
persion results in soliton formation and further reduces pulse duration by about a factor of 2 in 
dye lasers.32,33 However, at that time an analytic solution for the pulse-shortening effect was not 
presented. Using soliton perturbation theory, an analytic solution has been derived that describes 
how to make use of much more significant soliton pulse shortening in solid-state lasers.51,52 This 
modelocking model, referred to as soliton modelocking, is fundamentally different from any previ-
ous models, because it treats soliton pulse shaping as the dominant pulse formation process and 
the saturable absorber as a perturbation to the soliton. This strongly relaxes the requirements of the 
saturable absorber as compared to pure saturable absorber modelocking. However, the saturable 

Longitudinal Kerr effect:
self-phase modulation

Δn(z) = n2I(z)

Transverse Kerr effect:
Kerr lens

Δn(x, y) = n2I(x, y)
y

z
x

FIGURE 6 The Kerr effect produces a nonlinear intensity-
dependent refractive index change. The longitudinal Kerr effect 
(top) causes self-phase modulation (SPM). The transverse Kerr 
effect (bottom) causes a nonlinear focusing lens (Kerr lens).
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NONLINEAR OPTICAL PROCESSES FOR ULTRASHORT PULSE GENERATION  18.13

absorber is still required to start the modelocking process and to stabilize the soliton pulses against 
continuous wave breakthrough.

The soliton modelocking model was experimentally confirmed by the production of 300-fs-long 
soliton pulses with a saturable absorber response time of only 10 ps.53 Pulses of 13 fs were achieved 
with a saturable absorber response time of about 60 fs.52 Further improvements of extremely broad-
band saturable absorbers41 with a higher modulation depth would be necessary to obtain even 
shorter pulses based on this modelocking mechanism.

In soliton modelocking the pulse duration is given by the soliton condition:

  τ p
L p L

D

kn L F
=1 76 2

2

.
| |

,

  (19)

where D2 is the total group delay dispersion inside the laser cavity per cavity round-trip. Here we 
assume that the dominant SPM is produced in the laser material (i.e., n2 is the nonlinear refractive 
index of the laser material, LL is the length of the laser material, and Fp, L the pulse fluence inside the 
laser material). In other cases we have to add all other contributions as well. The pulse duration 
scales linearly with the negative intracavity dispersion. Reducing the intracavity dispersion results 
in shorter transform-limited pulses.53 However, there is a limit. The soliton loses energy due to 
gain dispersion and losses in the cavity. This lost energy, called continuum in soliton perturbation 
theory,54 is initially contained in a low-intensity background pulse, which experiences negligible 
SPM, but spreads in time due to group velocity dispersion. This continuum experiences a higher 
gain compared to the soliton pulse, because it only sees the gain at line center (while the soliton 
sees an effectively lower average gain due to its larger bandwidth). After a sufficient build-up time, 
the continuum would actually grow until it reaches lasing threshold, destabilizing the soliton. 
However, we can stabilize the soliton by introducing a “slow” saturable absorber into the cavity. This 
“slow” absorber has to be fast enough to add sufficient additional loss for the growing continuum 
that spreads in time so that it no longer reaches lasing threshold. For a given recovery time of the 
saturable absorber, the continuum pulse will not broaden fast enough when the negative dispersion 
becomes too small. Therefore there is a minimum pulse duration that can be achieved for a given set 
of absorber and laser parameters:
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  (20)

where φs  is the phase shift of the soliton per cavity round trip (assuming that the dominant SPM 
occurs in the laser gain medium) and is given by

  φ φs s L L Lz L kn L I= = =( ) ,2 2 0   (21)

Here we assume a fully saturated slow absorber with a linear approximation for the exponential 
decay of the slow saturable absorber, and a slow saturable absorber.

In the femtosecond regime, we observe a significant reduction of the tendency of Q-switching 
instabilities compared to pure saturable absorber modelocked picosecond lasers [Eq. (18)]. This 
can be explained as follows: If the energy of an ultrashort pulse rises slightly due to relaxation oscil-
lations, SPM and/or SAM broadens the pulse spectrum. A broader spectrum, however, reduces 
the effective gain due to the finite gain bandwidth, which provides some negative feedback, thus 
decreasing the critical pulse energy which is necessary for stable cw modelocking. The simple stability 
requirement of Eq. (18) then has to be modified as follows:23

  E gK E E E E RL p p L Asat, sat, sat,
2 2 2+ > Δ   (22)
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where K is given by

  K
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  (23)

Here we assume that the dominant SPM is produced in the laser medium. In other cases we have to 
add all other contributions as well.

Longitudinal Kerr Effect for Passive Modelocking 
with a Coupled Cavity: Soliton Laser, Additive Pulse 
Modelocking

The longitudinal Kerr effect can also be used to produce the same effect as a fast saturable absorber. 
To do this, the phase nonlinearity provided by the longitudinal Kerr effect has to be converted into 
an effective amplitude nonlinearity. The earliest modelocking schemes (based only on SPM) used 
a coupled cavity to convert SPM into SAM. In the soliton laser,55 pulses compressed by SPM and 
anomalous dispersion in the coupled cavity are directly coupled back into the main laser cavity. This 
provides more gain for the center of the pulse. Pulses as short as 19 fs have been demonstrated with 
color center lasers.56 Later, the SPM-to-SAM conversion with a coupled cavity was demonstrated 
for a case when the pulses inside the coupled cavity were broadened due to positive group velocity 
dispersion.57 In this case, no compressed pulse was fed back into the main cavity. An effective SAM 
was obtained because SPM inside the coupled cavity generates a phase modulation on the pulse 
that adds constructively at the peak of the pulse in the main cavity and destructively in the wings, 
thus shortening the pulse duration inside the main cavity. This was also referred to as additive pulse 
modelocking (APM).58 Although very powerful in principle, these coupled-cavity schemes have the 
severe disadvantage that the auxiliary cavity has to be stabilized interferometrically. An alternative 
method for converting the reactive Kerr nonlinearity into an effective saturable absorber has been 
developed: Kerr-lens modelocking (KLM).59

Transverse Kerr Effect for Passive Modelocking:
Kerr Lens Modelocking

The discovery of Kerr lens modelocking has been a breakthrough in ultrashort pulse generation.59 
Initially the modelocking mechanism was not understood and was somewhat of a mystery. But within 
a short time after the initial discovery it became clear that the transverse Kerr effect provides a fast satu-
rable absorber. In KLM, the transverse Kerr effect produces a Kerr lens (see Fig. 6) that focuses the high 
intensity part of the beam more strongly than the low intensity part. Thus, combined with an intra-
cavity aperture the Kerr lens produces less loss for high intensity and forms an effective fast saturable 
absorber.60–62 A similar modelocking effect can be obtained without a hard aperture when the Kerr 
lens produces an increased overlap of the laser mode with the pump profile in the gain medium.63 The 
Kerr lens provides the strongest advantage for the pulsed operation when the cavity is operated close to 
the stability limit. Optimization guidelines for SAM produced by the Kerr lens in different cavities can 
be found in Ref. 64. Unfortunately, the transverse Kerr effect couples the modelocking process with the 
laser cavity mode. In contrast, the use of only the longitudinal Kerr effect in modelocking decouples 
the modelocking process from the laser mode. This allows optimum cavity design for scaling the laser 
to higher powers and to higher pulse repetition rates without being constrained by the Kerr lens.

KLM is well described by the fast absorber modelocking model discussed above65 even though 
it is not so easy to determine the exact saturable absorber parameters such as the effective satura-
tion fluence. However, the linearized model does not describe the pulse generation with Ti:sapphire 
lasers in the sub-10-fs regime very well. Pulse-shaping processes in these lasers are more complex.66,67 
Under the influence of the different linear and nonlinear pulse shaping mechanism, the pulse is sig-
nificantly broadened and recompressed, giving rise to a “breathing” of the pulse width. The order of 
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NONLINEAR OPTICAL PROCESSES FOR ULTRASHORT PULSE GENERATION  18.15

the pulse shaping elements in the laser cavity becomes relevant and the spectrum of the modelocked 
pulses becomes more complex. In this case, an analytical solution can no longer be obtained. As 
a rough approximation, the pulses still behave like solitons and consequently these lasers are also 
called solitary lasers.66

Longitudinal Kerr Effect for Passive Modelocking
with Nonlinear Polarization Rotation

A Kerr effect-induced nonlinear polarization rotation in a weakly birefringent fiber has been used as a 
“pulse cleaner” to reduce the low-intensity pulse pedestals.68,69 The same effect can also be used to form an 
effective fast saturable absorber.70 Pulses as short as 38 fs have been generated with Nd-doped fiber lasers.

18.6 SEMICONDUCTOR ULTRAFAST 
NONLINEARITIES: MICROSCOPIC PROCESSES

The discussion of saturable absorbers in Sec. 18.4 has shown that semiconductors are well-suited 
absorber materials for ultrashort pulse generation. In contrast to saturable absorber mechanisms 
based on the Kerr effect (Sec. 18.5), ultrafast semiconductor nonlinearities can be studied outside 
the laser. Such studies give insight into the microscopic processes that determine the nonlinear opti-
cal properties of semiconductors on ultrashort time scales. This insight has substantially contributed 
to our understanding of the physics of semiconductors. Moreover, the information obtained from 
ultrafast semiconductor spectroscopy provides the basis for further improvement of ultrashort pulse 
generation with semiconductor saturable absorbers.

In this section, we will first give an overview of ultrafast semiconductor dynamics, which will be 
followed by a description of the most important experimental techniques for the study of ultrafast 
processes and nonlinearities. Then we summarize some of the results that have been obtained with 
these experimental techniques. This summary emphasizes aspects that are particularly relevant for 
saturable absorber applications, but goes beyond the saturable absorber issue if this is helpful to 
illustrate general concepts.

In ultrafast semiconductor spectroscopy, it is often convenient to distinguish between excitonic 
excitations (i.e., Coulomb-bound electron-hole pairs at the band edge71) and unbound electron-
hole pairs in the continuum of the spectrum. Laser pulses with a temporal width well below 100 fs 
have a spectral bandwidth that is much larger than the spectral width of the exciton resonance and 
the exciton binding energy in most semiconductors. This is illustrated in Fig. 7 for the example of 
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FIGURE 7 Room temperature linear absorption spec-
trum (solid) of a GaAs/AlGaAs semiconductor quantum 
well and power spectrum of a 16-fs laser pulse (dashed).
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18.16  NONLINEAR OPTICS

a 16-fs pulse and the absorption spectrum of a GaAs/AlGaAs quantum well72 at room temperature. 
Therefore, saturable absorber applications with sub-100-fs pulses very often involve broadband con-
tinuum excitations. For this reason, we will focus on ultrafast continuum nonlinearities and dynamics. 
Exciton dynamics will be discussed only to outline some general concepts of ultrafast semiconductor 
spectroscopy. For a comprehensive, in-depth review of ultrafast semiconductor spectroscopy the 
interested reader is referred to Ref. 73.

Overview

Semiconductors are characterized by closely spaced electronic eigenstates in energy space. This 
electronic structure gives rise to strong interaction among optical excitations on ultrafast time 
scales and very complex dynamics. Despite the complexity of the dynamics, different time regimes 
can be distinguished in the evolution of optical excitations in semiconductors.73,74 These different 
time regimes are schematically illustrated in Fig. 8, which shows the energy dispersion diagram of 
a 2-band bulk semiconductor. Optical excitation with an ultrafast laser pulse prepares the semicon-
ductor in the coherent regime (time regime I in Fig. 8). In this regime, a well-defined phase relation 
exists between the optical excitations and the electric field of the laser pulse and among the optical 
excitations themselves. The coherence among the excitations in the semiconductor gives rise to a 
macroscopic polarization (dipole moment density). Since the macroscopic polarization enters as a 
source term in Maxwell’s equations, it leads to an electric field which is experimentally accessible. 
The magnitude and decay of the polarization provide information on the properties of the semi-
conductor in the coherent regime. The irreversible decay of the polarization is due to scattering 
processes and is usually described by the so-called dephasing or transversal relaxation time. For a 
mathematical definition of this time constant the reader is referred to Refs. 73, 75, 76, and 77. Some 
more details about dephasing and coherent dynamics in semiconductors will be given later.

After the loss of coherence, ultrafast spectroscopy of semiconductors is solely concerned with 
the dynamics of the population (i.e., electron and hole distributions). In this incoherent regime, the 
time regimes II–IV can be distinguished, as described in the text that follows. The initial electron 
and hole distributions are nonthermal in most cases (i.e., they cannot be described by Fermi-Dirac 
statistics with a well-defined temperature). Scattering among charge carriers is mainly responsible 
for the redistribution of energy within the carrier distributions and for the formation of thermal 
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FIGURE 8 Schematic dispersion diagram of a two-
band bulk semiconductor showing the time regimes I–IV 
after optical excitation; see text for more details. e–e: electron-
electron scattering, e-phonon: electron-phonon scattering.
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NONLINEAR OPTICAL PROCESSES FOR ULTRASHORT PULSE GENERATION  18.17

distributions. This thermalization is shown as time regime II in Fig. 8, for the example of a thermal-
izing electron distribution where thermalization occurs through scattering among the electrons. 
For excitation of the continuum, thermalization usually occurs on a time scale of 100 fs under most 
experimental conditions. More details about the dynamics in the thermalization regime will be pre-
sented later.

In general, the carriers have a temperature different from the lattice temperature after thermal-
ization has been completed. In Fig. 8 it is assumed that the carriers have a higher temperature than 
the lattice. For this case, Fig. 8 schematically shows the cooling of carriers by the emission of pho-
nons (i.e., energy transfer to the lattice). Cooling defines the time regime III. Typical time constants 
are in the picosecond and tens of picosecond range.

Finally, the optically excited semiconductor returns to thermodynamic equilibrium by the 
recombination of electron-hole pairs. Recombination is shown as time regime IV in Fig. 8. In a per-
fect semiconductor crystal, recombination proceeds via the emission of photons or Auger processes 
at high carrier densities. These recombination processes take place on time scales of tens of picosec-
onds and longer. These slow recombination processes as well as the relatively slow carrier cooling 
will not be discussed in more detail in this chapter. An excellent review can be found in Ref. 73.

Another ultrafast process is encountered if large densities of deep-level traps are incorporated 
in a semiconductor. Trapping of carriers into deep levels can proceed on subpicosecond time scales 
(not shown in Fig. 8). Since carrier trapping is important in many saturable absorber applications, it 
is discussed at the end of this section.

We note that the different time regimes temporally overlap. For example, a scattering process 
may destroy the coherence and contribute to thermalization. Nevertheless, it is very useful to dis-
tinguish between the different time regimes because they are a convenient means for the descrip-
tion of the complex semiconductor dynamics. The schematic picture of the different time regimes 
also demonstrates that two or more time constants are usually required to describe the temporal 
response of a semiconductor absorber. For example, we recall that thermalization typically takes 
place on the 100-fs time scale, while carrier trapping proceeds on times scales from a few hundreds 
of femtoseconds to picoseconds.

Experimental Techniques

In the following, we describe two very common experimental techniques for the study of ultrafast pro-
cesses and nonlinearities. The discussion focuses on semiconductors. However, the experimental tech-
niques have also been intensively used for the study of other condensed matter systems or molecules.

Transient Four-Wave Mixing Transient four-wave mixing (FWM) is an experimental technique 
for the study of the coherent regime. A schematic diagram of a transient FWM experiment is shown 
in Fig. 9. Two excitation pulses with wave vectors k1 and k2 excite the sample. In most FWM experi-
ments the two pulses have the same spectrum (degenerate FWM). We assume here that the case of 
degenerate FWM is realized. An optical delay line is used to introduce a time delay Δt between the 
pulses where positive Δt refers to pulse k1 arriving before pulse k2 at the sample.

k1

k2

FWM

Delay

Pump-probe
transmission

Pump-probe
reflectionΔt

2k2-k1

FIGURE 9 Schematic experimental setup for four-wave-
mixing (FWM) and pump-probe spectroscopy.
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18.18  NONLINEAR OPTICS

Pulse k1 generates a coherent polarization in direction k1 in the sample. If the time delay Δt is 
smaller than the dephasing time of the coherent polarization, in a second step, this polarization 
interacts with the electric field of pulse k2 to set up an interference grating. In a third step, pulse k2 
is self-diffracted from this grating and an electric field is emitted in the phase-matching direction 
2k2-k1. The diffracted field constitutes the FWM signal. A more detailed analysis shows that the 
FWM signal is due to a nonlinear polarization in direction 2k2-k1.

73,78

The FWM emission can be analyzed in different ways. First, the time integral over the FWM inten-
sity can be measured versus the time delay. Such measurements usually provide information about the 
dephasing time since the strength of the FWM emission is determined by the coherent polarization 
in direction k1 that is left when pulse k2 is applied.73,78 Spectral information is obtained if the FWM 
emission is analyzed with a spectrometer at fixed time delays. If more than one resonance is excited, 
the FWM spectrum shows the magnitude of the optical nonlinearity of the different resonances. 
Moreover, for homogeneously broadened transitions, the dephasing time can be obtained from the 
spectral width of the FWM emission. For a fixed time delay, the decay of the FWM signal can be 
measured in real time by optical gating with a reference pulse. Usually, sum frequency generation 
in a nonlinear crystal is used for this purpose. This is essentially a cross correlation measurement 
between the FWM signal pulse and the reference pulse, in which the time resolution is determined 
by the duration of the reference pulse. In such a correlation measurement, a slow photodetector can 
be used to detect the sum frequency signal. Real-time detection of FWM signals shows whether the 
excited optical transitions are homogeneously or inhomogeneously broadened. For homogeneous 
broadening, the FWM signal in direction 2k2-k1 immediately sets in when pulse k2 is applied (for 
positive time delays). For inhomogeneous broadening, the FWM signal is emitted time-delayed with 
respect to pulse k2 as a so-called photon echo.75 More details as well as a mathematical analysis of 
degenerate two-pulse FWM can be found in Refs. 73 and 78. Transient FWM with three pulses is 
treated in Ref. 79.

For excitation of interband transitions in semiconductors, occupation of valence and conduction 
band states contributes to the optical nonlinearity exploited in the FWM process. Occupation effects 
are a source of nonlinearity in many electronic systems, as shown by the analysis of simple two-level 
systems.73,78 Other sources of nonlinearity will be briefly mentioned when we present some results 
of coherent semiconductor spectroscopy.

Pump-Probe Spectroscopy Pump-probe spectroscopy is the most widely used technique for the study 
of ultrafast optical nonlinearities. As shown in Fig. 9, the sample is excited by the pump pulse k1. The 
nonlinear changes of the transmission or reflectivity of the sample are detected by the time-delayed 
probe pulse k2. The time delay is defined as positive if the pump pulse precedes the probe. Often, the 
pump pulse train is amplitude-modulated and a lock-in amplifier is used for detection of the nonlinear 
transmission or reflectivity changes at the modulation frequency. It is important to note that the pump-
probe experiment is a correlation experiment, in which a slow photodetector can be used.

With this technique, nonlinear reflectivity changes are measured in saturable absorbers which are 
integrated within a mirror structure, as mentioned in Sec. 18.4. In studies of microscopic processes, 
very often the nonlinear changes of the probe transmission are measured, which is referred to as 
differential transmission (DT) spectroscopy. In the simplest arrangement, the DT signal is spectrally 
integrated over the spectrum of the probe pulse. If the probe pulse has a large bandwidth, the DT 
signal at various photon energies can be obtained from measurements of the spectrum of the trans-
mitted probe pulse in the presence and absence of the pump. The difference between those spectra 
represents the DT spectrum. Spectral information can also be obtained if a tunable narrowband 
probe pulse is scanned over a spectral window.

The differential transmission signal contains information on the coherent and the incoherent 
regime. In the coherent regime, the DT signal is determined by the nonlinear polarization in the 
direction of the probe pulse. The DT signal in the coherent regime is analyzed in more detail in 
Refs. 80, 81, 82, and 83.

Coherent effects can be neglected on time scales much longer than the dephasing time of the 
polarization. The DT signal is then determined by the population (i.e., the electron and hole distribu-
tions) generated by the pump pulse. In the incoherent regime, one can roughly distinguish between 
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two different sorts of effects that determine the DT signal of semiconductors: (1) occupation effects 
and (2) many-body Coulomb effects. Occupation effects are based on the fermionic nature of opti-
cal excitations and can be understood in the following way. A nonequilibrium carrier population 
in excited states reduces the optical transition rate into these states due to the reduced density of 
empty final states. This manifests itself by the reduction of the absorption at certain photon ener-
gies. Occupation effects are important in many electronic systems. Many-body effects are particularly 
important in semiconductors. They include the renormalization of the bandgap and screening of the 
Coulomb interaction. Details can be found in Refs. 84 through 87. Of course, the many-body effects 
are related to the occupation effects since they depend on the distribution of carriers.

If many-body effects can be neglected and if the optical matrix elements do not depend on the 
pump excitation, the nonlinear change Δa of the absorption constant a is directly proportional to 
the magnitude of the population (i.e., the electron and hole densities). In general, both refractive 
index changes and absorption changes Δa contribute to the differential transmission signal.88 A 
considerable simplification is obtained if refractive index changes can be neglected and if the relation 
Δad << 1 holds (d sample thickness). Then the DT signal is proportional to Δa, and the decay of the 
DT signal can be identified with the decay of the electron and hole densities. We note that in studies 
of carrier trapping, pump-probe data are very often analyzed under the just-described assumptions.

Results

In this subsection, examples are given that show how ultrafast spectroscopy has contributed to the 
understanding of ultrafast processes and nonlinearities in semiconductors. We will highlight those 
aspects that are particularly relevant for broadband saturable absorbers. The material is organized 
according to the different time regimes which have been identified at the beginning of Sec. 18.6.

Coherent Regime: Excitonic Excitations Studies of excitons in the coherent regime are an illus-
trative example for the issues addressed in coherent ultrafast spectroscopy of semiconductors. 
Therefore, we briefly discuss some aspects of coherent exciton dynamics even though excitonic exci-
tations are less important for many ultrafast saturable absorber applications. This discussion will 
illustrate the main issues addressed in ultrafast semiconductor spectroscopy in the coherent regime: 
(1) dephasing times and underlying scattering mechanisms, (2) coupling and interference between 
optical excitations, and (3) the nature of the optical nonlinearity.

Four-wave mixing has been intensively used to study the dephasing of excitons and the underly-
ing scattering mechanisms. Varying the excitation intensity, the effects of exciton-exciton and exci-
ton-electron scattering on the dephasing of excitons have been investigated in bulk semiconductors89 
and quantum wells.90 Varying the temperature, dephasing of excitons due to interaction with lattice 
vibrations (phonons) has been studied in Ref. 91. Summarizing these results, exciton dephasing 
times can be in the picosecond range at moderate exciton and free-carrier densities and Helium 
temperatures. Increasing the temperature decreases the dephasing time due to enhanced phonon 
scattering. Likewise, enhanced carrier or exciton densities cause faster dephasing. A detailed analysis 
of exciton dephasing in three- and two-dimensional semiconductors is presented in Ref. 92. We note 
that exciton dephasing can also give insight into the structural properties of a semiconductor, such 
as interface roughness in quantum wells and alloy disorder in mixed crystals.93,94

More recent four-wave mixing investigations of coherent exciton dynamics focus on quantum-
mechanical coupling and interference between different exciton transitions. Beating phenomena 
between two exciton transitions have been observed in various systems95–98 as well as beats involving 
the whole excitonic Rydberg series.99 The study of beating phenomena allows for the extraction of 
level splittings and yields information on the quantum-mechanical coupling in multilevel systems 
(i.e., their internal structure100,101).

The nature of the optical nonlinearity in the coherent regime is another subject that has been 
intensively studied in four-wave-mixing experiments on excitons.87,102–110 It has been shown that 
many-body Coulomb interaction substantially contributes to the coherent optical nonlinearity. With 
respect to the essence of this result we note that the polarization of a certain interband excitation 
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gives rise to an electric field which has to be added to the external laser field in order to determine 
the coherent dynamics of other excitations. A rigorous theoretical treatment can be found in 
Refs. 85 and 87.

Coherent Regime: Continuum Excitations Four-wave-mixing studies of continuum dephasing 
have been performed with broadband sub-10-fs pulses in three-dimensional bulk semiconductors111 
and quasi two-dimensional quantum wells.112 These studies have shown that the decay of the coher-
ent polarization of the semiconductor continuum is extremely fast. Decay times are only about 10 fs at 
high carrier densities, which are likely to be obtained in a saturable absorber in a laser cavity. The 
ultrafast dephasing is mainly due to carrier-carrier scattering with a density dependence that reflects 
the dimensionality of the semiconductor.112 More recent work113 shows that at reduced carrier den-
sities interaction with the lattice also needs to be considered in continuum dephasing experiments. 
The interaction with the lattice has been identified as electron-LO-phonon scattering,113 which has a 
time constant of about 200 fs.114–116

The internal structure of the continuum has been experimentally investigated in Ref. 117. The 
observation of a photon echo has demonstrated that the semiconductor continuum can be treated 
as an ensemble of uncoupled excitations at higher carrier densities.117 Interaction between contin-
uum and exciton transitions in coherent nonlinear optics has been studied both for degenerate118–120 
and nondegenerate excitons and continua.121–124 This work has demonstrated the importance of 
many-body coupling effects between different interband transitions at lower carrier densities.

We note that it is not yet clear how coherence in a semiconductor saturable absorber affects 
the formation of broadband ultrashort pulses in a laser cavity. Some theoretical predictions can be 
found in Refs. 125 and 126. Experimental results about this issue are missing so far. Given the ultra-
fast dephasing times in semiconductors under the conditions in a laser cavity, coherence effects are 
most likely to be important for the generation of sub-10-fs pulses.

Thermalization Regime Here we will focus on the excitation of semiconductor continuum states. 
Studies of the thermalization of free electron and hole distributions are an instructive example for 
the usefulness of the differential transmission (DT) technique. In particular, measurements of dif-
ferential transmission spectra have yielded considerable insight into the complex processes that 
determine the dynamics in the thermalization regime. For excitation well above the bandgap, non-
thermal carrier distributions can be observed in bulk semiconductors, such as GaAs127 and quantum 
wells.128 These nonthermal distributions manifest themselves as positive signal in the DT spectrum 
with a shape that is approximately given by the spectrum of the pump pulse. Often, this signature 
in the DT spectrum is referred to as a spectral hole. The decay of the spectral hole and the thermal-
ization of the carrier distributions lead to a substantial change of the shape of the DT spectrum. 
Thermalization occurs on the 100-fs time scale in undoped semiconductors and is determined by 
carrier-carrier scattering in many experiments. The exact thermalization time strongly depends 
on the carrier density, the excess photon energy with respect to the band edge, and the type of 
carrier.73,127–129 Thermalization of optically excited carriers in the presence of cold electron or hole 
plasmas has also been investigated by the differential transmission technique.73,130 These experi-
ments have been performed in modulation-doped quantum wells72 and show that thermalization 
can occur in less than 10 fs.

Besides carrier-carrier scattering, intervalley scattering is another process which can affect carrier 
dynamics in the thermalization regime. Semiconductors such as GaAs possess several conduction 
band minima at different points of the Brillouin zone. If electrons are created near the center of the 
Brillouin zone with large enough excess energy, they can scatter to the side valleys. This process has 
been investigated in DT experiments, and intervalley scattering times in the sub-100-fs range have 
been deduced.131,132

Spectrally resolved DT measurements have also revealed interesting many-body effects. A closer 
inspection of DT spectra has shown that the spectral hole is redshifted with respect to the pump 
spectrum.133 Moreover, at the high-energy edge of the pump spectrum a negative DT signal is 
observed. These signatures have been interpreted in terms of Fermi edge singularities at the upper 
and lower edge of the nonthermal electron distribution generated by the pump pulse.133,134 The 
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work on Fermi edge singularities is an instructive example for the interplay between occupation and 
many-body effects in differential transmission experiments in semiconductors.

Thermalization of carrier distributions and many-body effects also change the spectrally inte-
grated DT signal or the impulse response of a semiconductor saturable absorber. In particular, ther-
malization contributes to the fast decay seen in the impulse response at early times (cp. Fig. 3). It is 
important to note that this fast decay is the result of the complex redistribution of nonlinear trans-
mission or reflectivity changes in frequency space. As a consequence, no general concept has evolved 
so far for the engineering of this fast decay.

The fast decay of a spectrally integrated DT curve in the thermalization regime also depends on 
the temporal structure of the pump and probe pulses themselves.135,136 This point has been recently 
demonstrated in experiments in which a so-called frequency chirp was imposed on 20-fs pulses. In 
a frequency-chirped laser pulse the frequency varies over the temporal profile of the pulse. Such 
chirped pulses have been used in DT experiments on continuum transitions in bulk semiconduc-
tors. The results show that the fast decay of spectrally integrated DT curves can be enhanced by an 
appropriate frequency chirp.135,136 The manipulation of ultrafast nonlinearities by the chirp of the 
pulses can be viewed as an example of a much more general concept known as coherent control.137 
In coherent control experiments, the temporal shape or spectral content of ultrafast laser pulses are 
adjusted138 to reach preset goals. The chirp control experiments in Refs. 135 and 136 demonstrate 
that the detailed temporal and spectral structure of the laser pulses should be included in the opti-
mization of semiconductor saturable absorbers. That probably also means that the position of the 
SESAM within the laser cavity may play a role in sub-10-fs pulse generation.

Carrier Trapping Processes that remove electrons and holes from the bands of a semiconductor lead 
to a decay of the nonlinear transmission or to reflectivity changes resulting from the interband transi-
tions. As discussed in Sec. 18.4, semiconductor saturable absorber applications in ultrashort pulse 
generation often require picosecond or subpicosecond absorber recovery times. The simplest way to 
obtain such short absorber recovery times would be to remove the optically excited carriers from the 
bands a few hundreds of femtoseconds after they have been created. Ultrafast depletion of the semicon-
ductor band states is also important in all-optical switching devices139,140 and optoelectronics.141 However, 
intrinsic recombination processes are usually too slow to deplete the band states of a semiconductor on 
picosecond or subpicosecond time scales. Therefore, one generates defect states in the bandgap which 
give rise to fast carrier trapping, thereby depleting the bands. The trapping time is determined by the 
density and the type of the traps. Higher trap densities give rise to faster trapping.

Standard methods for the controlled incorporation of defect and trap states are ion implanta-
tion142 and low-temperature (LT) molecular beam epitaxy.143 In ion-implanted semiconductors, the 
trap density and the type of defect are determined by the implantation dose. The growth tempera-
ture controls the defect density in LT semiconductors, where larger defect densities are incorporated 
at lower temperatures.144 GaAs is the best understood LT-grown III-V semiconductor. Low-temperature 
growth of GaAs is performed at temperatures of 200 to 300°C, as compared to about 600°C in stan-
dard molecular beam epitaxy. During LT growth of GaAs, excess arsenic is incorporated in the form 
of arsenic antisites (As on Ga lattice site: AsGa) at densities as large as 1020 cm−3.144,145 In undoped LT 
GaAs, more than 90 percent of the antisites are neutral, while the rest is singly ionized due to pres-
ence of Ga vacancies (VGa) which are the native acceptors in the material (see Fig. 10a).144,146 The 
ionized arsenic antisites have been identified as electron traps.147 Annealing at higher temperatures 
(typically 600°C and higher) converts the arsenic antisite point defects into arsenic clusters, so-called
As precipitates (see Fig. 10b).148 A detailed review of the properties of LT GaAs can be found in 
Refs. 149 and 150.

The carrier trapping times in as-grown LT GaAs can be in the subpicosecond regime and show 
the expected decrease with decreasing growth temperature.151,152 Subpicosecond recovery times of 
nonlinear transmission or reflectivity changes are also found in annealed LT GaAs, indicating that 
arsenic precipitates efficiently deplete the band states.153,154 For more details about carrier trapping 
in LT semiconductors the reader is referred to Refs. 155 through 162.

Picosecond and subpicosecond carrier trapping times have also been found in semiconductors 
implanted with various ion species.163–168 A decrease of the trapping time with increasing ion dose 
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was observed at lower doses.163,164,167 At higher ion doses, the trapping time can increase with the 
dose.168 The correlation of trapping times with structural properties of ion implanted semiconduc-
tors has given more insight into this unexpected dose dependence of the trapping time.169 This work 
indicates that not only the defect density but also the type of defect depends on the ion dose.169 Both 
the density and the type of defect affect carrier trapping, leading to longer trapping times if less 
effective traps are generated at higher ion doses.169

Besides an ultrafast carrier trapping and absorber recovery time, other important sat-urable 
absorber parameters are the modulation depth and the nonsaturable losses which remain even at 
the highest pump energy fluences (see Sec. 18.4). Optimized materials combine an ultrafast recovery 
time with high modulation and small nonsaturable losses. This material optimization issue has been 
addressed in recent publications.154,168,170 In these studies, the nonlinearity of continuum transitions 
was investigated in different modifications of GaAs. The preparation of the semiconductor lay-
ers ensured that the modulation depth and the nonsaturable losses were determined by nonlinear 
absorption changes.

It has been shown that standard as-grown LT GaAs with an ultrafast carrier trapping time suffers 
from a small absorption modulation and high nonsaturable absorption losses.154,170 Note that large 
nonsaturable absorption decreases the modulation depth and causes large nonsaturable losses when 
the semiconductor absorber is integrated within a mirror structure. The high nonsaturable absorp-
tion mainly results from the strong defect absorption from the neutral As antisites to the conduction 
band (see Fig. 10a) whose saturation fluence has been shown to be extremely high.154 Therefore, the 
goals of material optimization are (1) to reduce the nonsaturable absorption by the reduction of the 
density of neutral As antisites and (2) to maintain a fast trapping and absorber recovery time.

We have demonstrated two different ways to reach those goals. Annealing of LT GaAs strongly 
reduces the density of neutral As antisites and the nonsaturable absorption.154 The simultaneous 
reduction of the density of useful ionized As antisite electron traps does not substantially increase the 
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absorber recovery time due to the presence of the As precipitates (see Fig. 10b). Alternatively, dop-
ing with acceptors, such as Beryllium, can be used to reduce the density of neutral As antisites.171 
The simultaneous increase of the ionized As antisite density results in ultrafast carrier trapping and 
absorber recovery times (see Fig. 10c).170 Annealed LT GaAs and Be doped LT GaAs combine ultra-
fast recovery times with high modulation depth and small nonsaturable losses. These materials are 
well suited for saturable absorber devices in laser physics and for all-optical switching applications.

Studies of the modulation depth ΔR, the nonsaturable losses ΔRns, and the recovery time tA in 
ion implanted GaAs have shown that ΔR decreases and ΔRns increases with decreasing recovery 
time.168 Nevertheless, if the ion species, ion dose, and annealing conditions are properly chosen, 
combinations of ΔR, ΔRns, and tA can be obtained which are appropriate for saturable absorber 
applications. Ion-implanted GaAs is an alternative to annealed or Be doped LT GaAs as a material 
for saturable absorber devices.168
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LASER-INDUCED DAMAGE
TO OPTICAL MATERIALS

Marion J. Soileau
CREOL, The College of Optics and Photonics
University of Central Florida
Orlando, Florida

19.1 INTRODUCTION

For the general public the word “laser” brings to mind images of space ships zapping evil invaders, 
or perhaps earthbound military planners engineering speed-of-light weapons for destroying incom-
ing ICBMs. However, the reality is that the things most often “zapped” or damaged by lasers are the 
various optical components used to make or direct laser beams.

This chapter deals with laser-induced damage (LID) in optical materials. LID refers to perma-
nent damage produced by melting, ablation, cracking, plasma formation (spark), and so on in or 
on an optical material as a result of exposure to laser radiation. The LID threshold refers to the flu-
ence or irradiance which causes such damage. In early literature on this topic LID thresholds were 
defined to be the average between the highest fluence or irradiance levels for which no damage was 
observed and the lowest levels for which damage was observed. Most recent literature defines the 
LID threshold as the fluence or irradiance level for which probability for damage goes to zero (a 
much more useful definition for use in designing laser systems). For more defect-free samples these 
two definitions give approximately the same values for LID thresholds.

The problem of LID is as old as the first pulsed laser. The reason for this is that the power den-
sity, or fluence, is most often largest inside the laser resonator itself. The problem can, in principle, 
be avoided by lowering the power density or fluence inside the laser system by appropriate expan-
sion of the beam. However, such expansions can greatly increase the cost, weight, and volume of 
laser systems. In many cases, larger size components are simply not available.

The net result is that systems are constrained by cost, weight, and volume to be as compact as 
possible. In practical terms, this means that the LID thresholds of critical components form the limit 
of laser output power, or energy, for many pulsed laser systems.

Thus, the critical nature of LID has led to many efforts to understand the mechanisms of LID 
and to improve the damage resistance of optical components. As will be shown later, the LID pro-
cesses are often highly nonlinear as well as complex. The range of operating wavelengths of lasers 
(infrared to the ultraviolet), pulse widths (continuous output to tens of femtoseconds), and variable 
repetition rates further complicate the situation.

There is vast literature on the subject of LID. A good start for data on LID of optical materials 
can be found in the proceedings of the annual Conference on Laser-Induced Optical Materials, also 
known as Boulder Damage Symposium, held in Boulder, Colorado, since 1969.1 These proceedings 

19.1

19

19_Bass_V4_Ch19_p001-012.indd 19.1 9/14/09 1:49:09 PM

DO
 N

OT
 D

UP
LI

CA
TE



19.2  NONLINEAR OPTICS

are available from the SPIE in hardcopy, online, or a set of CD-ROMs. The CDs and online versions 
are searchable by topics, key words, and authorship. The proceedings’ of the 2008 meeting contain 
review articles on LID to surfaces and mirrors,2 materials and measurements,3 thin films,4 and fun-
damental mechanisms,5 for the previous 40 years of research on these topics. Much of the material 
in this chapter on fundamental mechanism is taken from Ref. 5.

19.2 PRACTICAL ESTIMATES

With few exceptions LID practical limits are determined at the surfaces and interfaces of optical 
materials. The reason for this is that these are the locations with the most defects and impurities. LID 
at such locations can occur at fluences that are orders of magnitude smaller than that in the bulk of 
materials, and below that expected from measurements of average absorption of light, or required 
for failure through operation of some fundamental mechanisms such as multiphoton absorption.

Given the large parameter space of laser operations many authors have tried to develop scaling 
rules for LID to aid the design of laser systems.6 These models try to incorporate parametric depen-
dence in various mechanisms but the parameter space can be huge. For example, in one of the earlier 
papers on LID7 E.L. Bliss noted that LID depends on laser frequency, pulse duration, beam diameter, 
temperature, beam focusing, and the details of the materials growth and preparation. Even after more 
than 40 years of study, the parametric dependence of the various mechanisms of LID are not under-
stood well enough to allow accurate scaling models that can ensure adequate design of laser systems.

However, there is a “rule of thumb,” which gives a good starting point in estimating limits 
imposed by LID:5

 Ed = (10 J/cm2)(tp/1 ns)1/2 (1)

where Ed = damage threshold fluence, J/cm2

tp = laser pulse width, ns

Equation (1) gives an approximation of the threshold fluence to within plus or minus an order of 
magnitude for optical materials (transparent dielectrics) over the wavelength range from the UV to 
the infrared. This is admittedly a gross over simplification. The proper use of this equation is sim-
ply to get an idea as to whether or not one should be concerned about the possibility of LID. Laser 
systems designs that anticipate fluences on the high side of this equation will likely be dominated by 
LID considerations. For fluences below this range, one can reasonably assume that LID will not be a 
major factor limiting system performance.

Note that Eq. (1) has little theoretical basis except for the case where damage is caused by a thin 
absorbing film on a surface or interface. For that case, damage fluence should be scaled as the square 
root of the pulse width due to one-dimensional heat dissipation into the surface.

If one must know the damage threshold to better than the approximation in Eq. (1), then one 
should make a careful measurement of the threshold for conditions (tp, wavelength, etc.) similar to 
those expected in use.

19.3 SURFACE DAMAGE

A good optical surface can be polished and cleaned to have optical absorption of order 10–4 of 
the incident radiation,8 which by itself should not result in optical damage. However, surfaces are 
subject to contamination and will have some amount of subsurface defects and imbedded impuri-
ties9 (such as polishing particles). While minor surface contamination and point defects may not 
substantially contribute to the average linear absorption of light by a surface such factors can, and 
usually do, dominate LID of optical surfaces. Examination of surface damage sites indicates a mor-
phology consistent with defect-initiated damage.
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Surface damage thresholds can be raised by

• Using grinding and polishing techniques that produce minimum subsurface damage10

• Postpolishing etching or annealing11

• Proper surface cleaning12

A note of caution: Care must be used in cleaning optical surfaces as to not scratch the surface 
and not leave behind residue from the cleaning process. It is best not to get surfaces dirty! Holding a 
laser component on its edge by an ungloved hand will result in the diffusion of body oils across the 
surface sufficient to cause LID at low fluences. The references cited above are just a sampling. The 
Boulder proceedings1 contain over 100 papers that relate to this one topic.

Standard optical polishing techniques can lead to substantial subsurface damage and contamina-
tion that in turn leads to LID. Typical procedures for preparing optical surfaces consist of a series 
of polishing or grinding steps with each subsequent step using finer grinding or polishing agents. A 
process sometimes referred to as “controlled grinding”8 can raise LID thresholds. In such processes, 
each step first removes damaged layer (approximately 3 times the size of the previous grinding or 
polishing grit), then proceeds with the next step in surface finishing.

An effective method of surface annealing is pre-irradiation of surfaces with fluence levels below 
the single shot LID threshold of a surface. Two methods are used: the so-called N on 1 method, 
where multiple subthreshold irradiations are undertaken,13 and the S on 1 process,14 in which the 
surface is irradiated at levels substantially below the single-shot damage threshold and then ramped 
up to the expected operational level. Substantial increases in LID fluences have been observed by 
using these techniques.

Entrance versus Exit Surface Damage

Consider an optical component illuminated by laser radiation at normal incidence. An interesting 
damage phenomenon is that for a given power or fluence incident upon an optical component, the 
exit (or rear) surface will damage before the entrance (or front) surface. This is at first counterintuitive, 
since Fresnel reflection loss at the entrance surfaces results in less energy reaching the rear surface.

The puzzling fact that the exit surface damages first provided an important clue as to the more 
fundamental aspects of LID. Several exotic explanations were proposed, but the explanation from 
linear optics is simply that the electric field associated with the laser is larger at the exit surface than at 
the entrance (even though the beam is partially depleted by Fresnel reflection at the front surface).15

This is understood by considering that the reflected wave at the entrance surface is 180° out 
of phase with the incident field (Fresnel reflection for propagating from a low-index medium to a 
high-index medium). At the exit surface, propagation is from the high-index medium (say, glass) to 
the low (say, air). In that case, the reflected field is in phase with the incident field. Therefore, the exit 
surface damages first simply because the electric field is higher at the rear surface. The fluence and 
irradiance are proportional to the electric field squared thus for even linear damage mechanisms, for 
example, simple absorption, the LID thresholds (expressed in terms of incident energy or power) for 
the exit surface will be lower than that of the entrance surface.

This field dependence of LID has played an important role in the design of thin film coatings 
(“move” the E-field away from coating interfaces), understanding the effects of cracks, voids, and 
other surface defects, and in formulation of various models for fundamental mechanisms of LID.

LID in Optical Coatings

Section 19.3 emphasizes the dominance of surface damage in most damage-limited laser systems. In 
fact, most optical surfaces in high-performance laser systems are coated with thin films (usually mul-
tiple layers) to control or manage reflectivity. Examples include high-reflection mirrors, antireflection 
coatings on transmitting optics, partial reflecting beam splitters, and wavelength selectivity elements.
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LID to thin films is the most likely factor limiting the performance of high-power laser systems. 
(See Ref. 4 and references contained therein.) Multilayer (ML) coatings are affected by the defects, 
contamination, and subsurface damage of the surfaces upon which they are applied. In addition, 
each coating interface contributes an additional surface to the system and thus additional oppor-
tunities for surface defects to effect damage. Among other thin-film problems affecting LID are: 
adhesion; differential expansion; defects in the films themselves; porosity, which allows diffusion of 
defects; and enhancement of E-fields within the thin film stack.

A few general statements and guidelines to minimize thin-film damage are

1. Proper surface preparation and surface cleaning is essential to maximize LID thresholds in thin films.

2. The problem is more severe for transmitting thin films. Among the issues is the simple fact that 
the film-substrate interface cannot be avoided and this is a common initiator of LID. In general, 
antireflection (AR) coatings exhibit lower thresholds than high-reflection (HR) coatings.

3. Stress in thin films can reduce LID thresholds so that coating materials choices and deposition 
conditions should be selected to minimize internal stress in the thin-film stack.

4. In general, lower index coatings will have higher damage thresholds than higher index films. 
However, multilayer systems must have both high- and low-index components and the smaller the 
index difference, the more layers are needed to achieve the same desired reflectivity or antireflectivity.

5. Amorphous coatings have less problems with impurity diffusion than do single or multicrystal-
line materials and so are better choices when available.

6. Inherent in thin-film design is arranging thicknesses and indices so that multiple reflections 
either enhance the E-field or reduce the E-field. One important design consideration is to ensure 
that regions of enhanced E-field are moved away from surfaces and interfaces. The simple addi-
tion of a half-wave layer can move the high-field region away from coatings interfaces.16

7. Modern thin-film design codes allow easy design of extremely complex multilayer systems for 
managing reflection and transmission of multiple laser systems and wavelengths. However, 
designers should be mindful that larger multilayer stacks and more complex designs are likely 
to significantly lower the LID thresholds of these optical elements and thus limit system perfor-
mance. The general design rule is “keep it simple!”

Multishot LID

LID for sites experiencing multiple irradiations are different than those of sites irradiated once. 
Several multishot effects have been observed. Irradiation below the single-shot damage threshold 
can produce LID thresholds substantially larger than the single-shot values for surfaces, thin films, 
and even in the bulk of a material. This is sometimes referred to as laser conditioning or laser 
annealing. The N on 113 and S on 114 previously discussed are examples of this phenomena.

N on 1 or S on 1 conditioning are typically used in very large, high-power laser systems such as 
those used in laser fusion experiments. Such systems are typically dominated by LID limits so extra 
efforts in laser conditioning are essential for reliably achieving maximum output power. In some 
cases the LID threshold seems to be reduced by repetitive pulses. In such cases, small damage sites, which 
initially go undetected, grow in size until the damage reaches catastrophic portions. There has been much 
work done on this critical question. In some cases, damaged sites can be effectively annealed by multiple 
shots below the damage threshold, thus extending the useful life of a component.

19.4 PACKAGE-INDUCED DAMAGE

The cliché “cleanliness is next to godliness” is usually associated with LID. Care must be taken to 
avoid dust or other particulates on optical surfaces and samples should be handled with gloved 
hands to avoid diffusion of body oils onto surfaces. Exposure to water and other solvents can 

19_Bass_V4_Ch19_p001-012.indd   19.4 9/18/09   1:50:08 PM

DO
 N

OT
 D

UP
LI

CA
TE



LASER-INDUCED DAMAGE TO OPTICAL MATERIALS  19.5

substantially lower LID thresholds, and indeed many procedures meant to clean surfaces can leave 
behind residue that can substantially reduce the LID threshold.

The problem of contamination of optics has led to construction of laser systems, in which the 
laser cavity is backfilled with clean, inert gas (such as nitrogen). This approach is particularly attrac-
tive for laser systems that are expected to operate for extended periods without possibility of access 
or repair, for example, a laser rangefinder in orbit around Mars to map the planet’s surface.

A nonintuitive consequence of such packaging is a substantial reduction in system’s lifetime due 
to LID, even for systems conservatively designed with fluence levels safely below the expected LID 
thresholds. What is observed in repetitively pulsed laser systems is that any residual hydrocarbons 
inside the sealed system can be dissociated due to complex interactions with the packaging gas 
(which acts like a buffer), the residual hydrocarbons, and the laser pulses. The “freed” carbon in the 
system can then be deposited, with the assistance of the laser light, on the various optical surfaces. 
The carbon is deposited on the surfaces in the beam path. LID will be initiated at such sites if these 
carbon deposits become sufficiently dense.17

The problem of package-induced LID can be avoided by back filling the laser system with oxygen 
(or just air.) In this case any free carbon from laser-assisted decomposition of hydrocarbons forms 
carbon dioxide gas, which is transparent for lasers operated from the UV to the infrared. Since any 
free carbon is combined with oxygen, laser-assisted carbon deposition is avoided.

19.5 NONLINEAR OPTICAL EFFECTS

Since the time of James Clark Maxwell, it has been known that light is an electromagnetic wave. 
However, for “natural,” incoherent light there are no easily observed effects of the E-field (other 
than that of the “carrier” of the light energy in the Poynting vector). The field strength in some 
cases results in substantial nonlinear optical (NLO) effects, some of which can cause LID. Examples 
include electrostriction (density changes due to an impressed electric field) and E-field-dependent 
electronic polarizability of optical materials.18 These effects result in an increase in the index of 
refraction in regions of high fields. This in turn produces lensing within a material, which further 
increases the E-field, resulting in further increases in self-lensing until the threshold for damage is 
reached. This process, called self-focusing and is reviewed in the classic paper by Marburger.18

An important feature of self-focusing is that one can calculate a critical power at which it takes 
place. This is the beam power at which nonlinear refractive effects (self-focusing) overcome linear 
refractive effects (diffraction) leading to beam collapse. For a beam focused into the bulk of the 
sample this collapse can result in LID.19

Among the many effects of self-focusing is to confuse efforts to identify fundamental mecha-
nisms of LID and the dependence of LID thresholds on various parameters, for example, pulse 
width, spot size, and wavelength dependence. Since self-focusing depends on the state of polariza-
tion of the light, linear or circular, a simple test for its contribution to LID in isotropic media is to 
measure the polarization dependence of the damage threshold.20,21 If a polarization dependence is 
found the measured threshold is due to self-focusing and not the mechanism of LID.

19.6 AVOIDANCE OF DAMAGE

Given the NLO effects that influence damage, it is essential to avoid situation where field enhance-
ment occurs. A simple example is diffraction associated with an aperture or edge. This diffraction 
produces regions of enhanced (coherent sum of fields) electric fields. This enhancement of fields 
can also cause regions of self-focusing along the beam, which in turn cause damage.

Such effects are minimized through the use of single-mode beams, avoidance of linear diffrac-
tion by apertures or other hard edges, and special filters to remove high spatial frequencies within 
the beam. These techniques are particularly useful in oscillator-amplifier systems. The amplifier(s) 
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19.6  NONLINEAR OPTICS

will further enhance the interference patterns produced by diffraction, and thus increase the likeli-
hood of self-focusing causing damage.

19.7 FUNDAMENTAL MECHANISMS

A subset of LID is laser-induced breakdown (LIB). LIB is the damage observed with pulsed lasers for 
highly transparent materials. Early observations of LIB include the following:

1. Abrupt truncation of the beam transmitted through the sample, that is, threshold like behavior. 
(See e.g., the work of Anthes and Bass22 that showed that when damage occurs in a highly trans-
parent material it goes from transparent to highly absorbing within less than 2 ps.)22

2. Bright, hot plasma accompanying damage.

3. Damage occurs at the peak of the pulse when at the threshold irradiance.

4. LIB in transparent dielectrics is the most complicated since it depends on materials, properties 
(most of which are not properly understood), laser parameters (wavelength and pulse width), 
beam spatial modes, and focusing conditions.

These observations plus the lack of any reasonable alternative for energy coupling in otherwise 
transparent materials with bandgaps 5 to 20 times the photon energy of the laser that produced 
damage led early investigators to conclude that LID was due to electron avalanche breakdown.

As early as in 1965 Yasojima showed23 that

1. Laser damage in NaCl at 10.6 μm showed LIB, that is, avalanche like behavior.

2. LIB could be substantially reduced by “seeding” the damage with a flash of blue light, thus pro-
ducing “starter” electrons for the LIB.

3. The author speculated that this avalanche was seeded by nonlinear processes.

This was a remarkable bit of work and went unnoticed in work reported in Western and Soviet 
literature on this subject.

Based upon his seeding experiments, Yasojima speculated that LIB was initiated by either mul-
tiphoton absorption or tunneling to produce free carrier that could be rapidly accelerated by the 
several megavolt E-fields associated with focused pulsed laser beams.

In the 43 years, since Yasojima’s work, most work done by others has produced further evidence 
supporting the ideas of this unrecognized scholar!

Great progress in understanding multiphonon absorption—new materials, new methods, and 
design considerations—has been made over the past 40 years.1 Among the many important fun-
damental results reported are multiphonon limits of linear absorption, very good models for LID 
to metals, the role of stress in high-power CW applications and the effects of absorption on beam 
quality. Many of these advances were made possible by progress in precision measurement of small 
levels of absorption, surface roughness, and scattering.

Linear absorption by defects, inclusions, and contamination remains practical concern, but 
the fundamentals of damage due to defects are reasonably well understood. LIB, the catastrophic, 
threshold like process in highly transparent materials has been the subject of much controversy and 
is where understanding still lags. The quest for understanding fundamental limits runs head on with 
the many varied and complex nonlinear processes involved. However, there is general agreement 
that for damage to occur there must be absorption of laser radiation by the material.

Beyond that there is little agreement, or perhaps more properly stated, no detailed understanding 
as to how a material goes from highly transparent to totally absorbing within just a few picoseconds.22 

The discussion of LIB mechanism is a discussion of the process(s) by which this sort of “change of 
phase” occurs.

One reason to seek understanding of fundamental mechanisms is to be able to do reasonable 
scaling with respect to various parameters such as pulse width, wavelength, beam properties, and 
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materials’ properties. Another reason to seek this understanding is that if the fundamental mecha-
nisms of failure are understood, ways to improve materials could be found.

Self-focusing complicates efforts to understand LIB. Self-focusing is not in itself a mechanism 
for LIB. Rather, it is a mechanism for concentrating the beam so that local intensities reach critical 
values at which other nonlinear processes occur.

Among the major advances in improving LID limits was understanding of how to pick and some-
times design materials to minimize the nonlinear refractive index, n2, that governs self-focusing in 
a medium. Probably the most practical advance was the understanding that this problem could be 
managed by careful control of the mode of laser oscillators and properly accounting for self-focus-
ing in the propagation of beams in large oscillator-amplifier systems. The key is to avoid and remove 
high spatial frequencies. In practical terms, this means oversizing the optics so that the beam is not 
clipped and using spatial filters to remove any high spatial frequencies that may occur during beam 
propagation. As a result, self-focusing in gain media in large laser systems such as those used in laser 
fusion experiments can be effectively managed. However, the problem often reappears as laser makers 
try to maximize energy output from gain media of limited size by multimode operation, a problem 
made worse by trying to compact multimode systems in limited space. This prevents the loss of high 
spatial frequencies and in turn results in catastrophic damage due to small-scale self-focusing.

The influence of self-focusing in damage experiments is a bit more problematic and has been 
a major issue in understanding the parametric dependence of LIB in transparent solids. Examples 
include the fact that the critical power for self-focusing scales as the square of the wavelength and 
as the inverse of the pulse width. Multiple mechanisms exist for self-focusing and these can scale 
as the spot size and pulse width together (electrostriction) and self-focusing can exhibit large 
dispersion. Thus self-focusing can be confused with the wavelength, pulse width, and spot size 
dependences of LIB.

The problem is trying to describe such a nonlinear process in enough detail such that materials 
may be improved, and predictions of the dependence on pulse width, wavelength, and spot size may 
be made with confidence. This situation was made more complex by the simple fact that no precur-
sor to LIB has been found and experiments are hard to replicate since the sample(s) studied are con-
sumed in the experiment and new samples often produced different results.

Early work concluded24 that LIB was an intrinsic property of materials. This claim was based on 
the following factors:

• The observations of breakdown-like behavior previously mentioned

• The observed frequency dependence (really very little frequency dependence) of LIB in NaCl 
from 0.35 to 10.6 μm

This work assumed that the breakdown irradiance was an intrinsic property of a material, thus 
any sample-to-sample variations measured by others were due to poor quality samples and any spot-
size dependence was purely due to self-focusing.

Other work produced different results25–28 such as

• There are just not enough free carriers present in good insulators (highly transparent materials) 
to initiate damage for very small spot sizes, that is, it takes at least a few free electrons to be pres-
ent to initiate the avalanche.

• Better materials with higher thresholds than the so-called “intrinsic” thresholds became available, 
some with a factor of 20 higher threshold than the previously reported “intrinsic” results.

• Subsequent frequency dependence measurements showed a decrease in threshold at 0.5 μm, 
inconsistent with a pure avalanche model.

• Evidence was produced that indicated that not all spot-size dependence was due to self-focusing. 
Feldman’s21 work on the polarization dependence of self-focusing was used to rule out self-
focusing in some spot-size dependence measurements.

Where does this leave us? Figure 1 is an illustration of the problem. Here the spot size is constant 
and the pulse width and wavelength dependence is given for NaCl and SiO2. Note that in this case 
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19.8  NONLINEAR OPTICS

the spot size was the same at both wavelengths, and lack of self-focusing was confirmed from mea-
surement of lack of polarization dependence in the LIB thresholds.

The decrease in LIB field with pulse width in Fig. 1 is consistent with an avalanche process for 
these pulses in the picosecond regime. However, the wavelength dependence is not consistent with a 
purely avalanche model, and not strong enough to suggest a multiphoton model for LIB.

The pulse width dependence shown in Fig. 1 is consistent with the avalanche ionization model. 
Note that this model is very much dependent on the very nonlinear ionization rates, which in fact 
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FIGURE 1 (a) The RMS breakdown field data for NaC1 
(78-NC-6) at 1.06 μm are plotted as a function of pulse dura-
tion, t0. The solid line and dotted line were obtained from the 
theory developed by Sparks et al.30 for NaCl at room tempera-
ture. The dotted line uses a different value for the absorption 
cross section for C1 ions in the theory than the solid line.
(b) Wavelength dependence of the breakdown field EB for NaCl 
and SiO2 for a variety of laser pulse widths. All the above data 
was taken on the same sample of NaCl and the same sample 
of SiO2. The 1.06 μm thresholds are taken from Ref. 2 and are 
interpolated from measurements made at spot size 6.1 and
10.3 μm. (From Ref. 29.)
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LASER-INDUCED DAMAGE TO OPTICAL MATERIALS  19.9

are estimated from DC measurements! These results are not inconsistent with a model that assumes 
an avalanche initiated by multiphoton or by tunneling.

After more than 40 years of “not inconsistent” is the best one can do. We do not have quantitative 
information about avalanche ionization dependence of laser fields in solids. We have no accurate 
parameters for n photon absorption (nPA) (for n > 3) or tunneling models and we do not have 
definitive information that confirms that all the critical parameters have been considered.

19.8 PROGRESS IN MEASUREMENTS OF CRITICAL 
NLO PARAMETERS

A difficulty in the past has been lack of accurate measurements of NLO parameters. A great 
breakthrough was the invention of the so-called Z-scan31,32 technique for measuring the sign 
and magnitude of the nonlinear of refractive index as a function of wavelength and pulse width. 
This technique also allows one to measure the nPA coefficients and free carrier cross section. 
Shown in Fig. 231,32 is the Z-scan technique for measuring nonlinear refraction (with sign as well 
as magnitude) and nonlinear absorption.

Note, in Fig. 3 the difference in signal for negative nonlinear refraction compared to positive 
nonlinear refraction. The sign of nonlinear refraction changes from 1 to 0.5 μm! By fully opening 
the aperture in front of the detector one can measure nonlinear absorption as is shown in Fig. 4.

The bottom curve shows the results of increasing the irradiance by about a factor of 5, and the fit 
is excellent, with no additional adjustment of parameters, indicating that the essential physics [linear 
and nonlinear absorption, positive and negative nonlinear refraction, and two photon absorption 
(2PA) and excited state absorption] is accounted for in this measurement. ZnSe is a 2PA material at 
0.5 μm and a 4PA material at 1 μm. The nonlinearity shown is for picosecond pulses and is due to 
electronic effects. For nanosecond pulses electrostriction can also play a role for small spot sizes. An 
in-depth understanding of fundamental mechanisms LIB awaits such detailed, reproducible, nonde-
structive measurements of processes leading to damage.

What about many or n photon absorption (nPA)? Can this process be the mechanism leading 
to LIB? Figure 532 shows results for 2, 3, and 4PA materials at 1 μm for 49 ps pulses. The net result 
is that for 2 or 3PA the generated carriers prevent damage by defocusing the beam. Self-defocusing 
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FIGURE 2 Note that the sample is scanned 
through the beam focus. The ratio of the read-
ings of D1 and D2 is measured. The fit to the 
plot of this ratio versus Z (position relative to the 
focus) gives the nonlinear index of refraction. If 
the aperture D2 is fully open and captures all the 
transmitted beam then the nonlinear absorption 
is measured. (From Ref. 31.)

FIGURE 3 Measurement of n2 (circles) at 1.06 
and 0.53 μm (crosses) showing the sign change for 
ZnSe (positive n2 and negative n2, respectively). 
(From Ref. 32.)
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19.10  NONLINEAR OPTICS

of the 2 to 3PA-generated carriers prevents bulk and rear surface damage. What happens when the 
process is 4PA? The carrier generation rate by 4PA is not sufficient to cause defocusing and thus 
allows the irradiance at the exit surface to increase to the LID threshold. Recent measurements using 
femtosecond pulses and interfermetric techniques for measuring carrier generation at focus, and 
so on offer hope of helping understand LIB in highly transparent materials.33 One must be able to 

FIGURE 4 This figure shows the power of the Z-scan technique to help understand relevant nonlinear 
interactions, including two photon absorption, excited state absorption (free carrier absorption), and non-
linear refraction for ZnSe at 0.53 μm and 30 ps pulses. (From Ref. 31.)
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measure the dynamical parameters with sufficient accuracy and time resolution to sort out different 
nonlinear parameters critical to the damage process. Only then will a more complete description 
and rigorous models for LID be possible.
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20.1 INTRODUCTION

This chapter begins with some of the general ideas about laser cooling. One of the characteristics 
of optical control of atomic motion is that the speed of atoms can be considerably reduced. Since 
the spread of velocities of a sample of atoms is directly related to its temperature, the field has been 
dubbed laser cooling, and this name has persisted throughout the years.

In Sec. 20.2 we introduce the general idea of optical forces and how they can act on atoms. We 
show how such forces can be velocity dependent, and thus nonconservative, which makes it possible 
to use optical forces for cooling. The section concludes with the discussion of a few special tempera-
tures. Section 20.3 presents a quantum mechanical description of the origin of the force resulting 
from the atomic response to both stimulated and spontaneous emission processes. This is quite dif-
ferent from the familiar quantum mechanical calculations using state vectors to describe the state 
of the system, since spontaneous emission causes the state of the system to evolve from a pure state 
into a mixed state. Since spontaneous emission is an essential ingredient for the dissipative nature 
of the optical forces, the density matrix is introduced to describe it. The evolution of the density 
matrix is given by the optical Bloch equations (OBE), and the optical force is calculated from them. 
It is through the OBE that the dissipative aspects of laser cooling are introduced to the otherwise 
conservative quantum mechanics. The velocity dependence is treated as an extension of the force on 
an atom at rest.

In Sec. 20.4 the first modern laser cooling experiments are described. Atoms in beams were 
slowed down from thermal velocity to a few m/s, and the dominant problem was the change in 
Doppler shift arising from such a large change in velocity. Some typical values of parameters are 
discussed and tabulated. Section 20.5 introduces true cooling by optical forces to the μK regime. 
Such experiments require at least two laser beams, and are called optical molasses because the result-
ing viscous force can slow atoms to extremely slow velocities, and hence compress the width of the 
velocity distribution. The limits of such laser cooling are discussed, as well as the extension from 
experiments in 1D to 3D. Here the velocity dependence of the force is built into the description via 
the Doppler shift instead of being added in as an extension of the treatment. In 1988 some experi-
ments reported temperatures below the limit calculated for optical molasses, and Sec. 20.6 presents 
the new description of laser cooling that emerged from this surprise. For the first time, the force 

20.3

20
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20.4  QUANTUM AND MOLECULAR OPTICS

resulting from spontaneous emission in combination with the multiple level structure of real atoms 
were embodied in the discussion. Here the new limits of laser cooling are presented.

The discussion up to this point has been on atomic velocities, and thus can be described in terms 
of a velocity space. Laser cooling thus collects atoms near the origin of velocity space. It is also pos-
sible to collect atoms into a small region of ordinary configuration space, and such trapping is dis-
cussed in Sec. 20.7. Neutral atom traps can employ magnetic fields, optical fields, and both working 
together. However, such traps are always very shallow, and so only atoms that have been cooled to 
the few mK domain can be captured. The combination of laser cooling and atom trapping has pro-
duced astounding new tools for atomic physicists, and Sec. 20.8 describes some of the applications 
and uses of these wonderful new capabilities.

20.2 GENERAL PROPERTIES CONCERNING LASER 
COOLING

These experiments almost always involve atomic absorption of nearly resonant light. The energy of 
the light �w raises the internal energy of the atom, and the angular momentum � changes the inter-
nal angular momentum �  of the electron, as described by the well-known selection rule Δ�=±1. 
By contrast, the linear momentum of the light p E c h p k= = =/ /λ( )

�
�
�

 cannot be absorbed by internal 
atomic degrees of freedom, and therefore must change the motion of the atoms in the laboratory 
frame. The force resulting from this momentum exchange between the light field and the atoms can 
be used in many ways to control atomic motion, and is the subject of this chapter.

Absorption of light populates the atomic excited state, and the return to the ground state can be 
either by spontaneous or by stimulated emission. The nature of the optical force that arises from 
these two different processes is quite different, and will be described separately. Such atomic transi-
tions (i.e., the motion of the atomic electrons) must be described quantum mechanically in the well-
known form of the Schrödinger equation. By contrast, the center-of-mass motion of the atoms can 
usually be described classically, but there are many cases where even this is not possible so it must 
also involve quantum mechanics.

In the simplest possible case, the absorption of well-directed light from a laser beam, the 
momentum exchange between the light field and the atoms results in a force

  
� �

�
�

F dp dt k p= =/ γ   (1)

where gp is the excitation rate of the atoms. The absorption leaves the atoms in their excited state, and 
if the light intensity is low enough so that they are much more likely to return to the ground state 
by spontaneous emission than by stimulated emission, the resulting fluorescent light carries off 
momentum �k  in a random direction. The momentum exchange from the fluorescence averages 
zero, so the net total force is given by Eq. (1).

The scattering rate gp depends on the laser detuning from atomic resonance δ ω ω= −� a, where ω�  is 
the laser frequency and wa is the atomic resonance frequency. This detuning is measured in the atomic 
reference frame, and it is necessary that the Doppler-shifted laser frequency in the moving atoms’ refer-
ence frame be used to calculate the absorption and scattering rate. Then gp is given by the Lorentzian

  γ
γ
δ ω γp

D

s

s
=

+ + +
0

0
2

2

1 2

/

/[ ( ) ]
  (2)

where g  ≡ 1/t is the angular frequency corresponding to the decay rate of the excited state. Here 
s0 = I/Is is the ratio of the light intensity I to the saturation intensity Is ≡ phc/3l3t, which is a few 
mW/cm2 for typical atomic transitions (l is the optical wavelength). The Doppler shift seen by the 
moving atoms is ωD k v= − ⋅

� �
 (note that 

�
k  opposite to 

�
v  produces a positive Doppler shift). The force 

is thus velocity-dependent, and the experimenter’s task is to exploit this dependence to the desired 
goal, for example, optical friction for laser cooling.
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LASER COOLING AND TRAPPING OF ATOMS  20.5

The spontaneous emission events produce unpredictable changes in atomic momenta so the dis-
cussion of atomic motion must also include a “random walk” component. This can be described as 
a diffusion of the atomic momenta in momentum space, similar to Brownian motion in real space. 
The evolution of the momentum in such circumstances is described by the Fokker-Planck equation, 
and it can be used for a more formal treatment of the laser cooling process. Solutions of the Fokker-
Planck equation in limiting cases can ultimately be used to relate the velocity distribution of the 
atoms with their temperature.

The idea of “temperature” in laser cooling requires some careful discussion and disclaimers. In 
thermodynamics, temperature is carefully defined as a parameter of the state of a closed system in ther-
mal equilibrium with its surroundings. This, of course, requires that there be thermal contact (i.e., 
heat exchange) with the environment. In laser cooling this is clearly not the case because a sample of 
atoms is always absorbing and scattering light. Furthermore, there is essentially no heat exchange (the 
light cannot be considered as heat even though it is indeed a form of energy). Thus the system may 
very well be in a steady-state situation, but certainly not in thermal equilibrium, so that the assign-
ment of a thermodynamic “temperature” is completely inappropriate.

Nevertheless, it is convenient to use the label of temperature to describe an atomic sample whose 
average kinetic energy 〈 〉Ek  in one dimension has been reduced by the laser light, and this is written 
simply as k T EB k/2=〈 〉, where kB is Boltzmann’s constant. It must be remembered that this tempera-
ture assignment is absolutely inadequate for atomic samples that do not have a Maxwell-Boltzmann 
velocity distribution, whether or not they are in thermal equilibrium: there are infinitely many 
velocity distributions that have the same value of 〈 〉Ek  but are so different from one another that 
characterizing them by the same “temperature” is a severe error.

With these ideas in mind, it is useful to define a few rather special values of temperatures associ-
ated with laser cooling. The highest of these temperatures corresponds to the energy associated with 
atoms whose speed and concomitant Doppler shift puts them just at the boundary of absorption of 
light. This velocity is vc ≡ g /k ~ few m/s, and the corresponding temperature is kBTc ≡ Mg2/k2, and is 
typically several mK. (Here M is the atomic mass.)

The next characteristic temperature corresponds to the energy associated with the natural width 
of atomic transitions, and is called the Doppler temperature. It is given by k TB D ≡ �γ /2. Because it 
corresponds to the limit of certain laser cooling processes, it is often called the Doppler limit, and 
is typically several hundred μK. Associated with this temperature is the one-dimensional velocity 
v k T MD B D= / cm/s~30 .

The last of these three characteristic temperatures corresponds to the energy associated with a 
single photon recoil. In the absorption or emission process of a single photon, the atoms obtain a 
recoil velocity v k Mr ≡ � / . The corresponding energy change can be related to a temperature, the 
recoil limit, defined as k T k MB r ≡ �2 2 / , and is generally regarded as the lower limit for optical cooling 
processes (although there are a few clever schemes that cool below it). It is typically a few μK, and 
corresponds to speeds of vr ~ 1 cm/s.

These three temperatures are related to one another through a single dimensionless param-
eter e ≡ wr/g that is ubiquitous in describing laser cooling. It is the ratio of the recoil frequency 
ωr k M≡ � 2 2/  to the natural width g, and as such embodies most of the important information that 
characterize laser cooling on a particular atomic transition. Typically e ~ 10−3  – 10−2, and clearly 
T T Tr D c= =4 4 2ε ε .

In laser cooling and related aspects of optical control of atomic motion, the forces arise because 
of the exchange of momentum between the atoms and the laser field. Since the energy and momen-
tum exchange is necessarily in discrete quanta rather than continuous, the interaction is character-
ized by finite momentum kicks. This is often described in terms of steps in a fictitious space whose 
axes are momentum rather than position. These steps in momentum space are of size �k  and thus 
are generally small compared to the magnitude of the atomic momenta at thermal velocities v . This 
is easily seen by comparing �k with Mv ,

  
�k
Mv

T

T
r= <<1   (3)
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20.6  QUANTUM AND MOLECULAR OPTICS

Thus the scattering of a single photon has a negligibly small effect on the motion of thermal atoms, 
but repeated cycles of absorption and emission can cause a large change of the atomic momenta and 
velocities.

20.3 THEORETICAL DESCRIPTION

Force on a Two-Level Atom

We begin the calculation of the optical force on atoms by considering the simplest schemes, namely, a 
single-frequency light field interacting with a two-level atom confined to one dimension. It is based on 
the interaction of two-level atoms with a laser field as discussed in many textbooks.1

The philosophy of the correspondence principle requires a smooth transition between quan-
tum and classical mechanics. Thus the force F on an atom is defined as the expectation value of the 
quantum mechanical force operator 	, as defined by F d p dt=〈 〉= 〈 〉	 / . The time evolution of the 
expectation value of a time-independent quantum mechanical operator 
 is given by

  
d
dt

i〈 〉= 〈 〉
 � 

�

[ , ]   (4)

The commutator of � and P is given by [ , ] ( )� �p i z= � ∂ ∂/ , where the operator p has been replaced 
by −i z�( )∂ ∂/ . The force on an atom is then given by

  F
z

=− ∂
∂
�

  (5)

This relation is a specific example of the Ehrenfest theorem and forms the quantum mechanical 
analog of the classical expression that the force is the negative gradient of the potential.

Discussion of the force on atoms caused by light fields begins with that part of the Hamiltonian 
that describes the electric dipole interaction between the atom and the light field. The elec-
tric field of the light is written as �

�� �
( , ) ˆ cos( )r t E kz t= −0ε ω  and the interaction Hamiltonian is 

′ = ⋅� �e r t r
�� � �

( , )  where 
�
r  is the electron coordinate. It has only off-diagonal matrix elements given 

by ′ =− ⋅〈 〉� eg eE e r g0
ˆ | |ε �

 where e and g represent the excited and ground states respectively. The force 
depends on the atomic state as determined by its interaction with the light, and is calculated from 
the expectation value 〈 〉=
 
Tr( )ρ  as in Eq. (4), where r is the density matrix found by solving the 
optical Bloch equations (OBE).1 Then

  F
z zeg eg= +

⎛

⎝
⎜

⎞

⎠
⎟∗

∗
� ∂

∂
∂
∂

Ω Ωρ ρ   (6)

where the Rabi frequency is defined as �Ω ≡ ′� eg. Note that the force depends on the state of the 
atom, and in particular, on the optical coherence between the ground and excited states, reg.

Although it may seem a bit artificial, it is instructive to split ∂ ∂Ω/ z into its real and imaginary parts 
(the matrix element that defines Ω can certainly be complex):

  
∂
∂
Ω Ω
z

q iqr i= +( )   (7)

Here qr + iqi is the logarithmic derivative of Ω. In general, for a field E z E z i z( ) ( )exp( ( ))= +0 φ c.c., 
the real part of the logarithmic derivative corresponds to a gradient of the amplitude E0(z) and the 
imaginary part to a gradient of the phase φ( )z . Then the expression for the force becomes

  F q i qr eg eg i eg eg= + + −∗ ∗ ∗ ∗� �( ) ( )Ω Ω Ω Ωρ ρ ρ ρ  (8)
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LASER COOLING AND TRAPPING OF ATOMS  20.7

Equation (8) is a very general result that can be used to find the force for any particular situation as 
long as the OBE for reg can be solved. In spite of the chosen complex expression for Ω, it is impor-
tant to note that the force itself is real, and that first term of the force is proportional to the real part 
of Ωρeg

∗ , whereas the second term is proportional to the imaginary part.

A Two-Level Atom at Rest

There are two important special optical arrangements to consider. The first one is a traveling wave 
whose electric field is E(z) = (E0/2) (ei(kz−wt + c.c). In calculating the Rabi frequency from this, the 
rotating wave approximation (RWA) causes the positive frequency component of E(z) to drop out. 
Then the gradient of the Rabi frequency becomes proportional to the gradient of the surviving 
negative frequency component, so that qr = 0 and qi = k. For such a traveling wave the amplitude is 
constant but the phase is not, and this leads to the nonzero value of qi.

This is in direct contrast to the case of a standing wave, composed of two counterpropagating 
traveling waves so its amplitude is twice as large, for which the electric field is given by E(z) = 
E0 cos (kz) (e−iwt + c.c), so that qr = −k tan(kz) and qi = 0. Again, only the negative frequency part survives 
the RWA, but the gradient does not depend on it. Thus a standing wave has an amplitude gradient, 
but not a phase gradient.

The steady-state solutions of the OBE for a two-level atom at rest provide simple expressions for r.1 
Substituting the solution for reg into Eq. (8) gives

  F
s

s
q qr i=

+
− +

⎛

⎝
⎜

⎞

⎠
⎟

�
1

1

2
δ γ   (9)

where s ≡ s0/[1 + (2d/g)2] is the off-resonance saturation parameter. Note that the first term is propor-
tional to the detuning d, whereas the second term is proportional to the decay rate g. For zero detun-
ing, the force for a traveling wave becomes F k s s= +( / )[ /( )]� γ 2 10 0 , a very satisfying result because it 
is simply the momentum per photon �k , times the scattering rate gp at resonance of Eq. (2).

It is instructive to identify the origin of both terms in Eq. (9). Absorption of light leads to the 
transfer of momentum from the optical field to the atoms. If the atoms decay by spontaneous emis-
sion, the recoil associated with the spontaneous fluorescence is in a random direction, so its aver-
age over many emission events results in zero net effect on the atomic momentum. Thus the force 
from absorption followed by spontaneous emission can be written as F k eesp =� γρ , where �k  is the 
momentum transfer for each photon, g is the rate for the process, and ree is the probability for the 
atoms to be in the excited state. Using Eq. (2), the force resulting from absorption followed by spon-
taneous emission becomes

  F
ks

ssp

/

/
=

+ +
� 0

0
2

2

1 2

γ
δ γ( )

  (10)

which saturates at large intensity as a result of the term s0 in the denominator. Increasing the rate 
of absorption by increasing the intensity does not increase the force without limit, since that would 
only increase the rate of stimulated emission, where the transfer of momentum is opposite in direc-
tion compared to the absorption. Thus the force saturates to a maximum value of �kγ /2, because 
ree has a maximum value of 1/2.

Examination of Eq. (10) shows that it clearly corresponds to the second term of Eq. (8). This 
term is called the light pressure force, radiation pressure force, scattering force, or dissipative force, since 
it relies on the scattering of light out of the laser beam. It vanishes for an atom at rest in a standing 
wave where qi = 0, and this can be understood because atoms can absorb light from either of the two 
counterpropagating beams that make up the standing wave, and the average momentum transfer 
then vanishes. This force is dissipative because the reverse of spontaneous emission is not possible, 
and therefore the action of the force cannot be reversed. It plays a very important role in the slowing 
and cooling of atoms.
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20.8  QUANTUM AND MOLECULAR OPTICS

By contrast, the first term in Eq. (8) derives from the light shifts of the ground and excited states 
that depend on the strength of the optical electric field. A standing wave is composed of two counter-
propagating laser beams, and their interference produces an amplitude gradient that is not present in 
a traveling wave. The force is proportional to the gradient of the light shift, and the ground-state light 
shift Δ ΩEg = � 2 4/ δ  can be used to find the force on ground-state atoms in low-intensity light:

  F
E

z z
g

dip =− =
∂

∂
∂
∂

( )Δ Ω Ω�
2δ   (11)

For an amplitude-gradient light field such as a standing wave, ∂ ∂Ω Ω/ z qr= , and this force corre-
sponds to the first term in Eq. (8) in the limit of low saturation (s << 1).

For the case of a standing wave Eq. (9) becomes

  F
k s kz

s kzdip /
=

+ + 2

2 2

1 4 2
0

0
2

� δ
δ γ

sin

cos ( )
  (12)

where s0 is the saturation parameter of each of the two beams that form the standing wave. For d < 0 
the force drives the atoms to positions where the intensity has a maximum, whereas for d > 0 the 
atoms are attracted to the intensity minima. The force is conservative and therefore cannot be used 
for cooling. This is called the dipole force, reactive force, gradient force, or redistribution force. It has 
the same origin as the force of an inhomogeneous DC electric field on a classical dipole, but relies 
on the redistribution of photons from one laser beam to the other.

It needs to be emphasized that the forces of Eqs. (10) and (12) are two fundamentally different 
kinds of forces. For an atom at rest, the scattering force vanishes for a standing wave, whereas the 
dipole force vanishes for a traveling wave. The scattering force is dissipative, and can be used to cool, 
whereas the dipole force is conservative, and can be used to trap. Dipole forces can be made large by 
using high-intensity light because they do not saturate. However, since the forces are conservative, 
they cannot be used to cool a sample of atoms. Nevertheless, they can be combined with the dis-
sipative scattering force to enhance cooling in several different ways. By contrast, scattering forces 
are always limited by the rate of spontaneous emission g and cannot be made arbitrarily strong, but 
they are dissipative and are required for cooling.

Atoms in Motion

Laser cooling requires dissipative or velocity-dependent forces that cannot be conservative. The 
procedure followed here is to treat the velocity of the atoms as a small perturbation, and make first-
order corrections to the solutions of the OBE obtained for atoms at rest.2 It begins by adding drift 
terms in the expressions for the relevant quantities. Thus the Rabi frequency satisfies

  
d
dt t

v
z t

v q iqr i

Ω Ω Ω Ω Ω= + = + +∂
∂

∂
∂

∂
∂

( )   (13)

where Eq. (7) has been used to separate the gradient of Ω into real and imaginary parts. 
Differentiating the steadystate density matrix elements found by solving the OBE1 leads to

  
dw
dt

w
t

v
w
z

w
t

vq s

s
r= + = −

+
∂
∂

∂
∂

∂
∂

2

1 2( )
  (14)

since s0 = 2|Ω|2/g  2 and Ω depends on z. Here w gg ee≡ −ρ ρ . Similarly,

  
d

dt t
v

z t
iv

i s
qeg eg eg egρ ρ ρ ρ

γ δ
= + = −

− +
∂
∂

∂
∂

∂
∂

Ω
2 2 1( )( )/ rr i

s
s

iq
1
1

−
+

⎛

⎝
⎜

⎞

⎠
⎟ +

⎡

⎣
⎢

⎤

⎦
⎥   (15)
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LASER COOLING AND TRAPPING OF ATOMS  20.9

Since neither w nor reg is explicitly time-dependent, both ∂ ∂w t/  and ∂ ∂ρeg t/  vanish. Equations (14) 
and (15) are still difficult to solve analytically for a general optical field, and the results are not very 
instructive. However, the solution for the two special cases of the standing and traveling waves provide 
considerable insight.

For a traveling wave qr = 0, and the velocity-dependent force can be found by combining Eqs. (14) 
and (15) with the OBE to eliminate the time derivatives. The resulting coupled equations can be 
separated and substituted into Eq. (8) for the force to find, after considerable algebra,

  F q
s

s

vq

s
F vi

i=
+

+
+ +

⎛

⎝
⎜

⎞

⎠
⎟ ≡ −� γ δ

δ γ
β/

/

2
1

1
2

1 42 2 0( )( )
  (16)

The first term is the velocity-independent force F0 for an atom at rest given by Eq. (9). The second 
term is velocity-dependent and can lead to compression of the velocity distribution. For a traveling 
wave qi = k and thus the damping coefficient b is given by

  β
δ γ
δ γ

=−
+ +

�k
s

s
2 0

0
2 2

4

1 2

( )

( ( ) )

/

/
  (17)

Such a force can compress the velocity distribution of an atomic sample for negative values of d 
(i.e., for red detuned light). For small detuning and low intensity the damping coefficient b is linear 
in both parameters. However, for detunings much larger than g and intensities much larger than 
Is, b saturates and even decreases as a result of the dominance of d in the denominator of Eq. (17). 
This behavior can be seen in Fig. 1, where the damping coefficient b has been plotted as a function 
of detuning for different saturation parameters. The decrease of b for large detunings and intensi-
ties is caused by saturation of the transition, in which case the absorption rate becomes only weakly 
dependent on the velocity. The maximum value of b is obtained for d = − g/2 and s0 = 2, and is given 
by βmax =�k2 4/ . The damping rate Γ is given by Γ = b/M, and its maximum value is Γmax = wr/2, 
where wr is the recoil frequency. For the alkalis this rate is of the order of 104–105 s−1, indicating that 
atomic velocity distributions can be compressed in about 10 to 100 μs. Furthermore, F0 in Eq. (16) is 
always present and so the atoms are not damped toward any constant velocity.
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FIGURE 1 The damping coefficient b for an atom in a 
traveling wave as a function of the detuning for different values 
of the saturation parameter s0. The damping coefficient is maxi-
mum for intermediate detunings and intensities.
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20.10  QUANTUM AND MOLECULAR OPTICS

For a standing wave qi = 0, and just as above, the velocity-dependent force can be found by 
combining Eqs. (14) and (15) with the OBE to eliminate the time derivatives. The resulting coupled 
equations can again be separated and substituted into Eq. (8) for the force to find

  F q
s

s
vq

s s
r r=−

+
− − − +

+
� δ γ δ γ

δ γ1
1

1 2 4

4 1
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where qr = − k tan (kz). In the limit of s << 1, this force is
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Here s0 is the saturation parameter of each of the two beams that compose the standing wave. The 
first term is the velocity-independent part of Eq. (9) and is sinusoidal in space, with a period of l/2. 
Thus its spatial average vanishes. The force remaining after such averaging is Fav = −bn, where the 
damping coefficient b is given by

  β
δ γ

δ γ
= −

+
�k

s
2 0

2 2

8

1 2

( / )

( ( / ) )
  (20)

In contrast to the traveling-wave case, this is a true damping force because there is no F0, so atoms 
are slowed toward n = 0 independent of their initial velocities. Note that this expression for b is valid 
only for s << 1 because it depends on spontaneous emission to return atoms to their ground state.

There is an appealing description of the mechanism for this kind of cooling in a standing wave. 
With light detuned below resonance, atoms traveling toward one laser beam see it Doppler shifted 
upward, closer to resonance. Since such atoms are traveling away from the other laser beam, they see 
its light Doppler shifted further downward, hence further out of resonance. Atoms therefore scat-
ter more light from the beam counterpropagating to their velocity, so their velocity is reduced. This 
damping mechanism is called optical molasses, and is one of the most important tools of laser cooling.

Needless to say, such a pure damping force would reduce the atomic velocities, and hence the 
absolute temperature, to zero. Since this violates thermodynamics, there must be something left out 
of the description. It is the discreteness of the momentum changes in each case, Δp k= � , that results 
in a minimum velocity change. The consequences of this discreteness can be described as a diffusion 
of the atomic momenta in momentum space by finite steps as discussed earlier.

The Fokker-Planck Equation

The random walk in momentum space associated with spontaneous emission is similar to Brownian 
motion in coordinate space. There is an analogous momentum diffusion constant D, and so the 
atomic motion in momentum space can be described by the Fokker-Planck equation

  
∂

∂
∂

∂
∂

∂
W p t

t
F p t W p t

p
D p t W p t

p

( , ) [ ( , ) ( , )] [ ( , ) ( , )]=− +
2

22
  (21)

where W(p, t) is the momentum distribution of the atoms. For the special case when both the force 
and the diffusion are independent of time, the formal stationary solution is

  W p
C

D p
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where C is an integration constant. Once the force and diffusion are known, the stationary solution 
of the Fokker-Planck equation emerges easily.
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LASER COOLING AND TRAPPING OF ATOMS  20.11

In the simplest and most common case in laser cooling the force is proportional to the velocity 
and the diffusion is independent of velocity:

  F v v D v D( ) ( )=− =β and 0   (23)

Then the stationary solution of Eq. (21) for W v( )  is

  W p e p MD( ) /∝ −β 2
02   (24)

This is indeed a Maxwell-Boltzmann distribution. For low intensity where spontaneous emis-
sion dominates, D s k0

2 2= γ ( )� / , so the steady-state temperature is given by k T DB = =0 2/ /β γ�  for 
d = −g /2, its optimum value.1 This is called the Doppler temperature because the velocity depen-
dence of the cooling mechanism derives from the Doppler shift. The fact that the conditions of Eq. (23) 
for the force and diffusion are often approximately correct explains why the notion of temperature 
often appears as a description of a laser-cooled sample.

One of the most important properties of laser cooling is its ability to change the phase space den-
sity of an atomic sample. Changing the phase space density provides a most important distinction 
between light optics and atom optics. The Hamiltonian description of geometrical optics leads to the 
brightness theorem, that can be found in many optics books. Thus bundles of light rays obey a similar 
phase space density conservation. But there is a fundamental difference between light and atom optics. In 
the first case, the “forces” that determine the behavior of bundles of rays are “conservative” and phase 
space density is conserved. For instance, a lens can be used to focus a light beam to a small spot; however, 
at the same time the divergence of the beam must be increased, thus conserving phase space density. By 
contrast, in atom optics dissipative forces that are velocity-dependent can be used, and thus phase space 
density is no longer conserved. Optical elements corresponding to such forces cannot exist for light, but 
in addition to the atom optic elements of lenses, collimators, and others, phase space compressors can 
also be built. Such compression is essential in a large number of cases, such as atomic beam brightening for 
collision studies or cooling for the achievement of Bose-Einstein condensation.

20.4 SLOWING ATOMIC BEAMS

Among the earliest laser cooling experiments was deceleration of atoms in a beam.3 The authors 
exploited the Doppler shift to make the momentum exchange (hence the force) velocity-dependent. 
It worked by directing a laser beam opposite to an atomic beam so the atoms could absorb light, 
and hence momentum �k, very many times along their paths through the apparatus as shown 
in Fig. 2.3,4 Of course, excited-state atoms cannot absorb light efficiently from the laser that excited 
them, so between absorptions they must return to the ground state by spontaneous decay, accom-
panied by emission of fluorescent light. The spatial symmetry of the emitted fluorescence results in 
an average of zero net momentum transfer from many such fluorescence events. Thus the net force 
on the atoms is in the direction of the laser beam, and the maximum deceleration is limited by the 
spontaneous emission rate g.

The maximum attainable deceleration is obtained for very high light intensities, and is limited 
because the atom must then divide its time equally between ground and excited states. High-inten-
sity light can produce faster absorption, but it also causes equally fast stimulated emission; the 
combination produces neither deceleration nor cooling because the momentum transfer to the 
atom in emission is then in the opposite direction to what it was in absorption. The force is lim-
ited to F k p=� γ , and so the deceleration therefore saturates at a value 

�
�
�

a k Mmax = γ /2  [see Eq. (2)]. 
Since the maximum deceleration 

�
amax is fixed by atomic parameters, it is straightforward to calcu-

late the minimum stopping length Lmin and time tmin for the rms velocity of atoms v k T MB= 2 /  
at the chosen temperature. The result is L v amin max= 2 2/  and t v amin max/= . In Table 1 are some of 
the parameters for slowing a few atomic species of interest from the peak of the thermal velocity 
distribution.
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20.12  QUANTUM AND MOLECULAR OPTICS

Maximizing the scattering rate gp requires d = −wD in Eq. (2). If d is chosen for a particular 
atomic velocity in the beam, then as the atoms slow down, their changing Doppler shift will take 
them out of resonance. They will eventually cease deceleration after their Doppler shift has been 
decreased by a few times the power-broadened width γ γ′= +1 0s , corresponding to Δv of a few 
times g  ′/k. Although this Δn of a few m/s is considerably larger than the typical atomic recoil veloc-
ity �k M/  of a few cm/s, it is still only a small fraction of the atoms’ average thermal velocity v , so 
that significant further cooling or deceleration cannot be accomplished.

In order to achieve deceleration that changes the atomic speeds by hundreds of m/s, it is neces-
sary to maintain (d + wD) << g by compensating such large changes of the Doppler shift. This can 
be done by changing wD, or d via either ω�  or wa. The two most common methods for maintaining 
this resonance are sweeping the laser frequency ω�  along with the changing wD of the decelerating 
atoms,5–7 or by spatially varying the atomic resonance frequency with an inhomogeneous DC mag-
netic field to keep the decelerating atoms in resonance with the fixed frequency laser.1,3,8

Extraction
magnets

Profile magnet

Bias magnetSodium
source

Laser 1

Laser 2

80 MHz
AOM

80 MHz
AOM

l/4-plate

PMT

C.M.

4 cm

40 cm 125 cm 25 cm 40 cm

Pump
beam

Probe
beam

zs zc zp

FIGURE 2 Schematic diagram of the apparatus for beam slowing. The tapered magnetic field is 
produced by layers of varying length on the solenoid, and the bias field is produced by full-length wind-
ings. The TOF aspect is implemented with Laser 1 whose beams optically pump the atoms between the hfs 
states.

TABLE 1 Parameters of Interest for Slowing Various Atoms

Atom Toven (K)  v (m/s) Lmin (m) tmin (ms)

H 1000 5000 0.012 0.005
He∗ 4 158 0.03 0.34
He∗ 650 2013 4.4 4.4
Li 1017 2051 1.15 1.12
Na 712 876 0.42 0.96
K 617 626 0.77 2.45
Rb 568 402 0.75 3.72
Cs 544 319 0.93 5.82

The stopping length Lmin and time tmin are minimum values. The oven tempera-
ture Toven that determines the peak velocity is chosen to give a vapor pressure of 1 Torr. 
Special cases are H at 1000 K and He in the metastable triplet state, for which two rows 
are shown: one for a 4-K source and another for the typical discharge temperature.
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LASER COOLING AND TRAPPING OF ATOMS  20.13

The use of a spatially varying magnetic field to tune the atomic levels along the beam path was the 
first method to succeed in slowing atoms.3 It works as long as the Zeeman shifts of the ground and 
excited states are different so that the resonant frequency is shifted. The field can be tailored to provide 
the appropriate Doppler shift along the moving atom’s path. For uniform deceleration a a≡η max from 
initial velocity v0, the appropriate field profile is B z B z z( )= −0 01 / , where z Mv k0 0

2≡ /η γ�  is the length 
of the magnet, B kv0 0= ′� /μ , ′ ≡ −μ μ( )g M g Me e g g B , subscripts g and e refer to ground and excited 
states, gg, e is the Landé g-factor, μB is the Bohr magneton, and Mg, e is the magnetic quantum number. 
The design parameter h < 1 determines the length of the magnet z0. A solenoid that can produce such 
a spatially varying field has layers of decreasing lengths as shown schematically in Fig. 2. The techni-
cal problem of extracting the beam of slow atoms from the end of the solenoid can be simplified by 
reversing the field gradient and choosing a transition whose frequency decreases with increasing field.9

For alkali atoms such as Na, a time-of-flight (TOF) method can be used to measure the velocity dis-
tribution of atoms in the beam. It employs two additional beams labeled pump and probe from laser 1 as 
shown in Fig. 2. Because these beams cross the atomic beam at 90°, ωD k v= − ⋅ =

� �
0 and they excite atoms 

at all velocities. The pump beam is tuned to excite and empty a selected ground hyperfine state (hfs), and 
it transfers more than 98 percent of the population as the atoms pass through its 0.5 mm width. To measure 
the velocity distribution of atoms in the selected hfs, this pump laser beam is interrupted for a period Dt = 
10 to 50 μs with an acoustic optical modulator (AOM). A pulse of atoms in the selected hfs passes the 
pump region and travels to the probe beam. The time dependence of the fluorescence induced by the 
probe laser, tuned to excite the selected hfs, gives the time of arrival, and this signal is readily converted to 
a velocity distribution. Figure 3 shows the measured velocity distribution of the atoms slowed by laser 2.

20.5 OPTICAL MOLASSES

Doppler Cooling

In Sec. 20.3 there was a discussion of the radiative force on atoms moving in a standing wave (coun-
terpropagating laser beams). The slowing force is proportional to velocity for small enough veloci-
ties, resulting in viscous damping10,11 that gives this technique the name optical molasses (OM). By 
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FIGURE 3 The velocity distribution measured with the 
time-of-flight (TOF) method. The experimental width of 
approximately 1

6
( / )γ k is shown by the dashed vertical lines 

between the arrows. The Gaussian fit through the data yields a 
FWHM of 2.97 m/s. (Figure from Ref. 78.)
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20.14  QUANTUM AND MOLECULAR OPTICS

using three intersecting orthogonal pairs of oppositely directed beams, the movement of atoms 
in the intersection region can be severely restricted in all three dimensions, and many atoms can 
thereby be collected and cooled in a small volume. OM has been demonstrated at several laborato-
ries,12 often with the use of low-cost diode lasers.13

It is straightforward to estimate the force on atoms in OM from Eq. (10). The discussion here is lim-
ited to the case where the light intensity is low enough so that stimulated emission is not important. In 
this low-intensity case the forces from the two light beams are simply added to give 

� � �
F F FOM = ++ − , where

  
� �

�

∓
F

k s

s D
± =±

+ +
γ

δ ω γ2 1 2
0

0
2[ ( | |)/ ]

  (25)

Then the sum of the two forces is
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�
�
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δ
γ δ γ
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  (26)

where terms of order (kv/g)4 and higher have been neglected [see Eq. (20)].
These forces are plotted in Fig. 4. For d < 0, this force opposes the velocity and therefore vis-

cously damps the atomic motion. 
�
FOM has maxima near v ≈ ± g  ′/2k and decreases rapidly for larger 

velocities.
If there were no other influence on the atomic motion, all atoms would quickly decelerate 

to n = 0, and the sample would reach T = 0, a clearly unphysical result. There is also some heat-
ing caused by the light beams that must be considered, and it derives from the discrete size of the 
momentum steps the atoms undergo with each emission or absorption as previously discussed 
for Brownian motion (see Sec. 20.3). Since the atomic momentum changes by �k , their kinetic 
energy changes on the average by at least the recoil energy E k Mr r= =� �2 2 2/ ω . This means that 
the average frequency of each absorption is wabs = wa + wr and the average frequency of each emis-
sion is wemit = wa + wr. Thus the light field loses an average energy of � �( )ω ω ωabs emit− = 2 r  for each 
scattering. This loss occurs at a rate 2gp (two beams), and the energy is converted to atomic kinetic 
energy because the atoms recoil from each event. The atomic sample is thereby heated because these 
recoils are in random directions.
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FIGURE 4 Velocity dependence of the optical damping 
forces for one-dimensional optical molasses. The two dotted 
traces show the force from each beam, and the solid curve is 
their sum. The straight line shows how this force mimics a 
pure damping force over a restricted velocity range. These 
are calculated for s0 = 2 and d = −g so there is some power-
broadening evident.
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LASER COOLING AND TRAPPING OF ATOMS  20.15

The competition between this heating with the damping force of Eq. (26) results in a nonzero 
kinetic energy in steady state where the rates of heating and cooling are equal. Equating the cooling 
rate, 

� �
F v⋅ , to the heating rate, 4�ω γr p , the steady-state kinetic energy is ( / )( | | / / | |)�γ δ γ γ δ8 2 2+ . This 

result is dependent on |d|, and it has a minimum at 2|d|/g = 1, whence d = −g /2. The temperature 
found from the kinetic energy is then T kD B=�γ /2 , where TD is called the Doppler temperature or the 
Doppler cooling limit. For ordinary atomic transitions, TD is typically below 1 mK.

Another instructive way to determine TD is to note that the average momentum transfer of many 
spontaneous emissions is zero, but the rms scatter of these about zero is finite. One can imagine 
these decays as causing a random walk in momentum space with step size �k  and step frequency 
2gp, where the factor of 2 arises because of the two beams. The random walk results in diffusion in 
momentum space with diffusion coefficient D p t kp0

2 22 4≡ =( ) / ( )Δ Δ γ �  as discussed in Sec. 20.3. 
Then Brownian motion theory gives the steady-state temperature in terms of the damping coef-
ficient b to be kBT = D0/b. This turns out to be �γ / 2  as above for the case s0 << 1 when d = −g/2. 
This remarkable result predicts that the final temperature of atoms in OM is independent of the 
optical wavelength, atomic mass, and laser intensity (as long as it is not too large).

Atomic Beam Collimation—One-Dimensional Optical 
Molasses

When an atomic beam crosses a one-dimensional OM as shown in Fig. 5, the transverse motion of 
the atoms is quickly damped while the longitudinal component is essentially unchanged. This trans-
verse cooling of an atomic beam is an example of a method that can actually increase its brightness 
(atoms/sec-sr-cm2) because such active collimation uses dissipative forces to compress the phase 
space volume occupied by the atoms. By contrast, the usual realm of beam focusing or collimation 
techniques for light beams and most particle beams is restricted to selection by apertures or conser-
vative forces that preserve the phase space density of atoms in the beam.

This velocity compression at low intensity in one dimension can be simply estimated for two-
level atoms in 1D to be about v vc D r/ / /= =γ ω ε1 . For Rb, vD = 12 cm/s, vc = g/k � 4.6 m/s, 
ω πr � 2 3 8× . kHz , and l/e � 1600. Including two transverse directions along with the longitudinal 
slowing and cooling just discussed, the decrease in phase space volume from the momentum contri-
bution alone for laser cooling of a Rb atomic beam can exceed 106.

Clearly optical techniques can create atomic beams enormously more times intense than ordinary 
thermal beams, and also many orders of magnitude brighter. Furthermore, this number could be 
increased by several orders of magnitude if the transverse cooling could produce temperatures 

Optical
molasses

Optical
molasses

Oven

Laser or
magnetic lens

Very bright
atomic beam

FIGURE 5 Scheme for optical brightening of an atomic beam. First 
the transverse velocity components of the atoms are damped out by an 
optical molasses, then the atoms are focused to a spot, and finally the atoms 
are recollimated in a second optical molasses. (Figure from Ref. 79.)
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20.16  QUANTUM AND MOLECULAR OPTICS

below the Doppler temperature. For atoms cooled to the recoil temperature T kr r B= �ω /  where 
Δp k= �  and Δx = λ π/ , the brightness increase could be 1017.

Experiments in Three-Dimensional Optical Molasses

Optical molasses experiments can also work in three dimensions at the intersection of three mutu-
ally orthogonal pairs of opposing laser beams (see Fig. 6). Even though atoms can be collected and 
cooled in the intersection region, it is important to stress again that this is not a trap. That is, atoms 
that wander away from the center experience no force directing them back. They are allowed to dif-
fuse freely and even escape, as long as there is enough time for their very slow diffusive movement to 
allow them to reach the edge of the region of the intersection of the laser beams. Because the atomic 
velocities are randomized during the damping time M/b = 2/wr, atoms execute a random walk with 
a step size of 2 2vD r/ / few mω λ π ε= ≅ μ . To diffuse a distance of 1 cm requires about 107 steps or 
about 30 s.14,15

Three-dimensional OM was first observed in 1985.11 Preliminary measurements of the aver-
age kinetic energy of the atoms were done by blinking off the laser beams for a fixed interval. 
Comparison of the brightness of the fluorescence before and after the turnoff was used to calculate 
the fraction of atoms that left the region while it was in the dark. The dependence of this fraction on 
the duration of the dark interval was used to estimate the velocity distribution and hence the tem-
perature. The result was not inconsistent with the two-level atom theory previously described.

A few months later a more sensitive ballistic technique was devised at the National Institute of 
Standards and Technology (NIST) that showed the astounding result that the temperature of the 
atoms in OM was very much lower than TD.16 These experiments also found that OM was less sensi-
tive to perturbations and more tolerant of alignment errors than was predicted by the 1D, two-level 
atom theory. For example, if the intensities of the two counter-propagating laser beams forming an 
OM were unequal, then the force on atoms at rest would not vanish, but the force on atoms with 
some nonzero drift velocity would vanish. This drift velocity can be easily calculated by using Eq. (25) 
with unequal intensities s0+ and s0−, and following the derivation of Eq. (26). Thus atoms would drift 
out of an OM, and the calculated rate would be much faster than observed by deliberately unbalancing 
the beams in the experiments.12

FIGURE 6 Photograph of optical molasses in Na 
taken under ordinary snapshot conditions in the lab at 
NIST. The upper horizontal streak is from the slowing 
laser while the three beams that cross at the center are 
on mutually orthogonal axes viewed from the (111) 
direction. Atoms in the optical molasses glow brightly 
at the center. (Figure from Ref. 19.)
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LASER COOLING AND TRAPPING OF ATOMS  20.17

It was an enormous surprise to observe that the ballistically measured temperature of the Na 
atoms was as much as 10 times lower than TD = 240 μK,16 the temperature minimum calculated 
from the theory. This breaching of the Doppler limit forced the development of an entirely new 
picture of OM that accounts for the fact that in three dimensions, a two-level picture of atomic 
structure is inadequate. The multilevel structure of atomic states, and optical pumping among these 
sublevels, must be considered in the description of 3D OM, as discussed in the text that follows.

20.6 COOLING BELOW THE DOPPLER LIMIT

Introduction

In response to the surprising measurements of temperatures below TD, two groups developed a 
model of laser cooling that could explain the lower temperatures.17,18 The key feature of this model 
that distinguishes it from the earlier picture was the inclusion of the multiplicity of sublevels that 
make up an atomic state (e.g., Zeeman and hfs). The dynamics of optically pumping atoms among 
these sublevels provides the new mechanism for producing the ultralow temperatures.19

The dominant feature of these models is the nonadiabatic response of moving atoms to the light 
field. Atoms at rest in a steady state have ground-state orientations caused by optical pumping pro-
cesses that distribute the populations over the different ground-state sublevels. In the presence of 
polarization gradients, these orientations reflect the local light field. In the low-light-intensity regime, 
the orientation of stationary atoms is completely determined by the ground-state distribution: The 
optical coherences and the exited-state population follow the ground-state distribution adiabatically.

For atoms moving in a light field that varies in space, optical pumping acts to adjust the atomic 
orientation to the changing conditions of the light field. In a weak pumping process, the orientation 
of moving atoms always lags behind the orientation that would exist for stationary atoms. It is this 
phenomenon of nonadiabatic following that is the essential feature of the new cooling process.

Production of spatially dependent optical pumping processes can be achieved in several different 
ways. As an example, consider two counterpropagating laser beams that have orthogonal polariza-
tions (as will be discussed shortly). The superposition of the two beams results in a light field having 
a polarization that varies on the wavelength scale along the direction of the laser beams. Laser cooling 
by such a light field is called polarization gradient cooling. In a three-dimensional optical molasses, the 
transverse wave character of light requires that the light field always has polarization gradients.

Linear ⊥ Linear Polarization Gradient Cooling

One of the most instructive models for discussion of sub-Doppler laser cooling was introduced 
in Ref. 17 and very well described in Ref. 19. If the polarizations of two counterpropagating laser 
beams are identical, the two beams interfere and produce a standing wave. When the two beams 
have orthogonal linear polarizations (same frequency ω�) with their ε̂  vectors perpendicular (e.g., x̂  
and ŷ ), the configuration is called lin ⊥ lin or lin-perp-lin. Then the total field is the sum of the two 
counterpropagating beams given by

  

�
� �E E x t kz E y t kz

E x y

= − + +

= +

0 0

0

ˆ cos( ) ˆ cos( )

[( ˆ ˆ)co

ω ω

ss cos ( ˆ ˆ)sin sin ]ω ω� �t kz x y t kz+ −
 
 (27)

At the origin, where z = 0, this becomes

  
�

�E E x y t= +0( ˆ ˆ)cosω   (28)

which corresponds to linearly polarized light at an angle +p/4 to the x-axis. The amplitude of this 
field is 2 0E . Similarly, for z = l/4, where kz = p/2, the field is also linearly polarized but at an angle 
−p/4 to the x-axis.
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20.18  QUANTUM AND MOLECULAR OPTICS

Between these two points, at z = l/8, where kz = p/4, the total field is

  
�

� �E E x t y t= + − +0 4 4[ ˆ sin( ) ˆ cos( )]ω π ω π/ /   (29)

Since the x̂  and ŷ  components have sine and cosine temporal dependence, they are p/2 out of 
phase, and so Eq. (29) represents circularly polarized light rotating about the z-axis in the negative 
sense. Similarly, at z = 3l/8 where kz = 3p/4, the polarization is circular but in the positive sense. 
Thus in this lin ⊥ lin scheme the polarization cycles from linear to circular to orthogonal linear to 
opposite circular in the space of only half a wavelength of light, as shown in Fig. 7. It truly has a very 
strong polarization gradient.

Since the coupling of the different states of multilevel atoms to the light field depends on its polar-
ization, atoms moving in a polarization gradient will be coupled differently at different positions, and 
this will have important consequences for laser cooling. For the J Jg e= → =1

2
3

2/ /  transition (the 
simplest transition that shows sub-Doppler cooling), the optical pumping process in purely s + light 
drives the ground-state population to the Mg = +1/2 sublevel. This optical pumping occurs because 
absorption always produces ΔM = +1 transitions, whereas the subsequent spontaneous emission 
produces ΔM = ±1, 0. Thus the average ΔM ≥ 0 for each scattering event. For s−-light the population 
is pumped toward the Mg = −1/2 sublevel. Thus atoms traveling through only a half wavelength in the 
light field need to readjust their population completely from Mg = +1/2 to Mg = −1/2 and back again.

The interaction between nearly resonant light and atoms not only drives transitions between 
atomic energy levels, but also shifts their energies. This light shift of the atomic energy levels plays a 
crucial role in this scheme of sub-Doppler cooling, and the changing polarization has a strong influ-
ence on the light shifts. In the low-intensity limit of two laser beams, each of intensity s0Is, the light 
shifts ΔEg of the ground magnetic substates are given by1

  ΔE
s C

g
ge=

+
�δ

δ γ
0

2

21 2( )/
  (30)

where Cge is the Clebsch-Gordan coefficient that describes the coupling between the atom and the 
light field.

In the present case of orthogonal linear polarizations and J = →1
2

3
2/ / , the light shift for the 

magnetic substate Mg = 1/2 is three times larger than that of the Mg = −1/2 substate when the light 
field is completely s +. On the other hand, when an atom moves to a place where the light field is s −, 
the shift of Mg = −1/2 is three times larger. So in this case the optical pumping previously discussed 
causes there to be a larger population in the state with the larger light shift. This is generally true for 
any transition Jg to Je = Jg + 1. A schematic diagram showing the populations and light shifts for this 
particular case of negative detuning is shown in Fig. 8.
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FIGURE 7 Polarization gradient field for the 
lin ⊥ lin configuration.
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LASER COOLING AND TRAPPING OF ATOMS  20.19

Origin of the Damping Force

To discuss the origin of the cooling process in this polarization gradient scheme, consider atoms 
with a velocity v at a position where the light is s +-polarized, as shown at the lower left of Fig. 8. 
The light optically pumps such atoms to the strongly negative light-shifted Mg = +1/2 state. In mov-
ing through the light field, atoms must increase their potential energy (climb a hill) because the 
polarization of the light is changing and the state Mg = 1/2 becomes less strongly coupled to the light 
field. After traveling a distance l/4, atoms arrive at a position where the light field is s −-polarized, 
and are optically pumped to Mg = −1/2, which is now lower than the Mg =

1/2 state. Again the moving 
atoms are at the bottom of a hill and start to climb. In climbing the hills, the kinetic energy is con-
verted to potential energy, and in the optical pumping process, the potential energy is radiated away 
because the spontaneous emission is at a higher frequency than the absorption (see Fig. 8). Thus 
atoms seem to be always climbing hills and losing energy in the process. This process brings to mind 
a Greek myth, and is thus called Sisyphus laser cooling.

The cooling process just described is effective over a limited range of atomic velocities. The force 
is maximum for atoms that undergo one optical pumping process while traveling over a distance 
l/4. Slower atoms will not reach the hilltop before the pumping process occurs, and faster atoms 
will already be descending the hill before being pumped toward the other sublevel. In both cases the 
energy loss is smaller and therefore the cooling process less efficient. Nevertheless, the damping con-
stant b for this process is much larger than for Doppler cooling, and therefore the final steady-state 
temperature is lower.17,19

In the experiments of Ref. 20, the temperature was measured in a 3D molasses under various 
configurations of the polarization. Temperatures were measured by a ballistic technique, where 

0 l/2 3l/4

Position

0

E
n

er
gy

M = +1/2

M = –1/2

l/4

FIGURE 8 The spatial dependence of the light shifts 
of the ground-state sublevels of the J = ⇔1

2
3

2/ /  transition 
for the case of the lin ⊥ lin polarization configuration. The 
arrows show the path followed by atoms being cooled in this 
arrangement. Atoms starting at z = 0 in the Mg = +1/2 sublevel 
must climb the potential hill as they approach the z = l/4 
point where the light becomes s − polarized, and there they 
are optically pumped to the Mg = −1/2 sublevel. Then they 
must begin climbing another hill toward the z = l/2 point 
where the light is s+ polarized and they are optically pumped 
back to the Mg = +1/2 sublevel. The process repeats until the 
atomic kinetic energy is too small to climb the next hill. Each 
optical pumping event results in absorption of light at a lower 
frequency than emission, thus dissipating energy to the radia-
tion field.
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20.20  QUANTUM AND MOLECULAR OPTICS

the flight time of the released atoms was measured as they fell through a probe a few cm below the 
molasses region. Results of their measurements are shown in Fig. 9a, where the measured tempera-
ture is plotted for different detunings as a function of the intensity. For each detuning, the data lie 
on a straight line through the origin. The lowest temperature obtained is 3 μK, which is a factor 
40 below the Doppler temperature and a factor 15 above the recoil temperature of Cs. If the tem-
perature is plotted as a function of the light shift (see Fig. 9b), all the data are on a single universal 
straight line.

The Limits of Laser Cooling

The lower limit to Doppler laser cooling of two-level atoms arises from the competition with heat-
ing. This cooling limit is described as a random walk in momentum space whose steps are of size 
�k  and whose rate is the scattering rate, gp = s0g /2 for zero detuning and s0 << 1. As long as the force 
can be accurately described as a damping force, then the Fokker-Planck equation is applicable, and 
the outcome is a lower limit to the temperature of laser cooling given by the Doppler temperature 
k TB D ≡�γ /2.

The extension of this kind of thinking to the sub-Doppler processes described in Sec. 20.5 must 
be done with some care, because a naive application of the consequences of the Fokker-Planck 
equation would lead to an arbitrarily low final temperature. In the derivation of the Fokker-Planck 
equation it is explicitly assumed that each scattering event changes the atomic momentum p by an 
amount that is a small fraction p as embodied in Eq. (3), and this clearly fails when the velocity is 
reduced to the region of v k Mr ≡� / .

This limitation of the minimum steady-state value of the average kinetic energy to a few times 
2 2E k T Mvr B r r≡ =  is intuitively comforting for two reasons. First, one might expect that the last 
spontaneous emission in a cooling process would leave atoms with a residual momentum of the 
order of �k , since there is no control over its direction. Thus the randomness associated with this 
would put a lower limit on such cooling of v vrmin ~ . Second, the polarization gradient cooling 
mechanism just described requires that atoms be localizable within the scale of ~l/2p in order to 

T
em

pe
ra

tu
re

 (
μK

) T
em

pe
ra

tu
re

 (
μK

)

Intensity (Ω2/g 2) Ω2/|d |g 2

Detuning (MHz)
0

0 0 0.5 1.01.00.5

10

20

30

40

50

60

1

2

3

4

5

50 100

(a) (b)

FIGURE 9 Temperature as a function of laser intensity and detuning for Cs atoms in 
an optical molasses from Ref. 20. (a) Temperature as a function of the detuning for various 
intensities. (b) Temperature as a function of the light shift. All the data points are on a uni-
versal straight line.
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LASER COOLING AND TRAPPING OF ATOMS  20.21

be subject to only a single polarization in the spatially inhomogeneous light field. The uncertainty 
principle then requires that these atoms have a momentum spread of at least �k .

The recoil limit discussed here has been surpassed by evaporative cooling of trapped atoms21 
and two different optical cooling methods, neither of which can be based in simple notions. One of 
these uses optical pumping into a velocity-selective dark state and is described in Ref. 1. The other 
one uses carefully chosen, counterpropagating laser pulses to induce velocity-selective Raman tran-
sitions, and is called Raman cooling.22

20.7 TRAPPING OF NEUTRAL ATOMS

Introduction

Although ion trapping, laser cooling of trapped ions, and trapped ion spectroscopy were known for 
many years,23 it was only in 1985 that neutral atoms were first trapped.24 Confinement of neutral 
atoms depends on the interaction between an inhomogeneous electromagnetic field and an atomic 
multipole moment. Unperturbed atoms do not have electric dipole moments because of their inver-
sion symmetry, and therefore electric (e.g., optical) traps require induced dipole moments. This is 
often done with nearly resonant optical fields, thus producing the optical traps that will be discussed 
shortly. On the other hand, many atoms have ground- or metastable-state magnetic dipole moments 
that may be used for trapping them magnetically.

In order to confine any object, it is necessary to exchange kinetic for potential energy in the 
trapping field, and in neutral atom traps the potential energy must be stored as internal atomic 
energy. There are two immediate and extremely important consequences of this requirement. First, 
the atomic energy levels will necessarily shift as the atoms move in the trap, and these shifts will 
affect the precision of spectroscopic measurements, perhaps severely. Second, practical traps for 
ground-state neutral atoms are necessarily very shallow compared with thermal energy because the 
energy level shifts that result from convenient size fields are typically considerably smaller than kBT 
for T = 1 K. Neutral atom trapping therefore depends on substantial cooling of a thermal atomic 
sample, and is often connected with the cooling process.

The small depth of neutral atom traps also dictates stringent vacuum requirements, because an 
atom cannot remain trapped after a collision with a thermal energy background gas molecule. Since 
these atoms are vulnerable targets for thermal energy background gas, the mean free time between 
collisions must exceed the desired trapping time. The cross section for destructive collisions is quite 
large because even a gentle collision (i.e., large impact parameter) can impart enough energy to eject 
an atom from a trap. At pressure P sufficiently low to be of practical interest, the trapping time is 
~(10−8/P) s, where P is in Torr.

Magnetic Traps

An atom with a magnetic moment 
�μ can be confined by an inhomogeneous magnetic field because 

of an interaction between the moment and the field. This produces a force given by 
� � � �
F B= ∇ ⋅( )μ . 

Several different magnetic traps with varying geometries that exploit this force have been studied 
in some detail, and their general features have been presented.25 The simplest magnetic trap is a 
quadrupole comprised of two identical coils carrying opposite currents (see Fig. 10) that has a single 
center where the field is zero. When the coils are separated by 1.25 times their radius, such a trap has 
equal depth in the radial (x-y plane) and longitudinal (z-axis) directions.25 Its experimental simplic-
ity makes it most attractive, both because of ease of construction and of optical access to the inte-
rior. Such a trap was used in the first neutral atom trapping experiments at NIST.

The magnitude of the field is zero at the center of this trap, and increases in all directions as 

B A z= +ρ2 24 , where ρ2 2 2≡ +x y , and the field gradient A is constant. The field gradient is fixed 
along any line through the origin, but has different values in different polar directions. Therefore the 
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20.22  QUANTUM AND MOLECULAR OPTICS

force that confines the atoms in the trap is neither harmonic nor central, and angular momentum is 
not conserved. There are several motivations for studying the motion of atoms in a magnetic trap. 
Knowing their positions may be important for trapped atom spectroscopy. Moreover, simply study-
ing the motion for its own sake has turned out to be an interesting problem because the distorted 
conical potential of the quadrupole trap does not have analytic solutions, and its bound states are 
not well known. For the two-coil quadrupole magnetic trap of Fig. 10, stable circular orbits can be 
found classically.1 The fastest trappable atoms in circular orbits have vmax ~1 m/s, so the orbital fre-
quency becomes wT/2p ~ 20 Hz. Because of the anharmonicity of the potential, the orbital frequen-
cies depend on the orbit size, but in general, atoms in lower energy orbits have higher frequencies.

Because of the dependence of the trapping force on the angle between the field and the atomic 
moment the orientation of the magnetic moment with respect to the field must be preserved as the 
atoms move about in the trap. This requires velocities low enough to ensure that the interaction 
between the atomic moment 

�μ  and the field 
�
B  is adiabatic, especially when the atom’s path passes 

through a region where the field magnitude is small. This is especially critical at the low tempera-
tures of the Bose condensation experiments. Therefore energy considerations that focus only on the 
trap depth are not sufficient to determine the stability of a neutral atom trap: orbit and/or quantum 
state calculations and their consequences must also be considered.

The condition for adiabatic motion can be written as wz >> |dB/dt|/B, where ω μz B= /� is the 
Larmor precession rate in the field. The orbital frequency for circular motion is wT = v/r, and since 
v/r = |dB/dt|/B for a uniform field gradient, the adiabaticity condition is wz >> wT. For the two-coil 
quadrupole trap, the adiabaticity condition can be easily calculated.1 A practical trap (A ~ 1 T/m) 
requires r >> 1 μm as well as v >> 1 cm/s. Note that violation of these conditions results in the onset 
of quantum dynamics for the motion (deBroglie wavelength ≈ orbit size). Since the nonadiabatic 
region of the trap is so small (less than 10−18 m3 compared with typical sizes of ~2 cm correspond-
ing to 10−5 m3), nearly all the orbits of most atoms are restricted to regions where they are adiabatic.

Modern techniques of laser and evaporative cooling have the capability to cool atoms to energies 
where their deBroglie wavelengths are on the micron scale. Such cold atoms may be readily confined 
to micron-size regions in magnetic traps with easily achievable field gradients, and in such cases, the 
notion of classical orbits is inappropriate. The motional dynamics must be described in terms of 
quantum mechanical variables and suitable wave functions. Furthermore, the distribution of atoms 
confined in various quantum states of motion in quadrupole as well as other magnetic traps is criti-
cal for interpreting the measurements on Bose condensates.

Studying the behavior of extremely slow (cold) atoms in the two-coil quadrupole trap begins 
with a heuristic quantization of the orbital angular momentum using Mr nT

2ω = �  for circular 
orbits.1 For velocities of optically cooled atoms of a few cm/s, n ~ 10 – 100. By contrast, evaporative 
cooling21 can produce velocities ~1 mm/s resulting in n ~ 1. It is readily found that wz = nwT, so that 

I

I

FIGURE 10 Schematic diagram of the coil configura-
tion used in the quadrupole trap and the resultant magnetic 
field lines. Because the currents in the two coils are in oppo-
site directions, there is a | |

�
B = 0 point at the center.
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LASER COOLING AND TRAPPING OF ATOMS  20.23

the adiabatic condition is satisfied only for n >> 1. The separation of the rapid precession from the 
slower orbital motion is reminiscent of the Born-Oppenheimer approximation for molecules, and 
three-dimensional quantum calculations have also been described.1

Optical Traps

Optical trapping of neutral atoms by electrical interaction must proceed by inducing a dipole 
moment. For dipole optical traps, the oscillating electric field of a laser induces an oscillating atomic 
electric dipole moment that interacts with the laser field. If the laser field is spatially inhomoge-
neous, the interaction and associated energy level shift of the atoms varies in space and therefore 
produces a potential. When the laser frequency is tuned below atomic resonance (d < 0), the sign of 
the interaction is such that atoms are attracted to the maximum of laser field intensity, whereas if 
d > 0, the attraction is to the minimum of field intensity.

The simplest imaginable trap (see Fig. 11) consists of a single, strongly focused Gaussian laser 
beam26,27 whose intensity at the focus varies transversely with r as I r I e r w( ) /= −

0

2
0
2

, where w0 is the 
beam waist size. Such a trap has a well-studied and important macroscopic classical analog in a 
phenomenon called optical tweezers.28–30 With the laser light tuned below resonance (d < 0), the 
ground-state light shift is everywhere negative, but is largest at the center of the Gaussian beam 
waist. Ground-state atoms therefore experience a force attracting them toward this center given 
by the gradient of the light shift. In the longitudinal direction there is also an attractive force that 
depends on the details of the focusing. Thus this trap produces an attractive force on atoms in three 
dimensions.

The first optical trap was demonstrated in Na with light detuned below the D-lines.27 With 
220 mW of dye laser light tuned about 650 GHz below the Na transition and focused to a ~10 μm 
waist, the trap depth was about 15�γ  corresponding to 7 mK. Single-beam dipole force traps can 
be made with the light detuned by a significant fraction of its frequency from the atomic transi-
tion. Such a far-off-resonance trap (FORT) has been developed for Rb atoms using light detuned by 
nearly 10 percent to the red of the D1 transition at l = 795 nm.31 Between 0.5 and 1 W of power was 
focused to a spot about 10 μm in size, resulting in a trap 6 mK deep where the light scattering rate 
was only a few hundred/s. The trap lifetime was more than half a second.

The dipole force for blue light repels atoms from the high-intensity region, and offers the advan-
tage that trapped atoms will be confined where the perturbations of the light field are minimized.1 
On the other hand, it is not as easy to produce hollow light beams compared with Gaussian beams, 
and special optical techniques need to be employed.

In a standing wave the light intensity varies from zero at a node to a maximum at an antinode 
in a distance of l/4. Since the light shift, and thus the optical potential, vary on this same scale, it is 
possible to confine atoms in wavelength-size regions of space. Of course, such tiny traps are usu-
ally very shallow, so loading them requires cooling to the μK regime. The momentum of such cold 
atoms is then so small that their deBroglie wavelengths are comparable to the optical wavelength, 
and hence to the trap size. In fact, the deBroglie wavelength equals the size of the optical traps 
(l/2) when the momentum is 2�k , corresponding to a kinetic energy of a few μK. Thus the atomic 
motion in the trapping volume is not classical, but must be described quantum mechanically. Even 
atoms whose energy exceeds the trap depth must be described as quantum mechanical particles 
moving in a periodic potential that display energy band structure.32

Atoms trapped in wavelength-sized spaces occupy vibrational levels similar to those of mol-
ecules. The optical spectrum can show Raman-like sidebands that result from transitions among the 

2w0

Laser

FIGURE 11 A single focused laser beam produces the 
simplest type of optical trap.
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20.24  QUANTUM AND MOLECULAR OPTICS

quantized vibrational levels33,34 as shown in Fig. 19. These quantum states of atomic motion can also 
be observed by spontaneous or stimulated emission.33,35 Considerably more detail about atoms in 
such optical lattices is to be found in Ref. 34.

Magneto-Optical Traps

The most widely used trap for neutral atoms is a hybrid, employing both optical and magnetic 
fields. The resultant magneto-optical trap (MOT) was first demonstrated in 1987.36 The operation 
of an MOT depends on both inhomogeneous magnetic fields and radiative selection rules to exploit 
both optical pumping and the strong radiative force.1,36 The radiative interaction provides cooling 
that helps in loading the trap, and enables very easy operation. The MOT is a very robust trap that 
does not depend on precise balancing of the counter-propagating laser beams or on a very high 
degree of polarization. The magnetic field gradients are modest and can readily be achieved with 
simple, air-cooled coils. The trap is easy to construct because it can be operated with a room-temperature 
cell where alkali atoms are captured from the vapor. Furthermore, low-cost diode lasers can be 
used to produce the light appropriate for all the alkalis except Na, so the MOT has become one of 
the least expensive ways to produce atomic samples with temperatures below 1 mK. For these and 
other reasons it has become the workhorse of cold atom physics, and has also appeared in dozens of 
undergraduate laboratories.

Trapping in an MOT works by optical pumping of slowly moving atoms in a linearly inhomo-
geneous magnetic field B = B(z) ≡ Az, such as that formed by a magnetic quadrupole field. Atomic 
transitions with the simple scheme of J Jg e= → =0 1  have three Zeeman components in a magnetic 
field, excited by each of three polarizations, whose frequencies tune with field (and therefore with 
position) as shown in Fig. 12 for one dimension. Two counter-propagating laser beams of oppo-
site circular polarization, each detuned below the zero field atomic resonance by d, are incident as 
shown.

Because of the Zeeman shift, the excited state Me = +1 is shifted up for B > 0, whereas the 
state with Me = −1 is shifted down. At position z′ in Fig. 12 the magnetic field therefore tunes the 

d+d

Energy

s+ beam

z´

Me = +1

Me = 0

Me = –1

Mg = 0
Position

w l

d–

s– beam

FIGURE 12 Arrangement for a magneto-optical 
trap (MOT) in 1D. The horizontal dashed line represents 
the laser frequency seen by an atom at rest in the center of 
the trap. Because of the Zeeman shifts of the atomic tran-
sition frequencies in the inhomogeneous magnetic field, 
atoms at z = z′ are closer to resonance with the s − laser 
beam than with the s + beam, and are therefore driven 
toward the center of the trap.
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ΔM = −1 transition closer to resonance and the ΔM = +1 transition further out of resonance. If the 
polarization of the laser beam incident from the right is chosen to be s − and correspondingly s + 
for the other beam, then more light is scattered from the s − beam than from the s + beam. Thus the 
atoms are driven toward the center of the trap, where the magnetic field is zero. On the other side 
of the center of the trap, the roles of the Me = ±1 states are reversed, and now more light is scattered 
from the s + beam, again driving the atoms toward the center.

The situation is analogous to the velocity damping in an optical molasses from the Doppler 
effect as previously discussed, but here the effect operates in position space, whereas for molasses it 
operates in velocity space. Since the laser light is detuned below the atomic resonance in both cases, 
compression and cooling of the atoms is obtained simultaneously in an MOT.

For a description of the motion of the atoms in an MOT, consider the radiative force in the low-
intensity limit [see Eq. (10)]. The total force on the atoms is given by 

� � �
F F F= ++ − , where

  
� �

�
F

k s

s±
±

=±
+ +

γ
δ γ2 1 2

0

0
2( )/

  (31)

and the detuning d± for each laser beam is given by

  δ δ μ± = ⋅ ± ′∓
� �

�k v B/   (32)

Here m′ ≡ (geMe − ggMg)mB is the effective magnetic moment for the transition used. Note that the 
Doppler shift ωD k v≡ − ⋅

� �
 and the Zeeman shift ω μz B= ′ /� both have opposite signs for opposite 

beams.
When both the Doppler and Zeeman shifts are small compared to the detuning d, the 

denominator of the force can be expanded and the result becomes 
� � �
F v r= − −β κ , where b is 

the damping coefficient. The spring constant k arises from the similar dependence of 
�
F  on 

the Doppler and Zeeman shifts, and is given by κ μ β= ′A k/� . This force leads to damped har-
monic motion of the atoms, where the damping rate is given by ΓMOT = b/M and the oscil-
lation frequency ω κMOT /= M . For magnetic field gradients A ≈ 10 G/cm, the oscillation 
frequency is typically a few kHz, and this is much smaller than the damping rate that is typi-
cally a few hundred kHz. Thus the motion is overdamped, with a characteristic restoring time 
to the center of the trap of 2 2ΓMOT MOT/ω  ~ several ms for typical values of the detuning and 
intensity of the lasers.

Since the MOT constants b and k are proportional, the size of the atomic cloud can easily be 
deduced from the temperature of the sample. The equipartition of the energy of the system over 
the degrees of freedom requires that the velocity spread and the position spread are related by 
k T mv zB = =rms rms

2 2κ . For a temperature in the range of the Doppler temperature, the size of the 
MOT should be of the order of a few tenths of a mm, which is generally the case in experiments.

So far the discussion has been limited to the motion of atoms in one dimension. However, the 
MOT scheme can easily be extended to 3D by using six instead of two laser beams (see Fig. 13). 
Furthermore, even though very few atomic species have transitions as simple as J Jg e= → =0 1 , 
the scheme works for any J J Jg e g→ = +1  transition. Atoms that scatter mainly from the s+ laser 
beam will be optically pumped toward the Mg = +Jg substate, which forms a closed system with the 
Me = +Je substate.

The atomic density in an MOT cannot increase without limit as more atoms are added. The den-
sity is limited to ~1011/cm3 because the fluorescent light emitted by some trapped atoms is absorbed 
by others, and this diffusion of radiation presents a repulsive force between the atoms.37,38 Another 
limitation lies in the collisions between the atoms, and the collision rate for excited atoms is much 
larger than for ground-state atoms. Adding atoms to an MOT thus increases the density up to some 
point, but adding more atoms then expands the volume of the trapped sample.
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20.8 APPLICATIONS

Introduction

The techniques of laser cooling and trapping as described in the previous sections have been used to 
manipulate the positions and velocities of atoms with unprecedented variety and precision.1 These 
techniques are currently used in the laboratories to design new, highly sensitive experiments that 
move experimental atomic physics research to completely new regimes. In this section only of few 
of these topics will be discussed. One of the most straightforward of these is the use of laser cooling 
to increase the brightness of atomic beams, which can subsequently be used for different types of 
experiments. Since laser cooling produces atoms at very low temperatures, the interaction between 
these atoms also takes place at such very low energies. The study of these interactions, called ultra-
cold collisions, has been a very fruitful area of research in the last decade.

The atom-laser interaction not only produces a viscous environment for cooling the atoms down 
to very low velocities, but also provides a trapping field for the atoms. In the case of interfering laser 
beams, the size of such traps can be of the order of a wavelength, thus providing microscopic atomic 
traps with a periodic structure. These optical lattices described later in this section provide a versa-
tile playground to study the effects of a periodic potential on the motion of atoms and thus simulate 
the physics of condensed matter. Another topic of considerable interest that will be discussed exists 
only because laser cooling has paved the way to the observation of Bose-Einstein condensation. This 
was predicted theoretically more than 80 years ago, but was observed in a dilute gas for the first time 
in 1996. Finally, the physics of dark states is also discussed in this section. These show a rich variety 
of effects caused by the coupling of internal and external coordinates of atoms.

Cs

Ion
pump

s+ s–

s–

s–

s+

s+

FIGURE 13 The schematic diagram of an MOT 
shows the coils and the directions of polarization of the six 
light beams. It has an axial symmetry and various rotational 
symmetries, so some exchanges would still result in a trap 
that works, but not all configurations are possible. Atoms 
are trapped from the background vapor of Cs that arises 
from a piece of solid Cs in one of the arms of the setup.
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Atomic Beam Brightening

In considering the utility of atomic beams for the purposes of lithography, collision studies, or a 
host of other applications, maximizing the beam intensity may not be the best option. Laser cool-
ing can be used for increasing the phase space density, and this notion applies to both atomic traps 
and atomic beams. In the case of atomic beams, other quantities than phase space density have been 
defined as well, but these are not always consistently used. The geometrical solid angle occupied 
by atoms in a beam is ΔΩ Δ= ⊥( )v v 2 , where v  is some measure of the longitudinal velocity of 
atoms in the beam and Dv⊥ is a measure of the width of the transverse velocity distribution of the 
atoms. The total current or flux of the beam is Φ, and the flux density or intensity is Φ/p(Δ x)2 
where Δ x is a measure of the beam’s radius. Then the beam brightness or radiance R is given by 
R = Φ/p(l x⊥)2ΔΩ. Optical beams are often characterized by their frequency spread, and, because of 
the deBroglie relation l = h/p, the appropriate analogy for atomic beams is the longitudinal velocity 
spread. Thus the spectral brightness or brilliance B is given by B Rv vz= /Δ . Note that both R and B 
have the same dimensions as flux density, and this is often a source of confusion. Finally, B is simply 
related to the 6D phase space density. Recently a summary of these beam properties has been pre-
sented in the context of phase space (see Fig. 14).

One of the first beam-brightening experiments was performed by Nellesen et al.39,40 where a 
thermal beam of Na was slowed with the chirp technique.1 Then the slow atoms were deflected out 
of the main atomic beam and transversely cooled. In a later experiment41 this beam was fed into a 
two-dimensional MOT where the atoms were cooled and compressed in the transverse direction 
by an optical molasses of s + − s − polarized light. Another approach was used by Riis et al. who 
directed a slowed atomic beam into a hairpin-shaped coil that they called an atomic funnel.42 The 
wires of this coil generated a two-dimensional quadrupole field that was used as a two-dimensional 
MOT as described before.

These approaches yield intense beams when the number of atoms in the uncooled beam is 
already high. However, if the density in the beam is initially low, for example in the case of meta-
stable noble gases or radioactive isotopes, one has to capture more atoms from the source in order 
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FIGURE 14 Plot of brightness (diamonds) and brilliance (tri-
angles) versus phase space density for various atomic beams cited in the 
literature. The lower-left point is for a normal thermal beam, and the 
progression toward the top and right has been steady since the advent 
of laser cooling. The experimental results are from Riis et al.,42 Scholz 
et al.,80 Hoogerland et al.,44 Lu et al.,81 Baldwin et al.,82 Molenaar et al.,78 
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is unity, is shown by the dashed line on the right. (Figure adapted from 
Ref. 84.)
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to obtain an intense beam. Aspect et al.43 have used a quasi-standing wave of converging laser beams 
whose incidence angle varied from 87° to 90° to the atomic beam direction, so that a larger solid 
angle of the source could be captured. In this case they used a few mW of laser light over a distance 
of 75 mm. One of the most sophisticated approaches to this problem has been developed for meta-
stable Ne by Hoogerland et al.44 They used a three-stage process to provide a large solid angle cap-
ture range and produce a high brightness beam.

Applications to Atomic Clocks

Perhaps one of the most important practical applications of laser cooling is the improvement of 
atomic clocks. The limitation to both the accuracy and precision of such clocks is imposed by 
the thermal motion of the atoms, so a sample of laser-cooled atoms could provide a substantial 
improvement in clocks and in spectroscopic resolution.

The first experiments intended to provide slower atoms for better precision or clocks were 
attempts at an atomic fountain by Zacharias in the 1950s.1,45 This failed because collisions depleted 
the slow atom population, but the advent of laser cooling enabled an atomic fountain because the 
slow atoms far outnumber the faster ones. The first rf spectroscopy experiments in such a fountain 
using laser-cooled atoms were reported in 1989 and 1991,46,47 and soon after that some other labora-
tories also reported successes.

Some of the early best results were reported by Gibble and Chu.48,49 They used an MOT with laser 
beams 6 cm in diameter to capture Cs atoms from a vapor at room temperature. These atoms were 
launched upward at 2.5 m/s by varying the frequencies of the MOT lasers to form a moving optical 
molasses as described in Sec. 20.5, and subsequently cooled to below 3 μK. The atoms were optically 
pumped into one hfs sublevel, then passed through a 9.2-GHz microwave cavity on their way up 
and again later on their way down. The number of atoms that were driven to change their hfs state 
by the microwaves was measured versus microwave frequency, and the signal showed the familiar 
Ramsey oscillations. See Chap. 11, “Coherent Optical Transients,” for a discussion of Ramsey fringes. 
The width of the central feature was 1.4 Hz and the S/N was over 50. Thus the ultimate precision 
was 1.5 mHz corresponding to dn/n ≅ 10−12/t1/2, where t is the number of seconds for averaging.

The ultimate limitation to the accuracy of this experiment as an atomic clock was collisions 
between Cs atoms in the beam. Because of the extremely low relative velocities of the atoms, the cross 
sections are very large (see the next subsection) and there is a measurable frequency shift.50 By vary-
ing the density of Cs atoms in the fountain, the authors found frequency shifts of the order of a few 
mHz for atomic density of 109/cm3, depending on the magnetic sublevels connected by the microwaves. 
Extrapolation of the data to zero density provided a frequency determination of dn/n ≅ 4 × 10−14. More 
recently the frequency shift has been used to determine a scattering length of −400a0

51 so that the 
expected frequency shift is 104 times larger than other limitations to the clock at an atomic density 
of n = 109/cm3. Thus the authors suggest possible improvements to atomic timekeeping of a factor 
of 1000 in the near future. Even more promising are cold atom clocks in orbit (microgravity) where 
the interaction time can be very much longer than 1 s.52

Ultracold Collisions

Laser-cooling techniques were developed in the early 1980s for a variety of reasons, such as high-
resolution spectroscopy.1 During the development of the techniques to cool and trap atoms, it 
became apparent that collisions between cold atoms in optical traps was one of the limiting factors 
in the achievement of high-density samples. Trap loss experiments revealed that the main loss 
mechanisms were caused by laser-induced collisions. Further cooling and compression could only 
be achieved by techniques not exploiting laser light, such as evaporative cooling in magnetic traps. 
Elastic collisions between atoms in the ground state are essential in that case for the rethermalization 
of the sample, whereas inelastic collisions lead to destruction of the sample. Knowledge about collision 
physics at these low energies is therefore essential for the development of high-density samples of 
atoms using either laser or evaporative cooling techniques.
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Ground-state collisions play an important role in evaporative cooling. Such elastic collisions are 
necessary to obtain a thermalization of the gas after the trap depth has been lowered, and a large 
elastic cross section is essential to obtain a rapid thermalization. Inelastic collisions, on the other 
hand, can release enough energy to accelerate the atoms to energies too high to remain trapped. 
Ground-state collisions for evaporative cooling can be described by one parameter, the scattering 
length a. At temperatures below TD, these collisions are in the s-wave scattering regime where only 
the phase shift d0 of the lowest partial wave �=0 is important. Moreover, for sufficiently low ener-
gies, such collisions are governed by the Wigner threshold laws where the phase shift d0 is inversely 
proportional to the wavevector k of the particle motion. Taking the limit for low energy gives the 
proportionality constant, defined as the scattering length a kk=− →lim ( )0 0δ / . The scattering length 
plays an important role not only in ultracold collisions, but also in the formation of Bose-Einstein 
condensates. In the Wigner threshold regime the cross section approaches a constant, s = 8pa2.53

Although ground-state collisions are important for evaporative cooling and BEC, they do not 
provide a very versatile research field from a collision physics point of view. The situation is com-
pletely different for the excited-state collisions. For typical temperatures in optical traps, the velocity 
of the atoms is sufficiently low that atoms excited at long range by laser light decay before the col-
lision takes place. Laser excitation for low-energy collisions has to take place during the collision. 
By tuning the laser frequency, the collision dynamics can be altered and information on the states 
formed in the molecular system can be obtained. This is the basis of the new technique of photo-
associative spectroscopy, which for the first time has identified purely long-range states in diatomic 
molecules.1,54

For atoms colliding in laser light closely tuned to the S-P transition, the potential is a C3/R
3 

dipole-dipole interaction when one of the atoms is excited. Absorption takes place at the Condon 
point RC given by �δ =−C RC3

3/  or R CC =( | |) /
3

1 3/� δ . Note that the light has to be tuned below reso-
nance, which is mostly the case for laser cooling. The Condon point for laser light detuned a few
g   below resonance is typical 1000 to 2000 a0.

Once the molecular complex becomes excited, it can evolve to smaller internuclear distances 
before emission takes place. Two particular cases are important for trap loss: (1) the emission of 
the molecular complex takes place at much smaller internuclear distance, and the energy gained 
between absorption and emission of the photon is converted into kinetic energy, or (2) the complex 
undergoes a transition to another state and the potential energy difference between the two states 
is converted into kinetic energy. In both cases the energy gain can be sufficient to eject one or both 
atoms out of the trap. In the case of the alkalis, the second reaction can take place because of the 
different fine-structure states and the reaction is denoted as a fine-structure changing collision. The 
first reaction is referred to as radiative escape.

Trap loss collisions in MOTs have been studied to great extent, but results of these studies have 
to be considered with care. In most cases, trap loss is studied by changing either the frequency or the 
intensity of the trapping laser, which also changes the conditions of the trap. The collision rate is not 
only changed because of a change in the collision cross section, but also because of changes in both 
the density and temperature of the atoms in the trap. Since these parameters cannot be determined 
with high accuracy in a high-density trap, where effects like radiation trapping can play an impor-
tant role, obtaining accurate results this way is very difficult.

The first description of such processes was given by Gallagher and Pritchard.55 In their semiclas-
sical model (the GP-model), the laser light is assumed to be weak enough that the excitation rate 
can be described by a quasi-static excitation probability. Atoms in the excited state are accelerated 
toward one another by the C3/R

3 potential. In order to calculate the survival of the atoms in the 
excited state, the elapsed time between excitation and arrival is calculated. The total number of colli-
sions is then given by the number of atoms at a certain distance, the fraction of atoms in the excited 
state, and the survival rate, integrated over all distances. For small detunings, corresponding to 
large internuclear distances, the excitation rate is appreciable over a very large range of internuclear 
distances. However the excitation occurs at large internuclear distances, so the survival rate of the 
excited atoms is small. For large detunings the excitation is located in a small region at small inter-
nuclear distances, so the total excitation rate is small, but the survival rate is large. As a result of this 
competition, the collision rate peaks at intermediate detunings.
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Another description of optical collisions is given by Julienne and Vigue.56 Their description of 
optical collisions (JV model) is quantum mechanical for the collision process, where they make a 
partial wave expansion of the incoming wavefunction. The authors describe the excitation process 
in the same way as it was done in the GP model. Thus the excitation is localized around the Condon 
point with a probability given by the quasi-static Lorentz formula.

In still another approach, a completely semiclassical description of optical collisions has been 
given by Mastwijk et al.57 These authors start from the GP model, but make several important mod-
ifications. First, the Lorentz formula is replaced by the Landau-Zener formula. Second, the authors 
consider the motion of the atoms in the collision plane. At the Condon point, where the excitation 
takes place, the trajectory of the atom in the excited state is calculated by integration of the equation 
of motion. The results for their model are shown in Fig. 15, and are compared with experiment and 
the JV model. The agreement between the theory and experiment is rather good. For the JV model 
two curves are shown. The first curve shows the situation for the original JV model. The second 
curve shows the result of a modified JV model, where the quasi-static excitation rate is replaced 
by the Landau-Zener formula. The large discrepancies between the results for these two models 
indicates that it is important to use the correct model for the excitation. The agreement between 
the modified JV model and the semiclassical model is good, indicating that the dynamics of optical 
collisions can be described correctly quantum mechanically or semiclassically. Since the number of 
partial waves in the case of He* is in the order of 10, this is to be expected.

The previous description of optical collisions applies to the situation that the quasi-molecule 
can be excited for each frequency of the laser light. However, the quasi-molecule has well-defined 
vibrational and rotational states and the excitation frequency has to match the transition frequency 
between the ground and excited rovibrational states. Far from the dissociation limit, the rovibra-
tional states are well-resolved and many resonances are observed. This has been the basis of the 
method of photo-associative spectroscopy (PAS) for alkali-metal atoms, where detailed information 
on molecular states of alkali dimers have been obtained recently. Here photo-association refers to 
the process where a photon is absorbed to transfer the system from the ground to the excited state 
where the two atoms are bound by their mutual attraction.

The process of PAS is depicted graphically in Fig. 16. When two atoms collide in the ground state, 
they can be excited at a certain internuclear distance to the excited molecular state and the two atoms 
may remain bound after the excitation and form a molecule. This transient molecule lives as long as 
the system remains excited. The number of rotational states that can contribute to the spectrum is 
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FIGURE 15 The frequency dependence for the associa-
tive ionization rate of cold He∗ collisions. The experimental 
results (symbols) are compared with the semiclassical model 
(solid line), JV-model (dashed line), and modified JV-model 
(dashed-dotted line). The axis on top of the plot shows the 
Condon point, where the excitation takes place.
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small for low temperature. The resolution is limited only by the linewidth of the transition, which 
is comparable to the natural linewidth of the atomic transition. With PAS, molecular states can be 
detected with a resolution of ≈ 10 MHz, which is many orders of magnitude better than traditional 
molecular spectroscopy. The formation of the molecules is probed by absorption of a second pho-
ton of the same color, which can ionize the molecule.

PAS has also been discussed in the literature as a technique to produce cold molecules. The 
methods discussed employ a double resonance technique, where the first color is used to create a 
well-defined rovibrational state of the molecule and a second color causes stimulated emission of 
the system to a well-defined vibrational level in the ground state. Although such a technique has not 
yet been shown to work experimentally, cold molecules have been produced in PAS recently using 
a simpler method.58 The 0g

−  state in Cs2 has a double-well structure, where the top of the barrier is 
accidentally close to the asymptotic limit. Thus atoms created in the outer well by PAS can tunnel 
through the barrier to the inner well, where there is a large overlap of the wavefunction with the 
vibrational levels in the ground state. These molecules are then stabilized against spontaneous decay 
and can be observed. The temperature of the cold molecules has been detected and is close to the 
temperature of the atoms. This technique and similar techniques will be very important for the pro-
duction and study of cold molecules.

Optical Lattices

In 1968, Letokhov59 suggested that it is possible to confine atoms in the wavelength-size regions of 
a standing wave by means of the dipole force that arises from the light shift. This was first accom-
plished in 1987 in one dimension with an atomic beam traversing an intense standing wave.60 Since 
then, the study of atoms confined in wavelength-size potential wells has become an important topic 
in optical control of atomic motion because it opens up configurations previously accessible only in 
condensed matter physics using crystals.

The basic ideas of the quantum mechanical motion of particles in a periodic potential were 
laid out in the 1930s with the Kronig-Penney model and Bloch’s theorem, and optical lattices offer 
important opportunities for their study. For example, these lattices can be made essentially free of 
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FIGURE 16 Photoassociation spectroscopy of Na. By tuning the 
laser below atomic resonance, molecular systems can be excited to the first 
excited state in which they are bound. By absorption of a second photon 
the system can be ionized, providing a high detection efficiency.
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defects with only moderate care in spatially filtering the laser beams to assure a single transverse 
mode structure. Furthermore, the shape of the potential is exactly known, and doesn’t depend on 
the effect of the crystal field or the ionic energy level scheme. Finally, the laser parameters can be 
varied to modify the depth of the potential wells without changing the lattice vectors, and the lattice 
vectors can be changed independently by redirecting the laser beams. The simplest optical lattice to 
consider is a one-dimensional pair of counter-propagating beams of the same polarization, as was 
used in the first experiment.60

Because of the transverse nature of light, any mixture of beams with different k
�

-vectors necessarily 
produces a spatially periodic, inhomogeneous light field. The importance of the “egg-crate” array of 
potential wells arises because the associated atomic light shifts can easily be comparable to the very 
low average atomic kinetic energy of laser-cooled atoms. A typical example projected against two 
dimensions is shown in Fig. 17.

The name optical lattice is used rather than optical crystal because the filling fraction of the lattice 
sites is typically only a few percent (as of 1999). The limit arises because the loading of atoms into 
the lattice is typically done from a sample of trapped and cooled atoms, such as an MOT for atom 
collection, followed by an optical molasses for laser cooling. The atomic density in such experiments 
is limited to a few times 1011/cm3 by collisions and multiple light scattering. Since the density of lat-
tice sites of size l/2 is a few times 1013/cm3, the filling fraction is necessarily small.

At first thought it would seem that a rectangular 2D or 3D optical lattice could be readily con-
structed from two or three mutually perpendicular standing waves.61,62 However, a sub-wavelength 
movement of a mirror caused by a small vibration could change the relative phase of the standing 
waves. In 1993 a very clever scheme was described.63 It was realized that an N-dimensional lattice 
could be created by only n + 1 traveling waves rather than 2n. Instead of producing optical wells in 
2D with four beams (two standing waves), these authors used only three. The k

�
-vectors of the coplanar 

beams were separated by 2p/3, and they were all linearly polarized in their common plane (not paral-
lel to one another). The same immunity to vibrations was established for a 3D optical lattice by using 
only four beams arranged in a quasi-tetrahedral configuration. The three linearly polarized beams 
of the 2D arrangement just described were directed out of the plane toward a common vertex, and a 
fourth circularly polarized beam was added. All four beams were polarized in the same plane.63 The 
authors showed that such a configuration produced the desired potential wells in 3D.

The NIST group studied atoms loaded into an optical lattice using Bragg diffraction of laser 
light from the spatially ordered array.64 They cut off the laser beams that formed the lattice, and 
before the atoms had time to move away from their positions, they pulsed on a probe laser beam 
at the Bragg angle appropriate for one of the sets of lattice planes. The Bragg diffraction not only 
enhanced the reflection of the probe beam by a factor of 105, but by varying the time between the 
shut-off of the lattice and turn-on of the probe, they could measure the “temperature” of the atoms 

FIGURE 17 The “egg-crate” potential of an optical 
lattice shown in two dimensions. The potential wells are 
separated by l/2.
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in the lattice. The reduction of the amplitude of the Bragg scattered beam with time provided some 
measure of the diffusion of the atoms away from the lattice sites, much like the Debye-Waller factor 
in X-ray diffraction.

Laser cooling has brought the study of the motion of atoms into an entirely new domain where 
the quantum mechanical nature of their center-of-mass motion must be considered.1 Such exotic 
behavior for the motion of whole atoms, as opposed to electrons in the atoms, has not been con-
sidered before the advent of laser cooling simply because it is too far out of the range of ordinary 
experiments. A series of experiments in the early 1990s provided dramatic evidence for these new 
quantum states of motion of neutral atoms, and led to the debut of de Broglie wave atom optics.

The limits of laser cooling discussed in Sec. 20.6 suggest that atomic momenta can be reduced to 
a “few” times �k . This means that their de Broglie wavelengths are equal to the optical wavelengths 
divided by a “few.” If the depth of the optical potential wells is high enough to contain such very 
slow atoms, then their motion in potential wells of size l/2 must be described quantum mechani-
cally, since they are confined to a space of size comparable to their de Broglie wavelengths. Thus they 
do not oscillate in the sinusoidal wells as classical localizable particles, but instead occupy discrete, 
quantum-mechanical bound states, as shown in the lower part of Fig. 18.

The group at NIST also developed a new method that superposed a weak probe beam of light 
directly from the laser upon some of the fluorescent light from the atoms in a 3D optical molasses, 
and directed the light from these combined sources onto on a fast photodetector.65 The resulting 
beat signal carried information about the Doppler shifts of the atoms in the optical lattices.34 These 
Doppler shifts were expected to be in the sub-MHz range for atoms with the previously measured 
50 μK temperatures. The observed features confirmed the quantum nature of the motion of atoms 
in the wavelength-size potential wells (see Fig. 19).16

In the 1930s Bloch realized that applying a uniform force to a particle in a periodic potential 
would not accelerate it beyond a certain speed, but instead would result in Bragg reflection when its 
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FIGURE 18 Energy levels of atoms moving in the 
periodic potential of the light shift in a standing wave. There 
are discrete bound states deep in the wells that broaden 
at higher energy, and become bands separated by forbid-
den energies above the tops of the wells. Under conditions 
appropriate to laser cooling, optical pumping among these 
states favors populating the lowest ones as indicated sche-
matically by the arrows.
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de Broglie wavelength became equal to the lattice period. Thus an electric field applied to a conduc-
tor could not accelerate electrons to a speed faster than that corresponding to the edge of a Brillouin 
zone, and that at longer times the particles would execute oscillatory motion. Ever since then, 
experimentalists have tried to observe these Bloch oscillations in increasingly pure and/or defect-
free crystals.

Atoms moving in optical lattices are ideally suited for such an experiment, as was beautifully 
demonstrated in 1996.66 The authors loaded a one-dimensional lattice with atoms from a 3D molas-
ses, further narrowed the velocity distribution, and then instead of applying a constant force, simply 
changed the frequency of one of the beams of the ID lattice with respect to the other in a controlled 
way, thereby creating an accelerating lattice. Seen from the atomic reference frame, this was the 
equivalent of a constant force trying to accelerate them. After a variable time ta the 1D lattice beams 
were shut off and the measured atomic velocity distribution showed beautiful Bloch oscillations as 
a function of ta. The centroid of the very narrow velocity distribution was seen to shift in velocity 
space at a constant rate until it reached v k Mr =� / , and then it vanished and reappeared at −vr as 
shown in Fig. 20. The shape of the “dispersion curve” allowed measurement of the “effective mass” 
of the atoms bound in the lattice.
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FIGURE 19 (a) Fluorescence spectrum in a 1D lin ⊥ lin optical molasses. Atoms are first captured and 
cooled in an MOT, then the MOT light beams are switched off leaving a pair of lin ⊥ lin beams. Then the mea-
surements are made with d = −4g at low intensity. (b) Same as (a) except the 1D molasses is s  + − s  − which has 
no spatially dependent light shift and hence no vibrational motion. (Figure from Ref. 34.)
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FIGURE 20 Plot of the measured velocity distribution versus time in the accelerated 1D 
lattice. The atoms accelerate only to the edge of the Brillouin zone where the velocity is +vr 
and then the velocity distribution appears at −vr. (Figure from Ref. 66.)
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Bose-Einstein Condensation

In 1924 S. Bose found the correct way to evaluate the distribution of identical entities, such as 
Planck’s radiation quanta, that allowed him to calculate the Planck spectrum using the methods of 
statistical mechanics. Within a year Einstein had seized upon this idea, and generalized it to identical 
particles with discrete energies. This distribution is

  N E
e E

( )
( )

=
−−

1

1β μ
  (33)

where b ≡ 1/kBT and m is the chemical potential that vanishes for photons: Eq. (33) with m = 0 is 
exactly the Planck distribution. Einstein observed that this distribution has the peculiar property 
that for sufficiently low average energy (i.e., low temperature), the total energy could be minimized 
by having a discontinuity in the distribution for the population of the lowest allowed state.

The condition for this Bose-Einstein condensation (BEC) in a gas can be expressed in terms of 
the de Broglie wavelength ldB associated with the thermal motion of the atoms as nλdB

3 2 612≥ . …,
where n is the spatial density of the atoms. In essence, this means that the atomic wave functions 
must overlap one another.

The most familiar elementary textbook description of BEC focuses on noninteracting particles. 
However, particles do interact, and the lowest order approximation that is widely used to account 
for the interaction takes the form of a mean-field repulsive force. It is inserted into the Hamiltonian 
for the motion of each atom in the trap (n.b., not for the internal structure of the atom) as a 
term Vint proportional to the local density of atoms. Since this local density is itself |Ψ|2, it makes 
the Schrödinger equation for the atomic motion nonlinear, and the result bears the name Gross-
Pitaevski equation. For N atoms in the condensate it is written

  − ∇ + +
⎡

⎣
⎢

⎤

⎦
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�
2

2 2

2M
V R NV R R E

R Ntrap( ) | ( )| ( )int Ψ Ψ ΨΨ( )
�
R   (34)

where 
�
R is the coordinate of the atom in the trap, V Rtrap( )

�
 is the potential associated with the trap 

that confines the atoms in the BEC, and V a Mint ≡ 4 2π� /  is the coefficient associated with strength of 
the mean field interaction between the atoms. Here a is the scattering length, and M is the atomic 
mass.

For a > 0 the interaction is repulsive so that a BEC would tend to disperse. This is manifest for a 
BEC confined in a harmonic trap by having its wavefunction somewhat more spread out and flatter 
than a Gaussian. By contrast, for a < 0 the interaction is attractive and the BEC eventually collapses. 
However, it has been shown that there is metastability for a sufficiently small number of particles 
with a < 0 in a harmonic trap, and that a BEC can be observed in vapors of atoms with such nega-
tive scattering length as 7Li.67–69 This was initially somewhat controversial.

Solutions to this highly nonlinear Eq. (34), and the ramifications of those solutions, form a 
major part of the theoretical research into BEC. Note that the condensate atoms all have exactly the 
same wave function, which means that adding atoms to the condensate does not increase its volume, 
just like the increase of atoms to the liquid phase of a liquid-gas mixture makes only an infinitesimal 
volume increase of the sample. The consequences of this predicted condensation are indeed pro-
found. For example, in a harmonic trap, the lowest state’s wavefunction is a Gaussian. With so many 
atoms having exactly the same wave function they form a new state of matter, unlike anything in the 
familiar experience.

Achieving the conditions required for BEC in a low-density atomic vapor requires a long 
and difficult series of cooling steps. First, note that an atomic sample cooled to the recoil limit 
Tr would need to have a density of a few times 1013 atoms/cm3 in order to satisfy BEC. However, 
atoms cannot be optically cooled at this density because the resulting vapor would have an 
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absorption length for on-resonance radiation approximately equal to the optical wavelength. 
Furthermore, collisions between ground- and excited-state atoms have such a large cross section 
that at this density the optical cooling would be extremely ineffective. In fact, the practical upper 
limit to the atomic density for laser cooling in a 3D optical molasses (see Sec. 20.6) or MOT (see 
Sec. 20.7) corresponds to n ~ 1010 atoms/cm3. Thus it is clear that the final stage of cooling toward 
a BEC must be done in the dark. The process typically begins with an MOT for efficient capture 
of atoms from a slowed beam or from the low-velocity tail of a Maxwell-Boltzmann distribution 
of atoms at room temperature. Then a polarization gradient optical molasses stage is initiated 
that cools the atomic sample from the mK temperatures of the MOT to a few times Tr. For the 
final cooling stage, the cold atoms are confined in the dark in a purely magnetic trap and a forced 
evaporative cooling process is used to cool.1

The observation of BEC in trapped alkali atoms in 1995 has been the largest impetus to research 
in this exciting field. As of this writing (1999), the only atoms that have been condensed are Rb,70 
Na,71 Li,72 and H.73 The case of Cs is special because, although BEC is certainly possible, the presence 
of a near-zero energy resonance severely hampers its evaporative cooling rate.

The first observations of BEC were in Rb,70 Li,72 and Na,71 and the observation was done using 
ballistic techniques. The results from one of the first experiments are shown in Fig. 21. The three 
panels show the spatial distribution of atoms some time after release from the trap. From the ballistic 
parameters, the size of the BEC sample as well as its shape and the velocity distribution of its atoms 
could be inferred. For temperatures too high for BEC, the velocity distribution is Gaussian but 
asymmetrical. For temperatures below the transition to BEC, the distribution is also not symmetri-
cal, but now shows the distinct peak of a disproportionate number of very slow atoms correspond-
ing to the ground state of the trap from which they were released. As the temperature is lowered 
further, the number of atoms in the narrow feature increases very rapidly, a sure signature that this 
is truly a BEC and not just very efficient cooling.

The study of this “new form” of matter has spawned innumerable subtopics and has attracted 
enormous interest. Both theorists and experimentalists are addressing the questions of its behavior 

~20 nK
~100 nK

0.2 mm

~0 nK

Vz

Vx

FIGURE 21 Three panels showing the spatial distribution of atoms after release 
from the magnetostatic trap following various degrees of evaporative cooling. In the first 
one, the atoms were cooled to just before the condition for BEC was met, in the second 
one, to just after this condition, and in the third one to the lowest accessible tempera-
ture consistent with leaving some atoms still in the trap. (Figure taken from the JILA 
Web page.)
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in terms of rigidity, acoustics, coherence, and a host of other properties. Extraction of a coherent 
beam of atoms from a BEC has been labeled an “atom laser” and will surely open the way for new 
developments in atom optics.1

Dark States

The BEC discussed in the previous subsection is an example of the importance of quantum effects 
on atomic motion. It occurs when the atomic de Broglie wavelength ldB and the interatomic dis-
tances are comparable. Other fascinating quantum effects occur when atoms are in the light and ldB 
is comparable to the optical wavelength. Some topics connected with optical lattices have already 
been discussed, and the dark states described here are another important example. These are atomic 
states that cannot be excited by the light field.

The quantum description of atomic motion requires that the energy of such motion be 
included in the Hamiltonian. The total Hamiltonian for atoms moving in a light field would then 
be given by

  � � � � �= + + +atom rad int kin   (35)

where �atom describes the motion of the atomic electrons and gives the internal atomic energy levels, 
�rad is the energy of the radiation field and is of no concern here because the field is not quantized, 
�int describes the excitation of atoms by the light field and the concomitant light shifts, and �kin is 
the kinetic energy Ek of the motion of the atoms’ center of mass. This Hamiltonian has eigenstates 
of not only the internal energy levels and the atom-laser interaction that connects them, but also of 
the kinetic energy operator � �kin /≡ 2 2M . These eigenstates will therefore be labeled by quantum 
numbers of the atomic states as well as the center of mass momentum p. For example, an atom in 
the ground state, | ;g p〉, has energy Eg + p2/2M which can take on a continuous range of values.

To see how the quantization of the motion of a two-level atom in a monochromatic field allows 
the existence of a velocity-selective dark state, consider the states of a two-level atom with single 
internal ground and excited levels, | ;g p〉 and | ;e p′〉. Two ground eigenstates | ;g p〉 and | ;g p′′〉 are 
generally not coupled to one another by an optical field except in certain cases. For example, in 
oppositely propagating light beams (1D) there can be absorption-stimulated emission cycles that 
connect | ;g p〉 to itself or to | ;g p± 〉2  (in this section, momentum is measured in units of �k). The 
initial and final Ek of the atom differ by ±2(p ± 1)/M so energy conservation requires p =∓1  and is 
therefore velocity-selective (the energy of the light field is unchanged by the interaction since all the 
photons in the field have energy � �ω ).

The coupling of these two degenerate states by the light field produces off-diagonal matrix ele-
ments of the total Hamiltonian � of Eq. (35), and subsequent diagonalization of it results in the 
new ground eigenstates of � given by (see Fig. 22) | (| ; | ; )±〉≡ − 〉± + 〉g g1 1 2/ . The excitation rate of 
these eigenstates |±〉 to | ;e 0〉 is proportional to the square of the electric dipole matrix element 

�μ  
given by

  | ; | | | | ; | | ; ; | | ; |〈 ±〉 = 〈 − 〉±〈 + 〉e e g e g0 0 1 0 1 22 2� � �μ μ μ /   (36)

This vanishes for |−〉  because the two terms on the right-hand side of Eq. (36) are equal since 
�μ  

does not operate on the external momentum of the atom (dotted line of Fig. 22). Excitation of |±〉  
to | ;e ± 〉2  is much weaker since it’s off resonance because its energy is higher by 4 2 2 2� �ωr k M= / , so 
that the required frequency is higher than to | ;e 0〉. The resultant detuning is 4 8 2ω ε γr = ( / ), and for 
e ~ 0.5, this is large enough so that the excitation rate is small, making |−〉  quite dark. Excitation to 
any state other than | ;e ± 〉2  or | ;e 0〉  is forbidden by momentum conservation. Atoms are therefore 
optically pumped into the dark state |−〉  where they stay trapped, and since their momentum com-
ponents are fixed, the result is velocity-selective coherent population trapping (VSCPT).
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A useful view of this dark state can be obtained by considering that its components | ;g ± 〉1  have 
well-defined momenta, and are therefore completely delocalized. Thus they can be viewed as waves 
traveling in opposite directions but having the same frequency, and therefore they form a standing 
de Broglie wave. The fixed spatial phase of this standing wave relative to the optical standing wave 
formed by the counterpropagating light beams results in the vanishing of the spatial integral of the 
dipole transition matrix element so that the state cannot be excited. This view can also help to explain 
the consequences of p not exactly equal ±1, where the de Broglie wave would be slowly drifting in 
space. It is common to label the average of the momenta of the coupled states as the family momen-
tum, �, and to say that these states form a closed family, having family momentum � = 0.74,75

In the usual case of laser cooling, atoms are subject to both a damping force and to random 
impulses arising from the discrete photon momenta �k  of the absorbed and emitted light. These 
can be combined to make a force versus velocity curve as shown in Fig. 23a. Atoms with � ≠ 0 are 
always subject to the light field that optically pumps them into the dark state and thus produces ran-
dom impulses as shown in Fig. 23b. There is no damping force in the most commonly studied case 
of a real atom, the J = 1 → 1 transition in He∗, because the Doppler and polarization gradient cool-
ing cancel one another as a result of a numerical “accident” for this particular case.

|+〉|g ; –1〉 |g ; +1〉

|e ; 0〉 |e; 0〉

|–〉

FIGURE 22 Schematic diagram of the transformation 
of the eigenfunctions from the internal atomic states | ;g p〉 
to the eigenstates |±〉 . The coupling between the two states 
| ;g p〉 and | ;g p′′〉  by Raman transitions mixes them, and 
since they are degenerate, the eigenstates of � are the nonde-
generate states |±〉.

(a)

–2 –1 0

0 0 0

1 2 –2 –1 0 1 2 –2 –1 0 1 2

v (Γ/k)  →v (Γ/k)  →v (Γ/k)  →
(b) (c)

FIGURE 23 Calculated force versus velocity curves for different laser configurations showing both the average force and a 
typical set of simulated fluctuations. Part (a) shows the usual Doppler cooling scheme that produces an atomic sample in steady 
state whose energy width is �γ / 2 . Part (b) shows VSCPT as originally studied in Ref. 74 with no damping force. Note that the 
fluctuations vanish for � = 0 because the atoms are in the dark state. Part (c) shows the presence of both a damping force and 
VSCPT. The fluctuations vanish for � = 0, and both damping and fluctuations are present at � ≠ 0.
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Figures 23a and b should be compared to show the velocity dependence of the sum of the damp-
ing and random forces for the two cases of ordinary laser cooling and VSCPT. Note that for VSCPT the 
momentum diffusion vanishes when the atoms are in the dark state at � = 0, so they can collect there. 
In the best of both worlds, a damping force would be combined with VSCPT as shown in Fig. 23c. 
Such a force was predicted in Ref. 76 and was first observed in 1996.77
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21.1 GLOSSARY 

 a0 normalized peak vector potential of the intense laser pulse

 aBohr Bohr radius

 b confocal parameter

 c speed of light

 e charge of the electron

 fp relativistic ponderomotive force

 Ea atomic fi eld strength

 Ecr Schwinger critical electric fi eld

 E0 peak electric fi eld amplitude of the intense laser pulse

 fx laser fractional absorption for x process

 k0 laser wavenumber

 ke electron wavenumber

 KEe-,ATI kinetic energy of electrons

 I laser intensity

 IH ionization potential of hydrogen

 Ip ionization potential

� plasma scale length

 Lc coherence length

 me, mi mass of the electron, ion

 n refractive index

 n2 nonlinear refractive index

 ncrit electron critical density

 ne, ni  electron and ion density

 p effective harmonic nonlinear order

21.1

21
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21.2  QUANTUM AND MOLECULAR OPTICS

 P||,⊥ polarizability tensor of a molecule parallel and perpendicular to molecular axis

 PC critical power for self-focusing

 q harmonic order

 Qclust charge on cluster from outer ionization

 R0 initial radius of a cluster

 Rc critical ionization distance in molecules

 uion ion velocity

 Up ponderomotive potential energy

 vg laser group velocity

 vosc electron oscillation velocity

 vD electron drift velocity

 w 1/e2 focal spot radius of a focused Gaussian laser beam

 Wx ionization rate for x process

 zR Rayleigh range of focused laser

 Z charge state of ions

 a fi ne structure constant

 bRot molecular rotation constant

 Δk phase mismatch

 eCE Coulomb explosion energy

 eD dielectric function

 g relativistic Lorentz factor for electrons

 gosc cycle-averaged relativistic Lorentz factor for electrons in strong fi eld

 gSRS stimulated Raman scattering growth rate

 Λ Coulomb logarithm

 lDebye plasma Debye length

 lp optical scale length in an overdense plasma

 nei electron-ion collision frequency

 sN generalized N-photon cross section for multiphoton ionization

 sT Thomson scattering cross section

 tp laser pulse duration

 wa atomic unit of frequency

 wBG Bohm-Gross frequency

 w0 angular oscillation frequency of the intense laser pulse

 wp plasma frequency

 wS,A Stokes, anti-Stokes frequency

21.2 INTRODUCTION AND HISTORY

Strong field physics (or “high field physics” in much of the literature) refers to the phenomena that 
occur during the interaction of intense electromagnetic waves with matter of various forms. It is 
characterized by interactions that are often highly nonlinear. While such interactions have been 
accessed with microwave radiation,1 traditionally, strong field physics has been studied with intense 
optical and near-infrared (IR) pulses generated by high-intensity lasers. These interactions occur 
in a regime in which the electric field of the optical wave dominates the motion and dynamics of 
electrons subject to these fields. At the highest intensities that are now accessible, the motion of 
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STRONG FIELD PHYSICS  21.3

electrons can become relativistic during each optical cycle, and the magnetic field of the light pulse 
starts to become important in affecting the motion of electrons in the field.

While it is possible to access strong field effects with what are presently considered rather mod-
est intensities in certain situations, it is customary to consider strong field physics as the regime in 
which the light intensity is high enough that the peak electric field of the wave E I c0 8= π /  becomes 
comparable to the atomic unit of electric field E e aa = = ×/ Bohr

2 95 1 10.  V/cm, the field felt by an elec-
tron in a hydrogen atom. Light acquires this electric field at an intensity of 3.5 × 1016 W/cm2, though 
there are many strong field physics effects which manifest themselves at fields of about 10 percent 
of Ea (at intensity ~1014 W/cm2). At these intensities light interaction with atoms can no longer be 
described by standard perturbation theory, and light interactions with electrons in a plasma domi-
nate the thermal motion of the free electrons. At higher intensities, beyond 1018 W/cm2, the field 
becomes high enough that an electron in an optical frequency wave can be accelerated to relativistic 
velocity in less than one optical cycle. Such intensities are also characterized by high magnetic fields 
and optical forces. For example, in a pulse with intensity of 1018 W/cm2, an intensity quite modest by 
modern standards, the peak electric field is 3 × 1010 V/cm and the optical magnetic field is 100 MG. 
The light pressure, I/c, is ~ 0.3 Gbar. The highest intensity lasers can now reach intensity approach-
ing 1022 W/cm2.

The theoretical study of high field physics can be said to have started in earnest with a classic paper 
by L. V. Keldysh in 1964.2 In this paper, the rate of ionization of an atom or ion in a strong laser field 
was first derived with a nonperturbative theory. The first real experimental observation of nonper-
turbative high-field effects occurred in the ground breaking experiment of Agostini et al. in 1979.3 Their 
experiment observed, for the first time, truly nonperturbative multiphoton effects in laser-atom 
interactions by examining photo-electron production from intense 6-photon ionization of Xe atoms 
at intensity up to 4 × 1013 W/cm2. They found that electrons were ejected during ionization with 
energy higher than that expected from absorption of the minimum number of photons needed for 
ionization, an effect that came to be known as above threshold ionization.4 This observation sparked 
a long campaign of experiments and theoretical work on strong laser field ionization of atoms and 
ions that continues to this day. These early experiments in strong field multiphoton ionization were 
followed by the first observation of nonperturbative nonlinear optical phenomena in high order 
harmonic generation by Rhodes et al. in 19875 in which highly nonlinear interactions of an intense 
laser pulse with a gas of atoms led to emission of a range of high harmonics of the laser frequency. 
The initial observations of high harmonics were striking in that a range of harmonics extended to 
very high orders with almost constant intensity, completely at odds with lowest order perturba-
tion theory. In fact, very high nonlinear orders, >100, have been reported in studies of this effect,6,7 
resulting in the production of coherent light into the soft x-ray region. High harmonic generation 
with intense laser pulses continues to be studied actively and has led to a revolution in the produc-
tion of electromagnetic pulses with durations of a few hundred attoseconds.8,9

These early nonlinear multiphoton discoveries were followed by the realization that much of 
these effects could be understood by treating the field classically and the interaction with electrons 
semiclassically. This simplification in describing strong-field interactions occurred nearly simultane-
ously by Corkum et al.10 and Kulander.11 The semiclassical treatment is now the basis for much of our 
understanding of strong field ionization, above threshold ionization and high harmonic generation.

While the study of strong field physics has its origins in the study of atomic ionization, it was 
also realized early on that strong field interactions with plasmas would manifest unique effects, 
not only through the ionization of atoms and ions in the plasma but in the collective motion of 
the plasma electrons driven by the strong forces of an intense laser pulse. The study of intense laser 
interactions with plasmas has been a very important aspect of strong field physics leading to numer-
ous breakthroughs, such as the development of compact x-ray lasers12,13 and plasma accelerators.14 For 
example, it was realized as early as 1979, in a classic paper by Tajima and Dawson,15 that an intense 
laser pulse could be used to drive a plasma wave that could, in turn, accelerate electrons with very 
high gradient, far above that of traditional accelerators.16 This has led to a steady advance in under-
standing intense laser light propagation in underdense plasma. Recent years have seen other impor-
tant advances in strong field laser interactions. The latest developments in laser technology now 
enable experiments in plasmas at intensities in which the free electron velocity becomes relativistic. 
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21.4  QUANTUM AND MOLECULAR OPTICS

This has led to new range of nonlinear phenomena created by the relativistic mass increase of the 
electron in the strong laser field. For example, absorption of light in plasmas becomes much more 
complicated in the high-field regime, with collective effects playing a much bigger role. This leads to 
plasma interactions that exhibit large “anomalous absorption” deviating from simple linear kinetic 
theories of light interactions with plasmas.

This chapter is intended to introduce many of the fundamental concepts underlying the modern 
strong field physics research. These concepts span descriptions of intense light interactions with 
single electrons, individual atoms, ensembles of atoms in molecules and clusters, and many charged 
particles in plasmas. This chapter does not represent a comprehensive review of modern strong field 
physics research and is not a survey of recent results in the field. No attempt is made to discuss spe-
cific experimental results that confirm the phenomena presented (though citations to such work are 
given). Instead, the basic phenomena underlying the more complex effects observed in strong field 
physics will be discussed, and the basic equations needed to describe these high-field effects will be 
presented. (Equations here are presented without proof; the reader is encouraged to seek detailed 
derivations from the references provided.) If a more detailed review of the various aspects of strong 
field physics is desired, there have been a number of excellent review articles published in recent 
years (including a number of older articles which are still relevant). A listing of some of these review 
articles appears in Sec. 21.12 in Refs. 17 to 41 for the interested reader. (In the remainder of this 
chapter all units are CGS unless otherwise stated.)

21.3 LASER TECHNOLOGY USED IN STRONG 
FIELD PHYSICS

Before discussing strong field phenomena, it is important to note that advances in this area of 
physics have been driven by many important leaps in laser technology over the last 20 years. The 
enabling technology advancement for creating the increasingly higher intensities needed to access 
strong fields was the invention of chirped pulse amplification (CPA) lasers.42 The CPA technique, 
first demonstrated by Strickland and Mourou in 1985,42 is illustrated in Fig. 1. The goal of CPA is 
to amplify picosecond to femtosecond duration pulses to high energy in laser gain media, thereby 

2. Using gratings, the pulse
    is stretched by 10,000×.

1. Oscillator produces short pulses.

5. Resulting pulse is short 
    and high energy.

3. Long pulses are now safe 
    to amplify in laser amplifiers.

4. After amplification, the pulses 
    are recompressed with gratings.

FIGURE 1 Architecture used for chirped pulse amplification (CPA) lasers.
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STRONG FIELD PHYSICS  21.5

reaching the terawatts to petawatts of peak power needed to access strong field phenomena. As illus-
trated in Fig. 1 a broad bandwidth, mode-locked laser produces a low power, ultrafast pulse of light, 
usually with duration of 20 to 500 fs. This short pulse is first stretched in time by a factor of around 
10 thousand from its original duration using diffraction gratings. This allows the pulses, now of 
much lower peak power, to be safely amplified in the laser, avoiding the deleterious nonlinear effects 
which would occur if the pulses had higher peak power.43 These amplified pulses are, finally, recom-
pressed in time, (again using gratings) in a manner that preserves the phase relationship between 
the component frequencies in the pulse. The CPA laser pulse output has a duration near that of 
the original pulse but with an energy greater by the amplification factor of the laser chain. In high-
energy CPA systems (> ~ 1 J), severe nonlinearities occurring when the pulse propagates in air can 
be a major problem, so the pulse must be recompressed in an evacuated chamber. The state of the 
art in CPA now enables focused intensity of up to 1021 W/cm2 (Ref. 44) with peak intensity up to 1 
PW (1015 W).45 Table top CPA lasers can usually access intensity of ~1019 W/cm2 and high repetition 
rate (~1 kHz) lasers usually operate with peak intensity of ~1016 W/cm2. 

The first generation of CPA lasers was based primarily on flashlamp pumped Nd:glass amplifiers.42,46–48 
These glass-based lasers, operating at a wavelength near 1 μm, are usually limited to pulse duration 
of greater than about 400 fs because of gain narrowing in the amplifiers.49 The most significant scaling 
of this approach to CPA was demonstrated by the petawatt laser at Lawrence Livermore National 
Laboratory in the late 1990s.50 This laser demonstrated the production of 500 J of energy per pulse 
with duration of under 500 fs, yielding over 1015 W of peak power. Since this demonstration, a number 
of petawatt laser projects have been undertaken around the world.51

The second common approach to CPA uses Ti:sapphire as the amplifier material. This material 
permits amplification of 800 nm wavelength pulses with much shorter pulse durations, often down 
to ~30 fs. However, the short excited state lifetime of Ti:sapphire (3 μs) requires that the material 
be pumped by a second laser (usually a frequency doubled Nd:YAG or Nd:glass laser). The inherent 
inefficiencies of this two-step pumping usually limit the output energy of such a laser to under a few 
joules of energy per pulse. A number of multiterawatt lasers based on Ti:sapphire now operate in 
many high-intensity laser labs worldwide.52–55 These laser typically yield energy of 1 mJ to 1 J (though 
higher energy examples with energy ~10 J do exist), and they typically exhibit repetition rate of 1 kHz 
at the 1 mJ level or ~10 Hz at the 0.1 to 1 J level.56 To date, the largest scaling of Ti:sapphire technology 
has been to power levels approaching 1 PW.54,57

The third major technology now commonly used in CPA lasers is based on a technique known 
as optical parametric chirped pulse amplification (OPCPA).58 In this approach, amplification of 
the stretched pulses occurs not with an energy storage medium like Nd:glass or Ti:sapphire but via 
parametric interactions in a nonlinear crystal. This approach is quite attractive because of the very 
high gain per stage possible (often in excess of 104 per pass) and the very broad gain bandwidth pos-
sible, in principal. To date, a number of CPA lasers based on OPCPA have been demonstrated.59–61

21.4 STRONG FIELD INTERACTIONS WITH SINGLE 
ELECTRONS

We begin our discussion of the various strong field phenomena by considering strong field interac-
tions with individual, free electrons (which encompasses the situation in which the electrons are not 
affected by the electrostatic forces of a collective electron plasma). This discussion will be followed 
in the next sections by overviews of strong laser field interactions with atoms, molecules, clusters, 
and then plasmas.

The Ponderomotive Force

When a strong laser field interacts with a free electron, the field can almost always be treated clas-
sically and the trajectory of the electron can be found using classical mechanics. If the intensity is 
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21.6  QUANTUM AND MOLECULAR OPTICS

not too high, below about 1018 W/cm2 for optical and near-infrared frequencies, then motion of the 
electron can be treated nonrelativistically and the magnetic field of the laser can be ignored. In that 
case, the electron oscillates at the laser frequency in the direction of the laser polarization. Solution 
of Newton’s equation yields for electron velocity n(t) =(eE0/mew0) sin(w0t), where E0 is the laser’s 
peak electric field, w0 is the frequency of the laser light, and vosc = (eE0/mew0) is the classical electron 
oscillation velocity amplitude. While complications arise for very short laser pulses (with envelope 
comparable to the wavelength) or tightly focused pulses, in a plane wave it is useful to consider the 
cycle-averaged kinetic energy of this oscillating electron. This energy, called the ponderomotive 
potential, is

 

U
e E

mp
e

=
2

0
2

0
24 ω

 

(1)

In practical units, the ponderomotive energy is equal to 9.33 × 10−14 I (W/cm2) l2 (μm) in eV 
and is, for example, roughly 10 keV in a Nd:glass laser field at 1.054 μm focused to intensity of 1017 
W/cm2. This ponderomotive energy usually sets the energy scale for most strong field interactions. 
In a focused laser beam a force −∇Up

, called the ponderomotive force, will act on an electron. The 
ponderomotive force will tend to accelerate electrons transversely out of the focus from high to low 
intensity (increasing the electron’s energy by ~Up). In the absence of a strong transverse intensity 
gradient, a free electron illuminated by a strong laser field will begin to oscillate as the field amplitude 
increases, but will then come back completely to rest as the intensity falls back to zero, acquiring no 
net energy from the laser field.

Relativistic Effects in Strong Field Interactions 
with Free Electrons

The dynamics of electrons in field strengths at which relativistic effects become important are 
considerably more complicated. These effects become important when the classical, nonrelativ-
istic quantity nosc becomes comparable to or greater than c. At optical and near-IR wavelengths 
relativistic effects become important at intensity approaching 1018 W/cm2 [where Eq. (1) predicts 
that the ponderomotive energy exceeds 100 keV in near-IR fields and is, therefore, a large fraction 
of the 511 keV electron rest mass]. The extent to which the field interaction with the electron is 
relativistic can be quantified by the dimensionless normalized vector potential, a0, which is nosc/c, 
and given by

 a
eE

m ce
0

0

0

=
ω

 (2)

When a0 approaches 1 (which occurs for 1 μm light at intensity equal to 1.4 × 1018 W/cm2), Eq. (1) 
breaks down. In this regime, the electron motion in the strong field becomes significantly affected 
by the laser’s magnetic field, and, while complex, has been solved analytically by a number of 
authors.62–65

The electron’s motion deviates from the simple harmonic oscillation described above because 
the v B×  force drives the electron forward. The electron now acquires a significant velocity com-
ponent in the laser’s k direction and, as a result, no longer experiences linearly varying phase and 
a perfectly sinusoidal oscillation of the electric field. The electron’s motion becomes highly anhar-
monic. Figure 2 illustrates the trajectory of an electron irradiated by a laser field of 1 μm wave-
length at intensity of 1019 W/cm2, (a0 = 2.7). The longitudinal momentum, pz can be easily derived 
from the relativistic equations of motion for the electron in an EM wave. For an electron initially 
at rest, the field will yield forward momentum such that

 p
p

m cz
x

e

=
2

2
 (3)
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STRONG FIELD PHYSICS  21.7

if px is the transverse, E-field driven momentum.66–68 For an electron in a plane wave, a cycle-averaged 
forward drift velocity nD will be acquired in the lab frame, as pictured in Fig. 2. This average forward 
drift velocity is

 
νD

c

a

a
=

+
0
2

0
24

 (4)

This equation indicates that the electron will drift in the forward direction at nearly the speed of 
light when a0 is roughly 10, corresponding to a near-IR intensity of about 1020 W/cm2.

Finding the transverse oscillation velocity is more complex, but a useful result can be found for 
weak relativistic fields (when a0 is between ~0.3 and 3 or intensity is in the 1017 to 1019 W/cm2 range 
for near-IR light). In this regime, one can neglect the longitudinal velocity in the relativistic equa-
tions of motion to find an approximate result for the transverse oscillation velocity

 
νx

c

a

a
=

+
0

01
 (5)

which reduces to nosc when a0 << 1.
It is now possible to talk in terms of a relativistic ponderomotive energy which can be written as22

 U mcp
rel

osc= −( )γ 1 2  (6)

where γ osc /= +1 20
2a  is the effective cycle-averaged relativistic Lorentz factor (ignoring the con-

tribution from the slower drift of the electron) for linearly polarized light. (Note that in circularly 
polarized light γ osc

circ = +1 0
2a .) Equation (6) reduces to Eq. (1) when a0<<1. Deriving a “ponderomo-

tive force” in a relativistic light beam is a less concrete concept, as the idea of a cycle-averaged force 
in a weak intensity gradient is of limited utility when, at strongly relativistic intensity, the electron 
surfs along, almost in phase with the light field at c. However, a heuristic treatment of the electron 
dynamics yields a relativistic ponderomotive force that can be written as69

 fp =− ∇m ce
2 γosc  (7)

Finally, we note that this relativistic motion will also eject electrons from the focus of an intense 
laser. However, unlike the nonrelativistic case in which the ponderomotive force drives the electrons 
out of the focus at 90° to the laser propagation, the magnetic force causes ejection along an axis 
folded forward toward the k direction. This ejection angle can be simply calculated by considering 
the relativistic kinematics of the absorption of many photons of momentum �k and the relativistic 
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FIGURE 2 Trajectory of an electron driven by a relativistic laser field 
with 1 μm wavelength at an intensity of 1019 W/cm2, (a0 = 2.7 and g osc = 2.1). 
This illustrates that the electron acquires significant drift velocity along the 
laser propagation direction and oscillates anharmonically. 
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21.8  QUANTUM AND MOLECULAR OPTICS

relationship between transverse and longitudinal momentum in the EM field, Eq. (3). This yields an 
ejection angle, q , of electrons with Lorentz factor outside the laser focus of g,

 θ
γ

=
−

⎡

⎣
⎢

⎤

⎦
⎥arctan

2

1
 (8)

It should be noted that this equation is only valid for purely plane wave interactions. The field near 
a real focus will contain longitudinal components which alter the ejection angle of the electrons 
somewhat.70 Nonetheless, Eq. (8) correctly indicates that in a strongly relativistic focus, electrons 
will be ejected with high Lorentz factor and will come out in a cone around the propagation axis of 
the laser, having surfed along with the field through the laser focus. If electrons are ejected into the 
field at the peak of an oscillation, a situation that occurs when highly charged ions are ionized by the 
field (see the next section) the relativistic electrons propagating with small ejection angle q  can pick 
up substantial energy from the laser field. A useful estimate for maximum ejected electron energy 
derived from this relativistic free-wave acceleration mechanism is71

 γ
θ

max ≈
eE z

m c
R

e

0
22

 (9)

where zR =pw2/l is the Rayleigh range of the Gaussian focus. Equation (9) indicates that the ejected 
electron in the relativistic intensity regime acquire energy proportional to the laser’s electric field 
(~I1/2) and not its square, as they do in the nonrelativistic case [see Eq. (1)]. When a0 >> 1, q  will be 
small, and electrons will gain substantial energy from the field. For example, calculations show that an 
electron produced by ionization at intensity of 5 × 1021 W/cm2 in a 1-μm wavelength laser field focused 
to a 5-μm Gaussian spot can acquire energy up to ~1 GeV and are ejected at an angle of ~3°.71

Nonlinear Thomson Scattering by Electrons 
in an Intense Laser Field

The acceleration associated with oscillation of a free electron in an electromagnetic wave gives rise 
to emitted radiation, a process known as Thomson scattering, which has the well-known scattering 
cross section sT = 8πe2/3mec

2.72 The anharmonic motion of an electron in a strong laser field, as illus-
trated in Fig. 2, alters the Thomson scattering in an important manner. First, the light scattered from 
the electron has an emission pattern folded forward toward the laser propagation axis, and second, 
the radiated light from the electron will contain higher harmonic components.64,73–77 In a strongly 
relativistic field (a0 >> 1), the radiated emission will be forward folded by the effective Lorentz boost, 
into an angle q  ≈ 3/a0. In addition, the anharmonic motion of the electron induced by the magnetic 
field results in scattered light at even and odd harmonics of the incident light field. It can be shown 
that the total integrated scattered power into the first three harmonics of the laser field are74
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illustrating the nonlinear intensity dependence of the second and third harmonic. These equations 
also illustrate that as a0 → 1 the power scattered into harmonics (P2, P3) will be comparable to the 
power scattered by linear Thomson scattering, P1. The angular distribution of the scattered radiation 
for linearly polarized light is analytically complex. Figure 3 illustrates the polar distribution of light 
from the second and third harmonics of nonlinear Thomson scattering at a0 = 1. A simple formula 
for the angular distribution, D(q ), of scattered light from a circularly polarized beam as a function 
of polar angle q  with respect to the laser propagation direction can be derived,74 where 
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STRONG FIELD PHYSICS  21.9

which, of course, reduces to the isotropic polar emission of Thomson scattered light in a weak circu-
larly polarized field.72

High-Field Interactions with Relativistic Electron Beams

The previous discussion considered the interaction of intense light radiation with electrons at 
rest or nearly at rest initially in the laboratory frame. If the laser collides with electrons that are 
already relativistic, which occurs when an intense laser pulse interacts with a beam of electrons 
from a high energy accelerator or synchrotron, the scattered radiation is altered by the fact that 
the electron sees a laser photon whose energy is upshifted by a factor g , the Lorentz factor of the 
relativistic electron beam. If the scattering is linear Thomson scattering, the scattered photon 
will acquire another factor of g  in its energy when transformed back into the laboratory frame. 
This g 2 upshift in photon energy can be exploited to produce femtosecond pulses in the x-ray 
regime by colliding an ultrashort pulse with a relativistic electron beam.78 The scattered photon 
will have photon energy given by

 � �ω γ ω φ
γ θscat = −

+
2

1

1
2

0 2 2

cos
 (12)

where f is the angle between the laser and the electron beam and q is the angle of the scattered 
photon with respect to the electron propagation direction. This indicates that if a laser is scattered 
from the electron beam at a 180° angle, the photons scattered can be upshifted by as much as 4g 2. 
Furthermore, Eq. (12) indicates that the scattered photons will be emitted in a directed cone with 
angle ~1/g , with an angular dependence on the upshifted photon energy. This picture must be 
amended somewhat if the electron beam Lorentz factor is high enough that the laser photon in the 
electron frame is upshifted in the electron rest frame such that γ ω� ∼0

2 1/m ce . In this case, the situa-
tion becomes that of inverse Compton scattering and the kinematics of the electron recoil from the 
photon scattering must be considered. This process is, strictly speaking, a linear process; however, 
practical experimental implementation of this technique has usually been in the high intensity laser 
regime because of the low scattering cross section of free electrons (sT = 6.6 × 10−25 cm2).

The situation becomes more complex when the laser is intense enough to cause multiphoton 
Compton scattering, whose scattering efficiency will then scale as a0

2n, where n is the multiphoton 
order.67 Accessing this regime in the lab is difficult because of the extremely low cross section but 
is made easier with a very high energy electron beam because an intense laser will have its intensity 
boosted in the electron frame through relativistic time compression.79 At relativistic laser intensity 
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FIGURE 3 Azimuthal angular distribution (in the plane perpendicular to the laser propagation direction) of nonlinear rela-
tivistic Thomson scattering by an electron in a light field with a0 = 1. The dipole distribution from linear Thomson scattering from 
an electron is shown for comparison. (These plots were adapted from Ref. 75.)

21_Bass_V4_Ch21_p001-066.indd 21.9 9/18/09 10:16:38 AM

DO
 N

OT
 D

UP
LI

CA
TE



21.10  QUANTUM AND MOLECULAR OPTICS

(a0 ≥ 1) Eq. (12) must be amended, and the maximum scattered photon energy for head on collision 
and direct backscatter becomes 
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 (13)

The factor of a0
2 in the denominator arises from the mass shift of the electron in the strong laser 

field. 

21.5 STRONG FIELD INTERACTIONS WITH ATOMS

Keldysh Parameter and Transition from the Multiphoton
to the Quasi-Classical Regime

Perhaps the most fundamental process that occurs when a single atom or ion is immersed in a strong 
laser field is the ionization of the most weakly bound electron. With the exception of recollision 
double ionization, discussed below, this ionization process is almost always a single electron process, 
involving the removal of the outermost bound electron by the light field.18 (This approach to under-
standing ionization and nonlinear optical dynamics in strong field atomic interactions is termed the 
“single active electron approximation,” and it underlies most of the theory presented in this section.) 
High-field interactions with single atoms essentially split into two regimes. The first occurs when 
the field can be treated quantum mechanically as an ensemble of photons, and the second arises 
when so many photons participate that the light can be treated as a classical field. In the second case, 
which occurs at sufficiently long wavelength or high intensity, the motion of electrons in the field can 
be treated classically. Generally, the second situation arises if the free electron wavepacket is much 
smaller than its classical oscillation amplitude. In this case a free electron wavepacket is localized to 
the extent that it can be considered a point particle; in strong field physics this is called the quasi-clas-
sical regime. The uncertainty principle implies that this occurs for a free electron when Up /�ω >>1.

In the context of atomic ionization, these two pictures of the liberated free electron naturally lead 
to two regimes of ionization, the multiphoton regime and the semiclassical tunneling regime. These 
two regimes of ionization can be quantitatively differentiated by the Keldysh parameter2

 γ K

p

p

I

U
=

2
 (14)

where Ip is the ionization potential of the atom or ion to be ionized. This quantity can be physically 
thought of as the ratio of the time it takes for an electron wavepacket to tunnel through the poten-
tial barrier of an ion immersed in a uniform electric field (see Fig. 5) to the period of the light oscil-
lation. The Keldysh parameter delineates the barrier between the multiphoton ionization regime, 
which occurs when γK >>1, and the tunneling regime, which is the predominant ionization mecha-
nism when γK <<1. Note that, given the scaling of Up from Eq. (1), the latter situation predominates 
at higher intensity and longer wavelength. In practice, g K is a “soft” parameter in which tunneling 
ionization (described below) can be considered to be a very good approximation, even when g K is 
only slightly less than 1.

Multiphoton Ionization

When the Keldysh parameter is larger than 1, the ionization of an atom or ion in a strong laser field 
takes on a predominantly multiphoton character. The atom or ion can be thought of as absorbing a 
number of discrete photons from the field simultaneously, so that a bound electron acquires enough 
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STRONG FIELD PHYSICS  21.11

energy to be promoted to the continuum.80–86 This view tends to predominate practically at modest 
intensities (~1013 W/cm2)82,85 or with light at wavelengths shorter than optical (UV).81,84 The most 
straightforward picture for this process is to say that the ionization rate for N-photon ionization is 
given by lowest order perturbation theory4,87,88 so that the ionization rate can be written as

 W IN N
N N=σ ω/( )� 0

 (15)

where sN is the generalized multiphoton ionization (MPI) cross section. Equation (15) indicates 
that the ionization rate can be extremely nonlinear with laser intensity. For example, N = 22 when 
helium is ionized by a 1-μm wavelength laser,89 though this multiphoton picture turns out to be 
accurate only for lower ionization potential atoms irradiated at shorter wavelengths. The practical 
difficulty with this model is in the calculation of sN. Lowest order perturbation theory is accurate 
for a very limited range of intensities and higher order processes soon become important in the 
calculation of sN  as intensity is increased. Figure 4 plots the order of magnitude of the general-
ized cross section as a function of multiphoton order, N. This plot shows, for example, that the 
multiphoton ionization cross section for 11 photon ionization of Xe by a 1-μm laser field is about 
10−350 cm22 – s10. This implies a saturation intensity for multiphoton ionization of atomic Xe by 
100 fs pulses of about 2 × 1014 W/cm2.

Calculation in the lowest order perturbation theory framework of sN is complicated by other 
factors as well. Resonances with intermediate states complicate the calculation and drastically affect 
the multiphoton ionization rate. Furthermore, when the field’s ponderomotive potential becomes 
a significant fraction of the ionization potential, the bound state levels can no longer be thought 
of as unperturbed ion eigenstates; these levels move in energy via the AC Stark shift.90 Also, as the 
ponderomotive potential increases, the minimum number of photons needed for ionization may 
change. Since the ionized electron is “born” into the continuum which has an oscillating field, it 
must acquire energy equal to Up to enter the continuum. As a result, the number of photons needed 
for ionization is that which overcomes the ionization potential of the unperturbed atom or ion plus 
the ponderomotive energy, such that N I Up p�ω0 = + .

A great number of nonperturbative approaches have been developed to derive more accu-
rate ionization rates in a strong laser field in the multiphoton regime. One of the best known 
such approaches derives from the original work of Keldysh.2 This approach has been extensively 
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FIGURE 4 Generalized multiphoton cross section for atoms 
as a function of the multiphoton order, N. The location of the 
cross section for ionization of various neutral atoms by a laser 
at a wavelength of 1 μm are plotted to illustrate the increasing 
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21.12  QUANTUM AND MOLECULAR OPTICS

developed by F. Faisal91 and H. Reiss;92 ionization calculations based on this approach are usu-
ally termed KFR theories or the strong field approximation (SFA). In this approximation, the 
ionization rate is determined by calculating a quantum mechanical transition probability directly 
between the ground state of the atom or ion and a continuum state. The ground state is assumed 
to be the field-free eigenstate unperturbed by the field (accurate for a tightly bound electron) and 
the final continuum state is assumed to be that of a free electron wavefunction in a plane electro-
magnetic wave (termed a Volkov state), thereby ignoring the effect of the ion Coulomb field on 
the outgoing ionized electron. A general equation valid for ionization rate for any Keldysh param-
eter can be derived in this way. In the multiphoton regime (gK >> 1) the ionization rate predicted 
by this theory is2
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 (16)

where I I Up p p
eff = +  is the effective ionization potential of the atom dressed by the light’s pondero-

motive potential, Neff is the minimum number of photons required to ionize the ion with this I p
eff, 

Φ[z] = ∫ exp[y2-z2]dy is the probability integral and A is a numerical cofactor of the order of unity 
that accounts for the weak dependence on the details of the atom. Experiments have illustrated, for 
example, in 580 nm light that A = 24 for the first ionization of Ar, A = 18 for Kr and A = 4 for Xe.83 
While Eq. (16) is not particularly accurate for most ions and has a rather limited range of applicability, 
it is useful for estimating the order of magnitude of the ionization rate when gK > 1.

Tunnel Ionization

When the laser field is strong enough and the laser frequency is not too high, gK becomes less than 1 
and a different picture of strong field ionization emerges. In this regime it is accurate to think of 
the bound electron wavepacket as evolving in a binding potential that is distorted by the strong 
light field, a situation known as tunnel ionization, illustrated in Fig. 5. The laser field represents 
a slowly varying deformation of the ion’s confining Coulomb potential which oscillates back and 
forth. Near the peak of the light field oscillation, the electron can tunnel through the confining 
potential (pictured at the right in Fig. 5) freeing it and releasing it into the continuum. Because of 
the exponential nature of the quantum mechanical tunneling rate through a potential barrier, this 
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f = eEx sin(w0t) Distorted 
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Wavepacket can
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Before irradiation During laser pulse

FIGURE 5 Illustration of the potential of an ion distorted by the application of a strong, adiabatically varying 
electric field. A strong enough field allows tunneling of the bound electron into the continuum thereby ionizing 
the atom/ion.
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STRONG FIELD PHYSICS  21.13

method of ionization is strongly nonlinear with increasing electric field. In a Coulomb potential 
this confining barrier will have a width roughly dr ≈ Ip/eE0 so the electron will tunnel through this 
barrier with a time 

 

τ δtun ≈ ≈r v
I m

eE
p e

/
2

0  

(17)

When this time is faster than a laser oscillation cycle, the tunneling picture is valid (equivalent to 
gK < 1).

The instantaneous ionization rate from tunneling by an electron from a hydrogenlike ion in a 
quasi-static field is given by93
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(18)

where IH is the ionization potential of hydrogen (13.6 eV), wa = 4.13 × 1016 s−1 is the atomic unit 
of frequency, Ea = 5.14 × 109 V/cm is the atomic unit of electric field and E(t) is the instantaneous 
applied electric field strength. The total ionization rate can be found by integrating Eq. (18) over the 
entire optical cycle. 

There have been many published improvements on this simple tunneling formula.34,94,95 In fact, 
the general equation derived by Keldysh retrieves a tunneling rate when it is taken in the limit that 
gK << 1.2 All tunneling models result in an ionization rate with the exponential field dependence 
~exp[−2a/3E(t)], with “a” depending on the model. The most sophisticated and most widely 
accepted model for the tunnel ionization of a complex atom or ion (i.e., multielectron nonhydro-
genic ion) was developed by Ammosov, Delone, and Krainov, usually termed the ADK ionization 
rate.95 This model predicts that the tunnel ionization rate averaged over one full optical cycle is
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(19a)

This formula accounts for atomic structure through the principal orbital quantum number n, the 
orbital angular momentum l, and individual magnetic quantum number m. The atom-dependent 
cofactors are

  
C n nnl

n= −( [ ] ) ( ) /2 1 2 1 2exp / π
 

(19b)
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The usual method of deriving a net ionization rate is to sum over all m states of the ionizing ion. 
The ADK ionization formula has been found experimentally to be quite accurate of over a wide 
range of intensities and ionic species.96

This cycle averaged tunnel ionization rate is very nonlinear. It usually exhibits an intensity 
dependence that varies as I 6 to I 9. As a result, strong field ionization tends to exhibit a thresholdlike 
behavior that quickly saturates once the intensity rises slightly above a threshold value. (Saturation 
in this context means that W tp ≈ 1, where tp is the laser pulse duration.) This threshold intensity 
can be easily estimated by determining when the field becomes high enough to suppress completely 
the confining Coulomb potential and the electron can freely escape the ion during the peak of the field 
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21.14  QUANTUM AND MOLECULAR OPTICS

cycle. This simple model, known as the Barrier Suppression Ionization (BSI) model,96 indicates that 
the ionization threshold intensity occurs at

 
I

cI

Z e
p

BSI =
4

2 6128π  

(20)

where Z is the charge state of the ion being created by the ionization event. In practical units the 
BSI intensity is IBSI[W/cm2] = 4.0 × 109 Ip

4 [eV] Z−2
. Equation (20) turns out to be remarkably accu-

rate despite its simplicity in predicting the intensity of significant ionization in a strong field. The 
predicted BSI threshold intensity for a variety of ion species is plotted as a function of ionization 
potential in Fig. 6, illustrating the extent to which very high charge states can be produced by tun-
neling with modern high intensity lasers.

Above Threshold Ionization 

When an atom or ion is subject to a strong ionizing laser field an electron acquires some kinetic energy 
upon ionization.3,17,90,97–102 In the weak field regime, the energy acquired by an electron in the light 
field upon multiphoton ionization can be thought of as a simple extension of the photoelectric effect, 
in which the electron gains an energy KEe pN I− = −�ω0 , where again, N is the minimum number of 
photons needed for ionization.17 However, as the intensity increases and becomes nonperturbative, the 
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electron can absorb more than the minimum number of photons needed for ionization, a consequence 
of the electron remaining in the vicinity of the nucleus long enough during ionization to absorb more 
than N photons. The electron now leaves the ion with energy 

 
KE eff

e pN s I− = + −( )�ω0  
(21)

where the ionization potential is dressed (in other words, shifted in a time-averaged sense) by the 
ponderomotive potential [as in Eq. (16)], and s is the number of additional absorbed laser photons. 
This effect is termed above threshold ionization (ATI) and leads to electron kinetic energy distribu-
tions that look qualitatively like those in Fig. 7. These electrons are typically ejected from the focus 
along the laser polarization direction (at least in the nonrelativistic limit).103 The absorption of s 
additional photons leads to electron energy peaks separated by �ω0, shifted down by an energy Ip

eff 
(though ponderomotive acceleration in the focus of a long pulse laser can shift these electron ener-
gies back to the undressed energy). 

At modest field strengths in the multiphoton regime (~1013 W/cm2 at IR wavelengths), the yield 
of electrons in each peak drops off exponentially, as predicted by lowest order perturbation theory. 
At nonperturbative intensities, however, the yield in each electron ATI peak flattens out and the 
ATI spectrum develops a plateau over the first few orders, out to an energy of ~Up. (illustrated in 
Fig. 7).100 There have been many theories published to explain the quantitative behavior of ATI in 
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FIGURE 7 Illustration of the general nature of electron energy spectra 
resulting from intense ionization of atoms, manifesting the phenomenon 
known as ATI. At the top the spectrum common for ionization in the 
multiphoton regime is shown. Here the spectrum is composed of peaks, 
each corresponding to electrons that have absorbed s photons above 
that needed for ionization. On the bottom, a spectrum characteristic of 
ATI in the tunneling regime is illustrated showing that the spectrum is 
smooth and extends out to 2 Up.
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the multiphoton regime. In fact, the strong field approximation of the KFR theories predicts the 
presence of these multiphoton ATI peaks. Resonances often play an important role in ATI in the 
multiphoton regime,104 leading to a rich variety of effects that appear in the ATI energy spectra of 
optical and near-IR pulses with intensity 1013 to 1015 W/cm2.

As the laser field increases, the character of the electron ATI spectrum takes on a qualitatively dif-
ferent character. At intensities entering the quasi-classical tunneling regime (gK < 1) , the spectrum 
loses its multiphoton character composed of distinct electron energy peaks and becomes a smooth, 
monotonically decreasing energy distribution, illustrated in Fig. 7. The electron energies have kinetic 
energy predominantly between 0 and 2Up, though there is a small component of electrons with 
energies that reach up to as much as 10Up through a rescattering process described below.102 This 
loss of distinct peaks occurs when the field loses its quantum character and drives the ionization as 
if it were a classical field.97,98

Quasi-Classical ATI When ions are ionized in the tunneling regime, which tends to occur in opti-
cal and near-IR laser intensities of 1015 to 1018 W/cm2, the shape and energy of electron ATI can 
be determined by a simple model. As with tunnel and BSI ionization, the field is treated classically 
and the electron is treated as a compact wavepacket that propagates in the continuum subsequent 
to tunnel ionization by the classical equations of motion.105 This so-called quasi-classical model is 
useful in explaining not only ATI in the strong field, long wavelength regime (i.e., when gK < 1) but 
also aids in explaining a large number of other strong field phenomena.10 As such, the quasi-classical 
model has become one of the major building blocks for understanding modern strong field physics.

In the quasi-classical ATI model, the electron is considered to tunnel into the continuum at 
a well-defined phase in the oscillating field (see Fig. 8) and propagates in the field as a pointlike 
charge. When the electron is “born” in to the continuum in this way, it not only oscillates but also 
acquires some directed drift velocity in the direction of the laser’s polarization, with an energy 
that is a function of the phase in the field at which it was ionized. (This is true for linear polar-
ized fields; in circularly polarized fields, the electron acquires constant drift velocity.) Solution of 
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FIGURE 8 Plot of a calculation showing the classical trajectory of electrons born 
at three different phases in the laser’s field. These three phase locations are illus-
trated in the inset. When born at the peak of the field (trajectory 1), the electron 
oscillates but acquires no net drift velocity. However, when born off the peak, the 
electron acquires nonzero drift velocity on top of its quiver velocity.
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the nonrelativistic equations of motion indicates that the drift component of the kinetic energy 
acquired by an electron is

 
KEATI = 2 2

0U p sin Δφ
 

(22)

where Δf0 is the phase at which the electron is “born” with respect to the peak of the field. Equation (22) 
indicates that if the electron is born at the peak of the electric field, where the tunnel ionization 
rate is highest, it will acquire no ATI drift energy. The electron can acquire up to 2Up of kinetic ATI 
energy if it is ionized well off of the field peak. If Eq. (22) is combined with a model for static tunnel 
ionization, an electron energy distribution can be derived. Use of the simple H-like tunnel formula 
of Eq. (18) leads to an ATI energy spectrum from a linearly polarized field of105
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(23)

where a is just a normalization constant. The shape of this spectrum for tunnel ionization is illus-
trated in Fig. 7. This distribution is peaked near zero energy (because the ionization probability 
is greatest at the peak of the field where Δf0 = 0 and KEATI = 0) but stretches out to a maximum 
electron energy of 2Up. In linearly polarized light, as a rule of thumb, the average electron energy is 
roughly 10 percent of Up at the intensity where the ionization rate saturates.106

Rescattering Effects

The quasi-classical picture of strong field ionization can be extended to explain other observed 
effects. In this picture once an electron is liberated from its binding potential by tunneling, its 
motion in the field can be described classically. Once freed into the continuum, the electron can rec-
ollide with its parent ion if it is ionized within a certain range of phase of the field,21,107–116 a process 
illustrated in Fig. 9. That this happens can be seen by examining the trajectories shown in Fig. 8, in 
which the electrons return to the x = 0 position in all three cases after ionization at t = 0 (though 
with different return energy in each case).

If the field is linearly polarized and the electron is born by tunnel ionization at some time t0 
and x = 0 (the location of the parent ion) in an oscillating electric field E t0 0cosω , its position as a 
function of time is

 

x t
eE

m
t t t t t( ) [cos sin cos sin=− + − −0

0
2 0 0 0 0 0 0 0 0ω

ω ω ω ω ω ωω0 0t ]

 

(24)

This classical trajectory will result in the recollision of the tunnel ionized electron with its parent 
nuclear core for ionization phases of w0t0 = 0° to 90° and 180° to 270°. The highest energy recolli-
sions occur at phases of 17° and 197°. The free electron will have a kinetic energy after it is born by 
ionization given by

 

KE( ) [sin sin ]t
e E

m
t t

e

= −
2

0
2

0
2 0 0 0

2

2 ω
ω ω

 
(25)

The energy upon return to the nucleus can be found with Eqs. (24) and (25). The maximum 
energy an electron can have upon returning to its parent nucleus (corresponding to ionization at 
17° and 197°) is 3.17Up. The recollision energy and tunnel ionization probability as a function of 
phase in the laser field is illustrated in Fig. 9. This strong field driven electron recollision can mani-
fest itself in a number of important effects. The generation of short wavelength harmonic radiation 
in this way is discussed in Sec. 21.7, but there are two other consequences of this effect:
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Strong Field Double Ionization It has been observed for some time that strong field ionization 
exhibits a small but significant signature of simultaneous double ionization of ions where two 
electrons are apparently liberated at the same time in the field.112,115,117 This effect manifests itself 
experimentally in the yield of a given ion charge as a function of laser intensity, illustrated in Fig. 10. 
The “knee” that is seen in the ionization yield of a next higher charge state when the ionization of 
a lower charge state saturates is clear evidence of double ionization. In addition to rescattering, a 
number of ideas have been forwarded to explain this strong field behavior.26 These include:

• Shake off model, in which the sudden removal of one electron by tunneling leads to a quantum 
mechanical relaxation of the second electron into a new set of eigenstates, some of which rest in 
the continuum and, therefore, lead to ionization.117,118 This effect is well known and documented 
in single photon photo-ionization.119

• Collective tunneling, in which two electrons tunnel out simultaneously from the ion.120
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FIGURE 9 The upper illustrations show the process by which a tunnel ionized electron can return to its parent ion 
and interact with the bound electrons remaining in the ion. The bottom plot shows the energy that such a returning 
electron will have as a function of the phase in the field at which it was ionized. This shows that the maximum return 
energy can be 3.17Up. The relative ionization probability as a function of the field phase is also shown to illustrate how 
many electrons will return with the energies indicated.
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• Rescattering, in which the recolliding electron, described above, collisionally ionizes a second 
electron. The recolliding electron can acquire sufficient kinetic energy in the field to ionize a 
second electron through collisional ionization on its return. This is presently the best accepted 
explanation for strong field double ionization. For example, the double ionization yield is seen to 
drop dramatically when circularly polarized light is employed.121 This indicates that the recolli-
sion mechanism (at least in the tunneling regime) is likely the dominant mechanism because an 
electron ionized in circularly polarized light will propagate in such a way that it will not return to 
the parent ion and cannot ionize a second electron.

ATI Plateau Extension A second consequence of the strong field driven recollision is manifested 
in the electron ATI energy spectrum. As discussed above, ATI electrons in the quasi-classical regime 
can acquire up to 2Up of drift energy. However, a laser field-driven recollision can lead to a small 
number of scattered electrons with energy up to 10Up.

102 This rescattering leads to the production 
of an electron ATI spectrum with a large predominance of electrons with energy below 2Up but 
with a small fraction of electrons with an energy spectrum plateau that extends out to 10Up.

Relativistic Effects

When a0 → 1 strong field ionization dynamics are altered in a number of ways.40 The most signifi-
cant effects arise from the forward force exerted by the laser magnetic field, though the relativistic 
mass increase of the electron does play a role in certain effects.
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FIGURE 10 Generalized illustration of the ion yield typi-
cally measured for ions produced by tunnel ionization, show-
ing the strongly nonlinear increase of ion yield with intensity 
followed by a roll over at the saturation intensity, where most 
ions become depleted. The “knee” structure seen in the second 
ion is the usual experimental signature for nonsequential 
double ionization.

21_Bass_V4_Ch21_p001-066.indd 21.19 9/18/09 10:16:42 AM

DO
 N

OT
 D

UP
LI

CA
TE



21.20  QUANTUM AND MOLECULAR OPTICS

Relativistic Tunnel Ionization It turns out that tunnel ionization rates at relativistic intensity do 
not deviate significantly from the nonrelativistic rates.122 The most significant relativistic effects in 
tunneling occur when the bound state energy Ip becomes comparable to the rest energy mec

2; it is 
the Coulomb correction to the mass of the electron in the ground state that is the principal effect. 
Therefore, relativistic effects will be important for ions of charge Z > ~50. A relativistic generaliza-
tion of the Keldysh theory,34 indicates that the relativistically corrected tunnel ionization rate, WRel, 
will be higher than the nonrelativistic rate, Wnon-Rel, by a factor
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(26)

where a is the fine structure constant (1/137) and Ecr is the Schwinger critical field from quantum 
electro-dynamics theory (1.3 × 1016 V/cm). Using the barrier suppression ionization model to esti-
mate the appropriate Z, Eq. (26) suggests that the nonrelativistic tunneling rates should be good up 
to an intensity of ~1026 W/cm2.

Relativistic Electron ATI The ejection of free electrons following tunnel ionization in a 
relativistic field can be influenced by the laser’s magnetic field. At nonrelativistic intensities, 
electrons are ejected in a rather narrow distribution along the laser polarization axis. As a0 
approaches 1, the magnetic field pushes the electron distribution toward the k direction of the 
light propagation, a consequence predicted by Eq. (8).68 This distribution shift is illustrated in 
Fig. 11. At highly relativistic intensities (i.e., when a0 >>1, an intensity of >1021 W/cm2 at near-IR 
wavelengths) tunnel ionized electrons are quickly bent toward the laser propagation axis by the 
magnetic field. The electron, which will have a velocity near c, will then “surf ” along with the 
laser pulse acquiring energy from the laser field. Such electrons will be ejected from the laser 
focus in a narrow cone along the laser direction and will acquire many MeV or even GeV of 
energy.71,123 An energy versus angle distribution of electrons ejected in this regime is illustrated 
in Fig. 11.

Relativistic Suppression of Rescattering Another consequence of the forward ejection of electrons 
in a relativistic light pulse is that the nonsequential double ionization that normally accompanies 
rescattering of the electrons on their return after ionization is suppressed.40,124–126 The forward 
motion of the electron imparted by the magnetic field (see Fig. 2) forces the electron away from 
the core and prevents the collisional ionization of a second electron. The fall-off of nonsequential 
ionization yield occurs at intensity as low as 1017 W/cm2 (a0 ≈ 0.3). The rescattering plateau in ATI 
spectra associated with electrons with energy in the 2Up to 10Up range also decreases in magnitude 
because of the rescattering suppression. Furthermore, this phenomenon leads to suppression of 
single atom high harmonic generation at high intensity. 

Ionization Stabilization

While experimental evidence is scant, there is a strong theoretical basis for believing that, in certain 
situations, the ionization rate of an atom in a strong field actually declines with increasing intensity.27 
This phenomena has come to be called ionization stabilization. There are usually two manifestations 
of this stabilization discussed in the literature. 

Adiabatic Stabilization Quantum mechanical calculations of ionization rates have shown that 
the ionization rate can be stabilized in unionized atoms at field strengths well above one atomic 
unit. A simple picture to explain this can be constructed if one considers that the electron 
wavefunction in the ground state of the atom is considerably altered by the strong oscillating 
field. The wave function is thought to evolve into a time averaged structure with peaks away 
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STRONG FIELD PHYSICS  21.21

from the nuclear center. In a time averaged sense, the bound electron sees two centers for the 
atomic potential.27,127–129 This deformation of the electron wave function away from the nucleus 
lowers the ionization rate at higher intensity. Figure 12 illustrates the calculated ionization rates 
of an electron in an excited state of hydrogen as a function of intensity illustrating the fall of 
ionization rate at high I.

Dynamic Stabilization This mechanism of ionization stabilization, often termed interference sta-
bilization, arises most prominently in calculations of strong field ionization of Rydberg atoms.129–131 
It is thought to arise from quantum destructive interference of pathways into the continuum. There 
has been some experimental evidence for this form of stabilization in Rydberg atoms132 but has yet 
to be demonstrated in atoms in the ground state.

Numerical simulations have suggested that the magnitude of ionization stabilization 
decreases at relativistic intensity due to the effects of the magnetic field and the Lorentz force on 
the electron.133
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FIGURE 11 The upper illustrations are a generalized illustration of the angular distribution of electrons produced dur-
ing ionization with respect to the laser field and propagation directions. In the medium intensity regime, electrons are 
ejected by tunnel ionization along the E-field direction (left); however, at relativistic intensity, the magnetic field pushes 
the distribution toward the direction of laser propagation. The latter effect can be understood as the conservation of 
momentum following the absorption of an extremely large number (~106) of photons. The bottom plot (adapted from 
Ref. 71) shows the results of a Monte Carlo simulation yielding the ejection angle and energy of electrons produced by 
irradiation of an Ar ion at intensity of 5 × 1021 W/cm2. Here the dashed line is the prediction of Eq. (8); the deviation of 
the simulation from this equation is a consequence of longitudinal fields at the focus.
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FIGURE 12 Calculation of the ionization rate of a hydrogen atom in an intense, 
short wavelength field. (Adapted from Ref. 27.) This calculation shows that at around 
the intensity at which the electron quiver amplitude is comparable to the size of 
the hydrogen ground state (~1 Bohr radius) the ionization rate actually decreases 
(lifetime increases) as the intensity increases from the delocalization of the electron 
wavefunction.

21.6 STRONG FIELD INTERACTIONS
WITH MOLECULES

The ionization of small molecules (of less than ~10 atoms) by an intense laser field is qualitatively 
similar to the ionization of single atoms. The two limiting regimes for ionization (multiphoton and 
tunneling) as discussed in the previous section are still relevant for molecules and the tunnel ioniza-
tion rate formulas tend to work reasonably well in predicting the ionization rate of electrons in a 
molecule if appropriately chosen ionization potentials are utilized.134 Unlike single atoms, however, 
the motion of the molecule’s nuclei during the interaction with the laser pulse can affect the dynam-
ics of the electron ionization and energy gain from the field. Fragmentation of the molecule is one 
significant consequence of irradiation at high intensity, and the motion of the molecular nuclei has a 
dynamic impact on the structure of the molecule during its interaction with the intense laser pulse.

Nuclear Motion and Molecular Alignment in Strong Fields

Because small molecules tend to fragment rapidly in an intense light field, the regime of strong field laser 
interactions with these molecules is usually limited to rather modest intensity, below about 1015 W/cm2. 
Higher intensity pulses tend to destroy a small molecule well before the high intensity can be reached. 
Much of current research has concentrated on diatomic molecules.

At modest intensity a small molecule will experience a force by the light field which will tend to 
align it.135–137 In the absence of the light field, the molecules are randomly oriented and exist in a 
range of molecular rotation states with energy eigenvalues of eRot = bRot J(J + 1) and with rotational 
quantum number J. Some values of bRot are tabulated in Table 1.138 When a moderately strong light 
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TABLE 1 Rotational Constant, and Alignment Well Depth for Three Example 
Molecules Irradiated at 1015 W/cm2

Molecule bRot (meV) Max Well Depth (meV)

H2 3.89 21.9
N2 0.25 96.8
CO2 0.048 212

Source: Table Adapted from Ref. 138.

field is applied (below the intensity at which the molecule ionizes), the induced dipole causes the 
molecule to see a cycle-averaged potential given by138
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(27)

where the P terms are the parallel and perpendicular components of the polarizibility tensor,
q is the angle between the molecular axis and the polarization axis and I(t) is the time depen-
dant intensity. The maximum well depth for some molecules in a field of intensity 1015 W/cm2 is 
tabulated in Table 1. 

The potential of Eq. (27) will tend to align a linear molecule, such as a diatomic along the 
polarization axis of a linearly polarized field. Because molecules will usually feel a lower intensity 
field as the pulse of an intense laser ramps up in time, it is usually a good approximation to say 
that the nuclei of a linear molecule will be (partially) aligned along the laser electric field at sub-
sequent higher intensity. A molecule with nonzero rotational momentum will evolve, classically 
speaking, in a pendulumlike motion around the laser electric field axis; these states are often 
called “pendular” states.

Even at modest intensity, the molecule will begin to dissociate via a process known as bond 
softening.35,139,140 In a small diatomic molecule, such as H2 the first electron will be ionized at the 
equilibrium distance of the two atoms via multiphoton or tunnel ionization. If the molecule is
indeed aligned along the light electric field, the molecular nuclei will then begin to separate by 
bond softening. Molecular dissociation begins to occur when the potential that binds the nuclear 
wavepackets couples to photons in the strong laser field. This coupling leads to a ladder of potential 
curves, each shifted by one photon in energy (described by what is known as Floquet theory141,142). 
If the field-dressed states are treated as if they are quasi-static, the Hamiltonian of the molecule can 
then be diagonalized, distorting the bound potential curves, in a manner illustrated in Fig. 13 (these 
distorted potentials are termed adiabatic potentials). As can be seen in this figure, the distorted 
curves allow molecules in excited vibrational states to dissociate, (and some in lower states can tun-
nel through the distorted potential barrier). This potential distortion is termed bond softening and 
is the main mechanism by which a molecule begins to fragment as an intense laser is ramped up in 
intensity. In H2 this bond softening occurs, for example, at intensity of ~1013 W/cm2.35

There are other means by which molecules can dissociate in midstrength fields (I <1014 W/cm2). 
In the picture in which the field is treated as a classical, periodically varying alteration to the 
Hamiltonian of the molecule, the molecule sees states that are shifted down (“dressed”) by an energy 
equal to the photon energy. The nuclear wavepacket can couple from a bound state to a dissociat-
ing state and begin to separate. For example, in H2

+ immersed in a visible light field of intensity 
around 1013 W/cm2, this occurs by coupling first to an unbound state shifted by 3hν and then, 
after some expansion of the internuclear separation, coupling to the continuum of the bound state 
dressed by two photons. This multiphoton process is often termed above threshold dissociation143,144 
because it results in the absorption of more photons than are energetically required to dissociate 
the molecule (much like above threshold ionization is absorption of more photons by an electron 
than needed to ionize).
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Coulomb Explosion

At higher intensity (1014 to 1015 W/cm2), multiple ionization of the molecular nuclei will lead to a 
Coulomb repulsion of the ions, a process known as a Coulomb explosion. This explosion happens 
very quickly and subsequent multiple ionization of the nuclei while in proximity to each other 
occurs only if the rise time of the laser is comparable or faster than this Coulomb explosion separa-
tion time. The characteristic time for explosion of a diatomic is roughly

 

τ
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CE ≈ 3
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1 2
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3 2

1 2
1 2

/ /
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q q e  
(28)

where m = m1m2/(m1 + m2) is the reduced mass of the repelling system, q1 and q2 are the charge 
states of the ionized nuclei, and R0 is the initial separation of the exploding nuclei. Equation (28) 
indicates that H2

2+ Coulomb explodes in under 1 fs, while N2
2+ explodes in about 5 fs.

Upon Coulomb explosion, the ejected ions acquire a kinetic energy just given by their initial 
Coulomb potential energy. For a diatomic molecule with ions charged by field ionization to q1 and 
q2, the Coulomb explosion energy is

 

εCE =
q q e

R
1 2

2

 

(29)

where R is the separation of the two ions at the point of ionization. In almost all cases, the observed 
Coulomb explosion energy of an exploding diatomic or other small molecule is less than that 
expected of an explosion from the molecules equilibrium distance (which is, for example, 1.4 aB 
for H2).145 This arises because of pre-expansion of the nuclear separation from bond softening and 
Coulomb repulsion of lower charge states before final ionization. A good rule of thumb is that eCE 
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FIGURE 13 Nuclear potential energy curves for the first 
bound and first unbound state of H2

+. The coupling of these 
states to a strong field leads to mixing and new distorted 
potentials called “adiabatic states,” which are pictured as 
dashed curves. The bond softening resulting from these dis-
torted curves permits molecules left in high laying vibrational 
states to dissociate immediately and those in lower states to 
tunnel out on a longer time scale. 
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upon strong field ionization will be about 45 to 55 percent of the energy calculated from equilibrium 
distances.138 For example, Coulomb explosion of H2 usually leads to the ejection of protons with 
energy between 3 and 5 eV.146 eCE is largely independent of pulse duration and wavelength.147

Molecular Tunnel Ionization and the Critical 
Ionization Distance

The ionization rate for the first electrons of diatomic molecules in a strong laser field for low charge 
states in the tunneling regime (i.e., g << 1) frequently follows standard atomic tunnel ionization 
rates, such as the ADK rate of Eq. (19), with the appropriate molecular ionization potential inserted 
into the formula.134 Nonsequential recollision double ionization of diatomics also occurs in a manner 
similar to that of atoms.148,149 There are, however, some subtleties which manifest in the tunnel ioniza-
tion rate of certain diatomic species; these deviations from standard tunneling formulas are thought to 
arise from destructive interference between electrons liberated from the two nuclear centers.150

The production of higher charge states in a molecule under higher intensity irradiation and 
the subsequent Coulomb explosion of the highly charged fragments deviates significantly from the 
predictions of tunnel ionization of single atoms. In particular, charge states from field ionization of 
molecular nuclei tend to occur at an intensity much lower than that of the same charge state in an iso-
lated ion. This occurs because of the presence of what is known as the critical ionization radius in the 
molecule.151–155 This effect can be explained simply in the quasi-classical tunneling/barrier suppres-
sion ionization model described above. It arises because the field-induced tunneling of an electron 
from the molecule can be aided by the presence of the second charged nucleus of the molecule near 
the first. This effect is illustrated for a diatomic molecule in Fig. 14, in which a diatomic molecule 

Initial equilibrium nuclear separation

Critical nuclear separation

Potential ramp 
from laser field

Nuclear separation after dissociation

Position along molecular axis

FIGURE 14 Drawing of the electron potential energy curves for a diatomic 
molecule immersed in a strong slowly varying field for three nuclear spac-
ings. At the initial equilibrium position, pictured in the upper left, ionization 
by tunneling occurs when the electron tunnels out of the combined Coulomb 
well into the continuum. On the other hand, if the molecular nuclear have 
become greatly separated by dissociation, ionization must occur by tunneling 
from the potential of an isolated ion. However, at an intermediate separation, 
the electrons from the left-most ion need only tunnel through a narrow bar-
rier formed from the combination of both Coulomb fields. This results in a 
greatly enhanced ionization rate at this nuclear separation.
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is aligned along the axis of the laser electric field. When the nuclei are close together, the electrons 
are confined in the combined potential of the two nuclei; an applied field then requires an electron 
to tunnel from the combined potential. At very large nuclear separation, the electron is effectively 
localized at one of the nuclei and the tunneling rate is just that of an electron tunneling from an 
isolated Coulomb potential well. However, as the spacing of the diatomic nuclei begins to expand 
from the close initial position, the outer barrier (on the right in the figure) begins to drop and the 
central barrier begins to rise. There will occur an optimum distance in which an electron confined 
to the “uphill” potential need only tunnel through the relatively thin central potential barrier (see 
Fig. 14 bottom). This separation is the critical ionization distance. A simple analysis of the shape of 
the potential surrounding two ions each with charge q, indicates that this critical ionization distance 
will occur roughly at

 
R

qe
Ic

p

≈ 4 2

 
(30)

If we make the approximation that the binding potential of charged ions in a diatomic are roughly 
given by the unionized molecular ionization potential divided by q, we find that the critical dis-
tance is independent of charge state. For a diatomic such as H2, the ionization potential of 15.4 eV
suggests a critical ionization distance of about 3.7 Å (about 7 atomic units or 5 times the equilib-
rium separation). A similar calculation for I2 suggests a critical ionization distance of 10 a.u. for all 
of the iodine charge states.145 

This ionization enhancement at the critical distance explains the appearance of higher charge 
states in molecular strong field ionization at lower intensity than might be expected.35 The mul-
tiple ionization dynamics follow a multistep process. After some initial ionization of a high Z 
molecule, the ions begin to separate. If they come apart to the critical distance on a time scale 
faster than the laser pulse passes [predicted by Eq. (28) for most small molecules], the nuclei 
will be rapidly ionized to higher charge states at the critical distance, leading to an energetic 
Coulomb explosion of the higher charged ions from Rc separation. This process is described in 
Fig. 15156 in which the barrier suppression ionization thresholds are plotted for various charge 
states of iodine as a function of I2 separation along with the trajectory of an iodine molecule in a 
strong field.

There is some theoretical evidence for the presence of a second, more closely spaced critical 
ionization distance in molecule strong field ionization.157 This effect, often called charge-resonance 
enhanced ionization (CREI), is a quantum mechanical effect and results from a localization of part 
of the electron wavepacket in the upper well at an internuclear separation smaller than RC described 
above. There is presently no experimental evidence for this second critical distance.

Triatomic and Larger Molecules in Strong Fields

The fragmentation of molecules larger than a diatomic quickly becomes more difficult to describe, 
though the principles described in the last two subsections apply, particularly if the molecule is lin-
ear. However, the ionization dynamics are complicated and many fragmentation channels are usu-
ally observed at intensity >1014 W/cm2.138 For example, even in a molecule as simple as CO2 multiple 
channels such as O+ + CO+ + 4.7 eV and O2+ + CO+ + 8.5 eV are observed with about equal prob-
ability when irradiated in near-IR pulses of intensity ~1015 W/cm2.138 Many fragmentation channels 
occur not as a sequence of two independent bond fragmentations but occur as one, nonsequential 
rupture of both bonds.

Tunnel ionization rates for multinuclear molecules which are linear can often be found by treat-
ing the molecule as a single elongated well potential from which the electron can tunnel in the laser 
field.158 These so-called structural tunnel ionization models have been employed successfully to 
explain ionization of more complex molecules, such as benzene,159 though multielectron effects play 
a much larger role, and the single active electron approximation implicit in tunnel ionization theory 
is inaccurate.
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21.7 STRONG FIELD NONLINEAR OPTICS IN GASES

High Order Harmonic Generation

When a strong field pulse of light propagates through an extended gas a number of new phenomena 
occur. These occur when the gas density is high enough that coherent optical and nonlinear optical 
effects become important, a point that occurs in a practical sense in gases with density above about 
1017 cm–3. The single atom or single molecule interactions described above come into play and often 
are the seeds to the initiation of other physical effects, the most common of which is strong field 
ionization leading to plasma formation. However, another important strong field effect which mani-
fests itself at intensity just at or slightly below the intensity threshold for ionization is the generation 
of radiation at harmonics of the laser field.7,24,38,160,161 This process, termed high order harmonic 
generation (HHG), is described in greater detail in other chapters of this volume so only a rudimen-
tary over view is given here.

Harmonic generation in gases subject to strong laser fields arises from the nonlinear oscillations of 
the bound electrons in the gas’s atoms. This is generally performed in gases of rare gas atoms, though 
HHG from molecular162 and clustering163 gases is also possible. At modest intensity (<1014 W/cm2), 
HHG can be thought of as a multiphoton process, illustrated in the upper left of Fig. 16. In this picture 
an atom simultaneously absorbs q photons from the intense light field and then re-emits a photon 
with energy q�ω0. Since free atoms in a gas exhibit a centro-symmetric potential, angular momentum 
must be conserved. This constraint, combined with the fact that the absorption and emission of a 
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FIGURE 15 The solid lines in this plot show the BSI ionization threshold for vari-
ous iodine ion pairs aligned along the laser field as a function of nuclear separation. 
The large dip in ionization threshold at around 10aBohr for all charge state pairs is 
a consequence of the critical ionization distance described in Fig. 14. The dashed 
line shows the trajectory in terms of laser intensity and nuclear separation that an 
iodine molecule undergoes when it is irradiated by a 150-fs pulse at an intensity of 
2.5 × 1014W/cm2 showing the various charge states created by BSI ionization in the 
pulse as the I2 molecule Coulomb explodes. The presence of the critical ionization 
dip results in higher charge state (+4 for both ions) than would be achieved at this 
intensity by irradiation of a single iodine atom. (Plot adapted from that of Ref. 156.)
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photon is accompanied by the change in angular momentum of ±h, indicates that only odd harmon-
ics of the light field can be emitted. (It also indicates that harmonics cannot be produced in a gas with 
circularly or elliptically polarized light.164,165) Because all of the atoms in a gas are driven in this way 
harmonically, their emitted radiation will add coherently and the emitted harmonic radiation will 
propagate in the same direction as the drive laser and will retain many of the temporal and coherence
properties166 of the driving laser field. More accurately, HHG can be thought of as arising from 
the nonlinear polarization induced in a medium of density ng such that P d( ) ( )t n tg= , where d(t) 
is the induced atomic dipole. In the single active electron approximation, d r( ) ( )| | ( )t t e t= 〈 〉ψ ψ , 
where y(t) is the time-dependent wave function of the laser-driven atom. 

This dipole, when driven very nonlinearly by a strong light field, will have Fourier components, 
d(qw0), at frequencies qw0 out to rather high harmonic orders (where q is an odd integer). In the weak 
field regime, where perturbation theory is appropriate, d(qw0) varies as the qth power of the electric 
field, resulting in a harmonic yields which increase as the qth power of the incident intensity. Such 
behavior is indeed observed at intensity below about 1013 W/cm2 in gases of noble gas atoms at mod-
erate harmonic number (say q = 3 to 9). However, in a strong field, at intensity of 1014 to 1015 W/cm2 
the nonperturbative behavior of the laser driven atom leads to an atomic dipole of the qth harmonic 
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FIGURE 16 Simple view of the various aspects of high order harmonic generation physics. In the 
upper left, the multiphoton view of HHG is illustrated showing why only odd harmonics are pos-
sible given the need to conserve momentum by the interaction with atoms in a gas. The plot in the 
upper right is a generalized illustration of the character of a usual HHG spectrum at nonperturbative 
intensities (>1014 W/cm2) showing the presence of an initial fall-off of yield with harmonic order at 
low orders followed by a long plateau of harmonics at roughly constant yield terminated by a cutoff. 
The bottom pictures illustrate the quasi-classical picture of HHG in which the generation of harmonic 
photons can be thought of as a result of a tunnel ionized electron recombining with its parent ion upon 
return to the nucleus in the field.
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that will vary with a power law, Ip, that is usually well below the harmonic order (p < q).167 In most 
strong field interactions in near-IR pulses at orders of q = 11 to 101, p will typically rest in the range 
of 5 to 8.7 

Harmonic generation in this nonperturbative regime leads to a dramatic spectrum of harmon-
ics that differs markedly from that expected from simple, multiphoton arguments. The emitted 
harmonic spectrum in this nonperturbative regime usually exhibits behavior illustrated in Fig. 16. 
The yield of the low order harmonics, out to perhaps the 5th or 7th order, falls exponentially, as 
expected under perturbation theory. However, the yield of harmonics at higher orders will then 
remain roughly constant, out to rather high order, a feature usually termed the HHG plateau. This 
plateau is then followed by an abrupt cutoff in harmonic production. Extremely high orders of 
harmonics from near-IR lasers have been demonstrated, with q > 101 achievable with sub-100 fs 
laser pulses. When extremely short (<20 fs) pulses are used, the gas atoms can survive to an even 
higher intensity resulting in extremely high order harmonic production. Orders well over q ~ 201 
can be produced with such pulses in high ionization potential atoms such as helium,6,168 though 
the spectrum loses its distinct harmonic character at these very high orders. Obviously, conversion 
of a near-IR laser to such high-order results in light with wavelengths in the XUV and soft x-ray 
region (2 to 30 nm), and as such represents an attractive means for generation coherent pulses in 
this soft wavelength region.

Quasi-Classical Model of High Harmonic Generation In the strong field regime, it is pos-
sible to describe HHG with a quasi-classical model, much as strong field ionization and ATI can be 
described in this regime.10,11 Again, such a model is appropriate when the light field meets the con-
dition that gK

 < 1. The mechanism for producing harmonic radiation by this model is illustrated in 
Fig. 16 at the bottom. The strong laser field can induce tunneling of the bound electron wavepacket; 
this freed electron wavepacket oscillates in the laser electric field. Electrons freed at certain phases of 
the laser oscillation can return to the vicinity of the nucleus and recombine back down to its initial 
ground state, emitting a photon of energy Ip

 + eosc. The periodic return of many wavepackets leads to 
emission of radiation at well-defined harmonics of the light field.169

The energy of the emitted photon depends on the electron’s energy upon return to the nucleus. 
As Eq. (24) illustrates, if the electron is born by tunneling at a phase f0, then the electron can return 
to the nucleus to produce a harmonic photon with energy 

 
�ω φ φHarm osc sin sin= − +1

2
2

0
2m v Ie p( )

 
(31)

As mentioned in Sec. 21.5, analysis of Eqs. (24) and (31) indicates that the electron will return with 
maximum energy at f0 = 17° and 197° and does so, in that case, with energy 3.17Up. This analysis 
leads to a well-known formula for the maximum photon energy of the high harmonic spectrum, 
known commonly as the cutoff harmonic

 
q I Up pcutoff�ω0 3 2≈ + .

 
(32)

In most experimental situations, Up is usually evaluated at the intensity at which ionization starts to 
saturate. Above this intensity, there are no further atoms to participate in the harmonic generation 
process so further increase in intensity does not lead to a higher order cutoff harmonic. This cut-
off formula was first discovered via numerical simulations170 and has been well confirmed in many 
experiments.6,7,168

This quasi-classical model for HHG predicts some important features of HHG. Because some 
time must elapse between the freeing of the electron by tunneling and its return to the nucleus to 
emit a photon, the emitted harmonic will pick up a phase shift with respect to the laser field.169,171 
This model indicates that this phase shift is intensity dependent and, therefore, has a consequence 
on the macroscopic phase matching of the harmonics.172 Also note that Eqs. (24) and (31) indicate 
that most return energies can be generated by two different electron trajectories, resulting from lib-
eration at two distinct phases in the laser field. The two trajectories, a short and a long trajectory, can 
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21.30  QUANTUM AND MOLECULAR OPTICS

destructively interfere in the harmonic generation because of their differing phases resulting from 
their different times spent in the continuum before recombining with the parent nucleus.173,174

Harmonic Yield and Phase-Matching Considerations Because HHG is a parametric process that 
results from the coherent addition of radiation produced from the nonlinear oscillations of elec-
trons from many atoms in the gas, the harmonic intensity is strongly affected not only by the single 
atom physics of the atomic dipole, but also by phase-matching processes. As in standard nonlinear 
optics and usual harmonic generation, the harmonic field will continue to grow along with the 
propagating laser as long as the HHG field is in phase and newly generated harmonic light can add 
coherently.175 If this condition is preserved, the harmonic yield will increase as the square of propa-
gation distance. However, phase shifts associated with differences in refractive index between the 
fundamental and the harmonic as well as phases intrinsic to a focused laser beam will lead to mis-
matches that will clamp the harmonic generation.

While there are a number of ways to generate harmonics, one of the most common ways is to 
focus a Gaussian-shaped beam into a gas medium of length L with density n0. Calculating the har-
monic yield is a very difficult problem, however, estimates can be simply made with a few assump-
tions. A simple model for the harmonic conversion yield can be delineated for a focused Gaussian 
beam with confocal parameter b (defined by usual Gaussian optics as b = 2pw0

2/l, where w0 is the 
usual 1/e2 focal radius) and with the induced single atom dipole at the qth harmonic that varies as 
| ( )| | |d q Ep

pω ξ= 1 . The integrated energy yield of the qth harmonic generated by a square top pulse of 
duration tp then is given by167
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(33)

where Δk is a phase mismatch induced by the medium itself. The final sinc2 factor is a strong field 
generalization of the phase-matching factor found in standard nonlinear optics and determines the 
coherence length 

 
L k q b q pbc = + − −[ ( )]π Δ / / /2 1  (34)

over which harmonic generation can build up. A medium length, longer than this coherence length 
will result in destructive interference and a clamp on the harmonic conversion. 

The harmonic yield is determined by a complicated interplay of the laser propagation, the 
medium density, the atomic response, and loss of media through ionization. As a result, the har-
monic conversion efficiency of high harmonics in the plateaus varies broadly and can range from 10–8 
times the input laser energy for very high harmonics (q ~ 31 to 101) in tightly bound atoms (such 
as He or Ne)176 up to as high as ~10–5 for moderate order harmonics (q ~ 23 to 31).177 The phase 
mismatch Δk usually arises at low intensity from the intrinsic dispersion of the gas itself between 
the fundamental and the harmonic. At higher intensity, as ionization becomes important, Δk will be 
determined by the dispersion of the plasma itself. In this regime when a plasma density of ne is created 
by ionization 
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(35)

At higher intensity in weakly focused beams (i.e., when b >> L) this plasma-induced phase 
mismatch dominates the high harmonic production process. For example, at a plasma density of 
1018 cm–3, the coherence length of the 31st harmonic implied by Eq. (35) is only ~10 μm. Therefore, 
harmonics are produced only over this length, even if the medium is substantially longer (as is 
usually the case).
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Attosecond Pulse Generation

The harmonic spectrum schematically illustrated in Fig. 16 in fact has a very broad bandwidth if 
the entire spectrum is considered as having a coherent phase relationship over the entire spectral 
window. This implies that such a broad spectrum, when Fourier transformed, results in a pulse, or 
a train of pulses, with duration well under 1 fs, that is, in the attosecond regime. This situation can 
indeed be achieved experimentally leading to the production of attosecond pulses with duration 
approaching 100 as.9,31,178–180 The physical origin of this can be easily seen within the context of 
the quasi-classical model. The return of an electron during its HHG generating recollision can be 
thought of as producing a short burst of bremsstrahlung radiation with duration comparable to the 
return encounter of the electron. If a laser pulse is short enough, such a bright burst can be made to 
occur for only one laser cycle and, therefore, produce a single isolated burst of attosecond radiation. 
This process is described at length in another chapter in this volume. 

21.8 STRONG FIELD INTERACTIONS
WITH CLUSTERS

When a strong laser field interacts with a cluster of atoms, collective effects not present in the inter-
action of strong field pulses with ions or small molecules come into play.19,39,181–183 Here clusters 
refer to assemblages of greater than ~100 atoms on one hand, but assemblages whose spatial dimen-
sion is still well below the laser wavelength, that is, particles with diameter <100 nm or < 106 atoms. 
Such clusters are usually van der Waals bonded assemblies of atoms or small molecules. Large, easily 
polarizable atoms such as Xe or Kr form clusters most easily, though even small atoms or molecules, 
such as H2 can be made to cluster under the right circumstances.

Ionization Mechanisms in Clusters

Clusters will ionize in strong laser fields at intensities in which single atoms begin to ionize. In the 
cluster, however, there are two aspects of the ionization that must be considered, the inner ioniza-
tion of the constituent atoms and ions and the outer ionization, resulting from the removal of free 
electrons within the cluster out, away from the cluster.39 Ionization of the cluster is shaped by the 
fact that the laser field penetrates completely through the cluster, even when many free electrons are 
retained in the cluster and act as a plasma. This can be seen by noting that the plasma skin depth 
λ ω ωp pc= −/( ) /2

0
2 1 2 is almost always much smaller than the cluster diameter, even at solid electron 

density ne (note that lp ~ 20 nm at solid density). Here wp = (4pe2ne/me)
1/2 is the plasma frequency 

(the resonant frequency at which electron waves in a plasma oscillate.184) 

Inner Ionization Processes in the Cluster When a strong field light pulse begins to interact with 
the initially unionized cluster the constituent atoms in the cluster undergo ionization. This pro-
cess is usually termed inner ionization because the electrons liberated from the atoms within the 
cluster do not necessarily exit the cluster as a whole. If these electrons linger in the cluster, they 
produce a nanoplasma which has unique collective properties.181 Inner ionization in the early 
stages of the laser interaction is usually dominated by quasi-classical tunnel ionization. The tun-
nel ionization of atoms within the cluster can be enhanced in a manner similar to the enhance-
ment of ionization in diatomic molecules resulting from the suppression of the binding potential 
from neighboring ions in the molecule (discussed in Sec. 21.6).185 The presence of nearby ions in 
the cluster can succeed in lowering the Coulomb binding potential (as illustrated in Fig. 17), and 
tunnel ionization can be greatly enhanced. This process has been termed “ionization ignition.”186 
A second process can also increase the rate of inner ionization in the cluster. This ionization 
occurs by collisional ionization by free electrons in the cluster, driven in an oscillatory motion by 
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the strong laser field. The rate of this laser-driven collisional ionization can be calculated by using 
the well-known Lotz formula for ionization187 
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(36)

Here ai ≈ 1.1 × 10–37 cm2 – erg2, and Qi is the number of electrons in the outer shell of the ion. 
This laser driven collisional ionization rate tends to dominate the ionization in the cluster, usually 
being higher than the tunneling rate for most solid density cluster plasmas.181 This laser driven col-
lisional ionization in the cluster leads to the production of charges states well above those which are 
observed in strong field ionization of single atoms at similar intensity.188–190 For example, Eq. (36) 
predicts that the ionization rate for Ar+15 → Ar+16 is about 0.001 fs–1 at an intensity of 5 × 1017 W/cm2 in 
a 1-μm laser pulse. This would yield approximately 10 percent ionization to He-like Ar during a 100-
fs pulse. On the other hand, the BSI theory indicates that an intensity of 2 × 1021 W/cm2 would be 
needed to achieve significant ionization to Ar+16 by direct field ionization. This laser driven collisional 
ionization can lead to the production of very high charge states in clusters, even at modest laser 
intensity.189,190

Outer Ionization of the Cluster If space charge forces retain the inner ionized electrons in the body 
of the cluster, the removal of electrons from the cluster sphere, outer ionization, may take much 
longer than the initial inner ionization (see Fig. 17). There are two regimes for outer ionization in 
the strong field irradiation of the cluster. First, the laser field itself can extract the electrons from the 
cluster. In a very strong field (i.e., E Q e R0 0

2>> clust / , where Qclust is the number of electrons removed 
by outer ionization from the cluster, and R0 is the radius of the cluster), outer ionization occurs 
almost instantaneously and the cluster enters the Coulomb explosion regime. For laser fields com-
parable to or smaller than the binding field of the laser, it can be shown that the number of electrons 
outer ionized by the laser field is191

 

Q
n R eE

m
e

e p
clust ≈12 0

2
0

2
π

ω
 

(37)

Position in the cluster

Bound electrons

Inner ionized electrons 
(nanoplasma electrons)

Outer ionized electrons 
(freed from cluster)

 

FIGURE 17 Plot of the Coulomb potential of ions arrayed in a cluster. The 
close proximity of many ions can suppress the barrier of the binding potentials, 
enhaning the tunnel ionization rate in the cluster. Some ionized electrons, how-
ever, will be confined to the cluster potential as a whole, resulting in the forma-
tion of a nanoplasma.
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which is proportional to the square root of intensity. Alternatively, outer ionization can occur by 
electrons that have been heated sufficiently to escape the binding potential of the cluster. In this 
case, the rate of outer ionization by “free streaming” can be estimated assuming a Maxwellian elec-
tron energy distribution with temperature, Te

181
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(38)

where Kesc = Qcluste
2/R0 is the energy needed to escape, λ πe B e ek T n Z e= +( ) ( ) ln2 44 1/ Λ is the electron 

mean free path in the cluster and ln Λ is the well-known plasma Coulomb logarithm.

Coulomb Explosion of Small Clusters

If a cluster is stripped of most of its electrons via the outer ionization process very quickly, much 
faster than the cluster can expand, the cluster will disassemble by a Coulomb explosion. For the 
cluster to evolve in this limit, two conditions must be met (1) the intensity of the light field must be 
high enough and (2) the laser pulse must ramp up to the intensity needed for complete outer ion-
ization must faster than the cluster expands.

The first condition is difficult to determine as the intensity needed for complete outer ionization 
is not easily calculated analytically; it depends on the dynamics of the driven electron cloud in the 
cluster. This can be estimated by requiring that the laser ponderomotive energy dominates the elec-
tron dynamics over the confining potential energy of the cluster, 

 

U
Q e

Rp > clust
2

0  
(39)

Here Qclust is the total charge on the cluster sphere from electrons that have previously exited the 
cluster. The second condition mandates that the rise time of the laser pulse to the stripping ponder-
omotive potential be faster than the explosion time of the cluster. This characteristic explosion time 
can be estimated by calculating the time required for a charged cluster to expand from its initial 
radius, a, to twice its initial radius. Integration of the motion of a charged deuterium cluster yields 
for this characteristic explosion time:
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(40)

where mi is the mass of the ions and ni is the density of atoms in the cluster. Note that tCoul is inde-
pendent of cluster radius and equals about 15 fs for fully stripped hydrogen clusters. Equation (40) 
indicates that the Coulomb explosion limit can usually be accessed in clusters only with intense, 
sub-100-fs laser pulses.192 

If a Coulomb explosion is driven and it can be assumed that all electrons are removed prior to 
any ion movement, the ion energy spectrum from a single exploding cluster, denoted fsc(e), can be 
stated as193
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where e max is the maximum energy of ions ejected and corresponds to those ions at the surface of 
the cluster, ε πmax = 4 32

0
2e n Ri / . In hydrogen clusters, for example, e max is about 2.5 keV for 5 nm 
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clusters. This ion spectrum is peaked near e max. In most experiments, however, the clusters irradi-
ated are composed of a broad size distribution. This tends to broaden the ion energy distribution 
observed.

Nanoplasma Description of Large Clusters

In the limit of a Coulomb explosion, the principal absorption mechanism for laser light is in the 
deposition of the energy needed to expel the electrons from the charged cluster. The other limit of 
strong field laser cluster interactions occurs when there is little or no outer ionization subsequent 
to significant inner ionization in the cluster. This tends to occur in larger clusters and clusters com-
posed of higher Z atoms which can become more highly charged. When outer ionization lags inner 
ionization, a nanoplasma is formed in the cluster.181 In this case, the laser interactions with the clus-
ter can be dominated by collective oscillations of the electron cloud.

Cluster Electron Heating Because the electrons are confined to the cluster by space charge forces, 
they can acquire energy from the intense laser field. Because of the collective oscillation of the elec-
tron cloud, the electric field inside the cluster will be72
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(42)

where the dielectric constant can usually be taken to be a that from a simple Drude model for a plasma 
ε ω ω ω νD p i= − +1 2

0 0/ ( ). n is the electron-ion collision frequency (discussed below). Equation (42) 
indicates that the field is enhanced in the cluster when the laser frequency is 31/2 times the plasma 
frequency, that is, when n n n m ee e/ /crit crit= =3 40

2 2. ( ω π  is the plasma critical density, at which the laser 
oscillates at the plasma resonance frequency.) This resonance condition corresponds to a state in 
which the laser frequency matches the natural collective oscillation frequency of the electron cloud 
in the spherical cluster. This resonance condition is accompanied not only by an increase of the field 
in the cluster but also an increase in the electron heating rate and cluster absorption of energy from 
the laser. The heating rate of electrons in the cluster is then194
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The choice of collision frequency in this equation is complicated by various aspects of strongly cou-
pled plasma physics, but for most interactions in which the electrons in the cluster are dominated by 
the driven motion of the laser electric field, we can say that the collision frequency most relevant for 
strong field cluster interactions is195
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(44)

where Z is the average charge state of ions in the cluster and ve = (kBTe/me)
1/2. The principal conse-

quence of this resonance occurs after the cluster has been initially inner ionized to an electron den-
sity near that of a solid (~1023 cm–3). As the cluster expands, its resonance frequency falls and, if the 
laser pulse is long enough, will come into resonance with the laser. This is accompanied by a violent 
driving of the cluster nanoplasma cloud with rapid energy deposition in the cluster. Electron tem-
peratures of many tens of keV are possible, even with modest (<1016 W/cm2) drive intensities. When 
such cluster nanoplasmas are irradiated in a dense gas jet, very high (near 100 percent) absorption 
of the laser occurs196 and bright x-ray emission, high ion temperatures, and even nuclear fusion can 
be observed.182,197–200 Because of this dynamic plasma resonance, there is often an optimum pulse 
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duration for heating clusters in this manner.201 For example, small Ar clusters can expand into reso-
nance on a 100-fs timescale, while large (>10 nm) Xe clusters can take 1 to 5 ps to reach resonance 
with a near-IR laser.202

Cluster Expansion Mechanisms In the nanoplasma regime, the cluster will expand, though not 
by Coulomb repulsion forces between ions, as it does in the Coulomb explosion regime. Instead, 
it will expand by the ambipolar potential created by the thermal pressure of the hot electrons 
in the nanoplasma, pe = nekTe. This pressure will lead the cluster to explode on a time scale of 
texpl ≈ R0(me/ZkTe)

1/2. The resulting ion spectrum will be characteristic of that from a hydro-
dynamicailly exploding plasma, as illustrated in Fig. 18. The hot tail that results from such an 
expansion can lead to the production of ions with hundreds of keV to MeV of energy, even in 
laser pulses with ponderomotive energies of only ~1 keV (an intensity of about 1016 W/cm2 in a 
near-IR field).

It should be noted that the simple model used here to describe the clusters in the nanoplasma 
regime rely on the assumption that the cluster remains more or less uniform density. During the 
expansion of the cluster, it will devolve from a uniform density to a plasma with a radial plasma gra-
dient. In this case, the absorption is likely dominated by resonance absorption (described in Sec. 21.10) 
at the critical density surface around the cluster circumference.203 In addition to the absorption pro-
cesses described, various plasma processes can occur, such as electron ion equilibration and electron 
recombination, affecting the cluster dynamics. 

Intense Laser Pulse Interactions with Clusters
in the Nonneutral Regime

The description of the dynamics of a cluster in a strong laser field in a regime intermediate to the 
Coulomb explosion and the nanoplasma regimes, when outer ionization is only partial, is compli-
cated. Simple electrostatic theory tells us that if some of the electrons have been outer ionized, then 
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FIGURE 18 Example of the ion spectrum resulting from the irra-
diation of Xe clusters in the nanoplasma regime. These ~2500 atom 
Xe clusters were irradiated by a 100-fs pulse at an intensity of ~2 × 1016 
W/cm2. This illustrates how ions with energies (~1 MeV in these data) 
much higher than Up

 (~1.2 keV here) can be generated during the inter-
action with clusters. (Figure adapted from Ref. 189.)
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the cluster, no longer quasi-neutral will evolve so that the remaining electrons will collapse into 
an inner, neutral cloud within the cluster, a situation illustrated in Fig. 19.191 The laser field will 
then pull the electron cloud over by a distance d0 = 3eE0/mewp

2. This extracts electrons through 
laser field acceleration.

Electron Stochastic Heating In the intermediate regime of cluster ionization, there will be a popu-
lation of electrons that will be driven by the laser in the vacuum surrounding the cluster sphere. 
These electrons can pass in and out of the cluster a number of times, picking up energy from the 
laser at each pass, in a manner similar to the vacuum heating described in Sec. 21.10. This heating 
is called stochastic heating and leads to the generation of a population of very high energy elec-
trons. It can be shown that the maximum energy that can be reached by electrons in this manner is 
emax ~ meR0

2w2, an energy which can be well in excess of the ponderomotive energy if the cluster is 
much larger than a quiver amplitude.191

21.9 STRONG FIELD PHYSICS IN UNDERDENSE 
PLASMAS

In this section, we will discuss the physics involved in the interaction of strong field electromagnetic 
pulses with underdense plasma, namely, plasma in which the plasma frequency ω πp e ee n m= 4 2 /
is smaller than the laser frequency, w0. In this situation, the refractive index of the plasma 
n p= −1 2

0
2ω ω/ , is real and the laser field can propagate through the plasma. At high intensity, 

various field driven coupling mechanisms occur which deposit energy into the plasma fluid through 
interactions with charged particles individually or through interactions with plasma waves. These 
interactions tend to heat the plasma electrons as a whole or they directly couple laser energy into a 
small population of fast electrons.

Ion background 
ne = 0

 

Residual electron core 
ne ≈ ni

 

Displacement ~ E0

Laser E-field

FIGURE 19 Schematic showing the geometry of the electron cloud 
within the ion sphere of a partially charged cluster. The electron cloud 
contracts to create a quasi-neutral core which can be driven from side 
to side by the strong laser field. When the oscillations are large enough 
that some of the electron cloud is pulled out away from the ion sphere, 
outer ionization of these electrons occurs.
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Strong Field Inverse Bremsstrahlung Heating

Perhaps the most basic mechanism for an intense light pulse to heat underdense plasma is through 
inverse bremsstrahlung: collisional heating. In the strong field regime with IR or optical wavelength 
pulses, the process can be accurately described classically. The nature of the heating is illustrated 
in Fig. 20. When an oscillating electron in the laser field collides with an ion and scatters from the 
Coulomb field of the ion, its adiabaticity is broken, acquiring some random, thermal energy from 
the laser field. The heating rate of electrons is then some appropriate electron-ion collision fre-
quency times the amount of energy gained per collision, which can usually be taken to be the pon-
deromotive energy. So the heating rate per electron is dU/dt|IB � νei Up.

184

At low intensities, the electron-ion collision frequency can be taken to be the usual temperature-
dependent plasma electron-ion collision rate.204 In the strong field regime the picture is a little dif-
ferent. When Up > kBTe the electron motion is dominated not by thermal motion but instead by the 
ponderomotive motion of the laser, which means that the standard collision frequencies utilized in 
normal plasma physics cannot be used. There have been various models published to describe the 
electron heating and dynamics in this strong field limit.195,205 A good model for heating of electrons 
in a strong field leads to a heating rate of 206
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Again, lnΛ is the usual plasma Coulomb logarithm, which can be taken for the underdense plasmas 
treated here to be Λ =( ) / / /kT Ze ne i

3 2 1 2 3 1 24/ π . 
Notice that in this high-intensity regime, the heating rate actually decreases with increasing 

intensity (as I−1/2), which results from the strong decrease of the Coulomb scattering cross section 
with increasing electron velocity. (The heating rate also decreases with increasing wavelength for the 
same reason.) It is interesting to note that, when the full kinetic evolution of the electron energy dis-
tribution function is solved in the high-field limit, the electron distribution approaches that natu-
rally of a Maxwellian, independent of any electron equilibration.206
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FIGURE 20 Calculation of the classical trajectory of an elec-
tron in a laser pulse which decays in time adiabatically to zero. 
The electron velocity falls to zero with the laser field and acquires 
no net energy when no collision takes place. If, however, an 
instantaneous 90° collision occurs, this breaks the adiabaticity 
of the electron’s oscillation leaving it with some residual velocity 
after the pulse field has fallen to zero. This is the origin of inverse 
bremsstrahlung heating.
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Plasma Instabilities Driven by Intense Laser Pulses

A salient feature of high-intensity laser interactions with plasmas is that plasmas can support collective 
motion, including coherent waves, which couple to the electromagnetic field of the laser. These plasma 
waves manifest themselves in various ways, such as in ion acoustic waves, (which are essentially sound 
waves in the plasma gas184). Because a plasma is composed of a positively charged ion fluid and a nega-
tively charged, light electron fluid, it can also support electrostatic and propagating electromagnetic 
waves, often called Langmuir waves, composed of an oscillating electron density fluctuation.

Because the laser field is an electromagnetic wave, it can couple energy to these plasma waves as 
the pulse propagates through the plasma. For example, if the pulse drives ion acoustic waves, the 
process is termed Brillouin scattering. This process is usually not significant in ultrashort pulse, 
high-intensity interactions because the mass of the ions are so large that the growth rate of such 
instabilities is too slow for the laser pulse duration. Of greater importance to intense ultrashort laser 
pulses (with I > ~1016 W/cm2) is the coupling of laser energy to electron plasma waves. This cou-
pling can occur through a panoply of mechanisms, such as the so-called 2wp mechanism,207 but the 
most important process in the strong field regime is electron Raman scattering.208 The energetics of 
this process are described in Fig. 21. In Raman scattering, one laser photon is coupled to an electron 
plasma wave (which naturally oscillates at the plasma frequency) and results in the production (or 
destruction) of one quanta of the plasma wave with the simultaneous production of a photon at a 
shifted wavelength. The scattered light has frequency downshifted if energy added to the plasma wave 
(the Stokes process) or upshifted if energy is absorbed from the plasma (the anti-Stokes process).

In an intense laser pulse this process can undergo positive feedback, resulting in an exponentially 
growing instability, coupling a significant amount of light energy into the electron plasma wave 
(which is usually a longitudinal electron density fluctuation). How this happens can be seen if one 
considers what happens if a Stokes photon is produced in a Raman scattering event at a frequency 
of ws = w0 − wp. This new field can add to the fundamental laser oscillation creating a beat frequency 
of wb = w0 − ws = wp which can then, in turn, drive the plasma wave resonantly, increasing its ampli-
tude and further driving the production of more Stokes photons. This feedback process leads to 
exponential growth of the Stokes field and the plasma wave, and is usually referred to as stimulated 
Raman scattering (or SRS).

The growth rate, defined by noting that the scattered wave amplitude and scattered light field 
grow as ~eΓt, can be found from the coupled nonlinear equations describing the Stokes field (which 
is the one which will be resonant, growing the fastest) and the plasma wave. In the nonrelativistic 
limit, this growth rate is184
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FIGURE 21 On the left, the energetics of Raman scattering in a plasma are 
demonstrated for the Stokes process in which a laser photon is scattered by a 
plasma wave creating a lower energy Stokes photon and depositing �ω p of 
energy into the plasma wave. The right-hand drawing illustrates the conservation 
of momentum for SRS backscatter and forward scatter, showing that the electron 
wave k-vector, and hence the growth rate, are maximum for the backscatter case.
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here ωBG is the Bohm-Gross plasma frequency ω ωBG /= +p B ek k T me e
2 2 23 ( ) , which is simply equal 

to the plasma frequency for a cold (Te = 0) plasma, and ke e=| |k  is the magnitude of the wave-
number of the plasma wave, defined by conservation of momentum by k k ke s= +0 . Equation (46) 
illustrates that the growth rate of this instability increases as the square root of the light intensity. 
In underdense plasma such that w0 >> wp, wBG the growth rate also scales with the square root of 
laser drive wavelength. Consequently, high intensity, long wavelength light pulses are much more 
susceptible to the SRS instability. In practice, an intense light pulse will cause the instability to grow 
from density fluctuations arising from thermal noise present in any plasma. When the laser pulse 
has passed, the plasma waves will tend to damp either by collisional processes in the plasma or by 
noncollisional processes such as Landau damping.184

The growth of SRS has two significant consequences: (1) it acts to absorb energy from the intense 
laser pulse coupling its energy to the plasma electrons and (2) it can drive plasma waves to large ampli-
tude, which, in turn generate high energy, nonthermal electrons. Often the hot electrons generated can 
have energy many times that of the ponderomotive energy, which means electrons of tens to hundreds 
of keV even at modest intensity (say ~1016 to 1017 W/cm2). There are two important regimes of SRS.

Stimulated Raman Backscatter In a low density plasma (w0 >> wp) | | | |k k0 ≈ s . From Eq. (46) it can be 
seen that for a given plasma density and laser intensity the growth rate is maximum when ke is maxi-
mum. As Fig. 21 illustrates this occurs when the generated Stokes light is directly backscattered. In this 
case, when the plasma is cold, the growth rate in the nonrelativistic limit is ΓSRS-bs /≈ ω ωp p eU m c0

2.
The growth time in this case is just the temporal pulse duration of the main pulse, since the Stokes 
field propagates backward through the main pulse. If the laser pulse spatial length is comparable to 
the length of the medium of interaction, a condition satisfied, for example, when an intense picosec-
ond pulse propagates through a gas jet of a few mm in length, SRS backscatter will be the dominant 
plasma instability.209 Practically speaking, SRS backscatter will be important—resulting is a significant 
amount of laser energy backscattered (>1 percent) and significant plasma heating—when GSRStpulse
~6 to 7. Equation (46) indicates that this will occur in a 100-fs pulse with wavelength near 1 μm 
propagating through a plasma of ne ~ 1018 W/cm2 when the pulse intensity exceeds ~2 × 1017 W/cm2.

Stimulated Raman Forward Scatter When the laser pulse is very intense, and the duration is short, so 
that SRS backscatter has little time to grow, the situation is different. In this case, SRS forward scattering 
is possible, with geometry illustrated in Fig. 21.210 Now, though ke is small the Stokes or anti-Stokes radi-
ation copropagate with the intense drive laser, (and, in fact, both Stokes and anti-Stokes can be nearly 
resonant and grow at about the same rate211). The scattered radiation growth factor is now determined 
by the length of the pulse propagation in the plasma. This effect tends to be particularly important for 
pulses at relativistic intensity (i.e., >1018 W/cm2) so relativistic effects must be included in deriving a 
growth rate. In this case, the growth rate, in terms of the normalized vector potential a0, is

66
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SRS forward scattering becomes important when ΓSRS-fs L/c ~ 6, where L is the propagation length 
through the plasma. Equation (47) yields the surprising result that at strongly relativistic intensity
Γ ~1/a0 ~1/I1/2 so the growth rate actually decreases with increasing intensity. This is a consequence 
of the increase of the effective mass of the electrons when they are driven at relativistic oscillation 
velocities. Equation (47) indicates that a 1-μm wavelength pulse traversing 5 mm of plasma at density 
1018 W/cm2 will exhibit significant forward scattering when a0 � 0.8, an intensity of ~1 × 1019 W/cm2.

Wakefield Generation and Electron Acceleration

The plasma instabilities discussed in the section “Plasma Instabilities Driven by Intense Laser Pulses” 
essentially arise from the fact that electron plasma oscillations can be driven to large amplitude by 
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the oscillating ponderomotive force of the strong light field. These plasma oscillations are longi-
tudinal waves, with longitudinal electric fields acting as restoring forces on the oscillating electron 
density fluctuations. This situation is shown schematically in Fig. 22. The presence of these strong, 
oscillating electric fields has been investigated for a number of years as a means to accelerate elec-
trons.14,15,32,212–217 Electrons to be accelerated are either injected externally or get accelerated from 
the free electrons in the plasma itself, often through a process known as wave breaking (discussed 
below). Since the acceleration is accomplished through the creation of a plasma wave left in the 
wake of the ponderomotive force of the laser, this idea is termed plasma wakefield acceleration.

In a general sense, the idea is to expel electrons from a region in the essentially immobile back-
ground ions through the ponderomotive force of the laser. The phase velocity of this plasma wave, 
then, is just that of the group velocity of the laser pulse traveling through the plasma, v cg p= −1 2

0
2ω ω/ . 

Electrons injected at the right phase of the plasma wave, if traveling at a velocity near this group 
velocity (i.e. ~c) can surf along with the wave, acquiring energy from it. The laser intensity 
required is set by the scheme in which the plasma wave is produced (detailed below) but in 
general the ponderomotive force, −∇U p at the peak of the pulse should be sufficient to expel 
a sizable number of electrons from their background neutralizing ions. Practically this means 
that the required intensity is 1016 to 1018 W/cm2 for ~1-μm wavelength pulses in moderate den-
sity (~1018 cm−3) plasmas. The longitudinal electric field that is produced in such an oscillating 
plasma wake, EWF, can be easily estimated using Poisson’s equation and the fact that the wave 
moves at nearly c with an oscillation frequency of wp

32

 
E m c ne eWF =η π4 2  (48)

where h is the fractional plasma wave amplitude of the wakefield (Δn/n). Equation (48) indicates 
that very large acceleration gradients are possible with plasmas. In a plasma of density 1018 cm−3 
nearly 1 GeV/cm acceleration can be achieved if the laser pulse is intense enough to approach h ~ 1.

Intense laser pulse drives a plasma 
wake through ponderomotive forces

tp = wp
–1 tp > wp

–1

 

Electrons surf along 
accelerated by the restoring 

electric field of the wave 
 

νgroup/wp

Crests of the wake 
follow the pulse at 

velocity ngroup

 

–eE

Plasma wave modulates long laser 
pulse at plasma frequency

 

Electrons injected by 
wavebreaking are accelerated 

by plasma wave

 
 

Linear wakefield generation Self-modulated wakefield generation

FIGURE 22 Schematic illustration of how wakefield acceleration works in two situations. On the left, the plasma wave is 
excited by the ponderomotive force of a laser pulse with duration comparable to the plasma oscillation time. On the right 
is illustrated the case in which the driving laser is longer than a plasma period, but through Raman forward scattering has 
become modulated at the plasma frequency.
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The accelerating field is limited by the fact that, as one pushes to higher fields, eventually the 
plasma wave becomes nonlinear. This means that the electron fluid velocity begins to exceed the 
wave phase velocity and the wave loses its coherence, a situation called wave breaking.184 This non-
linear behavior can serve to inject electrons out of the coherent wave oscillation into the accelerating 
gradient of the wakefield.213 It does, however, set a limit on the maximum electric field attainable. In 
general this maximum field is very difficult to predict, but a rough estimate can be made using the 
“cold wave-breaking” limit, which says that the maximum wakefield strength occurs when h ~ 1, 
that is  when E m c ee pmax ≈ ω / .66

The limit of acceleration with such laser driven plasma waves, at least in a single plasma stage, 
arises from the fact that there is a slight mismatch between the electron velocity and phase velocity 
of the plasma wave, so that electrons eventually move out of the accelerating phase of the wave and 
catch up to the electric field in the other direction, decelerating the electrons. This dephasing length 
can be found by assuming that the electrons are relativistic with velocity very near c, but that the 
plasma wave has velocity given by that of the laser pulse group velocity. Then the maximum length 
over which an electron can be accelerated before dephasing is L c pdepahse /≈ 2 0

2 3πω ω . For the example 
just cited, this implies a maximum per-stage acceleration length of 3 cm. Because the accelera-
tion field scales as ne

1/2, while the dephasing length scales as ne
−3/2 there tends to be an advantage in 

using lower plasma density (subject to the constraint that it becomes more difficult to propagate an 
intense focused pulse over longer distances). In general, there are three methods of optical wakefield 
generation.

1. Linear wakefield generation. This method relies on nearly resonantly driving a wakefield in 
the plasma by matching the laser pulse duration to the plasma oscillation period, such that 
τ π ωpulse /≈ 2 p.14,212 This situation is schematically illustrated in Fig. 22 on the left. For the condi-
tions cited in the above examples, the optimum plasma wave amplitude is achieved with a pulse 
of ~100-fs duration.

2. Self-modulated wakefield generation. When the laser pulse is much longer than the plasma oscil-
lation period, it cannot resonantly drive the plasma wave. However, as described in the section 
“Plasma Instabilities Driven by Intense Laser Pulses,” plasma instabilities can lead to the creation 
of radiation with frequency shifted by the plasma frequency.210 This copropagating light, stimu-
lated Raman forward scattering, modulates the laser pulse at the plasma period (illustrated in 
Fig. 22, right). Consequently, the self-modulated wakefield requires some period of propagation 
for instability growth and, therefore, typically requires higher intensities than the linear wake-
field. In both linear and self-modulated wakefield experiments, the fast electrons that emerge 
from the plasma typically have a very broad energy spectrum, essentially arising from the fact 
that if electrons are not externally injected, wavebreaking will tend to inject electrons at ALL 
phases of the wakefield, leading to a range of accelerated energies.213,214,216

3. Plasma beat wave acceleration. The third approach to wakefield generation involves copropagat-
ing two pulses at slightly different frequencies such that their difference “beat” frequency is reso-
nant with the plasma frequency. This approach usually requires difficult laser technology and is 
not commonly pursued in the strong field laser regime.215

Bubble Acceleration A somewhat different regime exists in the plasma when the driving laser pulse 
is very intense (>1019 W/cm2), the pulse duration is shorter than the characteristic plasma oscilla-
tion time (about half an oscillation time has been found optimal in simulations28), and the pulse is 
focused to a spot comparable to a plasma oscillation wavelength. In this regime the plasma electron 
density is driven strongly nonlinearly to an amplitude in which wave breaking occurs over a fraction 
of a plasma cycle.218–221 The plasma structure changes and cannot be described as a simple harmonic 
plasma oscillation like that pictured in Fig. 22. Instead, the plasma electrons are completely expelled 
by the three-dimensional ponderomotive force of the pulse, leading to a cavity depleted of electrons in 
the region immediately behind the laser pulse. This “bubble” of electrons filled with the ion background, 
depicted in Fig. 23, can then accelerate electrons which get trapped in a region just ahead of the 
closing rear wall of the bubble. The interesting aspect of such a structure is not that the accelerating 
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gradient is substantially different than the strongly driven linear wakefield case, but that self-injected 
electrons tend to get accelerated at one spot in the bubble, leading to electrons accelerated with gradients 
>1 GeV/cm with a quasi-monoenergetic spectrum, often with energy spread of only a few percent.219

Ponderomotive Channel Formation

The strong ponderomotive forces which lead to the bubble formation described above can also lead 
to a Coulomb explosion of the ions due to their space charge repulsion while the electron expulsion 
exists.222 If the laser pulse is substantially longer than a plasma period (a situation different than the 
bubble regime just discussed) the laser pulse will ponderomotively expel the plasma electrons in a 
more or less adiabatic manner from the focal region. This electron cavitation is nearly 100 percent if 
the following cavitation condition is met: a w cp0 > ω / ,66 where w is the spot size radius of the focused 
laser beam. This ponderomotive cavitation, held during the duration of the laser pulse can then 
result in an ion radial explosion which will persist even after the pulse has departed because of the 
inertia imparted to the ions. This ponderomotive channel formation has been observed in experi-
ments with picosecond duration laser pulses (which are long enough to initiate the ion expansion), 
leading to a channel formed on the laser axis.223 The radial Coulomb explosion of ions in the chan-
nel can lead to the production of radially directed ions with many MeV of kinetic energy.

Direct Laser Acceleration and Betatron Resonance

The expulsion of electrons by the strong ponderomotive force of a relativistic pulse propagating in 
an underdense plasma can have other consequences. On a timescale prior to the Coulomb explosion 
of the heavy ions (often taking many picosecond) the ions do not move significantly, producing a 
transient radial electric field that will confine a small number of electrons to the pondermotively 
cleared core, acting as potential well in which electrons can oscillate. As illustrated in Sec. 21.4, elec-
trons in a relativistic intensity laser pulse are actually driven in a forward motion by the combina-
tion of the electric and magnetic fields of the laser; this laser driven current in turn creates a toroidal 
magnetic field. Trapped electrons in the ponderomotive channel will oscillate in this potential well. 
A relativistic electron trapped in the channel will oscillate at the betatron frequency, which is roughly 
ω ω γB p= /2 1 2/ . If the electron is propagating at relativistic speed along with the laser, the betatron 
frequency can be in resonance with the oscillations of the laser field. This leads to significant 

50 l

Bubble cavity of ionsBubble cavity of ions
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Short pulse of electrons 
surf in bubble

Short pulse of electrons 
surf in bubble

Intense laser pulse creates 
electron cavitation

FIGURE 23 Illustration of how a plasma responds and 
electrons are accelerated when irradiated in the bubble 
regime. (This figure was adapted from Ref. 28.)
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acceleration of the electron while it remains in resonance with the laser field, a situation termed 
“direct laser acceleration” (DLA).224

This situation is, in a sense, the inverse to the free electron laser situation. In an FEL energy is 
coupled from relativistic electrons to an electromagnetic wave in an undulator; in DLA the reverse 
occurs with the betatron oscillations of the ion channel playing the role of the undulator. The oscil-
lating relativistic electrons will also produce soft x-ray radiation through their interactions with the 
quasi-static toroidal magnetic field,28 a situation similar to electrons in a synchrotron.

Ionization-Induced Defocusing

As an intense focused laser pulse propagates into a gas it will ionize the atoms by tunnel and multi-
photon ionization, initiating the creation of a plasma. As this ionization occurs, the electron density 
of the plasma increases, affecting the propagation of the laser in a process known as plasma-induced 
defocusing.225,226 Because the spatial profile of any focused laser pulse is inevitably peaked with 
higher intensity near the center of the propagation axis, ionization tends to occur in the center of 
the beam earlier in the pulse, resulting in a higher density plasma on axis than at the edges of the 
beam. The situation that arises is illustrated in Fig. 24. A plasma has a refractive index less than 1, 
meaning that the denser plasma yields a faster phase velocity. Because of this, the pulse’s phase fronts 
will advance in the center of the beam, where the ionized plasma has higher electron density, caus-
ing a net defocusing of the beam. This has the practical experimental consequence of clamping the 
maximum intensity that can be achieved by a focused laser in a gas target.226

The magnitude and specifics of the defocusing effects are difficult to quantify, as they depend on 
the kind of gas irradiated, the intensity of the laser and the spatial profile of the light beam near the 
focus (not to mention that the electron density radial profile is transient evolving during the laser 
pulse itself). However, an estimate for the maximum electron density that can be reached before 
defocusing clamps the laser intensity can be made by noting that the refractive index near the focus 
acquires a radially (and time) dependent profile: 
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FIGURE 24 Description of how plasma formation at the focus of a laser can induce defocusing.
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(Assuming that the electron density is well below the critical electron density, ncrit = me w0
2/4pe2 

which is about 1021 cm−3 for 1-μm wavelength light.) Noting that the higher electron density acts as 
a negative lens, we can find the focal length of this negative lens by assuming that the laser propa-
gates through the plasma over a length equal to its focused Rayleigh length z wR =π λ2 / . In this case, 
ionization-induced defocusing will dominate the propagation of the focused pulse when

 

n r
z

ne
R

( )= ≈0
λ

π crit
 (50)

When the on-axis electron density reaches this level, the pulse focusing will be clamped and will begin 
to defocus. For example, a 1-μm wavelength laser focused to a 10-μm spot will defocus when the on-
axis electron density reaches about 1018 cm−3. Creating any greater electron density will be difficult 
unless the gas geometry is fashioned so that the beam is focused to its tightest spot outside of the gas.

Relativistic Interactions in Plasma: Self-Channeling 
and Self-Phase Modulation

When the light pulse intensity is relativistic (a0 >1) the electrons oscillating in the strong field of the 
laser, acquire relativistic velocity during a single cycle. This means that the electron mass changes 
during the course of the light period affecting the optical properties of the plasma.25 This can be 
seen by noting that the refractive index of a plasma, n p= −1 2

0
2ω ω/ , depends on the plasma fre-

quency, which in turn depends on the square root of the electron mass. An increase in the effective 
mass of the electrons in the plasma through their relativistic oscillation will decrease the instan-
taneous value of the plasma frequency and, therefore, increase the value of the refractive index. 
Because the relativistic mass increase in the field depends on field amplitude (and hence intensity), 
the refractive index of the plasma in the relativistic regime is now intensity dependent. 

Recalling the field-induced oscillatory gamma γ osc /= +1 20
2a  the refractive index in the 

plasma is now

 

n
p= −1
2

0
2

ω
γ ωosc

 (51)

Many of the results of standard nonlinear optics can now be applied to this relativistic underdense 
plasma. In low-density plasma (ne << ncrit) at modest a0 (<1) Taylor expansion of refractive index allows 
us to retrieve the refractive index in a standard nonlinear optics format in which n n n I= −0 2

,175 where 
n0 is the usual, nonrelativistic linear refractive index of the plasma, n p= −1 2

0
2ω ω/  and the nonlinear 

refractive index is
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The intensity dependence of the plasma refractive index has two significant consequences, both with 
analogues in traditional nonlinear optics.

Relativistic Self-Focusing and Self-Channeling When a relativistically intense pulse, with a radially 
dependent intensity profile propagates through the plasma, relativistic effects can cause an increase 
in the refractive index on the center of the propagation axis, as illustrated in Fig. 25. This causes the 
phase fronts near the axis to be retarded with respect to those at the pulse’s outer edges, resulting in 
self-focusing of the pulse as it passes through the plasma.20,227–230 Focusing will occur if the focus-
ing power of the nonlinear refractive index is stronger than the natural defocusing of a pulse from 
diffraction of the wave (or any ionization-induced defocusing). Because both of these competing 
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effects depend on the spot size (a larger spot means lower intensity and less relativistic self-focusing 
but, at the same time, a larger spot means less defocusing from diffraction). It can be shown that the 
threshold for self-focusing to occur is independent of intensity and depends only on the power of 
the light pulse. This critical power is217
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or in practical units, (and in a form often quoted in the literature) Pc = 17 (w0/wp)
2 in GW. This 

means that if a 1-μm wavelength pulse propagates through a plasma at an electron density of 1018 cm−3, 
the critical power for the pulse to undergo relativistic self-focusing is ~20 TW. 

If this power is achieved in the plasma, the pulse can potentially (though not necessarily) undergo 
relativistic channeling. The power of the laser must exceed Pc, but, in addition, the self-focal length 
must be fast enough to force a collapse of the pulse spatially within the experimental extent of the 
plasma (see Fig. 25). When these conditions are fulfilled, self-channeling occurs, permitting the intense 
pulse to propagate through the plasma at its focused diameter over a length which is many times that 
which would be allowed by simple diffraction (i.e., ~zR). Self-channeling in underdense plasma of dis-
tances up to 100 Rayleigh ranges has been observed.230 Using these criteria, and Eq. (52) the intensity 
required for self-channeling in a plasma of length lp is I w n lp> 2

2
2/ . This relationship implies that a 1-μm 

wavelength pulse, focused to a radius of 10 μm in a plasma of ne ~ 1018 cm−3 with length of 1 mm, will 
require a peak intensity of about 1018 W/cm2 to undergo self-channeling.

Relativistic Self-Phase Modulation The second nonlinear optical consequence of the relativistic 
refractive index results from the temporal variation of the intensity of the pulse. This temporal varia-
tion leads to a time-dependent refractive index which, in turn, induces a time-varying phase on the 
pulse, a process known as relativistic self-phase modulation (SPM).36,231 As in the analogue of SPM 
in traditional nonlinear optical materials, the relativistic SPM can significantly broaden the spectrum 
of the pulse. The effects of SPM on a pulse are well treated in the optics literature and the relativistic 
case is essentially similar to these treatments utilizing Eq. (52). The spectrum of the pulse will be 
broadened by the SPM through the frequency shift acquired over a propagation distance dx

 
d

c
n

I
t

dxω
ω ∂

∂
= − 0

2
 (54)

This relationship shows that a strongly phase modulated pulse (initially transform limited) in a 
plasma of length, L will have its initial spectrum broadened significantly when I c n L> /ω0 2 . This will 

Spatial intensity peaked 
at beam center

 

Focused pulse into gas

Higher intensity in center leads 
to relativistic mass increase
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Beam self-focuses
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ZR

FIGURE 25 Description of relativistic induced self-focusing and channeling in an underdense plasma.
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21.46  QUANTUM AND MOLECULAR OPTICS

be a significant effect, for example, on a 1-μm wavelength pulse in a 1-mm-long plasma of 1018 cm−3 
at an intensity of > 2 × 1018 W/cm2 (independent of pulse duration).

21.10 STRONG FIELD PHYSICS AT SURFACES 
OF OVERDENSE PLASMAS

Structure of a Solid Target Plasma Irradiated at High Intensity

The irradiation of a solid target with a strong field laser pulse leads to an enormous plethora of effects, 
far too numerous to detail in this chapter. However, a common aspect of such interactions is that the 
intense laser pulse deposits energy very quickly into the solid, creating an overdense plasma (ne > ncrit). 
This plasma expands and, depending on the pulse duration and the temporal structure of the laser pulse, 
can create an underdense region through which the intense pulse must propagate before reaching the criti-
cal density surface (where ne = ncrit) and being reflected. The morphology of such interactions is illustrated 
in Fig. 26. Solid target interactions are accompanied by a range of mechanisms which serve to absorb laser 
energy, many of which result in the production of hot electrons. These hot electrons can often have ener-
gies in the relativistic range if I l2 of the laser is greater than ~1017 W/cm2-μm2 (an a0 of about 0.3).

It is usually convenient to think of strong field laser interactions with solid target plasmas in two 
regimes. 

1. When the laser pulse has very little “prepulse” (i.e., laser energy which precedes the primary, typically 
Gaussian-shaped pulse, by many picoseconds or nanoseconds), and is very fast, the solid target retains 
a sharp density profile with electron density rising from vacuum to an over critical value within much 
less than a laser wavelength. This condition can be achieved if the plasma expands much less than a 
wavelength within the laser pulse duration, a condition which can be estimated by noting that the 
plasma expands like an ideal gas so a sharp plasma interface is retained if tp (kBTe/mi)

1/2 << l.

2. If the intense laser pulse is longer or is preceded by significant prepulse (intense enough to pre-
ionize the solid before the main pulse arrives), the solid plasma will expand, creating a lower 
density plasma scale length (as pictured in Fig. 26). In this case, the incoming laser must interact 
with some region of underdense plasma many wavelengths long, in which effects such as SRS or 

FIGURE 26 Illustration of the laser field as it propagates into a plasma density 
scale length up to the critical density at the surface of an overdense plasma.
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self-channeling as discussed in Sec. 21.9 can take place. The specific profile of the plasma, and 
the shape of the incoming light field will be complicated, but it is useful to examine the solution 
when the plasma density profile is linear with position characterized by density scale length �, 
(the length over which the electron density ramps up from 0 to ncrit ). In this case, the incoming 
electric field of the laser is of the form184

 
E z c E c z( ) ( ) Ai[( ) ( )]/ / /= −2 1 2

0
1 6

0 0
2 2 1 3π ω ω� � �/ /  (55)

 where E0 is the strength of the incident field in vacuum and Ai[x] is the well-known Airy func-
tion. The field swells near the critical density reflection point, which has a consequence on many 
strong field aspects of longer pulse interactions. The extent of this swelling is approximately 
given as E c EMAX /≈1 9 1 6

0. ( ) /ω� .

Resonance Absorption and Vacuum Heating

When an intense laser creates conditions like those shown in Fig. 26, various absorption mechanisms, 
almost all of them coupling laser light into plasma electron energy, rise up. Typically, all of these 
absorption mechanisms will conspire to create a situation in which the absorption of the laser by the 
solid is in the vicinity of 20 to 60 percent, depending on laser intensity and focal geometry.232,233 One 
particularly important absorption mechanism arises when the laser is obliquely incident on the tar-
get surface with p-polarization, a situation with a nonzero component of the laser field oscillating in 
and out of the target surface, as illustrated in Fig. 27. The component of the laser field perpendicular 
to the surface of the target E⊥ leads to electrons being driven across a density gradient, depositing 
energy into those electrons near the critical density surface. The nature of the laser coupling of energy 
to these electrons depends on whether the plasma interface has a long scale length or is sharp.

Resonance Absorption When a plasma scale length greater than the incident laser wavelength 
exists, E⊥ of the laser can drive resonant plasma oscillations at the critical density surface (where the 

FIGURE 27 Illustration of resonance absorption on the left and vacuum heating on the right.
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laser frequency is equal to the plasma oscillation frequency) along a direction parallel to the plasma 
gradient. These driven plasma oscillations lead to what is known as resonance absorption.184,234 This 
process, illustrated on the left in Fig. 26, leads to deposition of laser energy into an electron wave 
which can be damped by collisions or by other collisionless effects, such as Landau damping or wave 
breaking, in turn leading to the production of supra-thermal electrons.235 Because the driving field 
E⊥ determined two competing effects with incidence angle there is an optimum incidence angle for 
maximum resonant absorption. Greater incidence angle q produces greater perpendicular com-
ponent of E-field, however, the laser field reflects further away from the critical density surface at 
higher incidence angle184 requiring the field to tunnel further to the resonant electron density at ncrit. 
Consequently, the efficiency of resonance absorption peaks at an angle given approximately by

 

θ
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 (56)

Energy deposited by resonance absorption per unit time in the plasma is linear with laser inten-
sity, and the fraction of laser power absorbed in this manner, fRA, can be shown to be equal to22 
f q e q

RA
/≅ 2 6 2 4 33

. , where q c=( ) sin/ω θ�/ 1 3 . This absorption mechanism tends to produce a compo-
nent of hot electrons which travel into the target in a direction normal to the target surface. The 
electrons usually exhibit an energy distribution much like that of a Maxwellian. Particle-in-cell 
(PIC) simulations and experiments have shown that, in the strong field, ultrashort pulse regime, tem-
perature of this hot Maxwellian from resonance absorption is roughly, (in terms of indicated units), 
Thot[keV] � 2 × 10−4 (T0[keV] I[W/cm2] l[μm]2)1/3,236 where T0 is the background plasma tempera-
ture. So a 1-μm laser at an intensity of 1018 W/cm2 incident on a 1 × keV plasma typically produces a 
distribution of hot electrons with temperature in the vicinity of 200 keV.

Vacuum Heating When the plasma density gradient is much smaller than a wavelength (or 
more accurately, when the plasma density gradient is smaller than the oscillation amplitude of 
electrons in E⊥) a different description of the resonant heating is required. Instead, a situation 
like that shown on the right side of Fig. 27 exists. Here, an obliquely incident intense laser can 
pull electrons from the overdense plasma, accelerate them in vacuum and, once the oscillating 
electric field reverses direction, accelerate them back toward the overdense plasma interface. Once 
the electrons are propelled back into the overdense plasma, the laser field is shielded and the elec-
trons retain a large fraction of the energy they acquired in their vacuum excursion. This process is 
commonly called vacuum heating or “Brunel absorption.”237–239 Like resonance absorption, this 
process requires p-polarized light so that E⊥ � 0, and results in fast electrons being accelerated 
in a direction perpendicular to the target surface. The electrons’ average energy will, naturally be 
roughly equal to Up since this is about the energy they gain in their vacuum half-cycle oscillation. 
When the laser intensity is nonrelativistic, the absorbed power varies as the 3/2 power of intensity 
(unlike resonance absorption where the power deposition is linear with intensity). The fraction of 
absorbed laser power in vacuum heating in this case is
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π ω
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 (57)

where, again, q is the incidence angle of the laser. This absorption is maximum at the highest 
angles and increases with the square root of the intensity. Note, however, that the hottest electrons 
are created when E⊥ is maximum, a condition which occurs at 55° if we assume nearly 100 percent  
reflection from the plasma surface. Note that the absorption fraction predicted in Eq. (57) can be 
>1 at high-intensity and incidence angle. This is because 100 percent  reflection was assumed and 
no relativistic effects are included. Therefore, Eq. (57) is only appropriate for the low-absorption 
regime. In the strongly relativistic limit (when a0>>1) the dynamics of vacuum heating become 
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more complicated. It can be shown that in this regime the absorption approaches 100 percent  at an 
optimum angle of 73° and that the fractional absorption is66

 
fVH

rel ≈
+

4 2

2 2

π θ θ
π θ θ

(sin /cos )

( sin /cos )
 (58)

Other Collisionless Absorption Mechanisms: j ë B Heating 
and Anomalous Skin Effect

Resonance absorption or vacuum heating are usually the most important absorption mechanisms 
for an intense laser pulse incident on a solid-density plasma (though at near normal incidence, 
or with s-polarization, simple collisional absorption is most important when � >> l). However, 
there are other mechanisms which can lead to absorption of an intense light pulse on the surface 
of an overdense plasma (and the potential for producing hot electrons). In almost all cases these 
mechanisms rely on the presence of a steep density gradient, just as one finds in the vacuum heating 
regime discussed above. At modest intensity, defined as the regime in which Up < kBTe, a phenomena 
known as the anomalous skin effect takes place.240 Absorption through this effect essentially results 
when electrons in the plasma have a large mean free path when compared to the skin depth (c/wp) 
in the plasma. Electrons migrate via their thermal motion into this skin depth region and acquire 
energy from the electric field’s evanescent wave in the plasma. This absorption effect is found to play 
a minor role in short-pulse laser-plasma interactions (with absorption typically less than 5 percent) 
and, because of the requirement of low Up, is usually not important for laser intensity above about 1015 W/
cm2. Unlike RA or vacuum heating, this absorption mechanism does not require oblique incidence, 
and therefore, can play a nonnegligible role for moderate intensity, normal incidence situations.

A much more important absorption mechanism at a sharp dense plasma interface occurs in the 
relativistic intensity regime. In this regime, the magnetic field of the light pulse begins to play a sig-
nificant role in the trajectory of the driven plasma electrons. Plasma electrons at the surface of the 
plasma, driven transversely by the E-field with velocity approaching c, feel an oscillating force in the 
direction of the laser’s k vector from the now significant Vosc × B force.241,242 The electrons acquire 
energy in a manner similar to vacuum heating except now the oscillatory driving force is the j × B 
term, oscillating at a frequency of 2w0. Oblique incidence is not necessary for this j × B heating to 
occur; the heating, in fact, is maximum at normal incidence (where E-field driven vacuum heating 
vanishes). As a consequence, at relativistic intensity, the relative importance of vacuum heating and
j × B heating depends on incidence angle, polarization (s- or p-) and intensity. In general, j × B heating 
will dominate when voscB > 2E0 sin q, even with p-polarized light, which is equivalent to a0 >21/2 or an 
intensity greater than ~4 × 1018 W/cm2 in a 1-μm wavelength field at q = 45°. There are situations when 
both vacuum heating and j × B occur, with vacuum heating producing hot electrons normal to the 
target and j × B producing electrons parallel to the laser direction. Again, the energy of the accelerated 
electrons from j × B heating will roughly equal the relativistic ponderomotive potential, (gosc − 1) mec

2.22

Ponderomotive Steepening and Hole Boring

An intense pulse incident on a solid density plasma surface will exert a force on that plasma. Because 
the pulse will have some temporal rise, there is naturally a gradient in the ponderomotive energy 
−∇Up, which will drive the plasma inward, as illustrated in Fig. 28.242 This ponderomotive gradient is 
really nothing other than the manifestation of the pressure associated with the light pulse I/c, which 
can be very high. The light pressure of a pulse at an intensity of 1018 W/cm2 is ~330 Mbar, equiva-
lent to the thermal pressure of a plasma at solid density of ne ~ 1023 cm−3 when the electron temper-
ature is 2 keV, well above the thermal temperatures of most laser plasmas. At modest intensities, the 
ponderomotive gradient will simply slow the expansion of the plasma outward. However, when I/c > 
nekBTe, the laser pulse will push the plasma back toward higher density, decreasing the plasma density 
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gradient, a process referred to as ponderomotive steepening. This reversal of the plasma velocity will 
manifest itself as a red shift in the spectrum of the reflected laser pulse or its harmonics.243,244

At very high intensities, such as 1019 W/cm2 or greater, the light pressure can be sufficient to push 
the plasma, even over the short timescales of laser pulses usually employed, back into the target. The 
high-intensity limit of ponderomotive steepening is commonly called hole boring, a process pictured in 
the PIC simulations of Fig. 28. Hole boring drives ions into the plasma at high velocity. This ion velocity 
can be estimated by balancing the inward ion momentum flux with the light pressure. Accounting for 
some incidence angle q and some potential fractional absorption, fabs, the inward ion velocity is 

 

u
f I

n m ci i
ion

abs=
−( ) cos2

2

θ

 
 (59)

Equation (59) predicts, for example, that a solid aluminum plasma irradiated at 1019 W/cm2 can 
acquire ion velocities during hole boring of ~4 × 107 cm/s. It is possible that the high energy ions 
driven inward at ultrahigh intensities (>1020 W/cm2) can produce a collisionless shock in the underly-
ing overdense plasma.245 The amount of laser energy absorbed from the laser into these fast ions can 
be easily estimated and is (for small absorption) fhole boring � 2uion/c. This relation suggests that a few 
percent of the incident laser energy can be transferred to ions though ponderomotive acceleration.

High Harmonic Generation from Solid Plasmas

The light reflected from the surface of an overdense plasma at modest intensity will typically retain 
with good fidelity the spectrum of the incident laser light, though at higher intensity this spectrum 
can be Doppler shifted from ponderomotive steepening or hole boring. At these high intensities, 
however, nonlinear interactions can occur at the reflection surface, in such a way that harmonics of 
the light field are generated.246–249 At very high intensity (> ~1019 W/cm2) quite high orders can be 
generated at the plasma surface, up to orders of q ~ 50 to 100.248

The origin of these harmonics can be seen by noting that the ponderomotive pressure at the 
surface of the plasma is ~∇a2/2, which not only has a time averaged term (the force which gives 

Reflected pulse Doppler 
shifted by plasma motion
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FIGURE 28 On the left is an illustration of how ponderomotive steepening leads to hole 
boring when intense pulse is focused on a solid target plasma. On the right, a PIC simulation 
from Ref. 242 is reproduced showing the bubblelike structure that develops in the plasma ions 
at the surface of a plasma as a result of hole boring by a picosecond duration intense laser.
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rise to the hole boring discussed above) but also has a fast time varying component which varies as 
p a tosc ~ sin0

2
02ω . This rapidly oscillating force will drive the plasma electrons collectively in and out 

of the plasma. A similar situation occurs for p-polarized light incident on a solid plasma at an angle, 
though now the plasma electrons are driven at the laser frequency by the laser’s electric field (see the 
inset to Fig. 29). If the intense light pulse is incident on a sharp-density gradient these driving forces 
effectively act to create an oscillating critical density surface, or, in other words, an oscillating mir-
ror.246,247 It is the oscillation of the reflection point in the plasma which yields the nonlinearity lead-
ing to high harmonic generation at the plasma surface.

The theory describing this situation is complex, particularly in the relativistic limit, however, a 
simple analysis of the oscillating mirror amplitude, Amirror, in the nonrelativistic limit, shows that66

 

A a
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ω
ω

0 0

3

0
2  (60)

This equation illustrates that the efficiency of creating these surface high harmonics increases with 
increasing intensity and with lower surface plasma density (because a lower density plasma is easier 
to drive by the ponderomotive forces of the laser). Simulations have shown that high harmonic gen-
eration from dense plasma surfaces is maximized with the target density in the vicinity of 4ncrit,

247 a 
consequence of an interaction between the second harmonic of the laser and the target surface, leading 
to violent resonant driving of the plasma surface. Equation (60) also shows that the mirror amplitude 
begins to approach the scale of one laser wavelength when a0 → (ne/ncrit)

3/4. In the nonrelativistic limit 
when the mirror oscillates with the laser frequency (the case for obliquely incident p-polarized light), 
the reflected light will have an electric field at the plasma surface (z = 0) such that

 

E t a t kA t
p

refl mirror( ) sin( sin )≅ +
ω
ω

ω ω
2 0

0 0 0  (61)

A Fourier transform of this field when kAmirror = 1 is illustrated in Fig. 29, showing how the non-
linearity introduced by the oscillating mirror amplitude gives rise to numerous harmonics (at both 
even and odd harmonics of the laser in this case). 

Oscillating 
mirror surface

1w 2w 3w 4w 5w 6w 7w

0.01

0.1

1.0

FIGURE 29 Plot of the Fourier transform of Eq. (61) with kAmirror = 1, showing 
how harmonics can arise from the oscillating mirror model. The inset shows the 
geometry of the oscillating mirror.
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In the strongly relativistic limit, the theory becomes much more difficult. PIC simulations have 
shown, however, that the efficiency of the high orders (q >> 1) can be estimated with the empiri-
cal relation hq ~ I l2 (1/q)5.249 As this indicates the high harmonic spectrum from solids does not 
exhibit a plateau and cutoff, but instead, harmonics are created in a spectrum which simply falls off 
with order as a power law. The yield of the harmonic becomes nearly linear with intensity.

Relativistic Effects and Induced Transparency

As in underdense plasmas, relativistic effects can affect the optical properties of overdense plasmas 
as well. Self-induced relativistic transparency is one such effect.250 At relativistic intensity, the mass 
change of the electrons leads to an effective shift in the plasma frequency, such that
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 (62)

Since ω p
rel drops with the square root of intensity, an overdense, reflecting plasma can be shifted by 

the relativistic factor in Eq. (62) to one which becomes effectively underdense, with ω ωp
rel < 0, allow-

ing the high-intensity light to propagate through the plasma. The critical intensity for this to occur, 
in the strong relativistic limit (a0 >> 1) is
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=  (63)

Consequently, a solid density plasma, with ne ~ 1023 cm−3, will become transparent to 1-μm laser 
light at an a0 of ~140. This is an intensity near 3 × 1022 W/cm2, just within reach of the highest 
intensity lasers now available. That this relativistically induced transparency can occur in a plasma 
was mentioned in the literature many years ago, however, to date there has yet to be a direct experi-
mental observation of this effect.

21.11 APPLICATIONS OF STRONG FIELD 
INTERACTIONS WITH PLASMAS

Modern strong field research now focuses on a range of effects that arise from the basic phenomena 
that we have described in this chapter. It is impossible to summarize all of these research avenues 
here, but we conclude in this section with a very brief sampling of some of the applications of high-
field research that are among the most active at this writing.

Femtosecond X-Ray Production

Many of the strong field effects discussed in previous sections result in the production of energetic 
electrons (through, e.g., plasma or free wave acceleration via wakefield, SRS, resonant absorption, or 
vacuum and j × B heating). When electrons are accelerated by these mechanisms at the surface of 
a cold, solid target, the penetration of these hot electrons will lead to x-ray production. If the laser 
generating these fast electrons is short, it is possible to produce bright sources of x-rays with fem-
tosecond time duration, which, can, in turn, be used for various pump-probe applications.38 There 
are generally three principal ways in which x-rays are generated in these experiments: (1) through 
the direct interaction with the laser field or other strong fields in and around a plasma; (2) through 
the ejection of inner shell electrons in the underlying cold solid leading to Ka line emission; or 
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(3) through free-free transitions of the electrons as they pass by highly charged nuclei of the solid, 
yielding bremsstrahlung radiation. The later process has been shown to yield x-rays with energies 
well above 1 MeV when intensities of >1018 W/cm2 are used to irradiate a solid target.251 A charac-
teristic x-ray spectrum resulting from an example experiment is shown in Fig. 30.

Fusion Neutron Production

The production of fast ions in strong field interactions, through processes such as ponderomotive 
acceleration of ions at the surface of a target or through the ejection of ions from the Coulomb 
explosion of irradiated clusters, can be harnessed to drive nuclear fusion. The production of bursts 
of 2.45 MeV neutrons when various targets contain deuterium (solid or cluster targets) has been 
well studied by experiment.199,253

High Magnetic Field Production

In addition to the very strong magnetic fields associated with high intensity EM waves, the intense 
irradiation of solid target plasmas can produce strong transient DC magnetic fields. These fields 
essentially arise from two sources: (1) Thermo-electric magnetic field generation. In the high tem-
peratures and steep density gradients found in intense ultrafast laser irradiation of solids, magnetic 
fields can be generated by thermal transport effects. In this case the magnetic field is proportional to 
∇Te × ∇ne which favors high B-field production in the steep density gradients found in femtosecond 
laser plasma interactions.254 (2) Fast electron magnetic field generation. The fast electrons produced 
by the panoply of mechanisms discussed in previous sections, frequently lead to the production of 
high peak currents, perhaps exceeding a MA. This leads to enormous B-fields. Fields of upto many 
100s of MG are possible with this mechanism.255
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FIGURE 30 An example of an x-ray spectrum produced 
by irradiation of a solid Al target at intensity of ~1018 W/cm2. 
This spectrum shows that not only are H-like and He-like lines 
emitted from the hot plasma, but also that Ka x-rays are emitted 
when the hot electrons produced by the laser penetrate the cold 
target and knock out K-shell holes in the unionized Al atoms. 
This x-ray pulse is usually very fast, <1 ps in duration. (Adapted 
from Ref. 252.)
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MeV Proton Acceleration

When fast electrons are generated at the surface of a solid target plasma by an intense laser and 
the target is sufficiently thin such that the electron mean free path is greater than the target thick-
ness, the fast electrons can exit the back surface and set up a strong ambipolar field. This situation 
is illustrated in Fig. 31. These electrons will set up an electric field which ionizes ions on the back 
surface (often covered with water and hydrocarbon contamination in vacuum) and accelerate 
them to high velocity.256–258 The field created will be of the order of eE k TBsheath hot Debeye

hot/≈ λ , where 
λ πDebye

hot
hot hot/= k T n eB 4 2  is the hot electron Debye radius and Thot and nhot are the temperature and 

density of the hot electrons. The sheath field can often be of the order of a few MeV/μm, so protons 
can easily acquire many MeV of energy during their acceleration in the direction of the target back 
surface normal. This ion acceleration mechanism is termed “target normal sheath acceleration” 
(TNSA). Ion temperatures of a few MeV are often observed when sub-picosecond (200 to 1000 
fs) pulses are focused at intensity in the vicinity of 1020 W/cm2. It has been found that this TNSA 
mechanism is most effective for higher energy pulses (>1 J) in the >500 fs range since such pulses 
tend to produce a greater number of hot electrons than sub-100 fs pulses at similar intensities.

Fast Ignition

The production of fast electrons by an intense short pulse laser has been proposed as a means to 
ignite a fusion capsule imploded by a large scale laser or Z-pinch, in the so-called inertial confinement 
approach to fusion (ICF).259 One variant of ICF, known as fast ignition, is described in Fig. 32. The basic 
idea is that a separate, high energy driver will assemble at high density (>200 g/cm3) a deuterium/
tritium fusion fuel, and the short pulse laser will be focused from the side, onto the edge of the fusion 
fuel, generating a beam of hot electrons with temperature in the range of 1 to 10 MeV which penetrate 
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FIGURE 31 Illustration of how protons can be accelerated from the back 
surface of an intensely irradiated target by the target normal sheath acceleration
phenomenon.
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the fuel and heat it to fusion ignition temperature. At present, the most promising method of doing 
this is to embed a cone in the fusion fuel prior to its compression (see Fig. 32) to permit effective injec-
tion of the intense laser at the peak of the fuel’s compression. There remain many technical challenges 
to the ultimate implementation of this idea, with numerous physics issues remaining unsolved (such 
as understanding how such high peak currents of electrons transport into such a dense plasma or what 
fraction of short pulse laser energy converts to hot electrons). Nonetheless, there have been experimen-
tal studies conducted in Japan in recent years which have yielded promising results on the fast ignition 
approach at modest laser compression and short pulse laser drive energy.260

Raman Amplification

It has been recently demonstrated that it is possible to amplify ultrashort pulses in a plasma by 
counterpropagating a long pulse laser with an intense short pulse laser of lower frequency.261 This 
superradiant amplification essentially occurs through a parametric process in the plasma closely 
akin to stimulated Raman scattering. With this high-intensity technique, it may be possible using kJ-
class nanosecond lasers to amplify kJ-energy sub-100 fs pulses in a plasma.
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SLOW LIGHT PROPAGATION 
IN ATOMIC AND PHOTONIC 
MEDIA

Jacob B. Khurgin
Department of Electrical and Computer Engineering
Johns Hopkins University
Baltimore, Maryland

22.1 GLOSSARY

 w  fi eld frequency

 w12 resonant frequency of an atomic transition 

 f12 oscillator strength of an atomic transition 

 g12 damping coeffi cient (dephasing rate) of the transition

 ε ω( )   dielectric constant 

 n(w)  refractive index 

 e electron charge

 m  free electron mass 

 Ωp plasma frequency 

 Ω Rabi frequency

 c  speed of light in vacuum 

 η0   impedance of vacuum 

 a(w) absorption coeffi cient 

 k(w) wave vector 

 l wavelength 

 vg group velocity 

 S(w) slow down factor 

 β ωn( )   nth order dispersion 

 B bit rate 

 Nst  number of bits stored (delayed) in an optical buffer 

 Λ   period of Bragg grating or other periodic photonic structure 

 δn   refractive index modulation

 ωB   Bragg frequency 

 Δωgap   Photonic bandgap width 
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22.2  QUANTUM AND MOLECULAR OPTICS

 k  coupling coeffi cient

 t one half of the resonator round trip time 

 Δνpass   width of passband of the photonic structure

 g( )ω   gain per unit length of optical amplifi er

 ΔTd   delay time 

22.2 INTRODUCTION 

While the subject of slow light had become immensely popular in the last decade, the physics of the 
phenomenon of light propagation in media and structures with reduced group velocity, for which 
the term “slow light” had been coined, can be traced to the 19th century when the classical theory of 
dispersion of electromagnetic waves had been first formulated in works of Lorentz1 and others. Slow 
wave propagation has also been observed and widely used in the microwave range since as early as 
the 1940s.2 Building on this history and following the pioneering works of Refs. 3 and 4, the science 
and technology of slow light had been transformed from a scientific curiosity to a rapidly evolving 
field with many potential applications. Slow light propagation had been observed in a wide variety 
of media and structures ranging from Bose-Einstein condensates and low-pressure metal vapors on 
one hand, to optical fibers and photonic bandgap structures on the other hand. This makes slow 
light a truly interdisciplinary field that is not easy to describe in a short review. There exists a body 
of review work on slow light, starting in 2002 with reviews by Boyd and Gauthier5 and Milloni6 who 
also published a book in 2005 including chapters on slow, fast, and left-handed light.7 The first com-
prehensive treatment of diverse slow light, schemes has been given in the recent book,8 which con-
tains contributions from 18 groups that have been actively involved in the slow-light field and have 
all made significant contributions in recent years. 

With all the seeming diversity of slow light schemes, they can be all characterized by a single 
common feature—the existence of sharp single or multiple resonances. The resonance can be 
defined by a simple atomic transition, by a Bragg grating or other resonant photonic structure, or 
by an external laser as in the schemes involving various nonlinear processes—resonant scattering, 
spectral hole burning, or four-wave mixing. In this chapter, we try to emphasize the commonality of 
all slow light approaches as well as their distinctive features. 

22.3 ATOMIC RESONANCE 

Let us consider a simple atomic resonance characterized by the resonant frequency ω12  and the 
oscillator strength f12 as shown in Fig. 1a. The dielectric constant in the vicinity of the resonance has 
a familiar expression 

 ε ω ε
ω ω ωγ

( )= +
− −

Ω p

j

2

12
2 2

12

  (1)

where ε =n 2  is the nonresonant part or “background” part of the dielectric constant, and γ12 is the 
dephasing rate of the polarization. The expression in the numerator Ωp is the “plasma frequency” 
that can be found as 

  Ωp
aN e

m
f2

2

0 0
12=

ε
   (2)
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SLOW LIGHT PROPAGATION IN ATOMIC AND PHOTONIC MEDIA  22.3

where e is an electron charge, e0 is the dielectric permittivity of vacuum, m0 is a free electron mass, 
and Na is the concentration of active atoms. From real and imaginary parts of Eq. (1) one immedi-
ately obtains the expressions for the absorption coefficient shown in Fig. 1b

 α ω ω ε
γ

ω ω γ
( ) Im( )

( )
/= ≈

− +
2 1

4 4
1 2

2
12

12
2

12
2c nc

pΩ
/

 
  (3)

and refractive index (Fig. 1c)
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  (4)

the last relation being a particular form of more general Kramer-Kronig relation. In the vicinity of 
the resonance the refractive index first increases, then rapidly decreases to the point where n n( )ω < , 
and then increases once again to the value of background index. Introducing the wave vector as 

  k n c( ) ( ) /ω ω ω= ⋅    (5)

One can obtain the dispersion relation between the frequency and wave vector shown in Fig. 1d 
(solid line) and then introduce group velocity as 

  v kg = ∂ ∂ω/    (6)

1

2 w12

w12

w12

w12

w w w

k

b2 < 0

b2 > 0

Gap
w

w
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g1/2

S(w) – 1 b2(w)

(a)

a(w)

(b) (c)

(d)

(e) (f)

c/n

n(w) – n

w12

w12

FIGURE 1 (a) Two-level atomic resonance; (b) spectrum of absorption coefficient; (c) spec-
trum of refractive index; (d) dispersion diagram and group velocity in the vicinity of a resonance; 
(e) spectrum of slowdown factor; and (f ) spectrum of group velocity dispersion.
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and slow down factor defined as a relative reduction of group velocity due to resonance 
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shown in Fig. 1e. One can now see that there are two regions in which S > 0, that is, slow light regime, 
and one region where S < 1, which can be either the fast light regime (0 < S < 1) or negative group 
velocity regime (S < 0) indicating that the light gets reflected. One can get better intuitive picture of 
the physical phenomena governing slow and fast light propagation by plotting the dispersion curve 
in the absence of loss (i.e., γ12  = 0) as dashed line in Fig. 1d. This curve corresponds to a well-known 
coupled modes model, also known as polariton dispersion curve in solid state physics. The first 
mode is a photon which in the absence of atomic transition is described by linear dispersion curve 
ωp ck n= / . The second mode is the atomic polarization characterized by a resonance frequency ω12. 
The dispersion curve of atomic polarization is a horizontal line ω ωa = 12 indicating the obvious fact 
that it has zero group velocity as atoms do not move, at least not on the scale of the speed of light.
In the vicinity of the resonance, two modes couple into each other and the modified dispersion 
curve is split into two branches separated by the gap in which the light cannot propagate. Notice that 
for each wave vector there are two coupled solutions characterized by two different group velocities. 
The one further away from the resonance has higher group velocity and is usually referred to as a 
“photonlike,” while the one closer to the resonance has lower group velocity and is usually referred 
to as “atomlike.” One can then interpret the slow light propagation phenomenon in the following 
way: The energy gets constantly coupled from the electromagnetic field to the atomic polarization 
and back. The longer is the time the energy spends in the form of atomic excitation, the slower the 
coupled mode propagates. Thus the slow light propagation in atomic system can be understood as 
constant excitation and de-excitation of atoms in which coherence is preserved. 

One important implication is related to the strength of the electric field in the electromagnetic 
wave propagating in a slow light regime caused by an atomic resonance. Since the group velocity 
is the velocity with which the energy propagates, the local energy density of light beam with power 
density P is 

  U P v Pn c Sg= =/ /( )    (8)

and it gets enhanced by a slowdown factor in the slow light medium. But since the energy density is 
related to electric field as 

  U E H S E= + =
1

4

1

4

1

20
2

0
2

0
2ε ωε

ω
μ ε ε∂

∂
( )

   (9)

where the first term corresponds to electric energy and the second term to the magnetic energy. It 

follows from Eqs. (8) and (9) that E P n2
02= η / , where η μ ε0 0 0 377= =/ Ω  is the vacuum impedance. 

Thus the electric field does not get enhanced in the atomic slow light medium. In our intuitive pic-
ture this simply means that all the additional energy compressed into the medium gets stored in the 
atomic polarization. This fact has important implications in the nonlinear optics. Also, one can see 
that without absorption the region of fast light (0 < S < 1) is absent in Fig. 1d—and it is important 
that fast light is associated with the absorption peak, while the slow light is associated only with the 
off-resonant absorption—hence significant delays of the signal in the slow light are quite possible, 
while significant advances are difficult to observe due to absorption. 

When it comes to practical applications of the slow light, it is important to achieve large delays 
over significant bandwidth and in a compact device. The obstacles on the way to this goal include 
the aforementioned loss and the dispersion of group velocity and dispersion of absorption.9–11 To 
ascertain the importance of the group velocity dispersion (GVD), one only needs to use the Taylor 
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SLOW LIGHT PROPAGATION IN ATOMIC AND PHOTONIC MEDIA  22.5

series expansion of the dispersion relation k( )ω  near the signal frequency ω0 to obtain the expres-
sion for the group velocity 

  v vg g
− −= + ⋅ − + ⋅ −1 1

0 2 0 0 3 0 0
21

2
( ) ( ) ( ) ( ) ( ) ( )ω ω β ω ω ω β ω ω ω ++ . . .    (10)

where β ω ω ωn
n nk( ) ( )=∂ ∂/ . One can estimate the limitations imposed by GVD by noticing that the 

time delay of the signal can be written as 

  T v L v L L Ld g g( ) ( ) ( ) ( ) ( )ω ω ω β ω ω β ω ω= = + − + −− −1 1
0 2 0 3 0

21
2

++ . . .    (11)

and then introducing a criterion for the on-off keyed gaussian signal of bit rate B the difference 
between the delay times of spectral components at the edges of the signal bandwidth, that is, at 
ω ω0 0 2±Δ sig /, , should be less than one-half of the bit interval, that is 

 Δ ΔT L L Bd( ) /≈ <β ω2 1 2sig   (12)

which leads to the condition relating the maximum allowable length and bit rate

  β2
2 1

16 2
B L <

ln    (13)

This condition shows the severe limitations imposed by the second order GVD term β2  whose 
spectrum is plotted in Fig. 1f. In addition to GVD, the signal bandwidth is also limited by the 
dispersion of absorption—the fact that different frequency components of the signal experience 
different attenuation causes signal distortion, but it is usually GVD that is the main reason that 
limits slow light scheme performance. Hence, while slow light had been observed in single-atomic 
resonance schemes as early as 1960s and 1970s12–16 it was only in 1990s when a double resonance 
schemes with complete cancellation of β2  had been discovered17 that the slow light research had 
really taken off.

Double Atomic Resonance

Although the first practical slow light results were achieved using phenomenon of electromag-
netic transparency (EIT),17,18 where the double resonance is created by strong pump beam, the 
main features of the double-resonant atomic schemes can be understood easier if one consid-
ers closely spaced narrow resonances do occur naturally in metal vapors, such as, for instance, 
in Rb85 Ref. 19 where two D2 resonances near 780 nm separated by ν32 3= GHz have been used 
most successfully to this date in SL experiments in atomic medium. The rational for using 
double resonance can be seen from Fig. 1d and f, which show that the lowest order GVD term 
β2  has opposite signs below and above resonance. Then, if one can combine two resonances as 
in Fig. 2a, only the third-order GVD b3 will be a factor for signals centered at frequency w0 in 
the middle between two transitions where the absorption (Fig. 2b) is low, as evident from the 
dispersion curves Fig. 2c and d. 

A closer look at the dispersion curve Fig. 2c reveals the basic trade-off inherent in every 
slow light scheme—the dispersion curve is split into three branches of which the central one, 
“squeezed” between two atomic resonances, is the one with a slow group velocity. Clearly, the 
group velocity, being a slope of the curve is inversely proportional to the splitting between two 
resonances ν32, that is, to the maximum theoretical bandwidth of the scheme. In reality, the 

22_Bass_V4_Ch22_p001-020.indd 22.5 9/2/09 11:15:59 AM

DO
 N

OT
 D

UP
LI

CA
TE



22.6  QUANTUM AND MOLECULAR OPTICS

practical bandwidth (or bit rate for digital signals) is even smaller than that and is mostly lim-
ited by the third-order dispersion11,20 

  | | / (ln )β3
3 21 16 2B L <    (14)

In the works19 group delays in excess of 100 ns with 2-ns pulses at 780 nm had been obtained—
that correspond to about 50-bit tunable optical buffers. The delay could be tuned by changing 
concentration of Rb vapor as shown in Fig. 3.

Tunable Double Resonance—Electromagnetically-Induced 
Transparency

The double atomic resonant scheme described cannot be adapted to variable bandwidth because the 
width of passband cannot be changed. To change the passband width, one can consider an alterna-
tive of spectral hole burning in the inhomogeneously broadened transition.21,22 As shown in Fig. 4, 
a strong pump pulse creates a situation at which the absorption in the frequency range Δw becomes 
depleted. The profile of the absorption spectrum shown in Fig. 4b looks remarkably like the double-
resonant profile of Fig. 2. With the refractive index profile shown in Fig. 4c, one can see that a strong 
reduction of group velocity can be expected near the center of the spectral hole. 

By changing the spectrum of the pump, for instance, using intensity or frequency modulation, 
one can change Δw to achieve the maximum delay without distortion for a given bit rate. Delays 
of 2-bit intervals were achieved in Ref. 23 for a moderate bandwidth of 100 MHz but only in a 
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FIGURE 2 (a) Double atomic resonance and its (b) dispersion and group veloc-
ity near it; (c) absorption spectrum; and (d) refractive index spectrum.
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SLOW LIGHT PROPAGATION IN ATOMIC AND PHOTONIC MEDIA  22.7

40-cm-long Rb vapor delay line. Since the background absorption in the hole burning is always high, 
it is the dispersion of loss a2 that causes the signal distortion and is in fact a limitation in this scheme. 
The scheme also suffers from the large energy dissipation as the pump gets absorbed. 

To avoid large background absorption and to achieve wide passband tunability one uses an 
entirely different SL scheme based on electromagnetic transparency (EIT), first considered by 
Harris.24–26 Without trying to explain all the intricacies of EIT, one can understand the rationale of 
using it. Since finding two closely spaced atomic resonances is not trivial, one should consider the 
means for their creation artificially.

Now, the atomic oscillator in the absence of external modulation has just one resonant fre-
quency w12 in its response spectrum, just like any harmonic wave whose spectrum contains just one 
frequency component w12. But if the wave is amplitude modulated with some frequency Ω, there 
will appear two sidebands at frequencies ω12 ±Ω  in its spectrum, and when the modulation depth 
reaches 100 percent the carrier frequency w0, would get entirely suppressed and the spectrum shows 
just two sidebands separated by 2Ω. Now, according to this analogy, if one strongly modulates the 
strength of atomic oscillator with some external frequency Ω, one should expect the absorption 
spectrum to behave in fashion similar to the spectrum of amplitude modulated wave, that is, it 
should show two absorption lines separated by 2Ω. The material should then become more trans-
parent at the resonance frequency w0—hence the term “EIT.”
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FIGURE 3 Experimental apparatus (a) used in Ref. 19 to obtain variable pulse delays at various optical depths using double 
resonance in Rb vapor (b).

Inhomogeneously 
broadened line

1

2

Spectral hole

Signal

Homogeneous 
broadening

Pump

n – n

(a) (b) (c)

a

Δw

w0

w0

w

w

FIGURE 4  (a) Slow light scheme based on spectral hole burning; (b) absorption 
spectrum; and (c) refractive index spectrum.
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22.8  QUANTUM AND MOLECULAR OPTICS

To accomplish the EIT transmission modulation there exist numerous schemes, but we shall con-
sider only one—the most widely used three-level “Λ” scheme1 shown in Fig. 5 in which the ground-
to-excited state transition w12 is resonant with the frequency of the optical signal carrier w0 and has 
a dephasing rate of g21. In the absence of pump, the absorption spectrum (dashed line in Fig. 5) is 
a normal lorentzian line. There also exists a strong transition that couples the excited level 2 with the 
third level 3, but notably, the transition between levels 1 and 3 is forbidden. When a strong resonant 
pump with intensity Ipump at frequency w23 is turned on, the mixing of states 2 and 3 causes modula-
tion of the absorption of signal. As expected, the Lorentzian peak in the absorption spectrum splits 
into two smaller peaks at frequencies ω0 ±Ω , where the Rabi frequency is 

  Ω=
⎛

⎝
⎜⎜

⎞

⎠
⎟⎟f

I

mn
f

23
23

1

212πα
ω

pump    (15)

where α f =1 137/  is a fine structure constant. Thus changing pump intensity allows one to achieve 
full tunability of the group velocity and to achieve very small group velocities.3,4 But aside from being 
a convenient technique of implementing the tunable double resonant scheme, EIT has a significant 
advantage over other schemes because the residual absorption rate at the resonant frequency 

 α ω γ( )0

2

2 31

1

8
=

nc
pΩ

Ω
  (16)

is proportional to the dephasing rate of the intra-atomic excitation 31, which is not coupled to out-
side world. Thus typically γ γ31 21<<  and the residual absorption is much weaker in the EIT than in 
the case of two independent resonances. It indicates that EIT is a coherent effect and the reduction 
of absorption occurs because of the destructive interference of the absorption by two sidebands. 
This effect has a rather simple physical interpretation. While in the simple single, or double-resonant 
slow light scheme, the energy transferred from the electromagnetic wave to the atomic excitation 
and back in the EIT scheme the process involves more steps. First, as the signal photon propagates in 
the EIT medium, it transfers its energy to the excitation of atomic transition between levels 1 and 2. 
Due to the presence of strong pump wave coupling between levels 2 and 3, the excitation is almost 
instantly transferred to the long-lived excitation between the levels 1 and 3 and then the process 
occurs in reverse until the energy is transferred back into the photon. Then the process repeats itself. 
Overall, most of the time the energy gets stored in the form of 1-3 excitations and thus it propa-
gates with a very slow group velocity. Furthermore, the actual absorption event occurs only when 

Pump

2
g21

g31 << g21
3

1

Probe
w0

a

w0

w0 + Ω

w0 – Ω

w

2Ω

FIGURE 5 Principle of electromagnetic transparency in atomic “Λ” 
scheme. 
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SLOW LIGHT PROPAGATION IN ATOMIC AND PHOTONIC MEDIA  22.9

the excitation 1-3 loses coherence and the energy cannot get back to the photon. Naturally, it is the 
dephasing rate of this excitation, that is, γ γ31 21<< , which determines the residual absorption loss in
Eq. (16). We stress here once again that since the energy gets stored in the form of atomic excitation, 
one cannot expect enhancement in the strength of the optical field.

22.4 BANDWIDTH LIMITATIONS IN ATOMIC 
SCHEMES

The most spectacular results were achieved in slow light experiments of EIT in which the light 
velocity was slowed down to the pedestrian speed3 and then even stopped4 first in metal vapors and 
then in solid state medium containing rare earth ions.27 These achievements are of great importance 
for physics when it comes to manipulating single photons28 and coherent control.29 Also important 
are imaging applications of slow light where indeed impressive results were observed by a number of 
groups,30,31 extra high resolution interferometers,32,33 and rotation sensors.34 There has also been sig-
nificant progress on using electrically pumped semiconductor medium to achieve slow light in EIT 
configuration or using coherent population oscillations.35–37 But overall the best results in term of the 
delay-bit rate product were achieved in metal vapors19,24 at relatively narrow bandwidths. The delays were 
usually limited by the third-order dispersion. These results follow the basic properties of the lorent-
zian dispersion—according to Eq. (7) the slowdown factor S is proportional to ( )ω ω12

2− − —hence
the total delay can be very large in the narrow frequency band near the resonance, but then it 
changes and becomes much smaller. A number of publications have been devoted to the limits of 
delay-bit rate product.9–11,38,39 In fact, it was shown in Ref. 11 and then in Ref. 39 that the most rel-
evant figure of merit for slow light delay line is the minimum length of the delay line L required to 
store a number of bits Nst at a given bit rate B. The required length was found in Ref. 11 to be 

  L cBN P~ [ ]st /2 22Ω π −    (17)

indicating that the performance suffers at higher bit rate and also that the required length increases 
nonlinearly with storage capacity. Indeed, most of the demonstrated and proposed slow light 
schemes based on atomic transitions do not show spectacular results at bit rates above 1 Gbit/s and 
for this reason a different class of resonances shall be considered. 

22.5 PHOTONIC RESONANCE

As we have already mentioned, in case of atomic resonance the apparent slow down of light is 
caused by the resonant energy transfer to and from the excitation of atomic polarization. An entirely 
different resonance is the photonic resonance in which the energy is resonantly transferred between 
two or more modes of electromagnetic radiation. When the transfer takes place between forward 
and backward propagating wave slow light, the group velocity gets reduced and we are once again 
faced with the slow light phenomenon, albeit of entirely different nature from the slow light in 
atomic medium.

The most common photonic resonance is the Bragg grating (Fig. 6a)—a structure in which the 
refractive index is periodically modulated with period Λ,

 n n n
z

= +
⎛
⎝⎜

⎞
⎠⎟

δ π
cos

2

Λ   (18)

As a result, a photonic bandgap opens in the vicinity of Bragg frequency40

 ω π
B

c
n

=
Λ

  (19)
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and the dispersion law becomes modified as 
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This dispersion law is plotted in Fig. 6b. One can see the similarities between it and the dispersion of 
a single atomic resonance (Fig. 1d), especially the presence of the gap near the resonance frequency 
indicating that the light gets reflected from the grating just as it gets reflected from the atomic 
medium at resonance. Close to the gap, the group velocity indeed gets reduced with the slowdown 
factor being 

 S

n
n

B

B

B

B

=

−

−⎛

⎝
⎜

⎞

⎠
⎟ −

⎛

⎝
⎜

⎞

⎠
⎟

ω ω
ω

ω ω
ω

δ
2 2

2

   (21)

Furthermore, the width of forbidden gap is Δω ω δgap /= B n n( ), and hence the index contrast δn n/  can 
be called the “strength” of the grating. This “grating strength” plays a role equivalent to that played 
by the oscillator strength of the atomic resonance. But the physics is quite different—the slow 
down effect in a photonic structure is the result of the transfer of energy between the forward and 
backward propagating waves—no energy is transferred to the medium. Hence the strength of the 
electric field in photonic SL structures gets greatly enhanced with important implications for non-
linear optics. One can also use simple photonic crystals41,42 whose dispersion curves are similar to 
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Λ2Λ1

(c)
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b2 > 0
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c/n

wB
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n

(b)

wB2

wB1

w0

w

Δw

k
(d)

Gap

FIGURE 6 (a) Bragg grating and its index profile; (b) dispersion of Bragg grating; 
(c) cascaded Bragg grating; and (d) dispersion curve of cascaded grating.
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SLOW LIGHT PROPAGATION IN ATOMIC AND PHOTONIC MEDIA  22.11

Bragg gratings but the problem of structures with a single photonic resonance is identical to the 
single atomic resonance—strong second-order dispersion β2 . Clearly, in order to compensate it one 
should consider structures with more than one photonic resonance. 

Double Resonant Photonic Structures

Since any atomic SL scheme requires operation near a particular narrow linewidth absorption reso-
nance, finding such a resonance near a particular wavelength is not an easy task, and, in fact, only a 
very few absorption lines have been employed in practice, Rb vapors being a “workhorse.” Finding 
two closely spaced narrow lines is even more difficult, and even if such two lines can be found, the 
splitting between them ν32  is fixed—hence the SL delay will be optimized for one particular combi-
nation of storage capacity and bit rate. 

In contrast, the photonic double resonant can be easily implemented by simply combining 
two Bragg gratings with slightly different periods Λ1 and Λ2 as shown in Fig. 6c. Such combina-
tion was first suggested for dispersion compensation43,44 and then considered for application in 
electro-optic modulators.45 As long as one deals with linear devices, such as delay lines, one can 
simply cascade two Bragg gratings sequentially and the resulting dispersion curve will be simply 
the mean of the individual dispersion curves. For the nonlinear and electro-optic devices one can 
alternate the short segments of Bragg gratings with periods Λ1 and Λ2. The dispersion curve of 
Fig. 6d is remarkably similar to the dispersion curve of the atomic double resonance in Fig. 2b. 
Two gratings engender two photonic bandgaps, centered at ω πB i ic n, = /Λ  of almost equal widths 
Δω ω δ ω δgap / /, , ( ) ( )i B i n n n n= ≈ 0  with a narrow passband Δω  between them. By choosing the periods 
Λ1 and Λ2 for a given index modulation δn one can design Δω  to be arbitrarily narrow or wide. This 
fact gives the designer true flexibility. In fact, one can show the slowdown factor in this scheme is 

 S( )

/

ω
ω

ω0

1 2

1
2

≈ +
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

Δ
Δ

gap   (22)

Thus, as one can see, the dispersion curve gets squeezed between two gaps and the group velocity 
decreases with the passband, but the dependence is not as strong as in the case of atomic resonance, 
thus the photonic structures in general should have far superior performance at large bandwidth 
when compared to atomic medium. A similar approach can be cascaded photonic crystal wave-
guides as demonstrated in Refs. 46 to 50.

However, cascaded Bragg gratings have also a number of disadvantages, the first of which is a 
relatively small index contrast available, and the second is difficulty in fabricating two gratings with 
a prescribed value of the frequency offset. Furthermore, the cascaded geometry is applicable only to 
the linear devices that do not incorporate any nonlinear or electro-optic component. For this reason 
it is preferable to use alternating short segments of gratings with different periods. But a periodic 
sequence of short Bragg grating segments can be considered a new grating with periodically modu-
lated properties, or Moiré grating (Fig. 7a). In a Moiré grating the segments are not independent but 
interact coherently—hence its properties are somewhat different from the cascaded grating as shown 
in Ref. 51, with the main distinction being the fact that the dispersion curve of Moiré grating with 
period d is also periodic in wave-vector space with a period 2π /d. The ability of a Moire grating to 
slow down the light was first predicted in Ref. 51 and demonstrated in Ref. 52. It was also noted that 
the Moiré grating is only example of periodically structured photonic media in which slow light can 
be observed. In the periodically structured media, the light energy density is distributed periodically 
and the periodically spaced regions of high intensity can be thought of as the resonators coupled to 
each other. Thus we shall refer to them as coupled resonator structures (CRS).53 Aside from using 
Moiré gratings, CRS can be fabricated by coupling Fabry-Perot resonators (Fig. 7b), ring resonators 
(Fig. 7c),54 or so-called “defect modes” in the photonic crystal (Fig. 7d).55,56 These and other CRS 
implementations are discussed at length in the literature41,57–61 and here we shall only give a short 
description of their properties and compare them with the EIT-like photonic structures. 
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22.12  QUANTUM AND MOLECULAR OPTICS

A periodic chain of coupled resonators is characterized by three parameters: period d, the time of 
one way pass through each resonator t, and the coupling (or transmission) coefficient k. The disper-
sion relation in this chain can be written as 

 sin sinωτ κ= kd   (23)

The dispersion curves are shown in Fig. 7e and consist of the series of passbands around resonant 
frequencies ν τm m= /2  separated by the wide gaps. Presence of multiple resonances indicates that 
the light propagating through CRS can be considered a superposition of more than one forward and 
more than one backward propagating wave. Alternatively, one can also think about the resonators as 
“photonic atoms” analogous to real atoms in EIT. At any rate, the dispersion curve is quite similar to 
the EIT dispersion curve in sense that it gets squeezed into a narrow passband of width 

 Δν πτ κpass = − −( ) sin ( )1 1   (24)

The three parameters d, t, and k are not independent of each other. First of all d and t are obviously 
related to each other. This relation can be obtained from taking a limit of Eq. (23) at k = 1 

  
d

k
c
nτ

ω= =    (25)

which simply indicates that with 100 percent coupling the light simply propagates through medium 
without reflections. Also related are the size of resonator, that is, d and the coupling coefficient 
k ; to achieve small κ , one needs to confine the light tightly within the resonators which requires 
large spacing between them. If the index contrast δn n/  is large, a high degree of confinement can 
be achieved within a relatively small resonator; otherwise the light will leak from one resonator to 
another. This issue has been addressed in detail in Ref. 11, but here we simply assume that one uses 
the smallest resonator size that can be fabricated using a technology with a given index contrast. 

Using Taylor expansion of the dispersion relation [Eq. (24)], one obtains the group velocity 

  v
d

n
cg

− −= =1 1τ
κ

κ    (26)
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FIGURE 7 Photonic SL structures based on coupled resonators (CRS): (a) Moiré grating; (b) coupled Fabry-Perot 
resonators; (c) coupled ring resonators; (d) coupled defect modes in photonic crystal; and (e) dispersion in a typical CRS.
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SLOW LIGHT PROPAGATION IN ATOMIC AND PHOTONIC MEDIA  22.13

Hence the slowdown factor is simply 

 S = −κ 1    (27)

At the same time the third-order dispersion is

 β τ
κ

κ3
1

2

21=
⎛

⎝
⎜

⎞

⎠
⎟ −−vg ( )   (28)

indicating that one can always optimize the performance of CRS delay line by choosing proper 
coupling coefficient to strike the balance between sufficient delay and low distortion caused by dis-
persion. As a result one can achieve the following relation between the storage capacity Nst and the 
required delay line length 

  L cN
n

n
~ /

st
3 2

1

ω δ⎛

⎝
⎜

⎞

⎠
⎟

−

   (29)

Comparing Eq. (29) with the results for atomic delay line Eq. (17), one can first notice that the 
required length of the buffer (essentially the number of coupled resonators) does not increase with 
the bit rate. Thus the CRS should have much better performance at high bit rates compared to EIT 
delay lines. This result (and the fact that required length increase only as a power 3/2 of storage 
capacity) follows the fact that the slowdown factor is not as strong function of passband width in 
CRS as in EIT. Furthermore, the expression inside the parenthesis can become commensurate with 
the optical frequency when large index contrast is used. This contrast can be as high as a factor of 2 in 
Si on SOI ring resonators61,62 or photonic crystal,41 which means that one can ultimately store Nst bits 
of optically encoded information in roughly L N~ /

st
3 2λ  length.63

The limitations imposed by high order dispersion can be mitigated by using a combination of 
CRS with b3’s of different sign as shown in.64 Alternatively, one can use the so-called dynamic slow 
light scheme65–67 in which the properties of the CRS are adiabatically tuned when the light enters it 
allowing the compression of spectrum and thus reducing the deleterious effect of dispersion. Similar 
results can be in principle achieved using semiconductor devices68,69 combining Bragg grating with 
quantum wells that are resonant near the Bragg frequency. It should be noted, however, that even 
dynamic structures have limited storage capacity due to dispersion occurring before the spectral 
compression, that is, when the light enters the delay line.70,71

22.6 SLOW LIGHT IN OPTICAL FIBERS

In the prior subsections, we have described the slow light in the vicinity of atomic and photonic 
resonances that are always associated with loss. In case of atomic resonance, the loss is inherent 
and can be traced to dephasing of atomic polarization. In case of photonic resonance, the loss 
occurs simply because the light spends more time inside the delay line (or, in one case, it takes 
longer effective path by bouncing back and forth or making circles). But it is well known that 
strong dispersion also takes place in the spectral vicinity of the resonant gain. The advantages of 
using gain are manyfold—first of all one is not faced with attenuation, and second the gain can 
be changed at will by changing the pump strength and spectrum—hence the delay and the band-
width can be made tunable.

Consider a gain profile g( )ω  shown in Fig. 8a and characterized by its peak value g g0 0= ( )ω  and 
the FWHM linewidth δω1 2/ . Usually the peak gain is inversely proportional to the linewidth and 
therefore it makes sense to introduce the integrated optical gain that is proportional to the total 
pump power γ δω~ /g0 1 2 . Applying Kramers-Kronig transform to the gain profile, one can obtain 
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22.14  QUANTUM AND MOLECULAR OPTICS

the refractive index spectrum shown in Fig. 8b. There is a positive slope at the center of the gain and 
this leads to slowdown factor of 

  S g c n c n( )~ / ~ // /ω δω γ δω0 0 1 2 1 2
21 1+ +    (30)

shown in Fig. 8c. To achieve tunable gain, most often one uses stimulated Brillouin or stimulated 
Raman scattering. One unique advantage of these processes is that it can be observed in many media 
including the ubiquitous silica optical fiber which allows the slow light devices to be easily integrated 
into communication systems. 

In the stimulated Brillouin scattering (SBS) process, a high-frequency acoustic wave is 
induced in the material via electrostriction for which the density of a material increases in 
regions of high optical intensity. The process of SBS can be described classically as a nonlinear 
interaction between the pump (at angular frequency wp) and a probe (or Stokes) field ws through 
the induced acoustic wave of frequency ΩA.72 The acoustic wave in turn modulates the refractive 
index of the medium and scatters pump light into the probe wave when its frequency is down-
shifted by the acoustic frequency. This process leads to a strong coupling between the three waves 
when this resonance condition is satisfied, which results in exponential amplification (absorp-
tion) of the probe wave. Efficient SBS occurs when both energy and momentum are conserved, 
which is satisfied when the pump and probe waves counterpropagate. This leads to atypically 
very narrow gain bandwidth of typically about 30 MHz. With the peak values of Brillouin gain 
of about g0

10 02~ . m−  one can then expect the slowdown factor to be on the order of only a few 
percent different from unity—hence the value of this scheme is not in the absolute delay time 
but in adjustable additional delay 

  ΔT g Ld ~ / /0 1 2δω    (31)

Since the large value of total gain g L0  can lead to Brillouin lasing, it is usually limited to about 10 to 
15 meaning that maximum pulse delay of about 2 pulse lengths.73 It is important that the main limi-
tation for the achievable delay in amplifiers is the dispersion of gain rather than dispersion of group 
velocity.73 While this delay of a few pulse lengths is relatively small, it is tunable and as such may be 
sufficient for many applications.

Tunable slow-light delay via SBS in an optical fiber was first demonstrated independently by 
Song et al.74 and Okawachi et al.75 In the experiment preformed in Ref. 74 delay could be tuned 
continuously by as much as 25 ns by adjusting the intensity of the pump field and the technique can 
be applied to pulses as short as 15 ns. A fractional slow-light delay of 1.3 was achieved for the 15-ns-
long input pulse with a pulse broadening of 1.4.

Following the first demonstrations of SBS slow light in optical fibers, there has been consider-
able interest in exploiting the method for telecommunication applications. One line of research 

Gain g  = g0 dw1/2
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FIGURE 8 Slow light in an optical amplifier: (a) gain; (b) index; and (c) slowdown factor.
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has focused on reducing pulse distortion by reducing the distortion caused by the gain dispersion 
performance76–81 by essentially trying to shape the Brillouin gain with multiple pumps. In numer-
ous experimental demonstrations of multiple closely spaced SBS gain lines generated by a multi-
frequency pump, significant increases in slow-light pulse delay were achieved as compared with the 
optimum single-SBS-line delay.

Another line of research has focused on broadband SBS slow light.82–86 The width of the reso-
nance which enables the slow-light effect limits the minimum duration of the optical pulse that can 
be effectively delayed without much distortion, and therefore limits the maximum data rate of the 
optical system. Herraez et al.82 were the first to increase the SBS slow-light bandwidth and achieved 
a bandwidth of about 325 MHz by broadening the spectrum of the SBS pump field. Zhu et al. 
extended this work to achieve an SBS slow-light bandwidth as large as 12.6 GHz, thereby support-
ing a data rate of over 10 Gb/s.83 The latest results on expanding bandwidth are summarized in the 
review article.87

An alternative way to achieve tunable delays in optical fibers is via stimulated Raman scattering 
(SRS) can also be achieved in optical fibers. The SBS arises from exciting vibrations in individual 
molecules also known as optical phonons—as opposed to exciting sound waves (acoustic phonons) 
as in the SBS process. The optical phonons, unlike acoustic phonons, are localized and have very 
short lifetimes, measured in picoseconds or fractions of picoseconds. Furthermore, in amorphous 
materials, such as glass, the frequencies of optical phonons are spread over the large interval (mea-
sured in THz)—hence the Raman gain is much broader than Brillouin gain, but is also much smaller 
in absolute value. Integrated gain γ δω~ /g0 1 2  is similar for SBS and SRS but in SRS it is spread out 
over much wider δω1 2/ . 

Sharping et al. demonstrated an ultrafast all-optical controllable delay in a fiber Raman amplifier.88 
In this experiment a 430-fs pulse is delayed by 85 percent of its pulse width using SRS in 1-km-long 
high nonlinearity fiber. The ability to accommodate the bandwidth of pulses shorter than 1 ps in a 
fiber-based system makes SRS slow light useful for producing controllable delays in ultrahigh band-
width telecommunication systems.

In addition to optical fibers, SRS slow light has also been demonstrated in a silicon-on-insulator 
planar waveguide.89 Since silicon is a single-crystalline material, the Raman gain is concentrated 
into the narrower bandwidth than in glass, but this bandwidth is still sufficient for delaying short 
optical pulses of 3 to 4 ps in a very short (8 mm) waveguide. This scheme represents an important 
step in the development of chip-scale photonics devices for telecommunication and optical signal 
processing. 

Slow light propagation was also demonstrated in erbium-doped fibers90,91 using coherent popu-
lation oscillations, but the bandwidth, related to the relaxation time in erbium ion was only on the 
order of kHz. Other methods included using the parametric gain92 in the optical fiber as well as tak-
ing advantage of EIT in hollow optical fibers.93

22.7 CONCLUSION 

In this chapter, we have only given a very brief overview of the physics involved in the phenomenon of 
slow (and fast) light propagation. We have shown that while the underlying mechanisms are diverse, 
they all are characterized by a relatively narrow resonance, whether it is due to an atomic transition, 
resonance in the photonic structure, or is determined by a pump in an optical amplifier. As a result, the 
delay bandwidth and physical dimensions of all slow-light media are interdependent and must be opti-
mized for a given set of objectives that depends on application. The applications of slow light, in both 
linear and nonlinear optics, are so diverse that it is impossible to cover them all even briefly in this chapter. 
They involve optical communications, optical signal processing, microwave photonics, precise inter-
ferometric instruments, and many others, and many new ones appear every year. The multidisciplinary 
field of slow light experiences rapid growth and this brief survey of the current state of affairs is nothing 
more than a snapshot intended to provide sufficient background to the newcomers into this field and to 
suggest a number of sources from which a deeper knowledge can be gained. 
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23.1 INTRODUCTION

The newly emergent fields of quantum sensing and imaging utilize quantum entanglement—the 
same subtle effects exploited in quantum information processing—to push the capability of preci-
sion measurements and image construction using interferometers to the ultimate quantum limit of 
resolution.1,2 Alan Migdall at the U.S. National Institute of Standards and Technology, for example, 
has proposed and implemented a quantum optical technique for calibrating the efficiency of photo-
detectors using the temporal correlations of entangled photon pairs.3 It was one of the first practi-
cal applications of quantum optics to optical metrology, and has produced a technique to calibrate 
detectors without the need for an absolute standard.

These quantum effects can also be applied to increase the signal-to-noise ratio in an array of 
sensors from Laser Interferometer Gravitational Wave Observatory (LIGO) to Laser Light Detection 
and Ranging (LIDAR) systems, and to synchronized atomic clocks. Quantum imaging exploits 
similar quantum ideas to beat the Rayleigh diffraction limit in resolution of an imaging system, such 
as used in optical lithography. We present an introduction to these exciting fields and their recent 
development.

Entanglement is the most profound property of quantum mechanical systems.4,5 First we need to 
define entanglement. For simplicity, let us consider a system of two modes A and B only. Modes A 
and B may describe the two spatial paths of a Mach-Zehnder interferometer or two different polar-
ization modes in an optical cavity. We can put a photon in either of the modes or let them remain 
empty. Let us suppose a general state of mode A which is a superposition of the two possible states, 
therefore we obtain α β0 1A A

+ , where α  and β  may be complex and | | | |α β2 2 1+ =  is required for 
proper normalization of the state. We also write a superposition for a general state for mode B, that 
is, γ δ0 1B B

+  and | | | |γ δ2 2 1+ = . Now consider the combined two-mode state Ψ = +( )1 0 0 1 2A B A B
/

, where either a photon is in mode A or B. It is easy to see that this state cannot be decomposed into 
a product state for mode A and mode B only, that is, we cannot find any coefficients α β γ δ, , ,  such 
that the equation ( )( ) ( )α β γ δ0 1 0 1 1 0 0 1 2

A A B B A B A B
+ + = + /  is satisfied. The state Ψ  is 

an example for a nonseparable state. In general, any nonseparable state of two or more systems is 
called entangled. Erwin Schrödinger was the first who coined the term entanglement,6 although he 
is by far more prominent for his Schrödinger cat. Now we have a proper definition for entangled 
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pure states. But what is the definition for entangled mixed states? Let us suppose two systems A and 
B that can be in n  different mixed states ρi

A  and ρi
B  with i n=1, , .…  A separable mixed state may 

be written as ρ ρ ρ=∑ ⊗i i i
A

i
Bp , where the pi  are probabilities. Mathematicians call this particular 

sum a convex combination of product states. Now we can define entanglement for mixed states in 
excluding just these separable states. We say, if the bipartite system cannot be written in the above 
way, we call it entangled.7 

Entanglement is not necessarily a useful physical quantity. Entanglement is usually discussed 
together with nonlocal correlations. These nonlocal correlations can be verified by Bell experi-
ments.8 For a nice review of the current status of Bell experiments see, for example, Ref. 9. The 
violation of a Bell inequality10,11 by a specific quantum state is an indication that the state is able to 
exhibit nonlocal correlations. It is known that for any entangled pure state of any number of quan-
tum systems one may violate a generalized Bell inequality.12,13 An extension of this statement for 
mixed entangled states has not been found. Furthermore Werner provided in 1989 an example of 
nonseparable mixed states that do not violate a Bell inequality.7 This demonstrated that the class of 
entangled mixed states decomposes into states that are entangled but do not show nonlocal correla-
tions and those that are entangled and are nonlocal. The state Ψ  is clearly entangled but only until 
very recently it has been proven in several experiments that this state violates a Bell inequality.14–17 
Generalizations of this state where the single photon is replaced by N photons will play an impor-
tant role in applications described later in this chapter. That also this generalization for N photons 
in either of the modes violates a Bell inequality has been proven in Ref. 18 very recently. This shows 
that the connection of entanglement and nonlocal correlations is still a very hot research topic. Now 
let us come back to a very practical application, an optical interferometer.

In order to see the role of quantum mechanics in optical interferometers, we first consider a 
prototype Mach-Zehnder interferometer (MZI).19 The task is to measure the path-length differ-
ence between the two arms of the interferometer. In the standard approach, as shown in Fig. 1, an 
input laser beam is launched into the first 50-50 beam splitter (BS) on the left in port A, bounced 
off of the two mirrors in the middle, and recombined at the second 50-50 BS on the right. Light 
then emerges from the top and bottom ports, C and D, of the second BS, and is then made incident 
on two photodetectors � and �, as shown. Typically, the intensities in each port, IC and ID, are mea-
sured at each detector and the result is combined to yield the difference intensity, I = ID – IC, which 

FIGURE 1 Schematic of a Mach-Zehnder interferometer. Laser 
light in port A is split by the first 50-50 beam splitter, aquires a phase 
difference, and recombines at the second beam splitter and emerges 
in ports C and D. We take a convention such that, for a balanced 
interferometer, port C is the dark port. Hence, any light emergent 
here is indicative of an arm displacement and can be detected by the 
two detectors and the analyzer.
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we shall call the signal. To indicate the phase induced by the path difference between the upper and 
lower arms, we place an icon for a phase shift j, which in this example has the value j = kx. Here x 
is the path-length difference between the two arms. The wave number, k = 2p/l, is a predetermined 
constant, given the optical wavelength l.

We adopt the convention that the light field always picks up a p/2 phase shift upon reflection off of 
a mirror or off of a BS, and also no phase shift upon transmission through a BS. Then, the two light 
fields emerging from the second BS out the upper port C are precisely p out of phase with each other, 
and hence completely cancel out due to destructive interference (the dark port). Consequently, the two 
light fields recombine completely in phase as they emerge from the lower port D and add up due to 
constructive interference (the bright port). Hence for a balanced MZI all of the energy that comes in 
port A emerges out of port D and none out of port C. Clearly, any change in the path difference x away 
from the x = 0 balanced condition will cause light to appear in the formerly dark port, and in this way 
we can measure x by simply measuring intensities at the detectors. 

The question is: How precise a measurement of the path difference x can we make? If the light 
intensity incident on port A is IA, then in terms of the phase shift j the output-port intensities can 
be written as

 
I IC A= sin ( )2 2ϕ/

 (1a)

 I ID A= cos ( )2 2ϕ/  (1b)

It is typical for the analyzer in Fig. 1 to compute the difference intensity M = ID – IC (where M stands 
for “minus”) such that

 M I I ID C A( ) os( )ϕ ϕ≡ − = c  (2)

Since j/2 = kx/2 = px/l, we have that IC = 0 and ID = IA whenever x/l = 0, 1, 2, 3, … Hence, our 
ruler is the light wave itself and the tick marks are spaced the wavelength l apart. We may start with 
a balanced interferometer with equal arm lengths, x = 0 (and M = IA), and then slowly move the 
upper mirror upward increasing x. As we do we will break the balance and begin to see light emerg-
ing from the formally dark port C (M decreases in the plot). 

At the point j = p/2, when IC = ID, then M = 0. Eventually, we will see port C attain maximum 
brightness and port D will go dark (M = –IA). As we continue the mirror displacement, this process 
will reverse, as sine and cosine are periodic, and finally port C will go dark again (M is maximum 
again with M = IA). At this point, we can stop moving the upper mirror and we are assured that 
now the path difference x has gone from 0 to l. If we take l = 1.0 μm, then it would seem we have a 
machine capable of measuring distances to an accuracy of about l = 1.0 μm. This is consistent with 
the Rayleigh diffraction limit, typically invoked in classical optics. 

Let us now balance the interferometer such that we start at the point j = p/2, when IC = ID, and 
hence M = 0 in Fig. 2. Note this is where the curve crosses the horizontal axis and the slope of the 
M-curve is steepest. If we call the horizontal displacement change Δj, then we can see this is related 
to the vertical intensity change ΔM. For small changes, we may approximate this relation using dif-
ferentials, that is, ΔM = IAΔj or

 
Δ
Δ

= =M M
I Aϕ ϕ

ϕ∂
∂

s n( )i  (3) 

which may be written as

 Δ = Δ = Δϕ
ϕ ϕ

M
M

M
I A∂ ∂/ sin( )

 (4) 
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The quantity ∂M /∂ϕ  is the slope of the curve, which is largest at the crossing point, implying 
our minimum detectable phase Δj is smallest there, via Eq. (4). At the crossing point j = p/2 and 
sin(p/2) = 1, and so this relation would seem to indicate that if we can measure the intensity dis-
placement ΔM with infinite precision (ΔM = 0), we can measure the phase (and hence distance) 
with infinite precision (Δj = 0). In practice, various technical imperfections tend to set the limit for 
the finite precision ΔM.20 However, as far as classical electromagnetic waves are concerned, nothing 
“fundamentally” prevents ΔM being zero. Hence, it would appear that if we try hard, we could detect 
any amount of phase shift no matter how small it is.

23.2 SHOT-NOISE LIMIT

The problem is that the simple classical arguments we used above do not take into account the effects 
of quantum mechanics. Specifically it does not take into account the fact that the intensity of the light 
field is not a constant, which can be measured with infinite precision, but that it fluctuates about some 
average value, and those fluctuations have their origin in the vacuum fluctuations of the quantized elec-
tromagnetic field.21,22 According to quantum mechanics, optical intensity can never be measured with 
infinite precision. Hence the uncertainty, in the curve of Fig. 2, always has some finite value, indicated by 
the box of height ΔM. The intensity displacement M can never be measured with infinite precision and 
has a fundamental uncertainty ΔM, and therefore the consequent phase j will always have its related 
uncertainty Δj, which is the width of the box. These fundamental quantum intensity fluctuations sug-
gest that there is a Heisenberg uncertainty principle at work, which in our example implies that the 
intensity I and the phase j cannot both simultaneously be measured with infinite precision. 

For a quantum analysis of this phenomenon, we introduce the mean number of photons in the 
laser field as the dimensionless quantity n, and note that the intensity I is then proportional to n for 
a steady-state system. If we denote the fluctuation in the phase as Δj and that in the intensity as Δn, 
we can then write down the Heisenberg number-phase uncertainty relation as23–25

 
Δ Δ ≥n ϕ 1

 (5)

This is closely related to the better know energy-time uncertainty principle Δ Δ ≥E t �,  where ΔE is the 
uncertainty in the energy, Δt is the uncertainty in the time, and �  is Dirac’s constant (Planck’s constant 

FIGURE 2 Typical Mach-Zehnder analyzer. The difference 
intensity M is plotted as a function of the phase shift j = kx, where x 
is the arm displacement to be measured. The minimal detectable dis-
placement, Δx, is limited by the fluctuations in the optical intensity, 
ΔM. These fluctuations are quantum mechanical in nature.
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divided by 2p). For a standing, monochromatic, electromagnetic wave we have E n=� ω,  where w 
is the frequency. This is just the energy per photon multiplied by the average number of photons. 
Since there is no propagation for a standing wave we have j = wt as the accumulated phase at any 
point. Approximating both of these expressions with differentials gives Δ = ΔE n� ω  and Δj = wΔt. 
Inserting these two expressions into the energy-time uncertainty relation yields the number-phase 
relation, Eq. (5). 

For a laser beam, the quantum light field is well approximated by a coherent state, denoted as 
α , where the complex number a =|a|eij is proportional to the electric field amplitude E such that 
| | ,α 2=n  the latter of which we recall is the dimensionless field intensity.21 This is the dimension-
less quantum version of the classical relation | |E I I n2

0= = . The full dimensional form is E E n= 0 ,  
where I E V0 0

2
0= =| | /( )�ω ε , which in SI units, �  is Dirac’s constant, ε0  is the free-space permittiv-

ity, and V is the mode volume for the electromagnetic field. Hence I0 is the intensity of a single photon. 
The fluctuations are typically represented in a phasor diagram, as shown in Fig. 3. Here the phase 
is the polar angle j measured counterclockwise off the horizontal axis. The radius from the origin 
to the center of the coherent-state disk is R n= =| |α 2 . The diameter of the disk d is on the order of 
d n n=Δ = .  From simple geometry, we can then approximate d = R Δj, where Δj is the uncertainty 
or fluctuation in the angular j direction. 

Combining all this we arrive at the fundamental relationships between number (intensity) and 
phase uncertainty for a coherent-state laser beam,

 Δn Δj = 1 (6a)

 Δ =n n  (6b)

 

Δ =
Δ

=ϕ
SNL

1 1
n n

 (6c)

FIGURE 3 Phase-space diagram showing quantum fluctuations. 
Fluctuations in the radial direction correspond to intensity and those in 
the angular direction phase. A coherent state is a disk and has fluctuations 
equal in intensity and phase (a “true” classical state is a point and has no 
fluctuations). Also shown is a phase squeezed state, which has fluctuations 
decreased in the angular (phase) direction, at the expense of increase fluc-
tuation in the radial (intensity) direction. Such a phase-squeezed state can 
be used to beat the shot-noise limit.

Classical state Coherent state

Squeezed state
j

Δn = √n

R = |a |2 = n

Δj  = 1/√n

Δj = 1/n

|a〉

Δn = n
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23.6  QUANTUM AND MOLECULAR OPTICS

The first relation, Eq. (6a), tells us that we have equality in Eq. (5); that is a coherent state in a mini-
mum uncertainty state (MUS). Such a state saturates the Heisenberg number-phase uncertainty 
relation with equality. This is the best you can do according to the laws of quantum mechanics. The 
second relation, Eq. (6b), describes the fact that the number fluctuations are poissonian with a mean 
of n and a deviation of Δ =n n , a well-known property of the Poisson distribution and the conse-
quent number statistics for coherent-state laser beams.22 Putting back the dimensions we arrive at

 
 ΔϕSNL =

I

I
0  (7)

which is called the shot-noise limit (SNL). The term “shot noise” comes from the notion that the 
photon-number fluctuations arise from the scatter in arrival times of the photons at the beam 
splitter, much like buckshot from a shotgun ricocheting off a metal plate. We can also import the 
SNL into our classical analysis above. Consider Eq. (4), where we now take IA = I0n, ΔM I n= 0 ,  
and j = p/2. We again recover Eq. (6c) for the phase uncertainty. Hence quantum mechanics puts 
a quantitative limit on the uncertainty of the optical intensity, and that intensity reflects itself in a 
consequent quantitative uncertainty of the phase measurement.

In classical electromagnetism, we can also represent a monochromatic plane wave on the phasor 
diagram of Fig. 3—but instead of a disk the classical field is depicted as a point. The radial vector 
to the point is proportional to the electric field amplitude E and the phase angle corresponds to the 
classical phase of the field. The phase-space point represents the idea that, classically, we can mea-
sure number and phase simultaneously and with infinite precision. As we have seen above, quantum 
mechanically this is not so. The Heisenberg uncertainty principle (HUP) of Eq. (5) tells us that both 
phase and intensity cannot be measured simultaneously with infinite precision. For a minimum 
uncertainty state (MUS), such as a coherent state α , we have equality in the HUP, as given in Eq. (6a). 
Then, combined with the poissonian-statistical distribution of photon number for a coherent state, 
Eq. (6b), we arrive at the shot-noise limit.

23.3 HEISENBERG LIMIT

In 1981, Carlton Caves first proposed the idea of using nonclassical states of light—the so-called 
squeezed states—to improve the sensitivity of optical interferometers to below even the shot-noise 
limit.26 This notion came as somewhat of a surprise to the interferometer community, as it was 
thought at the time that the shot-noise limit was the ultimate limit on sensitivity as imposed by 
quantum mechanics. However, there are other minimum uncertainty states besides the coherent 
state. The easiest way to see this is to look again at the representation of the coherent state as a disk 
in phase space (Fig. 3). The fact that it is a disk indicates that the fluctuations are the same in all 
directions, and that the area of the disk is a constant 
. The pictogram and the HUP then tells us 
that any quantum state must have an area greater or equal to 
, and that the MUS has an area equal 
to 
. This is, for a coherent state, equivalent to stating the three conditions of Eq. (6). However, we 
can relax Eq. (6b) and (6c), while still maintaining the HUP of Eq. (6a). 

That is, we can decrease Δj, at the expense of increasing Δn at the same time, so that the prod-
uct ΔjΔn = 1 remains constant and the area of the disk remains the same value 
. Pictorially this 
amounts to squeezing the coherent-state disk in the angular direction, while allowing it to expand in 
the radial direction, as shown in Fig. 3. The important point is that the area 
 of the ellipse remains 
unchanged so that the HUP is obeyed. However, we can decrease phase uncertainty at the expense 
of increasing the number uncertainty. Furthermore, it is possible to produce such squeezed states of 
light in the laboratory, using nonlinear optical devices and ordinary lasers.27–30

Now the question is: What is the most uncertainty we can produce in photon number, given that 
the mean photon number n is a fixed constant, and that we still want to maintain the MUS condition—that 
the area of the ellipse remains a constant 
. Intuitively one cannot easily imagine a scenario where 
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QUANTUM ENTANGLEMENT IN OPTICAL INTERFEROMETRY  23.7

the fluctuations in the energy, Δ = ΔE n�ω , exceeds the total energy of the laser beam, E n=�ω .
Hence the best we can hope to achieve is ΔE = E or, canceling out some constants, Δn = n. Inserting 
this expression in the HUP of Eq. (6a), we obtain what is called the Heisenberg limit:

 Δ =ϕHL

1
n

 (8)

Putting back the dimensions we get

 
 ΔφHL =

I

I
0  (9)

This is exactly the limit one gets with a rigorous derivation using squeezed light in the limit of infi-
nite squeezing.31,32 It is called the Heisenberg limit as it saturates the number-phase HUP, and also 
because it can be proven that this is the best you can do in a passive interferometer with finite aver-
age photon number n. Converting to minimum detectable displacement we get

 Δx
n

I

I
= =� � 0  (10)

where I0 is the single photon intensity, defined above. 
So far, we have considered the situation that we send light in port A and analyzed what came out 

of ports C and D for the MZI shown in Fig. 1. What about input port B? Classically there is no light 
coming in port B, and hence it is irrelevant. But, it is not so. In his 1981 paper, Caves showed that 
no matter what state of the photon field you put in port A, so long as you put nothing (quantum 
vacuum) in port B, you will always recover the SNL. In quantum electrodynamics, even an interfer-
ometer mode with no photons in it experiences electric field fluctuations in that mode. 

In the MZI these vacuum fluctuations have another important effect; at the first BS they enter 
through port B and mix with whatever is coming in port A to give the SNL in overall sensitivity. It 
becomes clear then, from this result, that the next thing to try would be to plug that unused port B 
with something besides vacuum. It was Caves’ idea to plug the unused port B with squeezed light 
(squeezed vacuum to be exact). That, with coherent laser light in port A as before—and in the limit 
of infinite squeezing—then the SNL rolls over into the HL. 

In the laboratory, however, infinite squeezing is awfully hard to come by. With current
technology,33–35 the expected situation is to sit somewhere between SNL and HL but a lot closer 
to the former than the latter. Recent analyses by a Caltech group, on exploiting squeezed light in 
LIGO, indicates a potential for about a one-order-of-magnitude improvement in a future LIGO 
upgrade.36 Not the twelve orders of magnitude that was advertised above, but enough to allow 
the observatory to sample about 80 times the original volume of space for gravitational-wave 
sources. That, for LIGO, is a big deal. 

23.4 “DIGITAL” APPROACHES

Squeezing is an “analog” approach to quantum optical interferometry, in that the average photon 
number and the degree of squeezing are continuous variables. There is another approach, exploiting 
discrete photon number and path-entangled optical states, where the photon number is fixed. There 
is a large body of literature on using entangled particles or photons in a Mach-Zehnder interferome-
ter in order to beat the shot-noise limit. The first such proposal was by Bernard Yurke in the context 
of neutron interferometry.37

In 1986, the use of photon-number eigenstates, the so-called Fock states, to improve the inter-
ferometer phase sensitivity by Yurke et al.,38 and independently by Yuen.39 They showed that with a 
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23.8  QUANTUM AND MOLECULAR OPTICS

suitably correlated input state the phase sensitivity can be improved to the one proportional to 1/N. 
The correlated input state—which we call the Yurke state—is given by

 
 ψ

Y

N N N N= + + −
2 2 2

1
2

1, ,  (11)

where the normalization constant of 1 2/  has been dropped for convenience. The two numbers 
inside the brackets represent the number of photons entering the input ports A and B, respectively. 
As is the case of the squeezed state, the Fock-state approaches also require the light field incident 
upon both input ports of the MZI. If N photons entered into each input port of the interferometer 
in nearly equal numbers, then it is possible to obtain the asymptotic phase sensitivity scaling of 
order 1/N for large N, the Heisenberg-limit.40

In 1993, Hillery and Mlodinow showed that the SU(2)-squeezed minimum-uncertainty states 
can also be used for the input state of the Mach-Zehnder interferometer to achieve Heisenberg-
limited sensitivity.41 They called such a state the “intelligent” state. The intelligent state has a fixed 
number of photons. However, it consists of all the possible combination of the photon number dis-
tribution in the input modes such that

  ψ
INT N k

k

N

C N k k= −
=
∑ , ,

0

 (12)

where the probability amplitude CN k,  varies with N and k as well as the degree of squeezing.42 
Although it contains a fixed number of photons, the exact form of the intelligent state depends on the 
degree of squeezing. Hence, we may put this approach in between the analog and the digital ones. 

In 1993, on the other hand, Holland and Burnett proposed the use of the so-called dual-Fock 
states for the two input ports of the MZI in order to achieve Heisenberg-limited sensitivity.43 The 
dual-Fock state has the same number of photons at each input mode such that the quantum state 
can be written as 

 ψ
DF

N N=
2 2

,  (13)

We see that the dual-Fock state has a much simpler form, compared to the Yurke state of Eq. (11). 
Why is it that this simple looking dual-Fock state had been overlooked in the earlier investiga-
tion? Using the dual-Fock state input, the measurement of the difference intensity does not yield 
any signal. In other words, the difference between the two output modes is always zero regardless 
of the amount of phase shift. This prevents the use of dual-Fock state for the interferometer input 
when the difference signal is measured, and because of that it was discarded, not overlooked. What 
Holland and Burnett suggested is to construct a probability distribution of the estimated phase, con-
ditioned on the number of photons at each output port. Then, they showed, after sufficient number 
of trials, the probability distribution becomes narrow such that the phase uncertainty approaches 
to the 1/N Heisenberg limit. Heisenberg-limited phase measurements have also been proposed for 
Ramsey-type atom interferometry, where the degenerate Bose-Einstein condensates play the role of 
atomic dual-Fock states.44,45

The conditional probability distributions are generally used for parameter estimation. The phase 
is not a quantum mechanical observable (that is represented by a self-adjoint operator),46 and it has 
to be estimated. Here, instead of direct inversion for the phase shift as performed with the difference-
intensity measurement in Eq. (2), the probability distribution is constructed to infer the phase shift 
given the measurement results (photon counts at C and D ports separately).47 The error in the phase 
estimation is then given by the variance of that distribution. 

Such phase estimation protocols with conditional probabilities are applied to look for optimal 
quantum states of the input light field as well as the optimal output measurement schemes.48–52 
Given that the output detection does not have to be the conventional difference intensity measurement, 
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QUANTUM ENTANGLEMENT IN OPTICAL INTERFEROMETRY  23.9

Sanders and Milburn proposed an ideal canonical measurement based on phase state projection.48 
Using such an ideal measurement strategy, Berry and Wiseman suggested an optimal state that 
minimizes the so-called Holevo phase variance.49 They further developed an adaptive measurement 
scheme that approximates the ideal measurement scheme by Sanders and Milburn. With other mea-
surement strategies such as coincident measurement that exploits the forth-order correlation, it is 
also possible to obtain the phase sensitivity beyond the shot-noise limit with the dual-Fock state.53–57

23.5 N00N STATE

Let us now consider a two-mode, path-entangled, photon-number state, commonly called the 
N00N state. The idea is that we have a fixed finite number of photons N that are either all in the 
upper mode A or all in the lower mode B, but we cannot tell—even in principle—which is which. 
The state of all up and none down is written | | |up〉 = 〉 〉N A B0  and the state of all down and none 
up is similarly down = 0 A BN .  The notation indicates a product state of N photons either in A 
or B (but not both) such that 

  | | | | , | ,N00N up down〉 ≡ 〉+ 〉 = 〉+ 〉N N0 0  (14)

where a normalization constant of 1 2/  has again been dropped for convenience. The N00N state 
was first discussed in 1989 by Barry Sanders, who was particularly interested in the Schrödinger-cat 
aspect and how that affected quantum decoherence.58 It was rediscovered in the context of quantum 
imaging—particularly for quantum lithography59—to circumvent the Rayleigh diffraction limit. 
The N00N state has the interesting property that it is quantum entangled between the two modes 
and rigorously violates what is known as a Bell inequality for nonclassical correlations.18

To see why a N00N state has the magical properties—super sensitivity and super resolution, 
in particular—we take a brief look at the difference in behavior between a number state N  and 
a coherent state α  in an MZI. When a coherent state passes through a phase shifter j, such as 
depicted in Fig. 1, it picks up a phase of j. This is a property of a classical monochromatic light 
beam that coherent states inherit quantum mechanically. However, number states are already highly 
nonclassical states to begin with. Their behavior in the phase shifter is radically different. 

When a monochromatic beam of number states passes through a phase shifter, the phase shift is 
directly proportional to N, the number of photons. There is no n-dependence in the phase shift for 
the coherent state (n is the average number of photons). In terms of a unitary evolution of the state, 
the evolution for any photon state passing through a phase shifter j is governed by 

 ˆ ( ) exp( ˆ)U i nϕ ϕ≡  (15)

where n̂  is the photon number operator. The phase shift operator can be shown to have the follow-
ing two different effects on coherent versus number states,22

 Û ei
ϕ

ϕα α=  (16a)

 Û N e NiN
ϕ

ϕ=  (16b)

Notice that the phase shift for the coherent state is independent of number, but that there is an N 
dependence in the exponential for the number state. The number state then evolves in phase N
times more rapidly than the coherent state. After the phase shifter the N00N state evolves into

  N N e N NiN, , , ,0 0 0 0+ → +φ  (17)
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23.10  QUANTUM AND MOLECULAR OPTICS

which is the origin of the quantum improvement phase sensitivity. If we now carry out an N-photon 
detecting analyzer (still different from the conventional difference intensity measurement), we 
obtain

  M I NAN00N( ) cos( )φ φ=  (18)

which is the solid curve in Fig. 4. The N00N signal (solid) oscillates N times as fast as the coherent 
state (dotted). Two things are immediately clear. The distance between peaks goes from λ λ→ / ,N
which is the quantum lithography effect—we now beat the Rayleigh diffraction limit of l by a fac-
tor of N. This sub-Rayleigh-diffraction-limit effect is now commonly called “super resolution.” The 
slope of the curve at the horizontal axis crossing point gets larger as well, also by a factor of N. Now 
the minimal detectable phase, given by Eq. (4), consequently goes down. However, the signal M for 
this N00N state is not the same as for the coherent state scheme, as we are now counting photons N 
at a time. And it turns out then that ΔMN00N = 1 for the new scheme, and then Eq. (4) gives

 Δ =ϕN00N 1/ N  (19)

which is precisely the Heisenberg limit of Eq. (8). This Heisenberg limit, or the beating of the shot-
noise limit, is now commonly called “super sensitivity.”

For N = 1 and N = 2 (low N00N) it is fairly straightforward to make such states with nonclassical 
sources of photon number states of either the form 1 0A B  or 1 1A B

,  that is one photon in mode 
A and none in B, or one photon in each of modes A and B. The standard approach utilizes sponta-
neous parametric down-conversion (SPDC), where an ultraviolet (UV) photon is down converted 
into a pair of number states. The effect of a simple beam splitter transformation on these states22 is 
to convert them to low-N00N states, as follows:

 1 0 1 0 0 1A B A B A B
BS⎯→⎯ +′ ′ ′ ′

 (20a)

 1 1 2 0 0 2A B A B A B
BS⎯→⎯ +′ ′ ′ ′  (20b)

where Eq. (20a) shows that a single photon cannot be split in two, and Eq. (20b) is illustrative of the 
more subtle Hong-Ou-Mandel effect—if two single photons are incident on a 50-50 beam splitter 
they will “stick” and both photons will go one way or both will go the other way, but you never get 
one photon out each port.60

FIGURE 4 Comparison of the detection signal of a coherent 
state (dotted) and a N00N state (solid). The N00N state signal oscil-
lates N times as fast as the coherent state and has maximum slope that 
is N times as steep (N = 3). The effect is as if the N00N state was com-
posed of photons with an effective wavelength of l/N instead of l. 

ΔM

M

0

– IA

+ IA

Δj = kΔx

j = kx

j = 2p /N
x = l /N

p 2p
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QUANTUM ENTANGLEMENT IN OPTICAL INTERFEROMETRY  23.11

As depicted in Fig. 5, it is the probability amplitude for the transition 1 1 1 1A B A B
BS⎯→⎯ ′ ′  that 

completely cancels out due to destructive interference. On the other hand, the probability amplitude 
for the transition indicated by Eq. (20b) adds up, due to constructive interference. So it is relatively 
easy, once you have a source of single photons, to create low-N00N states. The challenge is then, how 
to go to high N00N? 

One of the first proposals for making high-N00N states was introduced in 2002 by Gerry and 
Campos, motivated by their applications in lithography and metrology.61 The idea is to make a kind 
of quantum computing gate (a Fredkin gate) so that a single photon in the upper MZI-1 controls 
the phase shift in the lower MZI-2, as shown in Fig. 6.62 A nonlinear optical material called a cross-
Kerr phase shifter couples the two MZIs.

The strength of the cross-Kerr effect, however, is so tiny at the single photon level63–65 that is it 
comes up 20 orders of magnitude too small for making a good N00N-state generator. There are two 

FIGURE 5 Four possibilities of the output, when send-
ing a 1 1A B

 state through a beam splitter. The diagrams 
(c) and (d ) lead to the same final state, interfering destruc-
tively; (c) no phase acquired for transmission-transmission; 
and (d ) a total of p phase shift for refection-reflection.

(a) (b) (c) (d)

FIGURE 6 N00N-state generator by Gerry and Campos.61 In 
the lower interferometer if N photons enter upper port A, they will 
always emerge in lower port D for a balanced Mach-Zehnder. Now 
if the lower interferometer is coupled to the upper one, via a strong 
cross-Kerr nonlinearity, a single photon in the lower branch of the 
upper interferometer causes a p phase shift, directing all N photons 
to emerge out port C. If the upper device is also an interferometer, 
one can arrange a superposition of zero and one photons in the Kerr 
box, giving rise to a superposition of a 0 and p phase shift. This Kerr 
superposition results in the N00N state, the number state superposi-
tion in the output modes C and D of the lower interferometer. 

Magic beam splitter

MZI-1

MZI-2

A

B D

C
b d

a c

Kerr

|1〉A |0〉B

|N 〉A |0〉B |N 〉A |0〉B + |0〉A |N〉B
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23.12  QUANTUM AND MOLECULAR OPTICS

well-known ways to boost the Kerr effect: put in an optical micro-cavity around the atoms in the 
Kerr material,66 or coherently lock the atoms together in an approach known as electromagnetically 
induced transparency.67–69 Both roads have their complication and technical challenges. There is, 
however, a third path.

Here is where the universe of quantum-optical-metrology took some hints from the world of 
quantum-optical computing. The Gerry-Campos idea is based on an optical Fredkin gate, a sort of 
a single photon transistor. If such a device could be made easily, it would be a quick and easy road to 
the all-optical quantum computer. In 2001, Knill, LaFlamme, and Milburn (KLM) proposed an all-
optical, digital, scheme for quantum computing that exploited discrete entangled photon states dis-
tributed over the modes of an optical interferometer.70 This discovery ignited a huge international 
collaborative research and development program on the optical quantum computer. In this scheme, 
the Kerr nonlinearity is replaced with additional ancillary, mirrors, phase shifters, beam splitters 
and—most importantly—detectors. The KLM idea is that the detection process in the ancillary 
devices induces an effective Kerr nonlinearity.71

While still not perfect, the effective Kerr produced this way can be much stronger than the 
usual Kerr materials. So instead of working one time in 1020, our new device works one time in 
10, which is a 19-order-of-magnitude improvement. Our group, then at the NASA Jet Propulsion 
Laboratory, proposed the first high-N00N generation scheme based on all linear-optical devices.72 
The idea is to make the upper and lower mirrors into additional beam splitters and to put detec-
tors just past them. Such a N00N-generating scheme can be stacked to produce N00N states with 
N that is arbitrarily high.73,74 However, at least initially, all such schemes produced N00N states 
with a probability that scaled exponentially badly as N increased. The larger and larger you make 
N, the far more likely it is that you get only non-N00N states. Recently there has been a great deal 
of work on the development of schemes that produce N00N “efficiently.”75–77 So we are well along 
the digital quantum-computer-paved road to super resolution and super sensitivity—at least in 
theory.

The demonstration of the doubling of the effective wavelength was made in 1999,78 and a proof-
of-principle demonstration of the super-resolving application to sub-Rayleigh lithography was car-
ried out by the group of Yanhua Shih in 2001.79 Then in 2004 the N = 2 barrier was breached; the 
group of Steinberg demonstrated super resolution for N = 3, and, for N = 4, the group of Zeilinger 
demonstrated it as well.80–82 These 2004 experiments exploited the effective Kerr nonlinearities 
extracted from the photodetection process. While not “optical” metrology, there has been a lot of 
work on precision frequency measurements with trapped ions. In particular, the so-called maxi-
mally entangled states have been exploited to show super resolution and super sensitivity.83–89

Then, in 2007, the group of Andrew White demonstrated N = 6 super resolution in a process that 
used classical photons with a nonlinear N-photon detection scheme.86 While interesting, such an 
approach can never achieve super sensitivity due to its semiclassical nature, as the authors pointed 
out. The first demonstration of both super sensitivity and super resolution in a single experiment 
also appeared in late 2007 in a collaborative Japanese and UK experiment.87 This was the first exper-
iment to beat the shot-noise limit, using N00N states, with N > 2. However, the results still were not 
quite at the Heisenberg limit. It lies between the shot-noise limit and the Heisenberg limit. 

Another Australian collaboration, of the groups of Geoffrey Pryde and Howard Wiseman, carried 
out an experiment that produced N single-photon states of the form of Eq. (20a), and recycled them 
through the MZI in a feedback-loop implementation of a quantum computing protocol known as 
the Kitaev phase estimation algorithm88–90 with the effective N = 378. The idea is that instead of 
making such a large N00N state, they make 378 passes through the interferometer, with feedback, 
using the low N = 1 N00N state. Since all N00N states are equally entangled and violate a Bell 
inequality for any nonzero value of N, the trade-off is that of a complicated N00N-state generating 
scheme with a less complicated single-photon detection scheme with some electronic feedback.18 
Such a protocol is, surprisingly, easier to implement than the high-N00N approach, and arrives at 
the same performance in sensitivity scaling, the Heisenberg limit. This Australian experiment, once 
again, illustrates the close connection between quantum optical computing and quantum metrol-
ogy, as it achieves super sensitivity by running a quantum computational algorithm. A quantum 
computer is nothing more than a (complicated) quantum sensor, and hence one can design a quan-
tum sensor by exploiting ideas from quantum computing. 
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23.6 QUANTUM IMAGING

Quantum imaging is a new subfield of quantum optics that exploits quantum correlations, such 
as quantum entanglement of the electromagnetic field, in order to image objects with a resolution 
(or other imaging criteria) that is beyond what is possible in classical optics. Examples of quantum 
imaging are quantum ghost imaging, quantum lithography, and sub-Rayleigh imaging.91,92 In 2000, 
it was pointed out that N00N states had the capability to beat the Rayleigh diffraction limit by a fac-
tor of N. This super-resolution feature is due to the high-frequency oscillations of the N00N state 
in the interferometer, as illustrated in Fig. 4. For the quantum lithography application, the idea is 
to realize that if one has an N-photon absorbing material, used as a lithographic resist, then these 
high-frequency oscillations are written onto the material in real space and are not just a trace on an 
oscilloscope. Mathematically, the N-photon absorption and the N-photon detection process have a 
similar structure, that is,

  N00N N00N(ˆ ) ( ˆ) cos( )†a a NN N = +1 ϕ  (21)

where â  and
 

ˆ†a
 
are the mode annihilation and creation operators. From Fig. 4, we see in the solid 

curve this oscillates N times faster than if we were using single photons, or coherent light, as in 
the dotted curve. Recall that, for our MZI, we have ϕ π λ= =kx x2 / , where x is the displacement 
between the two arms. For lithography x is also the distance measured on the photographic plate 
or lithographic resist. If we compare the classical resolution to the N00N resolution we may write, 
ϕ ϕN00N classical= N , which we can solve for

  λ
λ

N00N
classical=

N
 (22) 

Written this way, we can say the effective wavelength of the N photons bundled together N at a 
time into the N00N state is N times smaller than the classical wavelength. This is another way to 
understand the super-resolution effect. The N entangled photons conspire to behave as a single 
classical photon of a wavelength smaller by a factor of N.93 Since the Rayleigh diffraction limit 
for lithography is couched in terms of the minimal resolvable distance Δx = lclassical, then we have 
ΔxN00N = lN00N = lclasssical/N. 

Another interesting application is so-called “ghost imaging.” This effect exploits the temporal and 
spatial correlations of photon pairs, also from spontaneous parametric down conversion, to image 
an object in one branch of the interferometer by looking at correlations in the coincidence counts of 
the photons.94 There is no image in the single-photon counts in either arm, but only in the double 
photon counts in both arms. The image is in a sense stored nonlocally.

A particular application of this more general idea of quantum imaging has been seen in 
quantum coherence tomography.95 In this experiment, they image a phase object placed in 
one arm of the interferometer, using entangled photons in an N = 2 N00N state. They see not 
only the factor of two improvement in resolving power, predicted by Eq. (22), but also as a 
bonus they get a dispersion cancellation in the imaging system due to frequency entanglement 
between the photons. 

Current experiments on N00N states have used rather dim sources of entangled photons, from 
UV pumped c(2) crystals in a spontaneous parametric down conversion (SPDC) setup.96 For bright 
sources of N00N states, one can turn to optical parametric amplifiers (OPA), which is the same 
setup as SPDC, but in which we crank up the pump power.97 In this regime of high gain, the cre-
ation of entangled photon pairs of the form of Eq. (13) occurs, but we have many, many pairs and 
the output can be written

  OPA =
=

∞

∑a n nn
n

A B
0

 (23)
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where the probability of a large twin-number state N NA B
 is given by | |aN

2, which can be quite 
large in the limit of high pump powers. Passing the OPA state through a 50-50 beam splitter gives 
the generalized Hong-Ou-Mandel effect term by term, so that we get,

 OPA BS⎯→⎯ −
==

∞

∑∑ c n m mnm
m

n

n 00

2 2 2  (24)

where again the coefficients cnm can be quite large for high pump powers. Taking the term n = 1 we 
immediately get the N = 2 N00N state from the regular Hong-Ou-Mandel effect. For larger n ≥ 1, we 
find that there is always a large N00N component along with the non-N00N. For an N = 2 absorber, 
the visibility of the N = 2 N00N oscillations was predicted to saturate at a visibility of 20 percent.98,99 
This 20 percent visibility is more than enough to exploit for lithography and imaging, and has 
recently been measured in a recent experiment in the group of DeMartini in Rome,100 in collabora-
tion with our activity at Louisiana State University.

Current commercial lithography exploits extreme ultraviolet light of around 100 nm and plans 
are to go to x-ray in the future. The problem is that the lithography system for x-ray cannot use the 
same lenses, mirrors, and other imaging devices as did the optical system and so each reduction in 
wavelength involves a huge cost in technology and hardware investment. But what if we could etch 
50-nm-sized features using 500-nm wavelength photons by exploiting quantum entanglement? This 
is the promise of quantum lithography. However, no real demonstration of quantum lithography 
has been had, so far, due to the N-photon resist problem.101

23.7 TOWARD QUANTUM REMOTE SENSING

Improvements in optical metrology and imaging have a natural application in the realm of opti-
cal remote sensing, such as in coherent optical laser interferometric radar (LIDAR) or in sensor 
miniaturization.102,103 On the other hand, the group of Lloyd at MIT proposed a quantum optical 
clock synchronization protocol that eliminates the timing jitter of optical pulses that are transmit-
ted through a fluctuating atmosphere.104 These atmospheric fluctuations are currently the limiting 
source of noise in the global positioning system. Of course, when the N00N states propagating over 
distances of kilometers through the atmosphere, then photon scattering and loss and other issues 
such as atmospheric turbulence become an issue that are not apparent in a table top quantum inter-
ferometry demonstration. 

The primary issue associated with photon loss is that the visibility of the interference pattern 
decreases, and that of the N00N state pattern decreases more rapidly than that of the single photon 
or coherent state interferometer. Hence, when the loss is sufficiently high, the slope of the N00N 
oscillations in Fig. 4 decreases to the point that, as far as super sensitivity is concerned, we do worse 
with N00N states than with either single photons or coherent states.105,106 There are, however, Fock 
states that offer super resolution and sensitivity better than shot noise that degrade less quickly 
under loss than N00N states.107 What we’ve termed M&M states, of the form 

 m m m m m m, ′ ≡ ′ + ′, ,  (25)

(where a normalization constant of 1 2/  has again been dropped for convenience) contain a trade-
off of being more resilient to environmental decoherence, but having a greater minimum phase 
uncertainty of 1/( )m m− ′ .

In quantum optics, the photon loss (as well as the detector inefficiency) is modeled by a series 
of beam splitters.25 In doing so, we first need to enlarge the Hilbert space to include the modes that 
represent the scattered photons and then, after the scattering, trace out those modes.107 Here, instead 
of going into details, we use a simple (not necessarily correct) phase-shifter model and give a brief 
estimation of the loss effect. Consider Eq. (16), describing how coherent states and number states 
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behave upon passing through a phase shifter. The photon loss might be incorporated in the phase 
shifter by making the substitution ϕ ϕ γ→ +i , where g is the rate at which photons are absorbed. We 
see then the effect of this loss in Eq. (16) is to produce an exponential loss factor that depends on N, 
for number states

  α αϕ γ γ ϕ+ −⎯ →⎯i ie e  (26a)

  N e e N
i N iNϕ γ γ ϕ+ −⎯ →⎯  (26b)

Typically, we have γ = gL , where g is the loss per unit length and L the distance traveled through the 
lossy medium. The exponential dependence of the loss in the coherent (classical) state of Eq. (26a) 
is called Beer’s law for optical absorption. We see that for N-photon number states, Eq. (26b), we 
have a super-exponential behavior, or what we call super-Beer’s law. It implies that the N00N states 
are much more fragile in a lossy environment than a classical coherent state. 

Of course, for the number states, such a simple phase-shifter model fails to describe the quantum 
states of the lesser number of photons, and we need to carry out the detailed analysis mentioned 
above. Will we then be able to overcome such fragility of the entangled states and achieve super 
sensitivity in remote sensing? We may have to seek an answer from the field of quantum compuing—
the tools to fight against decoherence such as quantum error correction or decoherence free 
subspace.108,109

Due to its “digital” nature, the entangled-number-state approach has recently benefited tremen-
dously from an influx of ideas and experimental techniques originally developed in the context of 
all-optical “digital” quantum computing.110 The idea is that an optical quantum computer is a giant 
optical quantum interferometer, where the quantum entanglement between photons is exploited 
to carry out mathematical calculations, which are impossible on any classical computer. However, 
in the proposed quantum interferometers the entanglement is exploited to make ultimate precise 
measurements not possible with any classical optical machine. The optical quantum computer can 
be turned into an optical quantum interferometric measuring device, and vice versa. Theoretical 
and experimental tricks, devised for the former, can be exploited in the latter. Since, for over the past 
10 years, a lot of efforts have gone into the development of quantum computers, we are now able to 
leverage this research for quantum optical metrology, imaging, and sensing. 
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INDEX

I.1

Abbe number, 2.23, 2.28, 2.29f
Aberration control, 3.8
Above threshold ionization (ATI), 21.14–21.17

plateau extension of, 21.19
quasi-classical, 21.16–21.17, 21.16f
relativistic electron, 21.20, 21.21f
strong field interactions with atoms,

21.14–21.17, 21.15f, 21.16f
Abrasion resistance, of antireflection coatings, 

7.31–7.32, 7.32f
Abrasive forming, polymer, 3.11–3.12
Absorbance, water, 1.10
Absorbers:

black, 7.104
saturable, 18.5–18.11

fast, 18.9–18.10
self-amplitude modulation, 18.5–18.7, 

18.6f, 18.7f
semiconductor saturable absorber mirrors, 

18.3, 18.10–18.11
slow, 18.7–18.9, 18.8f

Absorbing compounds (in black surfaces), 6.15
Absorbing media:

antireflection coatings for, 7.26, 7.27
in multilayer reflectors, 7.37–7.38, 7.38f

Absorptance:
of metals, 4.6, 4.39, 4.40f–4.42f, 4.48, 4.49

and emittance, 4.49, 4.49f, 4.50t, 4.51t
and mass attenuation coefficients for

photons, 4.48t
of optical coatings, 7.12–7.13
of water, 1.5t, 1.9

Absorption:
bio-optical models for, 1.27–1.29,

1.27f, 1.28t
cutoff filters based on, 7.60, 7.60f
defect-related, 5.37–5.39, 5.38f, 5.39f
by detritus in water, 1.26–1.27
in dielectrics, 4.4

Absorption (Cont.):
direct interband, 8.27–8.28
by dissolved organic matter, 1.22–1.23, 1.23t
fundamental edge of (see Fundamental 

absorption edge)
impurity-related, 5.37–5.39, 5.38f, 5.39f,

5.51–5.52, 5.51f
interband (see Interband absorption)
lattice, 5.13–5.20, 5.15f, 5.17t, 5.18f–5.19f,

5.20t, 5.21f
of light in laser cooling, 20.4
magnetoabsorption, 5.51–5.52, 5.51f
measurement of, 5.64
in multilayer reflectors, 7.40–7.41, 7.41f
multiphonon, 5.16–5.17, 5.17t, 5.18f
nonlinear, 16.7–16.9
by organic detritus, 1.25–1.27, 1.25t, 1.26f
in overdense plasmas, 21.47–21.48, 21.47f
phonon, 5.13–5.16, 5.15f
by phytoplankton, 1.23–1.25, 1.24f–1.25f
resonance, 21.47–21.48, 21.47f
by sea water, 1.21, 1.22t
in solids, 8.27–8.28
spectral, 1.26–1.27, 1.26f
superlinear, 5.57
two-photon, 5.56
by water, 1.20–1.29

Absorption coefficient(s), 1.23t
for optical constants, 5.9–5.10
spectral

of natural waters, 1.27f
for phytoplankton, 1.24, 1.24f,

1.25f, 1.25t
of water, 1.5t, 1.7f, 1.10, 1.17, 1.18t

natural water, 1.20–1.21
sea water, 1.21, 1.22t

Absorption coefficient dependence, 5.20, 5.21f
Absorption saturation, 16.21–16.22, 16.21f
Absorption spectrum, 5.12, 22.6, 22.6f, 22.7f

The combined index for all five volumes can be downloaded from www.HandbookofOpticsOnline.com.

Index note: The f after a page number refers to a figure, the n to a note, and the t to a table. 
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Absorption transitions:
direct interband, 5.22–5.23, 5.22f–5.23f, 5.25f
indirect, 5.22–5.24, 5.24f–5.25f

ac Stark effect, 16.3t, 16.7
Acceleration:

bubble, 21.41–21.42, 21.42f
direct laser, 21.43
electron, 21.39–21.42, 21.40f
MeV proton, 21.54, 21.54f
plasma beat wave, 21.41
target normal sheath, 21.54

Accordion solutions, 15.28
Achromatic antireflection coatings, 7.29
Achromatic beam splitters, 7.62–7.65, 7.62f–7.65f
Acktar black coatings, 6.55
Acoustic optical modulators (AOMs), 14.19, 20.13
Acoustic phonons, 5.14–5.16
Active nonlinear optical phenomena, 5.54, 5.54t
Active optical limiting, 13.1–13.3
Adachi dispersion model, 2.15, 2.22
Additive pulse modelocking (APM), 18.3, 18.14
Additives, polymers as, 3.5
Adiabatic ionization stabilization, 21.20, 

21.21, 21.22f
Adiabatic potentials, 21.23, 21.24f
Aerogels, 6.15
Aeroglaze Z series, 6.36f, 6.37, 6.37f, 6.39, 

6.39f–6.42f
Aeroglaze Z302, 6.14
Aeroglaze Z306, 6.14, 6.17, 6.29f, 6.35
Akzo (company), 6.14
Akzo Nobel paints, 6.39, 6.42f, 6.43f
All-dielectric color selective (dichroic) beam 

splitters, 7.65–7.66, 7.67f
All-dielectric reflectors:

broadband, 7.39, 7.40f, 7.45–7.47, 7.45f–7.47f
interference filters with, 7.81

Altaite (PbTe), 2.40t, 2.44t, 2.48t, 2.52t, 2.57t,
2.64t, 2.69t

Alumina (Al2O3), 2.38t, 2.46t, 2.47t, 2.50t,
2.55t, 2.60t, 2.70t, 2.76t

Aluminum:
absorptance of, 4.40f, 4.48t, 4.51t
anodized, 6.5f, 6.38f, 6.58f
black velvet cloth on, 6.31f
commando cloth on, 6.31f
flame-sprayed, 6.57
grooved and blazed, 6.21, 6.24f, 6.25f
optical constants for, 4.11
optical properties of, 4.12t, 4.20f, 4.21f

Aluminum (Cont.):
penetration depth of, 4.47f
physical properties of, 4.52t, 4.54t
reflectance of, 4.27t–4.28t, 4.40f, 4.44f, 4.46f
roughened, 6.21, 6.22f, 6.30f
sandblasted, 6.45f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic properties, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.66f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.59f–4.60f

and UV light, 6.21
Aluminum alloys:

reflectance of, 4.44f
thermal conductivity of, 4.59f–4.60f

Aluminum mirrors, 7.106–7.108, 7.106f–7.108f
Aluminum oxynitride (Al23O27N5) (ALON), 

2.38t, 2.44t, 2.47t, 2.50t, 2.55t, 2.60t, 2.76t
American Society for Testing and Materials 

(ASTM), 6.17
Ames 24E, 6.7f, 6.26, 6.26f, 6.27f, 6.34
Ames 24E2, 6.27f, 6.28f, 6.34
Ames Perfect Diffuse Reflector, 6.7f
Ames Research Center, 6.34
Ammonium phosphate (NH4H2PO4, ADP), 

2.40t, 2.45t, 2.48t, 2.52t, 2.57t, 2.64t
Ammosoc-Delone-Krainov (ADK) ionization 

rate, 21.13
Amorphous materials, 2.5, 12.26t [See also

Glass(es)]
Ampere law, 2.6
Amplifiers:

flashlamp pumped Nd:glass, 21.5
lock-in, 5.64
optical parametric, 23.13–23.14
Raman, 15.4, 15.4f, 22.15
Ti:sapphire, 21.5

Amplifying media, antireflection coatings 
for, 7.26, 7.27

AMTIR-1 glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.68t
AMTIR-3 glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.68t
-ance suffix, 4.5
Angle-of-incidence effects, for cutoff filters, 

7.56
Angular distribution, 1.12, 21.8–21.9, 21.9f
Angular sensitivity, in two-material periodic 

multilayers theory, 7.37

I.2  INDEX
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Anharmonic oscillator model, of second-order 
nonlinear optical susceptibility, 10.7–10.9, 
10.8f

Anisotropic crystals, propagation of light and, 
8.8–8.11, 8.9t, 8.10f

Anisotropic scattering, 12.7
Annealing:

of glass, 2.28
of optical surfaces, 19.3

Anodized aluminum surface, 6.5f, 6.38f, 6.58f
Anodized surface treatments, 6.44–6.49

(See also specific anodized treatments,
e.g.: Martin Black)

Anodized surfaces, 6.3t
Anomalous (negative) dispersion, 4.4, 18.11
Anomalous skin effect, 21.49
Antimony flint glass, 2.43t
Antireflection (AR) coatings, 7.15–7.32

of absorbing and amplifying media, 7.26, 7.27
homogeneous-layer, 7.16–7.23, 7.17f–7.19f,

7.20t–7.21t, 7.22f–7.23f
inhomogeneous and structured, 7.23–7.26, 

7.24f, 7.26f
at nonnormal angle of incidence, 7.28–7.31, 

7.28f–7.31f
nonoptical properties of, 7.31–7.32, 7.32f
surface reflections and optical performance, 

7.15–7.16, 7.16f
of surfaces carrying thin films, 7.27–7.28, 7.28f
universal, 7.26, 7.27f

Antiresonant Fabry-Perot saturable absorber 
(A-FPSA), 18.3, 18.11

Anti-Stokes four-wave mixing, coherent, 15.2t,
15.3t, 15.4, 15.4f

Anti-Stokes scattering, 15.1–15.3, 15.3t
coherent Raman, 15.4, 15.4f, 15.34, 15.42, 

15.42t, 15.43f
multiple, 15.2f
Raman, 15.32–15.34, 15.33f, 15.35f
shifted Raman, 16.15, 16.15f
stimulated Raman, 15.2t

Anti-Stokes shift, 15.2, 15.43
Anti-Stokes wave, 15.1, 15.43
APART (stray light analysis program), 6.19
Apparent optical properties (AOPs), of water, 

1.4, 1.5t–1.6t, 1.12–1.13
Appliqués, black, 6.15
Arsenic antisite (AsGa), 18.3
Arsenic triselenide glass, 2.43t, 2.49t, 2.54t, 2.59t
Arsenic trisulfide glass, 2.43t, 2.49t, 2.54t, 2.59t

ASP (stray light analysis program), 6.19
Aspheric surfaces, 3.8–3.9
Assembly of polymers, mechanical, 3.14–3.16, 

3.14f, 3.15f
Associative memory, optical, 12.34
Athermal glasses, 2.26
Athermalization, 3.9
Atom interferometry, 11.22–11.23, 11.24f
Atomic beams:

brightening of, 20.27–20.28, 20.27f
collimation of, 20.15–20.16, 20.15f
slowing of, 20.11–20.13, 20.12f, 20.12t, 20.13f

Atomic clocks, 20.28
Atomic coherence, maximal, 14.28–14.32, 

14.29f–14.32f
Atomic funnels, 20.27
Atomic ionization, 21.3
Atomic layer deposition, 7.11
Atomic oxygen, black surfaces and, 6.16–6.17
Atomic resonance, 22.2–22.9, 22.3f

about, 22.2–22.5, 22.3f
double, 22.5–22.9

features of, 22.5–22.6, 22.6f
tunable double resonance, 22.6–22.9, 

22.7f, 22.8f
Atomic systems, coherence in, 14.4–14.5, 14.4f
Atom-laser interactions:

applications of, 20.26–20.39
atomic beam brightening, 20.27–20.28, 20.27f
atomic clocks, 20.28
Bose-Einstein condensation, 20.35–20.37, 

20.36f
dark states, 20.37–20.39, 20.38f
optical lattices, 20.31–20.34, 20.32f–20.34f
ultracold collisions, 20.28–20.31, 20.30f,

20.31f
cooling atoms with, 20.3–20.21

below Doppler limit, 20.17–20.21, 
20.18f–20.20f

history of, 20.3–20.4
optical molasses, 20.13–20.17, 20.14f–20.16f
properties of lasers, 20.4–20.6
slowing atomic beams, 20.11–20.13, 

20.12f, 20.12t, 20.13f
theoretical description, 20.6–20.11, 20.9f

trapping atoms with, 20.21–20.39
magnetic traps, 20.21–20.23, 20.22f
magneto-optical traps, 20.24–20.25, 

20.24f, 20.26f
optical traps, 20.23–20.24, 20.23f
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Atoms (generally):
in motion, 20.8–20.10, 20.9f
trapping of neutral (see Trapping atoms)
two-level, 20.6–20.8

Atoms, strong field interactions with, 21.10–21.21
above threshold ionization, 21.14–21.17, 

21.15f, 21.16f
ionization stabilization, 21.20–21.21, 21.22f
Keldysh parameter, 21.10
multiphoton and quasi-classical regimes, 

21.10
multiphoton ionization, 21.10–21.12, 21.11f
relativistic effects, 21.19–21.20, 21.21f
rescattering effects, 21.18–21.19, 21.18f, 21.19f
tunnel ionization, 21.12–21.14, 21.12f, 21.14f

Attenuation, in water:
beam, 1.40–1.41, 1.41f, 1.42f
diffuse and Jerlov water types, 1.42–1.46, 

1.43t–1.45t, 1.44f, 1.45f
Attenuation functions, of water, 1.13
Attenuators, neutral, 7.105, 7.105f
Attosecond pulse generation, 21.31
Axial thickness, of polymers, 3.10

Backward Raman amplifiers, 15.4, 15.4f
Backward Raman generators, 15.4, 15.4f
Backward Raman scattering, 15.41, 21.38f,

21.39
Bacteria, in water, 1.14
Baffle surfaces:

design of, 6.19
in extreme environments, 6.18
selection process for black, 6.10–6.12,

6.10f–6.11f, 6.12t–6.13t
Ball Black, 6.5f, 6.6f, 6.50, 6.51f, 6.53f
Band structures:

defined, 9.3
of solids, 8.24–8.27, 8.26f

Bandpass filters, 7.73–7.96
about, 7.73, 7.77–7.78, 7.77f–7.78f
angular properties of, 7.91–7.94, 7.92f, 7.93f
with multiple peaks, 7.90, 7.91f
narrow- and medium-, 7.78–7.83, 7.79f,

7.80f, 7.82f–7.88f
nonpolarizing, 7.66, 7.67f
square-top multicavity, 7.82–7.83, 7.82f–7.88f
stability and temperature dependence of, 7.94
very narrow, 7.83, 7.88–7.89, 7.89f
wedge filters, 7.90, 7.91, 7.91f
wide, 7.90, 7.90f

Bandpass filters (Cont.):
wide-angle, 7.93–7.94, 7.93f
for XUV and x-ray regions, 7.94–7.96, 

7.95f–7.96f
Bare states, 14.3
Barium beta borate (BBO), 2.38t, 2.46t, 2.47t,

2.50t, 2.55t, 2.60t, 2.75t, 17.1, 18.12
Barium beta borate (BBO) optical parametric 

oscillators, 10.18, 10.19f
Barium crown glass, 2.41t
Barium dense flint glass, 2.42t
Barium flint glass, 2.42t
Barium fluoride (BaF2), 2.38t, 2.44t, 2.47t,

2.50t, 2.55t, 2.60t, 2.69t, 2.76t
Barium titanate (BaTiO3), 2.38t, 2.44t, 2.47t,

2.55t, 2.76t, 12.13t, 12.14–12.16, 12.16f
Barrier suppression ionization (BSI), 21.14, 21.14f
Barrier suppression ionization thresholds, 

21.26, 21.27f
Beam attenuation, in water, 1.13, 1.40–1.41, 

1.41f, 1.42f
Beam attenuation coefficient, 1.7f, 1.10
Beam cleanup, 12.30
Beam propagation, split-step, 12.10
Beam splitters (BSs), 7.61–7.67, 7.62f–7.68f,

23.2, 23.2f, 23.14
Beam walkoff time, 15.30
Beating (phenomena), 18.19
Beer’s law, 8.7, 8.28
Beryllium:

absorptance of, 4.48t, 4.50t
optical constants for, 4.11
optical properties of, 4.12t, 4.21f, 4.26f
penetration depth of, 4.47f
physical properties of, 4.52t, 4.54t
reflectance of, 4.28t–4.29t, 4.45f, 4.46f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic properties, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.68f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.59f–4.60f

Beryllium surfaces, 6.51, 6.52, 6.53f, 6.58f
Beta cloth, 6.57, 6.58f
Betatron resonance, 21.42–21.43
Biaxial crystals, 8.8, 8.9t, 8.10, 8.10f
Bidirectional scatter distribution function 

(BSDF), 6.1, 6.9–6.10, 6.18–6.19
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Bio-optical models, of absorption, 1.27–1.29, 
1.27f, 1.28t

Bird-wing mirror, 12.7, 12.8f
Birefringence, 8.9, 17.1
Bismuth germanium oxide (Bi12GeO20) (BGO), 

2.38t, 2.44t, 2.47t, 2.50t, 2.55t, 2.60t
Bismuth triborate (BiB3O6) (BIBO), 2.38t,

2.46t, 2.47t, 2.50t, 2.55t, 2.60t, 2.75t, 17.14
Bistable optical switches, 16.31
Black absorbers, 7.104, 7.105f
Black chrome, 6.53, 6.54, 6.54f
Black coatings, 6.13t
Black cobalt, 6.53, 6.54f
Black dye, 6.15
Black felt contact paper, 6.30f, 6.32f
Black glass, 6.57
Black Kapton, 6.57, 6.57f
Black layer system, 6.15
Black nickel, 6.21, 6.23f
Black paint, 6.21, 6.24f
Black surfaces, 6.1–6.59

creation of, 6.13–6.16
environmental degradation of, 6.16–6.18

atomic oxygen effects, 6.16–6.17
extreme environments, 6.18
outgassing, 6.17
particle generation, 6.17–6.18

for far-infrared applications, 6.21, 6.26–6.34, 
6.28f–6.34f

Ames 24E and 24E2, 6.26f, 6.28f, 6.34
Cornell Black, 6.26f, 6.27
Infrablack, 6.26f, 6.28, 6.28f
multiple-layer approach, 6.26, 6.26f–6.27f
Teflon overcoat, 6.27

optical characterization of, 6.18–6.21, 6.20t
paints and surface treatments, 6.35–6.58, 

6.37f, 6.43f, 6.53f
Acktar black coatings, 6.55
Aeroglaze Z series, 6.36f, 6.37, 6.37f, 6.39, 

6.39f–6.42f
Akzo Nobel paints, 6.39, 6.42f, 6.43f
anodized processes, 6.44–6.49, 6.47f, 6.48f,

6.51f, 6.53f
black glass, 6.57
Black Kapton, 6.57, 6.57f
carbon nanotubes and nanostructured 

materials, 6.55, 6.59f
Cardinal Black, 6.36f, 6.39, 6.44f
Cat-a-lac Black, 6.39, 6.42f, 6.53f
DeSoto Black, 6.37f, 6.39

Black surfaces, paints and surface treatments 
(Cont.):
DURACON, 6.55–6.56
electrically conductive black paint, 6.56
electrodeposited surfaces, 6.53–6.54, 6.54f,

6.55f
etching of electroless nickel, 6.49–6.50, 

6.50f, 6.51f, 6.53f
flame-sprayed aluminum, 6.57
Floquil, 6.44
gold blacks, 6.57
high-resistivity coatings, 6.56
IBM Black (tungsten hexafluoride), 6.56
ion beam-sputtered surfaces, 6.53
Parson’s Black, 6.44, 6.53f
plasma-sprayed surfaces, 6.50–6.52, 

6.51f–6.53f
silicon carbide, 6.56
SolarChem, 6.44, 6.48f, 6.53f
specular metallic anodized surfaces, 6.57, 

6.58f
sputtered and CVD surfaces, 6.56
3M paints and derivatives, 6.35–6.37, 

6.36f, 6.38f, 6.53f
ZO-MOD BLACK, 6.56

selection process for, 6.10–6.12, 6.10f–6.11f,
6.12t–6.13t

and substrates, 6.34–6.35
types and morphologies of, 6.1–6.10,

6.2t–6.4t, 6.5f–6.8f
for ultraviolet applications, 6.21, 6.22f–6.25f

Black Tedlar, 6.57f
Black velvet cloth, 6.31f, 6.33f
Blazing, gratings and, 5.60
Blink response (of eye), 13.1
Bloch equations, optical, 11.3–11.6
Bloch solution, 8.25
Bloch sphere, 11.4
Blooming, thermal, 16.22
Bombardment, of carbon surface, 6.8f
Boron, 5.82f, 5.83
Boron Black, 6.50, 6.51, 6.52f
Boron carbide, 6.51
Borosilocate crown glass, 2.41t
Bose-Einstein condensation (BEC), 14.22, 

20.26, 20.35–20.37, 20.36f
Bose-Einstein distribution of states, 2.16
Boulder Damage Symposium, 19.1–19.2
Bound electronic optical Kerr effect,

16.12–16.13, 16.13f
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I.6  INDEX

Bound excitons, 5.26t, 5.29, 5.46
Bound-electronic optical Kerr effect, 16.3t
Bragg grating, 22.9–22.11, 22.10f
Bragg reflection, 20.33
Breault Research Organization, 6.1
Bremsstrahlung heating, inverse, 21.37, 21.37f
Brewster’s angle, 8.12, 8.23
Bridge mirror, 12.7, 12.8f
Bright (coupled) state, 14.4
Brightening, atomic beam, 20.27–20.28, 20.27f
Brillouin gain, 15.48
Brillouin scattering, 21.38

for crystals and glasses, 2.27
defined, 2.27
in measurement, 5.76, 5.77
in nonlinear optics, 16.14, 16.18–16.19
Raman vs., 15.1
in solids, 8.18
stimulated [see Stimulated Brillouin

scattering (SBS)]
in strong-field physics, 21.38

Brillouin spectroscopy, 5.57–5.58
Brillouin zone, 8.25, 8.26f, 8.27, 8.29, 9.3, 9.4
Brillouin-enhanced four-wave mixing 

(BEFWM), 15.53, 15.54, 15.54f
Broadband light sources, 5.58–5.59
Broadband parametric amplification, 18.12
Broadband reflectors, all-dielectric, 7.45–7.47, 

7.45f–7.47f
Broadband SBS slow light, 22.15
Broadband transient Raman scattering,

15.28–15.32, 15.29f
Broadening, in spectral lines, 14.13, 14.14
Bromellite (BeO), 2.38t, 2.46t, 2.47t, 2.50t,

2.55t, 2.60t, 2.70t
Bromyrite (AgBr), 2.38t, 2.44t, 2.47t, 2.50t,

2.55t, 2.60t, 2.69t, 2.76t
BS-39B glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.67t
Bubble acceleration, 21.41–21.42, 21.42f
Bulk (term), 4.3
Bulk compound semiconductors, 12.20–12.21, 

12.20t, 12.21f
Bulk modulus, for metals, 4.69t

Cadmium germanium diarsenide (CdGeAs2), 
2.38t, 2.45t, 2.47t, 2.51t, 2.56t, 2.61t, 2.74t

Cadmium selenide (CdSe), 2.38t, 2.46t, 2.47t,
2.51t, 2.56t, 2.61t, 2.70t, 2.77t

Cadmium telluride (CdTe), 2.39t, 2.44t, 2.47t,
2.51t, 2.56t, 2.69t, 2.77t

Calcite (CaCO3), 2.38t, 2.46t, 2.47t, 2.50t,
2.55t, 2.61t, 2.74t, 2.77t

Calcium molybdate (powelite) (CaMoO4), 
2.38t, 2.45t, 2.47t, 2.50t, 2.55t, 2.61t, 2.72t,
2.77t

Carbamide ((NH4)2CO), 2.40t
Carbon black particles, 6.15
Carbon deposition, laser-assisted, 19.5
Carbon disulfide (CS2), 16.13–16.14, 16.14f
Carbon nanotubes, 6.55, 6.59f
Carbon surface bombarded with positive argon 

ions, 6.8f
Carbon-black suspensions (CBSs), 13.10–13.11, 

13.11f
Cardinal Black, 6.36f, 6.39, 6.44f
Carrier trapping, 18.21–18.23, 18.22f
Carrier-carrier scattering, 18.20
Cascaded limiters, 13.6
Cascaded x(1):x(1) processes, of third-order optical 

nonlinearities, 16.20–16.22, 16.21f
Cascaded x(2):x(2) processes, of third-order optical 

nonlinearities, 16.22–16.24, 16.23f, 16.24f
Casting, of polymers, 3.11
Cat mirror, 12.7, 12.8f
Cat-a-lac Black, 6.39, 6.42f, 6.53f
Cauchy dispersion formula, 2.21
Causality, principle of, 2.8
Cavities, surface absorption and, 6.15
Cavity resonance, for cw optical parametric 

oscillators, 17.2–17.4, 17.3f, 17.4f
Cellulose acetate butyrate, 3.4t
Center-of-mass motion of atoms, 20.4
Ceragyrite (AgCl), 2.38t, 2.44t, 2.47t, 2.50t,

2.55t, 2.60t, 2.69t, 2.76t
Cesium chloride (CsCl), 2.68t
Cesium iodide (CsI), 2.39t, 2.44t, 2.47t, 2.51t,

2.56t, 2.62t, 2.68t, 2.77t
Cesium lithium borate (CsLiB6O10) (CLBO), 

2.39t, 2.45t, 2.47t, 2.51t, 2.56t, 2.62t
Chalcopyrite, 2.74t
Charge-coupled devices (CCDs), 5.61
Charge-resonance enhanced ionization (CREI), 

21.26
Chemglaze Z series (see Aeroglaze Z series)
Chemical vapor deposition (CVD), 6.56, 7.11
Chirped multilayers, 7.47, 7.48
Chirped pulse amplification (CPA) lasers, 

21.4–21.5, 21.4f
Chirped pulse excitation, 11.25–11.26
Chirps, in spectroscopy, 11.3
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Chlorophyll:
and absorption by phytoplankton, 1.23, 

1.24, 1.28
and beam attenuation, 1.41
and diffuse attenuation, 1.44
fluorescence by, 1.49
and remote sensing, 1.46

Chloroplasts, 1.23
Chromatic aberration control, 3.8
Chromium:

absorptance of, 4.48t, 4.50t
optical properties of, 4.13t–4.14t, 4.22f
physical properties of, 4.54t
reflectance in, 4.30t–4.31t
thermal properties of, 4.69t

Clamshell housings, 3.15, 3.15f
Classical electronic polarization theory, 2.14
Classical harmonic oscillator model, 10.5–10.7, 

10.6f
Clausius-Mossotti equation, 8.7
Clausius-Mossotti relationships, 2.24
Cleaning and cleanliness, of optical surfaces, 

19.3–19.5
Clocks, atomic, 20.28
Closed family, 20.38
Cluster electron heating, 21.34, 21.35
Cluster expansion, 21.35, 21.35f
Clusters, strong field interactions with, 21.31–21.36

Coulomb explosion, 21.33–21.34
intense laser pulse interactions, 21.35–21.36, 

21.36f
ionization mechanisms in, 21.31–21.33, 21.32f
nanoplasma description, 21.34–21.35, 21.35f

Coatings:
antireflection, 7.15–7.32

of absorbing and amplifying media, 7.26, 7.27
homogeneous-layer, 7.16–7.23, 7.17f–

7.19f, 7.20t–7.21t, 7.22f–7.23f
inhomogeneous and structured, 7.23–7.26, 

7.24f, 7.26f
at nonnormal angle of incidence, 7.28–7.31, 

7.28f–7.31f
nonoptical properties of, 7.31–7.32, 7.32f
surface reflections and optical perfor-

mance, 7.15–7.16, 7.16f
of surfaces carrying thin films, 7.27–7.28, 

7.28f
universal, 7.26, 7.27f

filters with metallic reflecting, 7.80–7.81
high performance optical multilayer, 7.96–7.98

Coatings (Cont.):
and interference polarizers, 7.70–7.72, 

7.70f–7.72f
laser-induced damage in, 19.3–19.4
measurements on, 7.12–7.14
narrowband reflection, 7.43, 7.44f
phase, 7.101, 7.101f–7.104f, 7.102
reflection, 7.106–7.113, 7.106f–7.113f
thin-film

and antireflection coatings, 7.27–7.28, 
7.28f

manufacturing of, 7.10–7.12
of metal, 7.104, 7.104f
theory and design of, 7.5–7.10, 7.6f, 7.9f

transmission and reflection of, 7.3
types of, 3.17–3.18, 6.13t
for ultrafast optics, 7.47–7.48, 7.48f
(See also specific coatings, e.g.: Ebanol C coating)

Coefficient of linear thermal expansion, 4.7, 
4.56t, 4.57f–4.58f

Coefficient of thermal expansion (CTE), of 
metals, 4.6–4.7, 4.10t, 4.53, 4.55t

Coherence:
in atomic systems, 14.4–14.5, 14.4f,

14.28–14.32, 14.29f–14.32f
maximal, 14.3, 14.28–14.32, 14.29f–14.32f

Coherence length, 10.15
Coherent anti-Stokes four-wave mixing, 15.2t,

15.3t, 15.4, 15.4f
Coherent anti-Stokes Raman scattering 

(CARS), 15.4, 15.4f, 15.34, 15.42, 15.42t,
15.43f, 16.3t, 16.4, 16.5f, 16.17–16.18, 
16.17f

Coherent control, 18.21
Coherent excitons, 18.19–18.20
Coherent image amplification, 12.29, 12.30
Coherent optical transients, 11.1–11.28

chirped pulse excitation, 11.25–11.26
and cw spectroscopy, 11.2
experimental considerations, 11.26–11.28, 

11.27f
free polarization decay, 11.7–11.11, 11.8f,

11.10f, 11.11f
Maxwell-Bloch equations, 11.6–11.7
optical Bloch equations, 11.3–11.6
phase conjugate geometry and optical 

Ramsey fringes, 11.19–11.22, 11.20f,
11.21f

photon echo, 11.11–11.15, 11.12f, 11.13f,
11.15f
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Coherent optical transients (Cont.):
stimulated photon echo, 11.15–11.19, 

11.16f–11.19f
two-photon transitions and atom

interferometry, 11.22–11.23, 11.24f
Coherent population return (CPR), 14.1, 14.30, 

14.30f, 14.31f
Coherent population trapping (CPT), 14.1, 

14.3–14.5, 14.7, 20.37
Coherent Raman scattering, 15.3
Coherent Stokes Raman scattering (CSRS), 

16.3t, 16.17–16.18, 16.17f
Cold mirrors, 7.58
Collected volatile condensable materials 

(CVCM), 6.17
Collective tunneling, 21.18
Collet-and-cap housings, 3.15, 3.15f
Colliding pulse modelocking (CPM), 18.3
Collimation, of atomic beams, 20.15–20.16, 20.15f
Collisional broadening, spectral-line, 14.13
Collisional heating, 21.37, 21.37f
Collisional ionization, 21.31, 21.32
Collisions, 20.28–20.31, 20.30f, 20.31f

excited-state, 20.29
ground-state, 20.29
trap loss, 20.29

Colloids, in water, 1.14
Color, ocean, 1.46
Color center lasers, 18.10
Color-selective beam splitters, 7.65–7.66, 7.66f,

7.67f
Commando cloth, 6.31f, 6.33f
Common glasses, 2.3
Communications, out-of-plane coupling for, 9.12
Complex Fresnel relation, 8.15
Complex refractive index, 1.16–1.17, 2.8
Compliance tensors, 2.30, 2.31t
Composites, 12.26t, 12.27t
Compositional modulation, 5.65, 5.66t, 5.67
Compression molding, of polymers, 3.12
Computer numerical control (CNC) lathe 

turning, 3.12
Condon point, for laser light, 20.29
Conduction band (CB), 18.3
Conductivity:

of metals, 4.6
of paints, 6.12, 6.12t
of polymers, 3.3–3.4
of solids, 8.4
of water, 1.16

Conjugate mirrors, phase (see Phase conjugate 
mirrors)

Connected networks, 3D photonic crystals 
and, 9.4–9.5

Constringence, 2.23 (See also Abbe number)
Contamination, of optical surfaces, 19.4–19.5
Contamination control, 6.16
Continuous-wave (cw) lasers, 7.14, 14.16–14.18, 

14.17f
Continuous-wave optical parametric oscillators 

(cw OPOs), 17.1–17.31
cavity resonance configurations for, 17.2–17.4, 

17.3f, 17.4f
for correlated twin beams of light, 17.28, 

17.29f, 17.30f
for hyperspectral imaging, 17.27–17.28
limitations of, 17.30
for metrology and optical frequency synthesis, 

17.28, 17.29
multiple-resonant oscillators, 17.16–17.21

doubly resonant, 17.16–17.17
pump-enhanced singly resonant, 

17.17–17.20, 17.18f–17.20f
triply resonant, 17.20–17.21, 17.21f

singly resonant oscillators, 17.4–17.16
guided-wave nonlinear structures,

17.15–17.16
MgO:sPPLT in, 17.14–17.15, 17.15f
PPLN crystals in, 17.4–17.13, 17.6f–17.11f
QPM nonlinear materials, 17.13–17.14

in spectroscopy, 17.21–17.27
high-resolution Doppler-free, 17.27
photoacoustic, 17.22–17.24, 17.22f–17.24f
single-pass absorption, 17.24–17.27, 

17.25f, 17.26f
technological advances in, 17.1–17.2,

17.30–17.31
Continuous-wave (cw) Q-switched modelocking, 

18.5f
Continuous-wave (cw) spectroscopy, 11.2
Continuum excitations, 18.20
Continuum pulse generation, 18.4
Controlled grinding, 19.3
Conventional evaporation, 7.11
Cooling:

of atoms with atom-laser interactions, 
20.3–20.21

below Doppler limit, 20.17–20.21,
20.18f–20.20f

history of, 20.3–20.4
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Cooling, of atoms with atom-laser interactions 
(Cont.):
optical molasses, 20.13–20.17,

20.14f–20.16f
properties of lasers, 20.4–20.6
slowing atomic beams, 20.11–20.13, 

20.12f, 20.12t, 20.13f
theoretical description, 20.6–20.11, 20.9f

Doppler, 20.13–20.15, 20.14f
laser (see Laser cooling)
polarization gradient, 20.17
Raman, 20.21

Cooling rate, for glasses, 2.5n
Copper:

absorptance of, 4.40f, 4.48t, 4.50t
optical properties of, 4.12t–4.13t, 4.22f
physical properties of, 4.52t–4.54t
reflectance of, 4.29t–4.30t, 4.40f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic properties, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.66f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.60f–4.61f

Copper black, 6.21, 6.23f
Copper gallium sulfide (CuGaS2), 2.39t, 2.45t,

2.47t, 2.51t, 2.56t, 2.62t, 2.74t
Core excitons, 5.26t
Cornell Black, 6.26f, 6.27
Cornu equation, for refraction index, 2.22
Correlated twin beams of light, 17.28, 17.29f,

17.30f
CORTRAN glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.67t
Corundum, 2.70t
Coulomb attraction, 8.31
Coulomb explosions:

cluster, 21.33–21.34
molecular, 21.24–21.25

Coulomb gauge, for solids, 8.5
Coulomb potentials, 21.31, 21.32f
Coupled plasmon-phonon behavior, 5.35, 5.36, 

5.36f, 5.37f
Coupled resonator structures (CRS), 22.11–22.13, 

22.12f
Coupling:

in-plane, 9.10–9.11
out-of-plane, 9.11–9.12
two-beam, 12.4–12.6, 12.4f, 13.8–13.9

Coupling laser power, 14.14–14.15
Coupling (tie) layer, of bandpass filters, 7.82
Coupling schemes, 14.30f (See also specific

coupling schemes, e.g.: Lambda coupling)
CR-39 resin (poly-diallylglycol), 3.11
Craters, surface absorption and, 6.15
Creep strength, of metals, 4.8
Cross-Kerr phase shifter, 23.11
Crown glasses, 2.28, 2.41t, 2.42t
Crystals:

anisotropic, 8.8–8.11, 8.9t, 8.10f
biaxial, 8.8, 8.9t, 8.10, 8.10f
and dielectric tensor and optical indicatrix, 

2.17–2.19, 2.19f
and dispersion formulas for refractive index, 

2.21–2.22
and glasses, 2.1–2.77
lattice vibration model parameters for, 

2.76t–2.77t
material properties of, 2.27–2.36

characteristic temperatures, 2.32, 2.33
combinations of, 2.36
correlations of, 2.36
elastic properties, 2.30–2.31, 2.31t
hardness and strength, 2.31–2.32, 2.32f,

2.32t
heat capacity and Debye temperature, 

2.33–2.34
material designation and composition, 

2.27, 2.29f
naming of, 2.27
thermal conductivity, 2.35–2.36, 2.35f
thermal expansion, 2.34–2.35, 2.34f
unit cell parameters, molecular weight, 

and density, 2.30
mechanical properties of, 2.47t–2.48t
nonlinear optical, 10.19–10.20, 10.20t–10.22t
and nonlinear optical coefficients, 2.26–2.27, 

2.27t
optical activity of, 8.10–8.11
optical applications of, 2.17–2.27
as optical materials, 2.4–2.5
optical modes of, 2.68t–2.76t

with cesium chloride structure, 2.68t
with chalcopyrite structure, 2.74t
with corundum structure, 2.70t
with cubic perovskite structure, 2.73t
with diamond structure, 2.68t
with fluorite structure, 2.69t
other structures, 2.74t–2.76t
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Crystals, optical modes of (Cont.):
with a-quartz structure, 2.71t
with rutile structure, 2.71t
with scheelite structure, 2.72t
with sodium chloride structure, 2.69t
with spinel structure, 2.73t
with tetragonal perovskite structure, 2.73t
with trigonal selenium structure, 2.70t
with wurtzite structure, 2.70t
with zincblende structure, 2.69t

optical properties of, 2.6, 2.8–2.9
origin and models of, 2.9–2.17, 2.10f

absorption in transparent region, 2.17
electronic transitions, 2.12–2.15, 2.13f
lattice vibrations, 2.11–2.12
multiphoton absorption and refraction, 

2.15–2.17, 2.16f, 2.17f
and photoelastic coefficients, 2.24
physical properties of, 2.37, 2.38t–2.43t

classes and symmetry properties, 2.7t
composition, structure, and density, 

2.38t–2.41t
physical constants, 2.8t
symmetry properties, 2.5, 2.6t–2.8t

Raman scattering in, 8.19t–8.20t
room-temperature dispersion formulas, 

2.60t–2.66t
room-temperature elastic constants of

cubic crystals, 2.44t–2.49t
hexagonal crystals, 2.46t
monoclinic crystals, 2.47t
orthorhombic crystals, 2.46t
tetragonal crystals, 2.44t–2.45t

and scatter, 2.27
thermal properties, 2.50t–2.53t
and thermo-optic coefficients, 2.24–2.26
and total power law, 2.19–2.20, 2.20f
uniaxial, 8.8, 8.9t, 8.10f
(See also Solids)

Cubic crystals, 8.9t, 8.20t
dielectric constants of, 2.18
room-temperature elastic constants of, 

2.44t–2.49t
symmetries of, 2.7t

Cubic oxides (sillenites), 12.17–12.19, 12.18t,
12.19f

Cubic perovskite structure, of crystals and 
glasses, 2.73t

Cubic zirconia (ZrO2:0.12Y2O3), 2.41t, 2.44t,
2.48t, 2.69t

Cumulative size distribution, of particles in 
water, 1.15

Curie temperature, of crystals and glasses, 2.33
Cutoff, slope of, 7.56
Cutoff filters, 7.53–7.60, 7.54f, 7.55f, 7.57f,

7.59f–7.61f
Cw modelocking, 18.5f
Cyclotron resonance (CR), 5.12, 5.12f, 5.40, 

5.47–5.50, 5.48f–5.50f

Damage, laser-induced [see Laser-induced 
damage (LID)]

Damping:
in laser cooling, 20.19–20.20, 20.20f
phonon, 5.14

Dark (noncoupled) states, 14.4, 14.6–14.7, 
20.37–20.39, 20.38f

Data storage, photorefractive holographic, 12.37
De-Broglie wavelengths, 8.4
Debye molar heat capacity, 2.33–2.34
Debye temperature, for crystals and glasses, 

2.33–2.34
Decay, homogeneous, 11.10, 11.11f
DEEP SPACE BLACK, 6.49
Defect modes (in photonic crystals), 22.11, 

22.12f
Defect-related absorption, 5.37–5.39, 5.38f,

5.39f
Defocusing:

ionization-induced, 21.43–21.44, 21.43f
self, 13.7, 13.8, 19.9–19.11, 19.10f
thermal, 13.8

Degenerate four-wave mixing (DFWM),
16.27–16.28, 16.28f, 18.17

Dense crown flint glass, 2.42t
Dense flint glass, 2.43t
Dense phosphate crown glass, 2.41t
Density matrix, 16.21, 16.22
Dephasing, 11.15, 14.12–14.14
Deposition method, of manufacturing

thin-films, 7.11–7.12
Designer blacks, 6.14
DeSoto Black, 6.37f, 6.39
Detectors, semiconductor, 5.61
Detritus, organic:

absorption by, 1.25–1.27, 1.25t, 1.26f
in water, 1.14

Detuning, 14.11f
Diamond (crystal), 2.38t, 2.44t, 2.47t, 2.50t,

2.55t, 2.61t, 2.68t
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Diamond lattice structure, 5.6, 5.16, 5.17t
of air spheres, 9.5
of crystals and glasses, 2.68t

Diamond-turning process, 3.12
Dichroic beam splitters, 7.65–7.66, 7.67f
Dicke narrowing, 15.9
Dielectric broadband reflectors, 7.39, 7.40f,

7.45–7.47, 7.45f–7.47f
Dielectric color selective (dichroic) beam 

splitters, 7.65–7.66, 7.67f
Dielectric constant, 2.14, 2.17–2.18

of crystals and glasses, 2.6t
dispersion of, 8.22f
for solids, 8.15

Dielectric function, 4.26f, 5.8–5.9, 5.12
Dielectric multiple reflection cutoff filters, 

metal, 7.59–7.60
Dielectric multiple reflection filters, metal, 7.111
Dielectric potential, 9.15
Dielectric reflectors:

interference filters with, 7.81
metal, 7.81–7.82, 7.108, 7.109, 7.110f

Dielectric tensor, of crystals and glasses, 2.17–2.18
Differential reflectivity (DR), 18.1, 18.5, 18.6, 18.6f
Differential transmission (DT), 18.1
Differential transmission (DT) spectroscopy, 

18.18–18.19
Diffraction grating, 5.59–5.60
Diffuse attenuation:

and Jerlov water types, 1.42–1.46, 1.43t–1.45t,
1.44f, 1.45f

in water, 1.13
Diffuse attenuation coefficient, 1.12
Diffuse Infrared Background Explorer, 6.29f
Diffusely scattering surfaces (see Black surfaces)
Diluted magnetic semiconductors (DMSs), 5.45
Dipole active modes, infrared, 8.16–8.18, 8.17f
Dipole force, 20.8
Direct excitons, 5.29
Direct interband absorption, in solids, 8.27–8.28
Direct (vertical) interband absorption transitions, 

5.22–5.23, 5.22f–5.23f, 5.25f
Direct laser acceleration (DLA), 21.43
Direct pulse generation, 18.4
Dispersion, 18.11

Cauchy, 2.21
for crystals and glasses, 2.21–2.23, 2.60t–2.66t,

2.66t–2.68t
Drude, 2.21–2.22
Maxwell-Helmholtz-Drude, 2.12, 2.21–2.22

Dispersion (Cont.):
in multilayer reflectors, 7.40
normal vs. anomalous, 4.4
principle of, 2.23
range of anomalous, 4.4
room-temperature, 2.60t–2.66t, 2.66t–2.68t
in solids, 8.14–8.16, 8.22f
Zernike, 2.22

Dispersion spectrometers, 5.59–5.60
Displays, out-of-plane coupling and, 9.11–9.12
Dissipative force, 20.7
Dissolved substances, in water, 1.13
Distributed Bragg reflector (DBR) diode laser, 

17.9, 17.10f, 17.11f
Distributed feedback (DFB) lasers, 9.6
Distribution functions, of water, 1.6t, 1.12
Documentation, for polymers, 3.5
Donor-acceptor pair (DAP) transition, 5.71
Doppler cooling, 20.13–20.15, 20.14f
Doppler cooling limit, 20.15
Doppler limit, 20.5
Doppler shift, 11.19, 20.4
Doppler temperature, 20.5, 20.11, 20.15
Double atomic resonance, 22.5–22.9, 22.6f–22.8f
Double ionization, strong field, 21.18–21.19, 

21.19f
Double phase conjugate mirrors, 12.7, 12.8f
Double photonic resonance, 22.11–22.13, 22.12f
Double-lambda coupling, 14.24f
Double-sided Feynman diagrams, 11.12–11.13, 

11.13f
Doubly resonant optical parametric oscillators 

(DR OPOs), 10.18
Doubly resonant oscillators (DROs), 17.2–17.4, 

17.3f, 17.4f, 17.16–17.17
Down-conversion, spontaneous parametric, 

23.10, 23.13
Downdwelling average cosine, of water, 1.6t,

1.7f, 1.12
Downdwelling diffuse attenuation coefficient, 

for sea water, 1.44t–1.45t
Downdwelling irradiance, of water, 1.5t, 1.7f, 1.8
Downdwelling irradiance diffuse attenuation 

coefficients, for sea water, 1.43t
Downward scalar irradiance, of water, 1.5t, 1.7f, 1.8
Dressed states, 14.3
Drift velocity, 21.7
Drude approximation, 5.34
Drude dispersion formula, for crystals and 

glasses, 2.21–2.22
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Drude model, 4.4–4.5, 8.15, 8.21, 8.22f, 16.20
d-tensor, 10.11
Dual-cavity PE-SROs, 17.18–17.20, 17.19f, 17.20f
Dual-Fock states, 23.8–23.9
Ductility, of metals, 4.8, 4.70
DURACON, 6.55–6.56
Dynamic ionization stabilization, 21.21

Ebanol C coating, 6.56
Echo signal, 11.11–11.12, 11.12f
ECP-2200, 6.27, 6.29f
ECP-2200 coating (see MH 2200 coating)
Edge filters, nonpolarizing, 7.66, 7.67f
Effective mass, 8.25–8.26, 8.26f
E-field-dependent electronic polarizability, 19.5
“Egg-crate” array, of potential wells, 20.32
Ehrenfest theorem, 20.6
Einstein-Smoluchowski theory of scattering, 1.30
Elastic constants, for crystals:

cubic crystals, 2.44t–2.49t
hexagonal crystals, 2.46t
monoclinic crystals, 2.47t
orthorhombic crystals, 2.46t

Elastic properties, of crystals and glasses, 
2.30–2.31, 2.31t

Elastic stiffness, of metals, 4.69, 4.69t
Elasto-optic coefficients, for crystals and 

glasses, 2.21
Electric field amplitude, in multilayer systems, 

7.9–7.10
Electric field reflectance, Fresnel expression 

for, 4.5
Electrically conductive black paint, 6.56
Electric-field-modulated reflection spectroscopy, 

5.66t, 5.67
Electrodeposited surfaces, 6.8f, 6.53–6.54, 

6.54f, 6.55f
Electroless nickel, etched, 6.5f, 6.6f, 6.49–6.50, 

6.50f, 6.51f, 6.53f
Electromagnetic spectrum, semiconductor 

interactions with, 5.3–5.6, 5.4f
Electromagnetically induced transparency 

(EIT), 14.1–14.36, 22.5–22.9, 22.7f, 22.8f
coherence in two- and three-level atomic 

systems, 14.4–14.5, 14.4f
and cw lasers, 14.16–14.18, 14.17f
at few photon level, 14.32–14.33
gain and lasing without inversion,

14.18–14.19
as interference effect, 14.2–14.4

Electromagnetically induced transparency 
(EIT) (Cont.):

manipulation of optical properties by, 
14.10–14.15, 14.11f, 14.13t

coupling laser power, 14.14–14.15
dephasing and fluctuations in laser fields, 

14.13
dephasing in gas phase media,

14.12–14.13
dephasing in solids, 14.13–14.14
inhomogeneous broadening, 14.14

and maximal atomic coherence,
14.28–14.32, 14.29f–14.32f

nonlinear optical frequency conversion, 
14.24–14.28, 14.24f, 14.27f

physical concept of, 14.5–14.10, 14.6f, 14.8f,
14.9f

pulse propagation effects, 14.20–14.22
and pulsed lasers, 14.15–14.16, 14.16f
and refraction index in dressed atoms, 

14.19–14.20
in solids, 14.33–14.36, 14.35f, 14.36f
ultraslow light pulses, 14.22–14.23, 14.23f

Electron(s):
relativistic, above threshold ionization, 

21.20, 21.21f
strong field interactions with single, 21.5–21.10,

21.7f, 21.9f
Electron acceleration, 21.39–21.42, 21.40f
Electron beams, strong field interactions with 

relativistic, 21.9–21.10
Electron stochastic heating, 21.36
Electron-hole drops, 5.26t
Electron-hole pairs, 14.34, 16.31
Electro-optic coefficients, for crystals and 

glasses, 2.21
Electroreflectance, 5.66t, 5.67
Electrorefractive photorefractive (ERPR) effect, 

12.21
Electrostriction, 16.18–16.19, 19.5
Element wedge, of polymers, 3.10
Ellipsometers and ellipsometry, 5.5, 5.57, 5.63, 

5.66t, 5.67–5.69, 5.68f, 5.69f
Elongation, of metals, 4.70, 4.70t
Embedded polarizers, 7.70–7.71, 7.71f, 7.72f
Emiliana huxleyi, 1.15
Emittance:

for crystals and glasses, 2.20
of metals, 4.6, 4.49, 4.49f, 4.50t, 4.51t
and surface coatings, 6.19, 6.20t
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Energy:
flow of, in solids, 8.7–8.8
Landau levels of, 5.40, 5.42f

Energy bands:
magnetic field effects on, 5.40
for solids, 8.25–8.27, 8.26f

Energy walk-off angle, 8.9
Energy-time uncertainty principle, 23.4
Engineering moduli, for crystals and 

glasses, 2.37
Enhanced Martin Black, 6.46, 6.47
Enhanced refraction, 14.20
Entanglement, quantum (see Quantum

entanglement, in optical interferometry)
Entrance damage, laser-induced, 19.3
Environmental degradation, of black surfaces, 

6.16–6.18
Environmentally responsible glass, 2.29–2.30
Epner Laser Black, 6.56
Etched electroless nickel surface, 6.5f, 6.6f,

6.49–6.50, 6.50f, 6.51f, 6.53f
Etching, surface, 6.15
Euphotic zone, of water, 1.46, 1.46t
Evaporated spacers, 7.83, 7.84f, 7.85f
Evaporation method, of manufacturing

thin-films, 7.11
Excitance, total integrated, 2.19
Excitation(s):

chirped pulse, 11.25–11.26
continuum, 18.20
excitonic, 18.19–18.20
photoexcitation, 5.70f
single-particle, 5.81, 5.82f

Excited state absorption (ESA), 13.5, 16.19
Excited state collisions, 20.29
Exciton(s):

free, luminescence, 5.72, 5.73f
in semiconductors, 5.25–5.29, 5.26t,

5.27f–5.28f, 5.46
and solids, 8.31–8.32

Exciton gases, 5.26t
Exciton Rydberg, 8.31
Excitonic excitations, 18.19–18.20
Excitonic magneto-optical effects, 5.46, 5.47f
Excitonic molecules, 5.26t
Exit damage, laser-induced, 19.3
External pulse compression, 18.4, 18.11–18.12
External self-action, 16.25
Extinction coefficient, of metals, 4.3, 4.11, 

4.12t–4.19t, 4.20f–4.26f

Extreme environments, black surface
degradation in, 6.18

Extreme Ultraviolet Explorer, 6.21
Extreme ultraviolet (XUV) light:

bandpass filters for, 7.94–7.96, 7.95f–7.96f
interference polarizers for, 7.73, 7.76f–7.77f
multilayer reflectors for, 7.42–7.43, 7.53

Extrinsic optical properties:
of semiconductors, 5.11
of solids, 8.3

Fabry-Perot interference filters, 7.78–7.82, 
7.79f, 7.80f, 7.92–7.94, 7.93f, 7.96

Fabry-Perot interferometers, 7.13, 7.39, 7.39f,
7.40, 7.89

Fabry-Perot resonators, 22.11, 22.12f
Family momentum, 20.38
Fano interferences, 14.2
Faraday effect, 5.50–5.51
Faraday rotation:

free-carrier, 5.50–5.51
interband, 5.44–5.45, 5.45f

Faraday’s law, 2.6
Far-infrared (FIR) lasers, 5.48
Far-infrared (FIR) radiation:

and black surfaces, 6.21, 6.26–6.34, 6.28f–6.34f
Ames 24E and 24E2, 6.26f, 6.28f, 6.34
Cornell Black, 6.26f, 6.27
Infrablack, 6.26f, 6.28, 6.28f
multiple-layer approach, 6.26, 6.26f–6.27f
Teflon overcoat, 6.27

and EIT, 14.3
Far-infrared region, multilayer reflectors for, 

7.52, 7.52f
Far-infrared (FIR) telescopes, 6.48
Far-off-resonance traps (FORTs), 20.23
Fast ignition, 21.54–21.55, 21.55f
Fast saturable absorbers, 18.8f, 18.9–18.10
Fatigue strength, of metals, 4.8
Femtosecond, 5.7
Femtosecond x-ray production, 21.52–21.53, 

21.53f
Fermi level, 8.21
Fermi’s golden rule, 8.25
Ferroelectric oxides, 12.13–12.14, 12.13t
Ferroelectric photorefractive materials,

12.13–12.17, 12.13t
barium titanate, 12.15–12.16, 12.16f
lithium niobate and lithium tantalate, 12.14
potassium niobate, 12.16–12.17
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Ferroelectric photorefractive materials (Cont.):
strontium barium niobate and related

compounds, 12.17
tin hypothiodiphosphate, 12.17, 12.18t

FF5 glass (593355), 2.49t, 2.54t, 2.59t, 2.66t
Fiber feedback, 17.16
Fiber pump lasers, 17.7–17.11, 17.9f–17.11f
Fiber Raman amplifiers, 22.15
Fibers:

photonic bandgap, 2.23
slow light propagation in, 22.13–22.15, 22.14f

Films:
and black surfaces, 6.15
polymer, 12.23–12.25, 12.26t–12.27t
semiconductor-doped dielectric, 18.11
thin (see Thin-film coatings)

Filters and filtering, 7.1–7.114
antireflection coatings, 7.15–7.32

of absorbing and amplifying media, 7.26, 
7.27

homogeneous-layer, 7.16–7.23, 7.17f–7.19f,
7.20t–7.21t, 7.22f–7.23f

inhomogeneous and structured, 7.23–7.26, 
7.24f, 7.26f

at nonnormal angle of incidence, 7.28–7.31, 
7.28f–7.31f

nonoptical properties of, 7.31–7.32, 7.32f
surface reflections and optical performance, 

7.15–7.16, 7.16f
of surfaces carrying thin films, 7.27–7.28, 

7.28f
universal, 7.26, 7.27f

bandpass, 7.73–7.96
about, 7.73, 7.77–7.78, 7.77f–7.78f
angular properties of, 7.91–7.94, 7.92f, 7.93f
with multiple peaks, 7.90, 7.91f
narrow- and medium-, 7.78–7.83, 7.79f,

7.80f, 7.82f–7.88f
stability and temperature dependence of, 7.94
very narrow, 7.83, 7.88–7.89, 7.89f
wedge filters, 7.90, 7.91, 7.91f
wide, 7.90, 7.90f
for XUV and x-ray regions, 7.94–7.96, 

7.95f–7.96f
beam splitters, 7.61–7.67, 7.62f–7.68f

achromatic beam splitters, 7.62–7.65, 
7.62f–7.65f

color-selective beam splitters, 7.65–7.66, 
7.66f, 7.67f

geometrical considerations for, 7.61–7.62

Filters and filtering (Cont.):
with coatings

measurements on, 7.12–7.14
transmission and reflection of, 7.3

cutoff, heat-control, and solar-cell cover, 
7.53–7.60

cutoff filters, 7.53–7.60, 7.54f, 7.55f, 7.57f,
7.59f–7.61f

heat reflectors, 7.58
solar-cell cover filters, 7.58

high performance optical multilayer coatings, 
7.96–7.98, 7.97f

interference polarizers and polarizing 
beam splitters, 7.69–7.73, 7.70f–7.72f,
7.76f–7.77f

with low reflection, 7.104–7.106, 7.104f–7.105f
matched, 12.28–12.29, 12.29f, 12.30f
multilayer reflectors, 7.39–7.53

all-dielectric broadband reflectors, 7.39, 
7.40f, 7.45–7.47, 7.45f–7.47f

coatings for ultrafast optics, 7.47–7.48, 7.48f
for far-infrared region, 7.52, 7.52f
graded reflectivity mirrors, 7.52
imperfections in, 7.40–7.43, 7.41f–7.43f
for interferometers and lasers, 7.39–7.40, 

7.39f–7.40f
narrowband reflection coatings, 7.43, 

7.44f
rejection filters, 7.48–7.50, 7.49f–7.51f
resonant reflectors, 7.43–7.45, 7.44f
for soft x-ray and XUV regions, 7.53

neutral filters, 7.67, 7.67f–7.68f
novelty, 12.32, 12.33f–12.35f
phase coatings, 7.101, 7.101f–7.104f, 7.102
reflection, 7.5, 7.5f
reflection coatings and, 7.106–7.113,

7.106f–7.113f
special purpose coatings, 7.113–7.114, 7.114f
theory of, 7.1f, 7.2
thin-film coatings

and antireflection coatings, 7.27–7.28, 
7.28f

manufacturing of, 7.10–7.12
of metal, 7.104, 7.104f
theory and design of, 7.5–7.10, 7.6f, 7.9f

transmission, 7.3–7.5, 7.4f
for two or three spectral regions, 7.98–7.100, 

7.98f–7.101f
two-material periodic multilayers theory for, 

7.32–7.38, 7.33f–7.38f
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Filtrate absorption, 1.21
Finite-difference time-domain (FDTD) solution 

(to Maxwell’s equations), 9.3
Fissures, and surface absorption, 6.15
Flame-sprayed aluminum, 6.57
Flashlamp pumped Nd:glass amplifiers, 21.5
Flexural strength, of metals, 4.70, 4.70t
Flint glasses, 2.28, 2.41t–2.43t
Floquet theory, 21.23
Floquil, 6.44
Fluor crown glass, 2.41t
Fluorescence, chlorophyll, 1.49
Fluorite (CaF2), 2.38t, 2.44t, 2.47t, 2.50t, 2.55t,

2.61t, 2.69t, 2.77t
Fluoro flint glass, 2.42t
Fock states, 23.8–23.9, 23.14
Focused beams, 15.41
Fokker-Planck equation, 20.10–20.11
Forbidden bands, 9.2
Forward drift velocity, 21.7
Forward Raman amplifiers, 15.4, 15.4f
Forward Raman generators, 15.4, 15.4f
Forward-looking infrared (FLIR) 

systems, 6.54
Fourier-transform spectrometers, 5.60–5.61, 

5.60f, 5.72, 7.12
Four-photon absorption (4PA), 19.10
Four-wave mixing (FWM), 18.3

coherent anti-Stokes, 15.2t, 15.3t, 15.4, 15.4f
degenerate, 18.17
and EIT, 14.24–14.26, 14.24f, 14.27f
resonant, 14.28
and third-order optical nonlinearities, 

16.27–16.28, 16.28f
transient, 18.17–18.18, 18.17f

Four-wave mixing phase conjugation, 12.6–12.7, 
12.6f

Fracture toughness:
of crystals and glasses, 2.32, 2.32t
of metals, 4.8, 4.70, 4.70t

Franz-Keldysh effect, 12.22
Fredkin gate, 23.11
Free carriers and free-carrier effects, 5.47–5.52

in crystals, 2.15
cyclotron resonance, 5.47–5.50, 5.48f–5.50f
free-carrier Faraday rotation, 5.50–5.51
impurity magnetoabsorption, 5.51–5.52, 

5.51f
in semiconductors, 5.33–5.36, 5.35f–5.37f,

5.81, 5.82f

Free electron properties, of solids, 8.21–8.24
Drude model, 8.21, 8.22f
interband transitions in metals, 8.21
plasmons, 8.23–8.24
reflectivity, 8.23

Free polarization decay (FPD), 11.7–11.11, 
11.8f, 11.10f, 11.11f

Free spectral range, of bandpass filters, 7.77
Free-carrier Faraday rotation, 5.50–5.51
Free-exciton (FE) luminescence, 5.72, 5.73f
Frenkel excitons, 5.26, 5.26t
Frequency conversion, nonlinear optical, 

14.24–14.28, 14.24f, 14.27f
Frequency mixing, 16.3t
Fresnel reflection coefficient, for metallic 

reflectors, 7.106
Fresnel relations, 8.11, 8.15
Fringe power, of polymers, 3.11
Frogs legs mirror, 12.7, 12.8f
Full width half maximum (FWHM), 18.3
Fully functional polymers, 12.27t
Fundamental absorption edge, 5.21

absorption near, 5.21–5.22, 5.21f
high-energy transitions above, 5.29–5.33, 

5.30f–5.34f
Fused glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.67t
Fusion neutron production, 21.53

Gain narrowing, in steady-state Stokes 
scattering, 15.21

Gain saturation, dynamic, 18.8, 18.8f
Gain without inversion, and EIT, 14.18–14.19
Gallagher-Pritchard (GP) model (of trap-loss 

collisions), 20.29
Gallium arsenide (GaAs):

composition, structure, and density of, 2.39t
dispersion formulas for, 2.62t
elastic constants of, 2.44t
lattice vibration model parameters for, 2.77t
linear-chain model calculations for, 5.19f
local vibrational modes for, 5.19f
luminescence in, 5.72, 5.73, 5.74f
mechanical properties of, 2.47t
multiphonon absorption of vacuum-grown, 

5.18f
optical modes of, with zincblende 

structure, 2.69t
optical properties of, 2.56t
Raman scattering of, 5.80, 5.81, 5.81f
thermal properties of, 2.51t
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Gallium nitride (GaN), 2.39t, 2.46t, 2.47t,
2.51t, 2.56t, 2.62t, 2.70t, 2.77t

Gallium phosphide (GaP), 2.39t, 2.44t, 2.47t,
2.51t, 2.56t, 2.62t, 2.69t, 2.77t

Gap modes (GMs), 5.17
Gas phase media, dephasing in, 14.12–14.13
Gases, strong field nonlinear optics in,

21.27–21.31, 21.28f
Gauss law, 2.6
Gelbstoff, in water, 1.13 (See also Yellow matter)
Generalized Rabi frequency, 11.4
Geometrical configuration factor (GCF), 6.12
Germania glass, fused, 2.43t, 2.49t, 2.54t,

2.59t, 2.67t
Germanium:

absorptance of, 4.48t
in crystal form, 2.39t, 2.44t, 2.47t, 2.51t,

2.56t, 2.62t, 2.68t
thermal properties of

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
strength and fracture properties, 4.70t

Ghost imaging, 23.13
“Ghosts” (in gratings), 5.60
Gilvin, 1.13 (See also Yellow matter)
Glass(es):

amorphous, 12.26t
antireflection coatings for, 7.26–7.28, 

7.28f
common, 2.3
and crystals, 2.1–2.77
defined, 2.33
hybrid organic-inorganic, 12.27t
material properties of, 2.27–2.36

characteristic temperatures, 2.32, 2.33
combinations of, 2.36
correlations of, 2.36
elastic properties, 2.30–2.31, 2.31t
hardness and strength, 2.31–2.32, 

2.32f, 2.32t
heat capacity and Debye temperature, 

2.33–2.34
material designation and composition, 

2.28–2.30, 2.29f
naming of, 2.27
thermal conductivity, 2.35–2.36, 2.35f
thermal expansion, 2.34–2.35, 2.34f
unit cell parameters, molecular weight, 

and density, 2.30
mechanical properties of, 2.49t

Glass(es) (Cont.):
optical applications of, 2.17–2.27

dielectric tensor and optical indicatrix, 
2.17–2.19, 2.19f

dispersion formulas, 2.21–2.23
nonlinear optical coefficients, 2.26–2.27, 

2.27t
scatter, 2.27
thermo-optic coefficients, 2.24–2.26, 

2.24f
total power law, 2.19–2.20, 2.20f

as optical materials, 2.4–2.5
optical properties of, 2.6, 2.8–2.9

lattice vibration model parameters, 
2.76t–2.77t

origin and models, 2.9–2.17, 2.10f, 2.13f,
2.16f, 2.17f

room-temperature dispersion formulas, 
2.66t–2.68t

summary table, 2.59t
physical properties of, 2.37, 2.38t–2.43t

optical glass reference table, 2.41t–2.43t
physical constants, 2.8t
specialty, and substrate materials, 2.43t
symmetry properties, 2.5, 2.6t, 2.8t

thermal properties of, 2.54t
Glass scatterers, 13.8
Glass-based lasers, 21.5
Glass-ceramics, 2.33
Goddard Space Flight Center, 6.35, 6.39
Gold:

absorptance of, 4.40f, 4.48t, 4.50t, 4.51t
optical properties of, 4.14t, 4.23f
physical properties of, 4.52t, 4.54t
reflectance of, 4.31t–4.32t, 4.40f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.66f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.60f–4.61f

Gold black surfaces, 6.57
Gold iridite, 6.21, 6.22f
Gordon inequality, 1.21
Graded reflectivity mirrors, 7.52
Gradient force, 20.8
Grain boundaries, of crystals, 2.4
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Gratings:
Bragg, 22.9–22.11, 22.10f
diffraction, 5.59–5.60
formation of, 12.1–12.3, 12.2f
Moiré, 22.11, 22.12f
transmission, 12.7, 12.8f

Greenockite (CdS), 2.38t, 2.46t, 2.47t, 2.51t,
2.56t, 2.61t, 2.70t, 2.77t

Grinding, controlled, 19.3
Gross-Pitaevski equation, 20.34
Ground-based telescopes, 6.12
Ground-state collisions, 20.29
Group Delay Dispersion (GDD), 7.47–7.48, 7.48f
Group Delay (GD) phase changes, 7.47, 7.48
Group theory, 5.6
Group velocity, 22.3–22.5
Group velocity dispersion (GVD), 11.27, 22.4–22.5
Grüneisen relationship, 2.34, 2.35
GUERAP (stray light analysis program), 6.19
Guided-wave nonlinear structures, 17.15–17.16

Hafnium dioxide-yttrium oxide (HfO2:Y2O3), 
2.56t, 2.62t, 2.77t

Halite (NaCl), 2.40t, 2.44t, 2.48t, 2.52t, 2.57t,
2.64t, 2.69t

Hardness:
of crystals and glasses, 2.31, 2.32f
of metals, 4.8
of polymers, 3.2–3.3

Harmonic generation:
high, 21.27–21.30

harmonic yield and phase matching, 21.30
quasi-classical model, 21.28f, 21.29–21.30
from solid plasmas, 21.50–21.52, 21.51f

third-order, 16.2, 16.3t
in crystals, 16.14
energy level diagrams for, 16.5f
and semiconductors, 5.56

Harmonic yield, 21.30
Hartmann equation, for refraction index, 2.22
Heat capacity (specific heat):

of crystals and glasses, 2.6t, 2.33
of metals, 4.7, 4.10t, 4.53, 4.55, 4.55t, 4.65t,

4.66f–4.69f
Heat reflectors, 7.58
Heat-induced lensing effect, 16.22
Heating:

cluster electron, 21.34, 21.35
inverse Bremsstrahlung, 21.37, 21.37f
j ë B, 21.49

Heating (Cont.):
self-heating, 17.12
vacuum, 21.47f, 21.48–21.49

Heisenberg limit, 23.6–23.7
Heisenberg number-phase uncertainty 

relation, 23.4
Heisenberg uncertainty principle (HUP), 23.6
Herzberger equation, 2.22
Hexagonal crystals:

anisotropic, 8.9t
dielectric constants of, 2.18
room-temperature elastic constants, 2.46t
symmetries of, 2.7t, 8.20t

High emittance-low absorptance coatings, 6.16
High harmonic generation (HHG), 21.27–21.30

harmonic yield and phase matching, 21.30
quasi-classical model, 21.28f, 21.29–21.30
from solid plasmas, 21.50–21.52, 21.51f

High magnetic field production, 21.53
High performance optical multilayer coatings, 

7.96–7.98, 7.97f
High-energy transitions above fundamental 

edge, 5.29–5.33, 5.30f–5.34f
High-Q cavities, 9.12
High-reflectance zones, of multilayers, 

7.36–7.37, 7.37f
High-repetition short-pulse lasers, 

11.26–11.27, 11.27f
High-resistivity coatings, 6.56
High-resolution Doppler-free spectroscopy, 17.27
Hilbert transforms, 2.8–2.9
Hole boring, 21.50, 21.50f
Holographic optical elements (HOEs), 12.31
Holographic storage:

data, 12.37
photorefractive, 12.36–12.37

Holography, real-time, 12.28–12.29, 
12.29f, 12.30f

Homogeneity, in polymeric optics, 3.7
Homogeneous broadening, spectral-line, 14.13
Homogeneous decay, 11.10, 11.11f
Homogeneous-layer antireflection coatings, 

7.16–7.23, 7.17f–7.19f, 7.20t–7.21t,
7.22f, 7.23f

Homogeneously broadened systems, 11.18–11.19, 
11.19f

Hong-Ou-Mandel effect, 23.10, 23.14
Hooke’s law, 8.14, 8.21
Hot mirrors, 7.58
Housings, lens, 3.15–3.16, 3.15f
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HTF-1 glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.68t
Hughes Airborne Optical Adjunct Coating, 6.49
Human eye:

active optical limiting by, 13.1
damage thresholds for, 13.3, 13.3f

Hybrid organic-inorganic composites, glasses, 
and sol-gels, 12.27t

Hydrologic optics, 1.3 (See also Water)
Hydrostatic pressure, 5.66t
Hyperbolic cumulative size distribution, 1.15
Hyper-Raman scattering, 15.2t, 15.3, 15.3t
Hyperspectral imaging, 17.27–17.28
Hysteresis instability, of metals, 4.10

IBM Black, 6.56
Illinois Institute of Technology, 6.35
Imaging:

ghost, 23.13
hyperspectral, 17.27–17.28
quantum, 23.13–23.14
time-gated, 15.42, 15.43, 15.44f

Impurity magnetoabsorption, 5.51–5.52, 5.51f
Impurity-related absorption, 5.37–5.39, 

5.38f, 5.39f
Impurity-related vibrational optic effects, 

5.17–5.20, 5.18f–5.19f, 5.20t, 5.21f
Index contrast, 3D photonic crystals and, 9.4
Index ellipsoid, of crystals and glasses, 2.18–2.19, 

2.19f
Index grating, 12.1–12.3, 12.2f
Index of absorption, 2.8
Index of refraction (see Refractive index)
Indirect (nonvertical) absorption transitions, 

5.22–5.24, 5.24f–5.25f
Indirect excitons, 5.29
Indirect interband transitions, 8.29–8.30, 8.29f
Indium phosphide (InP), 12.21
Induced transparency, 21.52
Induced-transmission filters, 7.83, 7.88f
Inelastic scattering:

of light, 5.76–5.83, 5.76f, 5.78f–5.82f
and polarization, 1.47–1.49, 1.48f, 1.49f

Inertial confinement fusion (ICF), 21.54, 21.55f
Infrablack, 6.26, 6.26f, 6.28, 6.28f, 6.48, 6.48f
Infrared (IR) dipole active modes, 8.16–8.18, 

8.17f
Infrared (IR) region:

absorption in, 5.19f
all-dielectric reflectors for, 7.39, 7.40f
multilayer reflectors for far-, 7.52, 7.52f

Infrared (IR) suppressing filters, 7.58, 7.58f
Inherent optical properties (IOPs), of water, 

1.4, 1.5t, 1.9–1.12, 1.10f
Inhomogeneous antireflection coatings,

7.23–7.26, 7.24f–7.26f
Inhomogeneous broadening, spectral-line, 

14.14
Injection molding, of polymers, 3.2, 3.12–3.13
Inner ionization, of cluster, 21.31–21.32, 21.32f
Inorganic particles, in water, 1.14–1.15
In-plane coupling, 9.10–9.11
Instantaneous coefficient of linear thermal 

expansion, 4.7
Instrumentation, spectroscopic, 5.58–5.61, 5.59f

detectors, 5.61
and light sources, 5.58–5.59

broadband, 5.58–5.59
laser, 5.59

spectrometers and monochromators, 
5.59–5.61

dispersion spectrometers, 5.59–5.60
Fourier-transform spectrometers,

5.60–5.61, 5.60f, 5.72
“Intelligent” state, 23.8
Intense laser pulses:

cluster interactions with, 21.35–21.36, 21.36f
plasma instabilities driven by, 21.38–21.39, 

21.38f
Interacting beams, propagation of, 16.3
Interband absorption, of semiconductors, 

5.21–5.33
absorption near fundamental edge,

5.21–5.22, 5.21f
direct transitions, 5.22–5.23, 5.22f–5.23f
excitons, 5.25–5.29, 5.26t, 5.27f–5.28f
high-energy transitions above fundamental 

edge, 5.29–5.33, 5.30f–5.34f
indirect transitions, 5.23–5.24, 5.24f–5.25f
near fundamental edge, 5.21–5.22, 5.21f
polaritons, 5.29

Interband magneto-optical effects, 5.42–5.46, 5.43f
excitonic, 5.46, 5.47f
Faraday rotation, 5.44–5.45, 5.45f
magnetoreflection, 5.43, 5.44, 5.44f

Interband transitions, of solids, 8.27–8.32
direct interband absorption, 8.27–8.28
excitons, 8.31–8.32
indirect transitions, 8.29–8.30, 8.29f
joint density of states, 8.28, 8.29f
in metals, 8.21
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Interband transitions, of solids (Cont.):
multiphoton absorption, 8.30–8.31
selection rules and forbidden transitions, 

8.28, 8.29
Interference effect, EIT as, 14.2–14.4
Interference filters, Fabry-Perot, 7.78–7.82, 

7.79f, 7.80f, 7.92–7.94, 7.93f, 7.96
Interference polarizers, 7.69–7.73, 7.70f–7.72f,

7.76f–7.77f
Interfering transition pathways, 14.2–14.3
Interferometers and interferometry:

atom, 11.22–11.23, 11.24f
Fabry-Perot, 7.13, 7.39, 7.39f, 7.40, 7.89
Mach-Zehnder, 23.2–23.4, 23.2f
Michelson, 7.42, 7.104f
multilayer reflectors for, 7.39, 7.39f
phase conjugate, 12.32, 12.33f, 12.34f
quantum entanglement in, 23.1–23.15

concepts and equations for, 23.1–23.4, 
23.2f, 23.4f

digital approaches, 23.7–23.9
Heisenberg limit, 23.6–23.7
N00N state, 23.9–23.12, 23.10f, 23.11f
and quantum imaging, 23.13–23.14
and remote sensing, 23.14–23.15
shot-noise limit, 23.4–23.6, 23.5f

and third-order optical nonlinearities, 
16.28–16.29

time-domain atom, 11.22–11.24, 11.24f
Internal self-action, 13.7, 16.25
International Association for Physical Sciences 

of the Ocean (IAPSO), 1.4, 1.5t–1.6t
Intervalley scattering, 18.20
Intraband magneto-optical effects, 5.47–5.52

cyclotron resonance, 5.47–5.50, 5.48f–5.50f
free-carrier Faraday rotation, 5.50–5.51
impurity magnetoabsorption, 5.51–5.52, 

5.51f
Intracavity singly resonant oscillators 

(IC-SROs), 17.3f
Intrinsic optical properties:

of semiconductors, 5.11
of solids, 8.3

Invar 36, 4.10t, 4.52t, 4.55t, 4.69t, 4.70t
Inverse Bremsstrahlung heating, 21.37, 21.37f
Inverse dielectric tensor, 2.6t, 2.19
Ion beam-sputtered surfaces, 6.53
Ion-assisted deposition, 7.11
Ion-beam sputtering, 7.11, 7.14
Ion-implanted semiconductors, 18.21

Ionization:
above-threshold (see Above threshold 

ionization)
atomic, 21.3
barrier suppression, 21.14, 21.14f
in clusters, 21.31–21.33, 21.32f
collisional, 21.31, 21.32
double, 21.18–21.19, 21.19f
inner, 21.31–21.32, 21.32f
molecular tunnel (see Molecular tunnel 

ionization)
multiphoton, 21.10–21.12, 21.11f
outer, 21.32–21.33
stabilization of, 21.20–21.21, 21.22f
threshold (see Threshold ionization)
tunnel (see Tunnel ionization)

Ionization distance, 21.25–21.26, 21.25f, 21.27f
Ionization ignition, 21.31
Ionization rate, ADK, 21.13
Ionization stabilization, 21.20–21.21, 21.22f
Ionization-induced defocusing, 21.43–21.44, 

21.43f
Ionized arsenic antisite (AsGa+), 18.3
Ion-plating process, 7.11
IRG 2 glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.67t
IRG 9 glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.67t
IRG 11 glass, 2.43t, 2.49t, 2.59t, 2.68t
IRG 100 glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.68t
Iris (in eye), 13.1
Iron:

absorptance of, 4.40f, 4.48t, 4.50t
optical properties of, 4.15t, 4.23f
physical properties of, 4.54t
reflectance of, 4.32t–4.33t, 4.40f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.67f
thermal conductivity, 4.58t, 4.62f–4.63f

Irradiance, of water, 1.5t, 1.8–1.9
Irradiance reflectance (irradiance ratio), of 

water, 1.6t, 1.7f, 1.12, 1.46–1.47, 1.47f
Irradiated plasma, 21.46–21.47, 21.46f
Isotropic crystals:

dielectric constants of, 2.18
symmetries of, 2.7t

Isotropic solids, 8.8, 8.9t
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Iturriaga R., 1.25
-ivity suffix, 4.5

j ë B heating, 21.49
Jerlov water types, 1.42–1.46
Joint density of states, 8.28, 8.29f
Jumps, electric-field, 9.6
Junge (hyperbolic) cumulative size

distribution, 1.15
JV model (of trap-loss collisions), 20.30

K (optical constant of water), 1.17, 1.17f
Kane momentum matrix elements, 8.26
Keldysh parameter, 21.10
Keldysh-Faisal-Reiss (KFR) theories, 21.12
Kerr effect, 18.11–18.15

longitudinal, 18.11–18.15, 18.12f
optical, 16.11–16.14
Raman-induced, 16.3t, 16.12, 16.17
transverse, 18.11, 18.14–18.15

Kerr lens modelocking (KLM), 16.25, 18.3, 
18.14–18.15

Kerr-lensing (see Self-focusing)
Kerr-type nonlinearity, 14.33
Kirchhoff ’s law, 4.6
Kitaev phase estimation algorithm, 23.12
Kleinman d-tensor, 10.11
Knill-LaFlamme-Milburn (KLM) scheme, 23.12
Knoop test, 2.31, 2.32f
Kopelevich model of absorption, 1.28
Kramers-Kronig (K-K) relations:

dielectric-constant, 2.9, 2.12, 2.22
dispersion, 5.10–5.11, 16.1, 16.9–16.11
for solids, 8.15

KRS-5 crystals, 2.40t, 2.44t, 2.48t, 2.53t, 2.58t, 2.65t
KRS-6 crystals, 2.40t, 2.44t, 2.48t, 2.53t, 2.58t, 2.65t

Ladder coupling, 14.1, 14.6f, 14.24f
Lambda coupling, 14.1, 14.6f, 14.8f, 14.9f, 14.26, 14.27
Lambertian black surface, 6.14
Landau levels (of energy), 5.40, 5.42f
Langmuir waves, 21.38
Lanthanum glass, 2.42t, 2.43t
Laser:

continuous-wave, 7.14, 14.16–14.18, 14.17f
multilayer reflectors for, 7.39–7.40, 7.39f
theoretical description of, 20.6–20.11

atoms in motion, 20.8–20.10, 20.9f
Fokker-Planck equation, 20.10–20.11
force on two-level atom, 20.6–20.7

Laser Black, 6.56
Laser conditioning, 19.4
Laser cooling, 20.3–20.21, 20.26–20.39

about, 20.3–20.4
in atomic beam brightening, 20.27–20.28, 

20.27f
in atomic clocks, 20.28
below Doppler limit, 20.17–20.21,

20.18f–20.20f
in Bose-Einstein condensation, 20.35–20.37, 

20.36f
in dark states, 20.37–20.39, 20.38f
defined, 20.3
history of, 20.3–20.4
in optical lattices, 20.31–20.34, 

20.32f–20.34f
by optical molasses, 20.13–20.17,

20.14f–20.16f
properties of, 20.4–20.6
Sisyphus, 20.19
by slowing of atomic beams, 20.11–20.13, 

20.12f, 20.12t, 20.13f
in ultracold collisions, 20.28–20.31, 20.30f,

20.31f
Laser damage threshold (LDT), of coatings, 

7.13–7.14, 7.18
Laser fields, 14.13
Laser Interferometer Gravitational Wave 

Observatory (LIGO), 23.1, 23.7
Laser Light Detection and Ranging (LIDAR) 

systems, 23.1
Laser light sources, 5.59
Laser power combining, 12.30, 12.31
Laser pulses, 21.35–21.36, 21.36f, 21.38–21.39, 

21.38f
Laser technology, for strong field interactions, 

21.4–21.5, 21.4f
Laser-induced breakdown (LIB), 19.6–19.9, 

19.8f
Laser-induced damage (LID), 19.1–19.11

avoidance of, 19.5–19.6
and critical NLO parameters, 19.9–19.11, 

19.9f, 19.10f
estimates of, 19.2
mechanisms of, 19.6–19.9, 19.8f
and nonlinear optical effects, 19.5
package-induced, 19.4–19.5
surface damage, 19.2–19.4

Lasing without inversion (LWI), 14.1, 14.3–14.4, 
14.18–14.19
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Lattice absorption, semiconductor, 5.13–5.20
impurity-related vibrational optic effects, 

5.17–5.20, 5.18f–5.19f, 5.20t, 5.21f
multiphonon absorption, 5.16–5.17, 5.17t
phonons, 5.13–5.16, 5.15f

Lattice vibrations:
of crystals and glasses, 2.11–2.12, 2.76t–2.77t
linear-chain model of, 5.8
optical, 20.31–20.34, 20.32f–20.34f
in solids, 8.16–8.18, 8.17f, 8.19t–8.20t

Lead titanate (PbTiO3), 2.40t, 2.45t, 2.48t,
2.52t, 2.57t, 2.64t

Lead vapor, 14.15, 14.16
Lens housings, 3.15–3.16, 3.15f
Lenses:

negative, 3.13
positive-powered, 3.13

Lensing, 16.22, 19.5
LF5 glass (581409), 2.49t, 2.54t, 2.59t, 2.66t
Li Li polarizing beam splitter, 7.72–7.73, 7.76f
Light flint glass, 2.42t
Light modulation, 5.66t
Light pipe reflectometers, rotating, 5.62, 5.63f
Light pressure force, 20.7
Light propagation, in solids, 8.4–8.13

anisotropic crystals, 8.8–8.11, 8.9t, 8.10f
energy flow, 8.7–8.8
interfaces, 8.11–8.13, 8.12f, 8.13f
Maxwell’s equations, 8.4–8.6
wave equations and optical constants, 8.6–8.7

Light sources, 5.58–5.59
Limiters:

cascaded, 13.6
optical, 12.32
self-protecting, 13.9
tandem, 13.6, 13.6f

Limiting, optical, 13.2 (See also Passive optical 
limiting)

Line defects, 9.12–9.13
Linear electro-optic effect, 12.2–12.3
Linear optical absorption, 16.18
Linear optical properties (of semiconductors), 

5.11–5.39, 5.12f, 5.13t
free carriers, 5.33–5.36, 5.35f–5.37f
impurity and defect absorption, 5.37–5.39, 

5.38f, 5.39f
interband absorption, 5.21–5.33

absorption near fundamental edge,
5.21–5.22, 5.21f

direct transitions, 5.22–5.23, 5.22f–5.23f

Linear optical properties (of semiconductors), 
interband absorption (Cont.):
excitons, 5.25–5.29, 5.26t, 5.27f–5.28f
high-energy transitions above fundamental 

edge, 5.29–5.33, 5.30f–5.34f
indirect transitions, 5.23–5.24, 5.24f–5.25f
polaritons, 5.29

lattice absorption, 5.13–5.20
impurity-related vibrational optic effects, 

5.17–5.20, 5.18f–5.19f, 5.20t, 5.21f
multiphonon absorption, 5.16–5.17, 

5.17t
phonons, 5.13–5.16, 5.15f

and models of dielectric function, 5.12
Linear-chain model, of lattice vibrations, 5.8
Lin-perp-lin polarization gradient cooling, 

20.17–20.18, 20.18f, 20.19f
Lippmann-Bragg holographic mirrors, 7.50
Liquid crystals, 13.12, 13.12f
Lithium fluoride (LiF), 2.39t, 2.44t, 2.48t,

2.57t, 2.69t
Lithium iodate (a-LiIO3), 2.39t, 2.46t, 2.48t,

2.57t, 2.75t
Lithium niobate (LiNbO3), 2.39t, 2.46t, 2.48t,

2.52t, 2.57t, 2.63t, 2.75t, 12.14, 17.1,
17.4–17.13, 17.6f–17.11f

Lithium tantalate (LiTaO3), 12.14, 17.14–17.15, 
17.15f

Lithium triborate (LiB3O5) (LBO), 2.39t, 2.46t,
2.51t, 2.56t, 2.63t, 2.75t, 17.1

Lithium-calcium-aluminum fluoride 
(LiCaAlF6) (LiCAF), 2.39t, 2.46t, 2.51t,
2.57t, 2.63t

LLF1 glass (548458), 2.49t, 2.54t, 2.59t, 2.66t
Local density approximation (LDA), 5.5
Local vibrational modes (LVM), 5.17, 5.18, 

5.19f, 5.20, 5.20f
Localized vibration, 5.82f, 5.83
Lockheed Martin, 6.46
Lock-in amplifiers, 5.64
Long duration exposure facility (LDEF), 6.17
Longitudinal acoustic (LA) phonons, 5.24, 

5.25f
Longitudinal Kerr effect, 18.11–18.15, 18.12f

(See also Self-phase modulation)
Longitudinal optic (LO) phonons, 5.24, 5.25f,

5.79, 5.79f, 5.80
Longitudinal relaxation rate and time, 11.5
Longitudinal-mode (LO) frequencies, for

crystals and glasses, 2.11, 2.12
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Lorentz model:
of absorption, 4.4
of dispersion, 8.14, 8.21

Low temperature (LT), 18.3
Low-Q cavities, 9.12
Low-temperature (LT) molecular beam 

epitaxy, 18.21
LOX8 glass, 6.57
Luminescence spectroscopy, 5.69–5.75, 5.70f,

5.72f–5.75f
Lyddane-Sachs-Teller (LST) relation, 2.11, 

5.14, 8.17

Mach-Zehnder interferometer (MZI), 23.2–23.4, 
23.2f

MacNeille polarizers, 7.70–7.72, 7.71f, 7.72f, 7.75f
Magnesium-oxide doped stoichiometric lithium 

tantalite (MgO:sPPLT), 17.14–17.15, 17.15f
Magnetic field modulation, 5.66t
Magnetic permeability, of water, 1.16
Magnetic traps, 20.21–20.23, 20.22f
Magnetoabsorption, impurity, 5.51–5.52, 5.51f
Magneto-optical (MO) properties 

(of semiconductors), 5.39–5.52, 5.41t
effect of magnetic field on energy bands, 

5.40, 5.42, 5.42f
interband effects, 5.42–5.46, 5.43f–5.45f,

5.47f
intraband or free-carrier effects, 5.47–5.52, 

5.48f–5.51f
semiconductor nanostructures, 5.52

Magneto-optical traps (MOTs), 14.18,
20.24–20.25, 20.24f, 20.26f

Magnetopolarons, 5.50
Magnetoreflection, 5.43, 5.44, 5.44f
Magnetron sputtering, 7.11
Mankiewicz Gebr. & Co., 6.35
Manly Rowe fraction, 15.15
Manufacturing error budget, for polymeric 

optics, 3.10
“Marine snow,” 1.14, 1.29
Martin Black, 6.3t, 6.12, 6.14, 6.15, 6.26f, 6.28f,

6.46, 6.47f, 6.51f, 6.53f
Martin Marietta, 6.48, 6.53
Martin Optical Black, 6.5f
Mass attenuation coefficients, for photons 

and metals, 4.48, 4.48t, 4.49
Mass density, of metals, 4.6
Master oscillator-power amplifier (MOPA) 

laser, 17.6

Matched filtering, 12.28–12.29, 12.29f, 12.30f
Material designation, of crystals and glasses, 

2.27–2.30, 2.29f
Matrix theory for multilayer systems, 7.6–7.10, 

7.9f
Maximal atomic coherence, 14.28–14.32, 

14.29f–14.32f
Maximal coherence, 14.3
Maximum usable temperature, of metals, 4.7, 4.55t
Maxwell wave equation, 2.12
Maxwell-Bloch equations, 11.6–11.7
Maxwell-Boltzmann distribution, 20.11
Maxwell-Helmholtz-Drude dispersion formula, 

2.12, 2.21–2.22
Maxwell’s equations:

for electric and magnetic fields, 1.16, 
1.17, 5.52

methods for solving, 9.2–9.3
for optical fields, 16.24
and refractive index, 2.6
for solids, 8.4–8.6

Mean coefficient of linear thermal 
expansion, 4.7

Measurement techniques, for semiconductors, 
5.7, 5.56–5.83

ellipsometry, 5.67–5.69, 5.68f, 5.69f
inelastic light scattering, 5.76–5.83, 5.76f,

5.78f–5.82f
instrumentation, 5.58–5.61, 5.59f, 5.60f, 5.72
luminescence, 5.69–5.75, 5.70f, 5.72f–5.75f
modulation spectroscopy, 5.64–5.67,

5.64f–5.65f, 5.66t, 5.68f
reflection and transmission/absorption, 

5.62–5.64, 5.63f
spectroscopic procedures, 5.56–5.58

Measurements:
on coatings, 7.12–7.14
with surfaces and processes, 6.9–6.10

Mechanical assembly, of polymers, 3.14–3.16, 
3.14f, 3.15f

Mechanical cycling, of metals, 4.10
Medium-bandpass filters, 7.78–7.83, 7.79f,

7.80f, 7.82f–7.88f
Melt data sheets, for glass, 2.29
Memory, optical, 11.25, 12.34
Meniscus-shaped elements, 3.13
Mercury cadmium telluride (Hg0.78Cd0.22Te) 

narrow-gap alloy, 5.73, 5.74f
Metal-dielectric multiple reflection cutoff filters, 

7.59–7.60
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Metal-dielectric multiple reflection 
filters, 7.111

Metal-dielectric reflectors, 7.81–7.82,
7.108–7.109, 7.109f, 7.110f

Metallic reflecting coatings, 7.80–7.81
Metallic reflectors, 7.106–7.108, 7.106f–7.109f
Metal-organic chemical vapor deposition 

(MOCVD), 18.3
Metals, 4.1–4.70

absorptance of, 4.39, 4.40f–4.42f, 4.48, 4.49
and emittance, 4.49, 4.49f, 4.50t, 4.51t
and mass attenuation coefficients for 

photons, 4.48t
aluminum and aluminum alloys

absorptance, 4.40f, 4.48t, 4.51t
optical properties, 4.12t, 4.20f, 4.21f
penetration depth, 4.47f
physical properties, 4.52t, 4.54t
reflectance, 4.27t–4.28t, 4.40f, 4.44f, 4.46f
thermal properties, 4.55t, 4.56t, 4.57f,

4.58t, 4.59f–4.60f, 4.65t, 4.66f,
4.69t, 4.70t

beryllium
absorptance, 4.48t, 4.50t
optical properties, 4.12t, 4.21f, 4.26f
penetration depth, 4.47f
physical properties, 4.52t, 4.54t
reflectance, 4.28t–4.29t, 4.45f, 4.46f
thermal properties, 4.55t, 4.56t, 4.57f, 4.58t,

4.59f–4.60f, 4.65t, 4.68f, 4.69t, 4.70t
chromium

absorptance, 4.48t, 4.50t
optical properties, 4.13t–4.14t, 4.22f
physical properties, 4.54t
reflectance, 4.30t–4.31t
thermal properties, 4.69t

copper
absorptance, 4.40f, 4.48t, 4.50t
optical properties, 4.12t–4.13t, 4.22f
physical properties, 4.52t–4.54t
reflectance, 4.29t–4.30t, 4.40f
thermal properties, 4.55t, 4.56t, 4.57f, 4.58t,

4.60f–4.61f, 4.65t, 4.66f, 4.69t, 4.70t
germanium

absorptance, 4.48t
thermal properties, 4.69t, 4.70t

gold
absorptance, 4.40f, 4.48t, 4.50t, 4.51t
optical properties, 4.14t, 4.23f
physical properties, 4.52t, 4.54t

Metals, gold (Cont.):
reflectance, 4.31t–4.32t, 4.40f
thermal properties, 4.55t, 4.56t, 4.57f, 4.58t,

4.60f–4.61f, 4.65t, 4.66f, 4.69t, 4.70t
interband transitions in, 8.21
Invar 36, 4.10t, 4.52t, 4.55t, 4.69t, 4.70t
iron

absorptance, 4.40f, 4.48t, 4.50t
optical properties, 4.15t, 4.23f
physical properties, 4.54t
reflectance, 4.32t–4.33t, 4.40f
thermal properties, 4.55t, 4.56t, 4.57f,

4.58t, 4.62f–4.63f, 4.65t, 4.67f, 4.69t
mechanical properties of, 4.7–4.8
for mirror design, 4.8–4.10, 4.10t
molybdenum

absorptance, 4.41f, 4.48f, 4.48t, 4.50t, 4.51t
optical properties, 4.15t–4.16t, 4.24f
physical properties, 4.52t, 4.54t
reflectance, 4.33t–4.35t, 4.41f
thermal properties, 4.55t, 4.56t, 4.58f, 4.58t,

4.62f–4.63f, 4.65t, 4.67f, 4.69t, 4.70t
nickel and nickel alloys

absorptance, 4.41f, 4.48t, 4.50t, 4.51t
optical properties, 4.16t–4.17t, 4.24f
penetration depth, 4.47f
physical properties, 4.52t, 4.54t
reflectance, 4.35t–4.36t, 4.41f, 4.47f
thermal properties, 4.55t, 4.56t, 4.57f,

4.58f, 4.62f–4.63f, 4.65t, 4.67f,
4.69t, 4.70t

nomenclature for, 4.3
optical properties of, 4.3–4.6, 4.4f, 4.11

dielectric function, 4.26f
extinction coefficient, 4.11, 4.12t–4.19t,

4.20f–4.26f
refraction index, 4.11, 4.12t–4.19t, 4.21f–4.26f

penetration depth of, 4.47f
physical properties of, 4.6, 4.49, 4.52t–4.54t
platinum

absorptance, 4.41f, 4.48t, 4.50t, 4.51t
optical properties, 4.17t, 4.25f
physical properties, 4.54t
reflectance, 4.36t–4.37t, 4.41f
thermal properties, 4.69t, 4.70t

reflectance of, 4.11, 4.27t–4.39t, 4.40f–4.47f
semiconductors and dielectrics vs., 8.4
silicon

absorptance, 4.48t
physical properties, 4.52t
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Metals, silicon (Cont.):
reflectance, 4.46f
thermal properties, 4.55t, 4.56t, 4.58f, 4.58t,

4.63f–4.64f, 4.65t, 4.68f, 4.69t, 4.70t
silicon carbide

absorptance, 4.49f, 4.50f
optical properties, 4.19t, 4.25f
physical properties, 4.52t
reflectance, 4.41f, 4.42f, 4.46f
thermal properties, 4.55t, 4.56t, 4.58f, 4.58t,

4.63f–4.64f, 4.65t, 4.68f, 4.69t, 4.70t
silver

absorptance, 4.42f, 4.48t, 4.50t, 4.51t
optical properties, 4.17t–4.18t, 4.26f
physical properties, 4.52t, 4.54t
reflectance, 4.37t–4.38t, 4.42f
thermal properties, 4.55t, 4.56t, 4.57f, 4.58t,

4.60f–4.61f, 4.65t, 4.66f, 4.69t, 4.70t
stainless steel

physical properties, 4.52t
thermal properties, 4.55t, 4.56t, 4.57f, 4.58t,

4.62f–4.63f, 4.65t, 4.67f, 4.69t, 4.70t
steel, 4.50t, 4.51t
tantalum, 4.50t, 4.69t, 4.70t
thermal properties of, 4.6–4.7, 4.53, 4.55

coefficient of linear thermal expansion, 
4.56t, 4.57f, 4.58f

elastic properties, 4.69, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.66f–4.69f
strength and fracture properties, 4.70, 4.70t
thermal conductivity, 4.58t, 4.59f–4.63f

titanium, 4.48t, 4.50t, 4.52t, 4.55t
tungsten

absorptance, 4.42f, 4.48t, 4.50t, 4.51t
optical properties, 4.18t–4.19t, 4.26f
physical properties, 4.54t
reflectance, 4.38t–4.39t, 4.42f
thermal properties, 4.69t, 4.70t

zinc, 4.48t
Metrology, cw OPOs for, 17.28, 17.29
MeV proton acceleration, 21.54, 21.54f
MH 2200 coating, 6.37, 6.38f
Mica spacers, 7.84f, 7.88–7.89
Michelson interferometers, 5.60, 7.42, 7.104f
Microcavities, in 3D photonic crystals, 9.6–9.12, 

9.7f, 9.8f
Microcreep strength, of metals, 4.8
Microstrain, of metals, 4.8
Microyield strength, of metals, 4.8, 4.70, 4.70t

Mie scattering, 1.15, 1.32, 2.27
Mie theory, 1.40
Miller’s rule, 10.9
Minus filters, 7.43, 7.48, 7.49, 7.50f
Mirrors:

aluminum, 7.106–7.108, 7.106f–7.108f
graded reflectivity, 7.52
hot and cold, 7.58
Lippmann-Bragg holographic, 7.50
metals for, 4.8–4.10, 4.10t
perfect, 7.47
phase conjugate, 12.7, 12.8f–12.9f, 12.33–12.35
self-pumped phase conjugate, 12.7,

12.8f–12.9f
semiconductor saturable absorber, 18.3, 

18.10–18.11
semilinear, 12.7, 12.8f
silver, 7.106f–7.108f, 7.107–7.109
supermirrors, 7.111
(See also Reflectors)

M&M states, 23.14
Modelocking:

additive pulse, 18.3, 18.14
colliding pulse, 18.3
cw, 18.5f
cw Q-switched, 18.5f
Kerr lens, 18.3, 18.14–18.15
passive, 18.8–18.9, 18.8f, 18.12–18.15
Q-switched, 18.4, 18.5, 18.5f
soliton, 18.8f, 18.12–18.14

Modified lambda coupling, 14.24f
Modulation spectroscopy, 5.64–5.67, 

5.64f–5.65f, 5.66t, 5.68f
Mohs scale, 2.31, 2.32f
Moiré grating, 22.11, 22.12f
Molasses, optical [see Optical molasses (OM)]
Molding, of polymers, 3.2, 3.12–3.13
Molecular alignment, in strong fields,

21.22–21.23, 21.23t, 21.24f
Molecular beam epitaxy (MBE), 5.7, 18.3
Molecular dissociation, 21.23
Molecular orientational Kerr effect, 16.3t
Molecular tunnel ionization, 21.25–21.26, 

21.25f, 21.27f
Molecular weight, of crystals and glasses, 2.30
Molecules, strong field interactions with, 

21.22–21.26
Coulomb explosion, 21.24–21.25
nuclear motion and alignment in, 21.22–21.23, 

21.23t, 21.24f
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Molecules, strong field interactions with (Cont.):
triatomic and larger, 21.26
tunnel ionization and ionization distance, 

21.25–21.26, 21.25f, 21.27f
Molybdenum:

absorptance of, 4.41f, 4.48f, 4.48t, 4.50t, 4.51t
optical properties of, 4.15t–4.16t, 4.24f
physical properties of, 4.52t, 4.54t
reflectance of, 4.33t–4.35t, 4.41f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.58f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.67f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.62f–4.63f

Momentum, family, 20.38
Monochromators, 5.59–5.61
Monoclinic crystals, 2.7t, 2.18, 2.47t, 8.9t, 8.19t
Morel model of absorption, 1.24, 1.28
Morse interatomic potential, 2.16
Mott-Wannier excitons (see Wannier excitons)
Multicomponent polarizers, 7.69
Multilayer (ML) coatings, 7.96–7.98, 19.4
Multilayer reflectors, 7.39–7.53

of absorbing materials, 7.37–7.38, 7.38f
all-dielectric broadband reflectors, 7.39, 

7.40f, 7.45–7.47, 7.45f–7.47f
coatings for ultrafast optics, 7.47–7.48, 7.48f
for far-infrared region, 7.52, 7.52f
graded reflectivity mirrors, 7.52
imperfections in, 7.40–7.43, 7.41f–7.43f
for interferometers and lasers, 7.39–7.40, 

7.39f–7.40f
narrowband reflection coatings, 7.43, 7.44f
rejection filters, 7.48–7.50, 7.49f–7.51f
for soft x-ray and XUV regions, 7.53
in two-material periodic multilayers theory, 

7.37–7.38, 7.38f
Multilayers:

matrix theory for, 7.6–7.10, 7.9f
periodic

[(0.5A)B(0.5A)]N, 7.35, 7.36f
nonabsorbing [AB]N and [AB]NA,

7.32–7.34, 7.33f–7.35f
[xH.(1-x)L]N.xH, 7.37

Multiphonon absorption, 5.16–5.17, 5.17t,
5.18f, 19.6

Multiphoton absorption:
of crystals and glasses, 2.15–2.17, 2.16f, 2.17f
of solids, 8.30–8.31

Multiphoton ionization (MPI), 21.10–21.12, 
21.11f

Multiphoton refraction, of crystals and glasses, 
2.15–2.17, 2.16f, 2.17f

Multiple anti-Stokes scattering, 15.2t
Multiple bound excitons, 5.26t
Multiple cavities, in polymeric optics, 3.10
Multiple quantum wells (MQWs), 12.22–12.23, 

12.22f
Multiple Raman scattering, 15.2–15.3, 15.2t
Multiple Raman Stokes generation, 15.38–15.40, 

15.40f
Multiple Stokes scattering, 15.2–15.3, 15.2t,

15.3t
Multiple-layer surfaces, 6.26, 6.26f–6.27f
Multiple-reflection filters, 7.111–7.113,

7.111f–7.113f
Multiple-resonant oscillators, 17.16–17.21

doubly resonant, 17.16–17.17
pump-enhanced singly resonant, 17.17–17.20, 

17.18f–17.20f
triply resonant, 17.20–17.21, 17.21f

Multishot laser-induced damage, 19.4
Mutually incoherent beam couplers, 12.7, 12.8f
Mutually pumped phase conjugators 

(MPPCs), 12.7

N (optical constant of water), 1.17, 1.17f
N on 1 annealing, 19.3, 19.4
N00N state, 23.9–23.12, 23.10f, 23.11f
Nanoplasma, in clusters, 21.34–21.35, 21.35f
Nanostructure semiconductors, 5.52
Nanostructuring, 6.55, 6.59f
Nanotubes, 6.55, 6.59f
Narrowband reflection coatings (narrowband 

rejection filters), 7.43, 7.44f, 7.49
Narrow-bandpass filters, 7.78–7.83, 7.79f, 7.80f,

7.82f–7.88f, 7.88–7.89, 7.89f
NAS polymer, 3.4t
National Institute of Standards and Technology 

(NIST), 20.16
Natural waters, 1.3, 1.13–1.15
N-BaF10 glass (670472), 2.49t, 2.54t, 2.59t, 2.67t
N-BaK4 glass (569560), 2.49t, 2.54t, 2.59t, 2.66t
N-BaLF4 glass (580537), 2.49t, 2.54t, 2.59t, 2.66t
N-BaSF64 glass (704394), 2.49t, 2.54t, 2.59t, 2.67t
NbF1 glass (743492), 2.49t, 2.54t, 2.59t, 2.67t
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N-BK7 glass (517642), 2.49t, 2.54t, 2.59t, 2.66t
NBS Black, 6.49–6.50, 6.50f
Near-IR crystals, visible, 10.21t, 10.22t
Near-UV spectrum, semiconductor interactions 

with, 5.4f, 5.5
Negative lenses, 3.13
Neoprene, 6.32f, 6.34f
Net irradiance, of water, 1.5t, 1.7f, 1.9
Networks, 3D photonic crystals and, 9.4–9.5
Neumann’s principle, 2.5
Neural networks, 12.33–12.35
Neutral arsenic antisite (AsGa0), 18.3
Neutral atoms, trapping of, 20.21–20.39

in atomic beam brightening, 20.27–20.28, 
20.27f

in atomic clocks, 20.28
in Bose-Einstein condensation, 20.35–20.37, 

20.36f
in dark states, 20.37–20.39, 20.38f
with magnetic traps, 20.21–20.23, 20.22f
with magneto-optical traps, 20.24–20.25, 

20.24f, 20.26f
in optical lattices, 20.31–20.34, 20.32f–20.34f
with optical traps, 20.23–20.24, 20.23f
in ultracold collisions, 20.28–20.31, 20.30f,

20.31f
Neutral attenuators, 7.105, 7.105f
Neutral filters, 7.67, 7.67f–7.68f
Neutron production, fusion, 21.53
Nextel 2010, 6.35, 6.37
Nextel Suede Coating Series 3101-C10, 6.37, 

6.38f, 6.53f
N-F2 glass (620364), 2.49t, 2.54t, 2.59t, 2.67t
N-FKS glass (487704), 2.49t, 2.54t, 2.59t, 2.66t
Nickel:

absorptance of, 4.41f, 4.48t, 4.50t, 4.51t
optical properties of, 4.16t–4.17t, 4.24f
penetration depth, 4.47f
physical properties of, 4.52t, 4.54t
reflectance of, 4.35t–4.36t, 4.41f, 4.47f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.67f
strength and fracture properties, 4.70t
thermal conductivity, 4.58f, 4.62f–4.63f

Nickel alloys, 4.47f

Niobium flint glass, 2.42t
N-K5 glass (522595), 2.49t, 2.54t, 2.59t, 2.66t
N-KF9 glass (523515), 2.49t, 2.54t, 2.59t, 2.66t
N-KzFS4 glass (613443), 2.49t, 2.54t, 2.59t, 2.66t
N-LaF2 glass (744447), 2.49t, 2.54t, 2.59t, 2.67t
N-LaF33 glass (754523), 2.49t, 2.54t, 2.59t, 2.67t
N-LaK10 glass (720504), 2.49t, 2.54t, 2.59t, 2.67t
N-LaSF31A glass (883409), 2.49t, 2.54t, 2.59t, 2.67t
Noise:

shot, 23.4–23.6, 23.5f
and stimulated Raman scattering, 15.35–15.38, 

15.39f
Nonabsorbing [AB]N and [AB]NA multilayers, 

7.32–7.34, 7.33f–7.35f
Noncritical phase matching (NCPM), 17.1
Nondegenerate four-wave mixing 

(NDFWM), 14.28
Nonlinear absorption (NLA), 16.29

limiters of, 13.6–13.7, 13.6f
mechanisms of, 16.12–16.13, 16.13f
nondegenerate, 16.27
optical limiting by, 13.4–13.7, 13.4f, 13.5f
and third-order optical nonlinearities, 

16.7–16.9
Nonlinear atom-field interactions, 11.10
Nonlinear optical coefficients, of crystals 

and glasses, 2.26–2.27, 2.27t
Nonlinear optical crystals, 10.19–10.20,

10.20t–10.22t
Nonlinear optical (NLO) effects, 19.5,

19.9–19.11, 19.9f, 19.10f
Nonlinear optical frequency conversion,

14.24–14.28, 14.24f, 14.27f
Nonlinear optical properties (of semiconductors), 

5.52–5.56
Maxwell’s equations and polarization power 

series expansion, 5.52–5.53, 5.54t
second-order, 5.53–5.55
third-harmonic generation, 5.56
third-order, 5.55
two-photon absorption, 5.56

Nonlinear optics, 10.3–10.23
about, 10.4–10.5
conversion efficiencies, 10.14–10.16
crystals for, 10.19–10.20, 10.20t–10.22t
equations for, 10.4–10.5
microscopic origin of, 10.5–10.10, 10.6f, 10.8f
and MKS systems, 10.21–10.23
optical parametric process in, 10.16–10.19, 

10.17f–10.19f
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Nonlinear optics (Cont.):
phase-matching condition in second-order 

processes, 10.12–10.14, 10.12f, 10.13f
second-order susceptibility tensor in,

10.10–10.11
third-order optical nonlinearities, 16.1–16.31

cascaded x(1):x(1) processes, 16.20–16.22, 
16.21f

cascaded x(2):x(2) processes, 16.22–16.24, 
16.23f, 16.24f

four-wave mixing, 16.27–16.28, 16.28f
interferometry, 16.28–16.29
Kerr effect, 16.11–16.14, 16.13f, 16.14f
Kramers-Kronig dispersion relations, 

16.9–16.11
nonlinear absorption and nonlinear 

refraction, 16.7–16.9
propagation effects, 16.24–16.26
and quantum mechanics, 16.4–16.7, 16.5f
stimulated scattering, 16.14–16.19, 16.15f,

16.17f
terms for, 16.1–16.3, 16.3t
third-harmonic generation, 16.14
time-resolved excite-probe techniques, 

16.26–16.27, 16.26f
two-photon absorption, 16.19–16.20
Z-scan, 16.29–16.30, 16.30f

ultrashort pulse generation, 18.1–18.23
Kerr effect, 18.11–18.15, 18.12f
saturable absorbers, 18.5–18.11, 18.6f–18.8f
semiconductor ultrafast nonlinearities, 

18.15–18.23, 18.16f, 18.17f, 18.22f
and ultrafast lasers, 18.3–18.5, 18.4f, 18.5f

Nonlinear optics in gases, strong field,
21.27–21.31, 21.28f

Nonlinear reflectivity, 18.6–18.7, 18.7f
Nonlinear refraction (NLR), 13.4f, 13.7–13.8, 

16.7–16.9, 16.29–16.30, 16.30f
Nonlinear scattering, 13.4f, 13.8
Nonlinear Schrödinger equation (NLSE), 16.25
Nonlinear susceptibility, of crystals and 

glasses, 2.26
Nonlinear Thomson scattering, 21.8–21.9, 21.9f
Nonnormal angle of incidence, antireflection 

coatings at, 7.28–7.31, 7.28f–7.31f
Nonpolarizing beam splitters, 7.63, 7.64f–7.65f,

7.65
Nonpolarizing edge and bandpass filters, 

7.66, 7.67f
Nonreactive evaporation, 7.11

Nonresonant degenerate four-wave mixing, 
16.27–16.28, 16.28f

No-phonon (NP) photoluminescence, 
5.72, 5.73f

Normalized detuning, 14.11f
Normalized vector potential, 21.6
Normalized water-leaving irradiance, 1.46–1.48, 

1.48f
Notch filters, 7.43
Novelty filters, 12.32, 12.33f–12.35f
N-PK52A glass (497816), 2.49t, 2.54t,

2.59t, 2.66t
N-PSK53A glass (618634), 2.49t, 2.54t,

2.59t, 2.66t
N-SF6 (805254), 2.49t, 2.54t, 2.59t, 2.67t
N-SK10 glass (623570), 2.49t, 2.54t, 2.59t, 2.67t
N-SSK5 glass (658509), 2.49t, 2.54t, 2.59t, 2.67t
Nuclear motion, in strong fields, 21.22–21.23, 

21.23t, 21.24f
Null correctors, optical, 3.16
Null optics, polymers and, 3.16–3.17
N-ZK7 glass (508612), 2.49t, 2.54t, 2.59t, 2.66t

Oak Ridge, 6.51
Ocean color, 1.46
Omnidirectional reflectors, 9.2
One-dimensional optical molasses, 20.15–20.16, 

20.15f
One-electron transitions, 5.7
Open aperture Z-scan, 16.30
Open systems, 11.17–11.18, 11.17f, 11.18f
Optical Bloch equations (OBEs), 11.3–11.6, 

20.3, 20.6
“Optical Characterization in Microelectronics 

Manufacturing” (S. Perkowitz, D. G. Seiler, 
W. M. Duncan), 5.61–5.62

Optical constants:
for coatings, 7.13
and dielectric function, 5.8–5.9
of metals, 4.11, 4.12t–4.19t, 4.20f–4.26f
of solids, 8.6–8.7, 8.15
of water, 1.17, 1.17f

Optical frequency synthesis, 17.28, 17.29
Optical indicatrix (index ellipsoid), of crystals 

and glasses, 2.18–2.19, 2.19f
Optical interconnects, 12.31, 12.31f
Optical Kerr effect (OKE), 16.11–16.14, 16.13f,

16.14f
Optical lattices, 20.31–20.34, 20.32f–20.34f
Optical limiters, 12.32
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Optical modes, of crystals and glasses, 2.68t–2.76t
with cesium chloride structure, 2.68t
with chalcopyrite structure, 2.74t
with corundum structure, 2.70t
with cubic perovskite structure, 2.73t
with diamond structure, 2.68t
with fluorite structure, 2.69t
other structures, 2.74t–2.76t
with a-quartz structure, 2.71t
with rutile structure, 2.71t
with scheelite structure, 2.72t
with sodium chloride structure, 2.69t
with spinel structure, 2.73t
with tetragonal perovskite structure, 2.73t
with trigonal selenium structure, 2.70t
with wurtzite structure, 2.70t
with zincblende structure, 2.69t

Optical molasses (OM), 20.13–20.17
defined, 20.3, 20.10
Doppler cooling, 20.13–20.15, 20.14f
one-dimensional, 20.15–20.16, 20.15f
three-dimensional, 20.16–20.17, 20.16f

Optical monitoring, in thin film manufacturing, 
7.11

Optical parametric amplifiers (OPAs), 23.13–23.14
Optical parametric chirped pulse amplification 

(OPCPA), 21.5
Optical parametric oscillators (OPOs), 10.18–10.19, 

10.19f, 14.15 [See also Continuous-wave 
optical parametric oscillators (cw OPOs)]

Optical parametric (OP) process, 10.16–10.19, 
10.17f–10.19f

Optical phonons, 5.14
Optical Ramsey fringes, 11.20–11.22, 11.21f
Optical responses, classification of, 5.12, 5.13t
Optical spectroscopy, 11.2
Optical Stark effect, 16.13
Optical traps, 20.23–20.24, 20.23f
Optical tweezers, 20.23
Optically generated plasmas, 16.20
Optically polished solid spacers, 7.88–7.89
Optically induced phase charge, 13.4f, 13.9
Orange peel, of polymers, 3.11
Organic black dye, 6.15
Organic crystals, 12.23–12.25, 12.26t–12.27t
Organic matter:

absorption by, 1.22–1.23, 1.23t, 1.25–1.27, 
1.25t, 1.26f

passive limiting in, 13.10
in water, 1.14

Organic-inorganic composites, hybrid, 12.27t
Orlando Black optical coating, 6.54, 6.55f
Orlando Black surface, 6.8f
Orthorhombic crystals, 2.7t, 2.18, 2.46t, 8.9t,

8.10, 8.19t
Oscillator models, of optical nonlinearity, 

10.5–10.9, 10.6f, 10.8f
Oscillators, 12.7–12.9, 12.8f–12.9f (See also

specific oscillators, e.g.: Raman oscillators)
Outer ionization, of cluster, 21.32–21.33
Outgassing:

of black surfaces, 6.17
of polymers, 3.4

Out-of-plane coupling, 9.11–9.12
Overdense plasmas, strong field interactions 

with, 21.46–21.52
high harmonic generation, 21.50–21.52, 21.51f
j ë B heating and anomalous skin effect, 21.49
ponderomotive steepening and hole boring, 

21.49–21.50, 21.50f
relativistic effects and induced transparency, 

21.52
resonance absorption, 21.47–21.48, 21.47f
structure of irradiated plasma, 21.46–21.47, 

21.46f
vacuum heating, 21.47f, 21.48–21.49

Oxide layer, aluminum reflectance and, 4.44f

Package-induced laser-induced damage, 19.4–19.5
Painted surfaces, 6.2t–6.3t
Paints and surface treatments, 6.35–6.58, 6.37f,

6.43f, 6.53f
Acktar black coatings, 6.55
Aeroglaze Z series, 6.36f, 6.37, 6.37f, 6.39, 

6.39f–6.42f
Akzo Nobel paints, 6.39, 6.42f, 6.43f
anodized processes, 6.44–6.49, 6.47f, 6.48f,

6.51f, 6.53f
black glass, 6.57
Black Kapton, 6.57, 6.57f
carbon nanotubes and nanostructured

materials, 6.55, 6.59f
Cardinal Black, 6.36f, 6.39, 6.44f
Cat-a-lac Black, 6.39, 6.42f, 6.53f
conductive/nonconductive, 6.12, 6.12t
DeSoto Black, 6.37f, 6.39
DURACON, 6.55–6.56
electrically conductive black paint, 6.56
electrodeposited surfaces, 6.53–6.54, 6.54f,

6.55f
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Paints and surface treatments (Cont.):
etching of electroless nickel, 6.49–6.50, 6.50f,

6.51f, 6.53f
flame-sprayed aluminum, 6.57
Floquil, 6.44
gold blacks, 6.57
high-resistivity coatings, 6.56
IBM Black (tungsten hexafluoride), 6.56
ion beam-sputtered surfaces, 6.53
Parson’s Black, 6.44, 6.53f
plasma-sprayed surfaces, 6.50–6.52,

6.51f–6.53f
silicon carbide, 6.56
SolarChem, 6.44, 6.48f, 6.53f
specular metallic anodized surfaces, 6.57, 6.58f
sputtered and CVD surfaces, 6.56
3M paints and derivatives, 6.35–6.37, 6.36f,

6.38f, 6.53f
ZO-MOD BLACK, 6.56

Parametric amplification, 10.17–10.18, 16.3t
Parametric oscillators, 10.18–10.19, 10.18f, 10.19f
Paratellurite (TeO2), 2.40t, 2.45t, 2.48t, 2.52t,

2.58t, 2.65t, 2.76t
Parson’s Black, 6.44, 6.53f
Particles:

surface coatings and generation of, 6.17–6.18
in water

particle size distributions, 1.15–1.16, 1.16f
refraction index of, 1.20
scattering by, 1.30–1.35, 1.31t, 1.32f, 1.33f,

1.34t–1.35t
Particulate matter, in water, 1.14–1.15
Passband region, transmission in, 7.53, 7.54
Passive modelocking, 18.8–18.9, 18.8f, 18.12–18.15
Passive nonlinear optical phenomena, 5.54, 5.54t
Passive optical limiting, 13.1–13.12

active vs., 13.1–13.3, 13.2f, 13.3f
in materials, 13.9–13.12, 13.10f–13.12f
by nonlinear absorption, 13.4–13.7,

13.4f–13.6f
by nonlinear refraction, 13.4f, 13.7–13.8
by nonlinear scattering, 13.4f, 13.8
optically induced phase charge, 13.4f, 13.9
by photorefraction, 13.8–13.9

Pattern recognition, by matched filtering, 
12.28–12.29, 12.29f, 12.30f

Pendular states, 21.23
Penetration depth, of metals, 4.47f
Perfect diffuse reflectors (PDRs), 6.7f, 6.27f
Perfect mirrors, 7.47

Periclase (MgO), 2.44t, 2.48t, 2.52t, 2.57t,
2.63t, 2.69t

Periodic multilayers:
[(0.5A)B(0.5A)]N, 7.35, 7.36f
nonabsorbing [AB]N and [AB]NA, 7.32–7.34, 

7.33f–7.35f
[xH.(1-x)L]N.xH, 7.37

Periodically poled lithium niobate (LiNbO3)
(PPLN), 17.1, 17.4–17.13, 17.6f–17.11f

Periodically poled lithium tantalate (LiTaO3)
(PPLT), 17.14–17.15, 17.15f

Periodically poled potassium titanyl phosphate 
(KTiOPO4) (PPKTP), 17.2, 17.28, 17.29f,
17.30f

Permittivity, of water, 1.16
Perovskite, 2.73t
Petawatt lasers, 21.5
Petzold volume scattering functions,

1.33, 1.33f
Petzval sums, 3.8
Phase charge, optically induced, 13.4f, 13.9
Phase coatings, 7.101, 7.101f–7.104f, 7.102
Phase conjugate interferometry, 12.32, 12.33f,

12.34f
Phase conjugate mirrors, 12.7, 12.8f–12.9f,

12.33–12.35
Phase conjugation:

Brillouin, 15.48, 15.52–15.54, 15.52f–15.54f
photo echo and geometry of, 11.19–11.22, 

11.20f, 11.21f
Phase dispersion filters, 7.89, 7.89f
Phase distortion, nonlinearly induced,

16.28–16.29
Phase matching:

and harmonic yield, 21.30
and Maxwell-Bloch equations, 11.6
noncritical, 17.1
QPM materials, 17.1, 17.13–17.14
in second-order processes, 10.12–10.14, 

10.12f, 10.13f
and stimulated Raman scattering, 15.7, 

15.34, 15.34f
Phase pulling, of transient Raman scattering, 

15.26–15.27, 15.27f
Phase retarding reflectors, 7.101–7.102, 7.102f,

7.103f
Phase shifter, cross-Kerr, 23.11
Phasesonium, 14.3
Phase-transition temperatures, of crystals 

and glasses, 2.32, 2.33
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Phonons, 2.11
acoustic, 5.14–5.16
coupled plasmon and, 5.35, 5.36, 5.36f, 5.37f
lattice absorption by, 5.13–5.16, 5.15f
optical, 5.14
and Raman scattering, 5.79–5.81, 5.79f–5.81f
transverse optical (TO), 8.16–8.18

Phosphate crown glass, 2.41t
Photoacoustic spectroscopy (PAS), 17.22–17.26, 

17.22f–17.24f, 17.26f
Photo-associative spectroscopy (PAS), 

20.30–20.31, 20.31f
Photoconductors (PCs), 5.61
Photoelastic coefficients, of crystals 

and glasses, 2.24
Photoexcitation, 5.70f
Photoluminescence (PL), 5.70–5.75, 5.70f,

5.72f–5.75f
Photoluminescence excitation (PLE)

spectroscopy, 5.75, 5.75f
Photomultipliers (PMTs), 5.61
Photon absorption (PA), 19.9, 19.10, 19.10f
Photon echo, 11.11–11.19

about, 11.11–11.15, 11.12f, 11.13f, 11.15f
stimulated, 11.15–11.19, 11.16f–11.19f

Photon echo spectroscopy, 11.26–11.27
Photon loss, 23.14–23.15
Photonic bandgaps (PBGs), 9.1–9.17

fibers with, 2.23
Maxwell’s equations, 9.2–9.3
in 3D photonic crystals, 9.4–9.12

criteria for, 9.4–9.5
examples of, 9.5, 9.5f
microcavities in, 9.6–9.12, 9.7f, 9.8f

2D periodicity in microcavities of, 9.8–9.12, 9.9f
in-plane coupling, 9.10–9.11
out-of-plane coupling, 9.11–9.12

and waveguides, 9.12–9.17
in photonic crystals with 2D periodicity, 

9.13–9.14, 9.13f
waveguide bends, 9.14–9.16, 9.15f, 9.16f
waveguide intersections, 9.16–9.17, 9.17f

Photonic crystals, 9.3
Photonic resonance, 22.9–22.13, 22.10f, 22.12f
Photon-number eigenstates, 23.7–23.8
Photons:

mass attenuation coefficients for, 4.48, 4.48t, 4.49
Raman interaction with, 15.21–15.22
and water, 1.11

Photoreactive scattering, 12.9

Photoreflectance (PR), 5.66t, 5.67
Photorefraction:

optical limiting by, 13.8–13.9
of third-order optical nonlinearities, 16.22

Photorefractive effect, 12.1–12.38
beam spatial profiles, 12.10
devices using, 12.28–12.38

associative memories and neural
networks, 12.33–12.35

gain and two-beam coupling, 12.29–12.32, 
12.31f

holographic data storage, 12.37
holographic storage, 12.36–12.37
loss and two-beam coupling, 12.31–12.32, 

12.33f–12.35f
phase conjugate interferometry, 12.32, 

12.33f, 12.34f
real-time holography, 12.28–12.29, 12.29f,

12.30f
solitons, 12.38
thresholding, 12.35–12.36, 12.36f
waveguides, 12.37

grating formation, 12.1–12.3, 12.2f
oscillators and self-pumped mirrors,

12.7–12.9, 12.8f–12.9f
standard rate equation model, 12.3–12.4
stimulated photoreactive scattering, 12.9
time-dependent effects, 12.10
wave interactions, 12.4–12.7

anisotropic scattering, 12.7
four-wave mixing, 12.6–12.7, 12.6f
two-beam coupling, 12.4–12.6, 12.4f

Photorefractive materials, 12.10–12.25
bulk compound semiconductors,

12.20–12.21, 12.20t, 12.21f
comparison of, 12.13, 12.13t
cubic oxides (sillenites), 12.17–12.19, 

12.18t, 12.19f
features of, 12.10–12.11
ferroelectric, 12.13–12.17, 12.13t

barium titanate, 12.15–12.16, 12.16f
lithium niobate and lithium 

tantalate, 12.14
potassium niobate, 12.16–12.17
strontium barium niobate and related 

compounds, 12.17
tin hypothiodiphosphate, 12.17, 12.18t

figures of merit for, 12.11–12.13
steady-state performance, 12.11–12.12
transient performance, 12.12, 12.13
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Photorefractive materials (Cont.):
multiple quantum wells, 12.22–12.23, 12.22f
organic crystals and polymer films,

12.23–12.25, 12.26t–12.27t
passive limiting in, 13.11, 13.12f

Photorefractive self-oscillation, 12.7, 12.9
Photorelaxation, 5.70f
Photosynthetically available radiation (PAR), 

1.5t, 1.7f, 1.9
Photovoltage, 5.66t
Physical constants, for crystals and glasses, 2.8t
Physical properties:

of crystals and glasses, 2.37, 2.38t–2.43t
classes and symmetry properties, 2.7t
composition, structure, and density, 

2.38t–2.41t
physical constants, 2.8t
specialty, and substrate materials, 2.43t
symmetry properties, 2.5, 2.6t–2.8t

of metals, 4.6, 4.49, 4.52t–4.54t
of polymers, 3.2–3.5, 3.4t

Phytoplankton:
absorption by, 1.23–1.25, 1.24f–1.25f, 1.28
in water, 1.14

Picosecond, 5.7
Picosecond solid-state lasers, 18.10
Piezo-optic coefficients, for crystals 

and glasses, 2.21
Pikhtin-Yas’kov formula, 2.22
Plasma beat wave acceleration, 21.41
Plasma frequency, 2.15, 8.21
Plasma-ion-assisted deposition, 7.11
Plasmas, 21.3–21.4

in fast ignition, 21.54–21.55, 21.54f, 21.55f
in femtosecond x-ray production, 21.52–21.53, 

21.53f
in fusion neutron production, 21.53
in high magnetic field production, 21.53
in MeV proton acceleration, 21.54
nano-, 21.34–21.35, 21.35f
optically generated, 16.20
overdense, 21.46–21.52

high harmonic generation, 21.50–21.52, 
21.51f

irradiated plasma, 21.46–21.47, 21.46f
jë B heating and anomalous skin effect, 21.49
ponderomotive steepening and hole

boring, 21.49–21.50, 21.50f
relativistic effects and induced

transparency, 21.52

Plasmas, overdense (Cont.):
resonance absorption, 21.47–21.48, 21.47f
vacuum heating, 21.47f, 21.48–21.49
wakefield generation and electron

acceleration, 21.39–21.42, 21.40f, 21.42f
in Raman amplification, 21.55
underdense, 21.36–21.46

direct laser acceleration and betatron
resonance, 21.42–21.43

intense laser pulses, 21.38–21.39, 21.38f
inverse Bremsstrahlung heating, 21.37, 

21.37f
ionization-induced defocusing,

21.43–21.44, 21.43f
ponderomotive channel formation, 21.42
self-channeling and self-phase modulation, 

21.44–21.46, 21.45f
Plasma-sprayed surfaces, 6.50–6.52, 6.51f–6.52f
Plasmons, 5.33–5.36, 5.35f–5.37f, 5.58, 8.23–8.24
Plastic spacers, for bandpass filters, 7.89
Plate equations, mirror design and, 4.8–4.9
Plate polarizers, 7.69–7.70, 7.70f
Platinum:

absorptance of, 4.41f, 4.48t, 4.50t, 4.51t
optical properties of, 4.17t, 4.25f
physical properties of, 4.54t
reflectance of, 4.36t–4.37t, 4.41f
thermal properties of, 4.69t, 4.70t

Pockels effect, for crystals and glasses, 2.26
Point defects, 9.12–9.13
Poisson’s equation, for solids, 8.5
Poisson’s ratio:

for crystals, 2.31
for metals, 4.7, 4.69t

Polaritons, 5.29
Polarization:

and inelastic scattering, 1.49
at interface of solid, 8.12–8.13, 8.13f
and size of electric field, 10.4–10.5

Polarization dependence, of stimulated Raman 
scattering, 15.41–15.42, 15.42t

Polarization gradient cooling, 20.17–20.18, 
20.18f, 20.19f

Polarization power series expansion, 5.52–5.53, 
5.54t

Polarization splitting, 7.93, 7.93f
Polarizers:

embedded, 7.70–7.71, 7.71f, 7.72f
interference, 7.69–7.73, 7.70f–7.72f
MacNeille, 7.70–7.72, 7.71f, 7.72f, 7.75f
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Polarizers (Cont.):
multicomponent, 7.69
plate, 7.69–7.70, 7.70f

Polarizing beam splitters, 7.70–7.73,
7.70f–7.72f, 7.74f–7.75f

Polarons, in magnetic field, 5.50
Poling process, 12.14
Polishing, of optical surfaces, 19.3
Polyallyl diglycol carbonate, 3.4t
Polyamide (Nylon), 3.4t
Polyarylate, 3.4t
Polycarbonate, 3.4t, 3.6, 3.6t, 3.7t, 3.12
Polychloro-trifluoroethylene, 3.4t
Polycrystalline materials, 2.3 (See also Crystals)
Polycyclohexyl methacrylate (PCHMA), 3.4t,

3.6, 3.6t, 3.7t
Poly-diallylglycol (CR-39) resin, 3.11
Polyetherimide (PEI), 3.4t, 3.6, 3.6t, 3.7t
Polyethersulfone, 3.4t
Polymer composites, 12.26t
Polymer films, 12.24
Polymeric optics, 3.1–3.18

coatings on, 3.17–3.18
design of, 3.7–3.11

aberration control, 3.8
aspheric surfaces, 3.8–3.9
athermalization, 3.9
dimensional variations, 3.10
manufacturing error budget, 3.10
material selection, 3.8
multiple cavities, 3.10
optical figure variations, 3.10
processing considerations, 3.9
specification, 3.10–3.11
strategy, 3.7–3.8

materials for
forms of, 3.2
optical properties, 3.5–3.7, 3.6t, 3.7f
physical properties, 3.2–3.5, 3.4t
selection, 3.1–3.2

processing of, 3.11–3.17
abrasive forming, 3.11–3.12
casting, 3.11
compression molding, 3.12
geometry considerations, 3.13–3.14
injection molding, 3.12–3.13
mechanical assembly, 3.14–3.16, 3.14f, 3.15f
null optics, 3.16–3.17
shrinkage, 3.14
single-point turning, 3.12

Polymeric optics, processing of (Cont.):
testing and qualification, 3.16
vendor selection, 3.13

Polymers, fully functional, 12.27t
Polymethyl pentene, 3.4t
Polymethylmethacrylate (PMMA), 3.4t, 3.6, 

3.6t, 3.7t, 3.12
Polymorphs, 2.27
Polystyrene, 3.4t, 3.6, 3.6t, 3.7t
Polystyrene co-butadiene, 3.4t
Polysulfone, 3.4t
Polytetrafluoroethylene (Teflon), 6.27
Polyvinylidene fluoride, 3.4t
Ponderomotive channel formation, 21.42
Ponderomotive force, 21.5–21.6
Ponderomotive steepening, 21.49–21.50, 21.50f
Population trapping, velocity-selective 

coherent, 20.37
Positive-powered lenses, 3.13
Posttreated Martin Black, 6.47
Potassium bromide (KBr), 2.39t, 2.44t, 2.48t,

2.51t, 2.56t, 2.62t, 2.69t, 2.77t
Potassium dihydrogen phosphate (KH2PO4)

(KDP), 2.39t, 2.45t, 2.48t, 2.51t, 2.56t,
2.62t, 2.75t

Potassium iodide (KI), 2.39t, 2.44t, 2.48t, 2.51t,
2.56t, 2.62t, 2.69t, 2.77t

Potassium niobate (KNbO3), 2.39t, 2.46t, 2.48t,
2.51t, 2.56t, 2.62t, 2.75t, 12.16–12.17

Potassium tantalate (KTaO3), 2.39t, 2.44t, 2.48t,
2.51t, 2.56t, 2.62t, 2.73t

Potassium titanyl arsenate (KTiOAsO4)
(KTA), 17.1

Potassium titanyl phosphate (KTiOPO4)
(KTP), 2.39t, 2.46t, 2.51t, 2.56t, 2.63t,
2.75t, 17.1, 17.2, 17.28, 17.29f, 17.30f

Pound-Drever-Hall (PDH) technique, 17.18
Powelite (CaMoO4), 2.38t, 2.45t, 2.47t, 2.50t,

2.55t, 2.61t, 2.72t, 2.77t
Power handling capability, of cw lasers, 7.14
Poynting vector, 8.7
Praseodymium, 14.34–14.35, 14.35f, 14.36f
Pressure force, 20.7
Principle dispersion (term), 2.23
Prism-based monochromators, 5.59
Propagation effects, on third-order optical 

nonlinearities, 16.24–16.26
Proustite (Ag3AsS3), 2.38t, 2.46t, 2.47t, 2.50t,

2.55t, 2.60t
Pulse area, 11.8
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Pulse excitation, chirped, 11.25–11.26
Pulse generation, 18.4, 21.31
Pulse propagation, 14.20–14.22
Pulsed lasers, 14.15–14.16, 14.16f
Pulsed transient Raman scattering, 15.22–15.25, 

15.24f–15.26f, 15.24t
Pump (incident light), 15.1
Pump depletion, 15.9, 15.10, 15.15, 

15.20, 15.20f
Pump-enhanced singly resonant oscillators 

(PE-SROs), 17.2–17.4, 17.3f, 17.4f,
17.17–17.20, 17.18f–17.20f, 17.27–17.28

Pumping, for cw SROs, 17.2–17.4
Pump-probe (excite-probe) measurements, 

16.26–16.27, 16.27f
Pump-probe spectroscopy, 18.18–18.19
Pump-probe techniques, 18.6, 18.6f
Pump-resonant singly resonant oscillators, 

17.17–17.20, 17.18f–17.20f
Purity, of optical materials, 2.5
Pyrex glass, 2.43t, 2.49t, 2.54t

Q-switched modelocking, 18.4, 18.5, 18.5f
Qualification, of polymers, 3.16
Quality factor (of microcavities), 9.7–9.8, 9.8f
Quantum coherence tomography, 23.13
Quantum dots, 12.25
Quantum entanglement, in optical interferometry, 

23.1–23.15
concepts and equations for, 23.1–23.4, 

23.2f, 23.4f
digital approaches to, 23.7–23.9
Heisenberg limit, 23.6–23.7
N00N state, 23.9–23.12, 23.10f, 23.11f
and quantum imaging, 23.13–23.14
and remote sensing, 23.14–23.15
shot-noise limit, 23.4–23.6, 23.5f

Quantum fluctuations, 15.38, 15.39f,
23.5, 23.5f

Quantum imaging, 23.13–23.14
Quantum interferences, 14.8
Quantum mechanical model, for solids, 8.4, 

8.24–8.25
Quantum mechanics, third-order optical

nonlinearities and, 16.4–16.7, 16.5f
Quantum remote sensing, 23.14–23.15
Quantum theory of nonlinear optical

susceptibility, 10.9–10.10
Quart-enhanced photoacoustic spectroscopy 

(QEPAS), 17.25–17.26, 17.26f

a-Quartz (SiO2), 2.40t, 2.46t, 2.48t, 2.52t,
2.57t, 2.64t, 2.71t

Quasi-phase-matched (QPM) nonlinear
materials, 17.1, 17.13–17.14

Quasi-plane-wave solution (to transverse
profile problem), 12.10

Rabi frequency, 11.4
Radiance, of water, 1.5t, 1.6, 1.7f
Radiation pressure force, 20.7
Radiation resistance, of polymers, 3.5
Radiative escape, 20.29
Radiative transfer theory, 1.4
Radiometric quantities, of water, 1.4–1.9, 

1.5t, 1.7f
Raman amplification, 21.55
Raman amplifiers, 15.4, 15.4f, 22.15
Raman cooling, 20.21
Raman cross sections, 15.5
Raman gain coefficients, 15.16t–15.18t
Raman generators, 15.4, 15.4f
Raman induced Kerr effect (RIKE), 16.3t,

16.12, 16.17
Raman linewidths, 15.9, 15.10f, 15.11t–15.20t
Raman modes, of crystals and glasses, 2.11
Raman oscillators, 15.4, 15.4f
Raman scattering, 15.1–15.43

anti-Stokes, 15.4, 15.4f, 15.32–15.34, 15.33f,
15.35f, 15.42, 15.42t, 15.43f

backward, 15.41, 21.38–21.39, 21.38f
Brillouin vs., 15.1
coherent, 15.3, 15.4, 15.4f, 15.34, 15.42, 

15.42t, 15.43f
for crystals and glasses, 2.27
forward, 21.38–21.39, 21.38f
measurement with, 5.76–5.83, 5.76f,

5.78f–5.82f
and Raman interactions, 15.2–15.3, 15.3t
regimes of, 15.3
in solids, 8.16, 8.18, 8.19t–8.20t
spontaneous, 15.3, 15.5
stimulated (see Stimulated Raman

scattering)
transient, 15.22–15.32

broadband effects, 15.28–15.32, 15.29f
phase pulling, 15.26–15.27, 15.27f
pulsed, 15.22–15.25, 15.24f–15.26f, 15.24t
solitons, 15.27–15.28, 15.29f
spectral properties, 15.32

by water, 1.48, 1.49, 1.49f
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Raman shifts, 15.2
Raman sidebands, generation of, 14.31, 14.32f
Raman spectroscopy, 5.57–5.58, 7.48, 7.66, 

7.83, 7.96, 7.97f, 7.98
Raman susceptibility, 15.5–15.6
Raman threshold, 15.38
Raman transition frequencies, 15.11t–15.15t
Ramsey fringes, 11.20–11.22, 11.21f
Rapid adiabatic passage (RAP), 14.1
Rayleigh scattering:

in crystals and glasses, 2.10, 2.27
and scattering by sea water, 1.30
in third-order optical nonlinearities,

16.14–16.15
Rayleigh-wing scattering, 16.13
Reactive evaporation, 7.11
Reactive force, 20.8
Real transitions, 16.4
Real-time holography, 12.28–12.29, 12.29f, 12.30f
Recoil limit, 20.5
Redistribution force, 20.8
Redspot Paint and Varnish, 6.35
Reflectance:

at interface of solid, 8.12
of metals, 4.5, 4.11, 4.27t–4.39t, 4.39, 4.40f–4.47f
nonabsorbing [AB]N and [AB]NA

multilayers, 7.32–7.34, 7.33f–7.35f
of optical coatings, 7.12–7.13
in solids, 8.22f, 8.23
specular, of black coatings, 6.26f
and surface coatings, 6.20t

Reflection(s):
from all-dielectric broadband reflectors, 7.47
of coatings on substrate, 7.3
enhancement of, for filters and coatings, 

7.108–7.109, 7.109f–7.110f
filters with low, 7.104–7.106, 7.104f–7.105f
magnetoreflection, 5.43, 5.44, 5.44f
magnitude of, 9.2
measurement of, 5.62–5.64, 5.63f
and optical performance, 7.15–7.16, 7.16f
and phase change of nonabsorbing periodic 

multilayers, 7.34
photoreflection, 5.66t, 5.67
total internal, 8.13

Reflection coatings, 7.106–7.113, 7.106f–7.113f
at angles close to grazing incidence, 7.111
enhancement of reflection, 7.108–7.109, 

7.109f–7.110f
metallic reflectors, 7.106–7.108, 7.106f–7.109f

Reflection coefficient, for optical constants, 
5.9–5.10

Reflection filters, 7.5, 7.5f, 7.111–7.113,
7.111f–7.113f

Reflectivity:
at interface of solid, 8.12
nonlinear, 18.6–18.7, 18.7f
of solids, 8.23

Reflectivity amplitude, for solids, 8.15
Reflectometers, 5.62–5.64, 5.63f
Reflectors:

heat, 7.58, 7.58f
metal-dielectric, 7.81–7.82, 7.108, 

7.109, 7.110f
multilayer, 7.39–7.53

all-dielectric broadband reflectors, 7.39, 
7.40f, 7.45–7.47, 7.45f–7.47f

coatings for ultrafast optics, 7.47–7.48, 7.48f
for far-infrared region, 7.52, 7.52f
graded reflectivity mirrors, 7.52
imperfections in, 7.40–7.43, 7.41f–7.43f
for interferometers and lasers, 7.39–7.40, 

7.39f–7.40f
narrowband reflection coatings, 7.43, 7.44f
rejection filters, 7.48–7.50, 7.49f–7.51f
for soft x-ray and XUV regions, 7.53
and two-material periodic multilayers 

theory, 7.37–7.38, 7.38f
omnidirectional, 9.2
resonant, 7.43–7.45, 7.44f
very low loss, 7.41–7.42

Refraction:
enhanced, 14.20
nonlinear, 16.7–16.9

Refractive index:
of anisotropic crystals, 8.8
complex, 1.16–1.17
of crystals and glasses, 2.6, 2.8, 8.10
dispersion formulas for, 2.21–2.22
in dressed atoms, 14.19–14.20
of metals, 4.3, 4.11, 4.12t–4.19t, 4.21f–4.26f
of particles in water, 1.20
in polymeric optics, 3.6–3.7, 3.6t, 3.7f
in solids, 8.22f, 8.23
and temperature, 2.24–2.26
uniformity of, 2.5
of water, 1.16–1.20, 1.18f, 1.19t–1.20t

Refractive index spectrum, 22.6, 22.6f, 22.7f
Rejection filters, 7.48–7.50, 7.49f–7.51f
Rejection ratios, of bandpass filters, 7.77
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Rejection region, for cutoff filters, 7.56
Relativistic effect(s), in strong field interactions:

with atoms, 21.19–21.20
with free electrons, 21.6–21.8, 21.7f
with overdense plasmas, 21.52
self-focusing and self-channeling as,

21.44–21.45, 21.45f
self-phase modulation as, 21.45–21.46, 

21.45f
Relativistic electron ATI, 21.20, 21.21f
Relativistic electron beams, strong field

interactions with, 21.9–21.10
Relativistic suppression of rescattering, 21.20
Relaxation:

longitudinal and transverse, 11.5
photorelaxation, 5.70f

Remote sensing:
quantum, 23.14–23.15
in water, 1.46–1.47

Reorientational Kerr effect, in solids,
16.13–16.14, 16.14f

Rescattering effects:
relativistic suppression of, 21.20
in strong field interactions with atoms, 

21.18–21.19, 21.18f, 21.19f
Resins, 3.2, 3.11
Resistivity:

coatings with high, 6.56
of metals, 4.54t
of polymers, 3.5

Resonance:
cyclotron, 5.12, 5.12f, 5.40, 5.47–5.50, 

5.48f–5.50f
photonic, 22.9–22.13, 22.10f, 22.12f
slow light propagation and atomic,

22.2–22.9, 22.3f, 22.6f–22.8f
Resonance absorption, in overdense plasmas, 

21.47–21.48, 21.47f
Resonant degenerate four-wave mixing, 16.28
Resonant modes (RMs), 5.17
Resonant Raman scattering, 16.15
Resonant reflectors, 7.43–7.45, 7.44f
Retinal damage, 13.3
Reverse-proton-exchanged (RPE) PPLN, 17.16
Reverse-saturable absorption (RSA), 13.5, 

13.6f, 13.7
Rigidity, of polymers, 3.3
Ring resonators, 12.7, 12.8f, 22.11, 22.12f
Rock-salt lattices, 5.16
Rotating light pipe reflectometers, 5.62, 5.63f

Rotating wave approximation (RWA), 20.7
Roughened aluminum, 6.21, 6.22f, 6.30f
Roughness, surface, 6.15
Rubidium, 14.17, 14.17f
Rubidium titanyl arsenate (RbTiOAsO4)

(RTA), 17.1
Rubidium titanyl phosphate (RbTiOPO4)

(RTP), 2.40t, 2.46t, 2.48t, 2.52t,
2.57t, 2.64t

Rugate filters, 7.49, 7.50
Rutile (TiO2), 2.40t, 2.45t, 2.48t, 2.53t, 2.58t,

2.65t, 2.71t

S on 1 annealing, 19.3, 19.4
Salt (NaCl), 2.40t, 2.44t, 2.48t, 2.52t, 2.57t,

2.64t, 2.69t
Sandblasted aluminum, 6.45f
Sapphire (Al2O3):

dispersion formulas for, 2.60t
elastic constants of, 2.46t
infrared spectrum of, 2.13, 2.13f
lattice vibration model parameters for, 2.76t
mechanical properties of, 2.47t
optical modes of, 2.70t
optical properties of, 2.55t
properties of, 2.38t
thermal properties of, 2.50t
Ti:sapphire amplifiers, 21.5
Ti:sapphire lasers, 18.3

Saturable absorbers, 18.5–18.11
fast, 18.9–18.10
self-amplitude modulation, 18.5–18.7,

18.6f, 18.7f
semiconductor saturable absorber mirrors, 

18.3, 18.10–18.11
slow, 18.7–18.9, 18.8f

Saturable absorption, 13.5
Saturable Bragg reflectors (SBRs), 18.3, 18.11
Saturation fluence, 18.5, 18.6
Scatterance, of water, 1.5t, 1.10
Scattering:

angular distribution of, 1.12
anisotropic, 12.7
in crystals and glasses, 2.27
Einstein-Smoluchowski theory of, 1.30
nonlinear, 13.4f, 13.8
rescattering, 21.18–21.20, 21.18f, 21.19f
stimulated, 16.14–16.19
from surface, 6.15
Thomson, 21.8–21.9, 21.9f
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Scattering (Cont.):
by water

inelastic and polarization, 1.47–1.49, 
1.48f, 1.49f

measurement, 1.29–1.30
particles, 1.30–1.35, 1.31t, 1.32f, 1.33f,

1.34t–1.35t
pure water and pure sea water, 1.30
wavelength dependence, 1.35–1.40, 1.35t,

1.36f, 1.37t, 1.38t, 1.39f, 1.40t
(See also specific scattering, e.g.: Anti-Stokes 

scattering)
Scattering force, 20.7
Scattering losses, multilayer reflectors and, 7.41
Scattering rate, 20.4
Scatterometers, 7.13
Scheelite (CaWO4), 2.38t, 2.45t, 2.47t, 2.51t,

2.56t, 2.61t, 2.72t, 2.77t
Schott Glass Technologies, 6.57
Schott glasses, 2.22, 2.23, 2.26
Schrödinger equation, 2.16, 8.24, 8.25
Schrödinger’s cat, 23.1, 23.9
Sea water, 1.3, 1.18–1.21, 1.18f, 1.19t–1.20t,

1.22t, 1.30
Second-harmonic processes, conversion

efficiencies for, 10.14–10.16
Second-order nonlinear optics:

anharmonic oscillator model of
susceptibility in, 10.7–10.9, 10.8f

phase matching in, 10.12–10.14, 10.12f, 10.13f
properties of semiconductors in, 5.53–5.55

Second-order susceptibility tensor, 10.10–10.11
Selenium, 2.70t
Self-action effects, 16.25
Self-amplitude modulation (SAM), 18.3,

18.5–18.8, 18.6f, 18.7f
Self-channeling, 21.44–21.45, 21.45f
Self-defocusing, 13.7, 13.8, 19.9–19.11, 19.10f
Self-focusing:

and laser-induced damage, 19.5, 19.7
as relativistic effect in strong field

interactions, 21.44–21.45, 21.45f
thermal, 13.7–13.8
of third-order optical nonlinearities, 16.25

Self-heating, 17.12
Self-lensing, 19.5
Self-modulated wakefield generation, 21.41
Self-oscillation, 12.7–12.9
Self-phase modulation (SPM), 21.45–21.46, 

21.45f (See also Longitudinal Kerr effect)

Self-protecting limiters, 13.9
Self-pumped phase conjugate mirrors 

(SPPCMs), 12.7, 12.8f–12.9f
Self-trapped excitons, 5.26t
Sellaite (MgF2), 2.40t, 2.45t, 2.48t, 2.52t, 2.57t,

2.63t, 2.71t
Sellenite (Bi12SiO20) BSO, 2.38t, 2.44t, 2.47t,

2.50t, 2.55t, 2.61t, 2.75t
Sellmeier dispersion model, for crystals and 

glasses, 2.14, 2.15, 2.21–2.23, 2.25
Sellmeier formula, for refractive index, 8.14
Sellmeier model, for crystals and glasses, 

2.10, 2.11
Semiconductor(s), 5.1–5.83

dielectrics and metals vs., 8.4
electromagnetic spectrum interactions with, 

5.3–5.6, 5.4f
ion-implanted, 18.21
linear optical properties of, 5.11–5.39, 5.12f,

5.13t, 5.35f–5.37f
free carriers, 5.33–5.36
impurity and defect absorption, 5.37–5.39, 

5.38f, 5.39f
interband absorption, 5.21–5.33, 5.21f–5.25f,

5.26t, 5.27f–5.28f, 5.30f–5.34f
lattice absorption, 5.13–5.20, 5.15f, 5.17t,

5.18f–5.19f, 5.20t, 5.21f
low-temperature, 18.21
magneto-optical properties of, 5.39–5.52, 

5.41t
effect of magnetic field on energy bands, 

5.40, 5.42, 5.42f
interband effects, 5.42–5.46, 5.43f–5.45f,

5.47f
intraband or free-carrier effects, 5.47–5.52, 

5.48f–5.51f
semiconductor nanostructures, 5.52

materials and applications of, 5.84t–5.86t
measurement techniques for (see

Measurement techniques, for
semiconductors)

nanostructure, 5.52
nonlinear, 5.52–5.56, 5.54t
optical/dielectric response in, 5.8–5.11
passive limiting in, 13.9, 13.10f
structure of, 5.6–5.7

Semiconductor saturable absorber mirrors 
(SESAMs), 18.3, 18.10–18.11

Semiconductor saturable absorbers, 18.4, 18.5, 
18.5f, 18.10
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Semiconductor ultrafast nonlinearities, 
18.15–18.23

applications of, 18.19–18.23
and carrier trapping, 18.21–18.23, 18.22f
in coherent regime, 18.19–18.20
and continuum excitations, 18.20
and excitonic excitations, 18.19–18.20
properties of, 18.16–18.17, 18.16f
and pump-probe spectroscopy, 18.18–18.19
in thermalization regime, 18.20–18.21
and transient four-wave mixing, 18.17–18.18, 

18.17f
Semiconductor-doped dielectric films, 18.11
Semiconductor-doped glasses, 18.11
Semilinear mirrors, 12.7, 12.8f
Semiquantum four-parameter model, 2.12
Service temperature, of polymers, 3.3
Shake off model (of strong field behavior), 21.18
Shape factors, of bandpass filters, 7.77
Shear modulus, for metals, 4.69t
Short flint glass, 2.42t
Short pulse, 11.7
Shot-noise limit (SNL), 23.4–23.6, 23.5f
Shrinkage, polymer, 3.14
Sikkens Aerospace Finishes, 6.39
Silica glass, fused, 2.43t, 2.49t, 2.54t, 2.59t, 2.67t
Silicon:

absorptance of, 4.48t
crystals of, 2.40t, 2.44t, 2.48t, 2.52t, 2.57t,

2.64t, 2.68t
IR absorption due to interstitial oxygen in, 5.19f
multiphonon absorption of vacuum-grown, 

5.18f
physical properties, 4.52t
reflectance, 4.46f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.58f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.68f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.63f–4.64f

Silicon carbide (SiC):
absorptance of, 4.49f, 4.50f
optical properties of, 4.19t, 4.25f
particles of, 6.15
physical properties of, 4.52t
reflectance of, 4.41f, 4.42f, 4.46f

Silicon carbide (SiC) (Cont.):
as surface material, 6.56
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.58f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.68f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.63f–4.64f

Silicon-on-insulator planar waveguide, 22.15
Sillenites (cubic oxides), 12.17–12.19, 12.18t,

12.19f
Silver:

absorptance of, 4.42f, 4.48t, 4.50t, 4.51t
optical properties of, 4.17t–4.18t, 4.26f
physical properties of, 4.52t, 4.54t
reflectance of, 4.37t–4.38t, 4.42f
resistivity of, 4.54t
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.66f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.60f–4.61f

Silver gallium sulfide (AgGaS2) (AGS), 2.38t,
2.44t, 2.47t, 2.50t, 2.55t, 2.60t, 2.74t, 2.76t

Silver mirrors, 7.106f–7.108f, 7.107–7.109
Silver selenogallate (AgGaSe2), 2.38t, 2.44t,

2.47t, 2.50t, 2.55t, 2.60t, 2.74t, 2.76t
Single active electron approximation, 21.10
Single-particle excitation, 5.81, 5.82f
Single-pass absorption spectroscopy, 17.24–17.27, 

17.25f, 17.26f
Single-point turning, of polymers, 3.12
Single-scattering albedo, 1.5t, 1.7f
Singly resonant optical parametric (SOP) 

oscillators, 10.18, 10.18f
Singly resonant oscillators (SROs), 17.2–17.16, 

17.3f, 17.4f
guided-wave nonlinear structures, 17.15–17.16
MgO:sPPLT in, 17.14–17.15, 17.15f
PPLN crystals in, 17.4–17.13, 17.6f–17.11f
QPM nonlinear materials, 17.13–17.14

Sink, in molding, 3.14
Sisyphus laser cooling, 20.19
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Skin depth (term), 4.5
Skin effect, anomalous, 21.49
Slope of cutoff, 7.56
Slow light propagation, 22.1–22.15

and atomic resonance, 22.2–22.9, 22.3f,
22.6f–22.8f

in optical fibers, 22.13–22.15, 22.14f
and photonic resonance, 22.9–22.13, 22.10f,

22.12f
Slow saturable absorbers, 18.7–18.9, 18.8f
Slowing, of atomic beams, 20.11–20.13, 20.12f,

20.12t, 20.13f
Snell’s law, 7.7, 8.11, 8.23
Sodium chloride (NaCl), 2.69t
Soft x-ray region:

bandpass filters for, 7.94–7.96, 7.95f–7.96f
interference polarizers for, 7.73, 7.76f–7.77f
multilayer reflectors for, 7.42, 7.53

Solar absorptance, 6.19, 6.21
Solar-cell cover filters, 7.58, 7.59f
SolarChem, 6.44, 6.45f, 6.48f, 6.53f
Sol-gels, 12.27t
Solid spacers, for bandpass filters, 7.83, 7.88
Solids:

band structures and interband transitions 
of, 8.24–8.32

direct interband absorption, 8.27–8.28
energy band structures, 8.25–8.27, 8.26f
excitons, 8.31–8.32
indirect transitions, 8.29–8.30, 8.29f
joint density of states, 8.28, 8.29f
multiphoton absorption, 8.30–8.31
quantum mechanical model, 8.24–8.25
selection rules and forbidden transitions, 

8.28, 8.29
bound electronic optical Kerr effect in, 

16.12–16.13, 16.13f
dephasing in, 14.13–14.14
dispersion relations in, 8.14–8.16
EIT in, 14.33–14.36, 14.35f, 14.36f
extrinsic optical properties of, 8.3
free-electron properties of, 8.21–8.24, 8.22f
intrinsic optical properties of, 8.3
lattice interactions in, 8.16–8.18, 8.17f,

8.19t–8.20t
optical properties of, 8.1–8.32
propagation of light in, 8.4–8.13

anisotropic crystals, 8.8–8.11, 8.9t, 8.10f
energy flow, 8.7–8.8
interfaces, 8.11–8.13, 8.12f, 8.13f

Solids, propagation of light in (Cont.):
Maxwell’s equations, 8.4–8.6
wave equations and optical constants, 

8.6–8.7
reorientational Kerr effect in, 16.13–16.14, 

16.14f
Solid-state detectors, 5.61
Solid-state lasers, 18.3
Soliton lasers, 18.14
Soliton modelocking, 18.8f, 18.12–18.14
Solitons:

photorefractive, 12.38
and third-order optical nonlinearities, 

16.25–16.26
and transient Raman scattering, 15.27–15.28, 

15.29f
Space groups, of crystals, 2.27–2.28
Space-based surfaces, 6.17–6.18, 6.20t, 6.46
Spacecraft, 6.12, 6.16–6.17
Spacers, for bandpass filters, 7.83, 7.88–7.89
Spatial solitons, 16.26
Specific heat (see Heat capacity)
Specification, in polymeric optics, 3.10–3.11
Spectral absorptance, of water, 1.9
Spectral absorption, by detritus in water, 

1.26–1.27, 1.26f
Spectral absorption coefficient:

for case 1 waters, 1.27–1.28
for phytoplankton, 1.24, 1.24f, 1.25f, 1.25t
upper bound, in sea water, 1.21, 1.22t
for waters, 1.10, 1.17, 1.20–1.21, 1.27f

Spectral beam attenuation coefficient, for 
water, 1.10

Spectral diffuse attenuation coefficient, for 
water, 1.12

Spectral diffusion, 11.15
Spectral downdwelling average cosine, 

of water, 1.12
Spectral downdwelling irradiance, of water, 1.8
Spectral downward scalar irradiance, of water, 1.8
Spectral emittance, of metals, 4.6
Spectral gain narrowing, in steady-state Stokes 

scattering, 15.21
Spectral hole, 18.20
Spectral hole burning, 22.6, 22.7f
Spectral irradiance reflectance, of water, 1.12, 

1.46, 1.47f
Spectral net irradiance, of water, 1.9
Spectral radiance, of water, 1.6
Spectral scatterance, of water, 1.10
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Spectral scattering coefficient, for water, 1.10
Spectral transmission, in polymeric 

optics, 3.6
Spectral transmittance, 7.3–7.4
Spectral upward plane irradiance, of water, 1.8
Spectral upward scalar irradiance, of water, 1.8
Spectral upwelling irradiance, of water, 1.8
Spectral volume scattering function (VSFs), 

1.37–1.38, 1.38t
Spectrometers, 5.59–5.61, 5.60f, 5.72, 7.12
Spectroscopic ellipsometry, 5.66t
Spectroscopic measurement, 5.56–5.58
Spectroscopy, 17.21–17.27

continuous-wave, 11.2
defined, 11.2
differential transmission, 18.18–18.19
high-resolution Doppler-free, 17.27
knowledge derived from, 5.6
photoacoustic, 17.22–17.26, 17.22f–17.24f,

17.26f
photo-associative, 20.30–20.31, 20.31f
photon echo, 11.26–11.27
pump-probe, 18.18–18.19
Raman, 7.48, 7.66, 7.83, 7.96, 7.97f, 7.98
single-pass absorption, 17.24–17.27, 17.25f,

17.26f
time-dependent, 11.2

Specular baffles, 6.14
Specular black surfaces, 6.14
Specular reflectance, of black coatings, 6.26f
Spherelike Brillouin zone, 9.4
Spinel (MgAl2O4), 2.39t, 2.44t, 2.48t, 2.52t,

2.57t, 2.63t, 2.73t
Spire Corporation, 6.51
Split-step beam propagation, 12.10
Spontaneous emission, 9.8, 20.5
Spontaneous parametric down-conversion 

(SPDC), 23.10, 23.13
Spontaneous parametric process, 10.16–10.17, 

10.17f
Spontaneous Raman scattering, 15.3, 15.5
Sputtered beryllium surface, 6.6f
Sputtered surfaces, 6.56
Sputtering method, of manufacturing thin 

films, 7.11, 7.14
Square-top multicavity bandpass filters,

7.82–7.83, 7.82f–7.88f
Squeezing, in quantum optical interferometry, 

23.7
Stability, of bandpass filters, 7.94

Stainless steel:
physical properties of, 4.52t
thermal properties of, 4.55t–4.58f,

4.62f–4.63f, 4.65t, 4.67f, 4.69t, 4.70t
Standard rate equation model, 12.3–12.4
Standard Test Method (of ASTM), 6.17
Star Instruments, 6.57
Stark chirped rapid adiabatic passage 

(SCRAP), 14.1
Stationary spectroscopy, 11.2
Steady-state Stokes scattering, 15.7–15.22

gain coefficients in, 15.16t–15.18t
gain narrowing in, 15.21
photon description in, 15.21–15.22
pump depletion in, 15.9, 15.10, 15.15, 

15.20, 15.20f
Raman linewidths in, 15.9, 15.10f,

15.11t–15.20t
spectral gain narrowing in, 15.21
steady-state gain in, 15.8–15.9

Steel, 4.50t, 4.51t
Stiffness, in crystals and glass, 2.30, 2.31t
Stimulated Brillouin scattering (SBS),

15.43–15.54
equations for, 15.44–15.48, 15.45f
phase conjugation, 15.48, 15.52–15.54, 

15.52f–15.54f
Raman vs., 15.1
scattering parameters of materials, 15.48, 

15.49t–15.51t
and slow light, 22.14–22.15
and stimulated photorefractive 

scattering, 12.9
third-order, 16.18–16.19

Stimulated parametric process, 10.17–10.18
Stimulated photon echo, 11.15–11.19,

11.16f–11.19f
Stimulated photoreactive scattering (SPS), 12.9
Stimulated Raman adiabatic passage (STIRAP), 

14.1, 14.4, 14.5, 14.7
Stimulated Raman anti-Stokes scattering, 15.2t
Stimulated Raman scattering (SRS), 15.3–15.43

anti-Stokes, 15.2t, 15.32–15.34, 
15.33f, 15.35f

backward, 15.41
coherent spectroscopy, 15.42, 15.42t, 15.43f
equations for, 15.6–15.7
focused beams, 15.41
formulas for, 15.20t
geometries for, 15.4, 15.4f
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Stimulated Raman scattering (SRS) (Cont.):
multiple Stokes generation, 15.38–15.40, 

15.40f
and noise, 15.35–15.38, 15.39f
in plasma, 21.38–21.39, 21.38f
polarization dependence, 15.41–15.42, 15.42t
Raman susceptibility, 15.5–15.6
and slow light, 22.15
steady-state Stokes, 15.7–15.22

gain coefficients, 15.16t–15.18t
gain narrowing, 15.21
photon description, 15.21–15.22
pump depletion, 15.9, 15.10, 15.15, 

15.20, 15.20f
Raman linewidths, 15.9, 15.10f,

15.11t–15.20t
spectral gain narrowing, 15.21
steady-state gain, 15.8–15.9

Stokes, 15.2t
terminology, 16.3t
third-order, 16.15–16.18, 16.15f, 16.17f
time-gated imaging, 15.42, 15.43, 15.44f
transient effects of, 15.22–15.32

broadband effects, 15.28–15.32, 15.29f
phase pulling, 15.26–15.27, 15.27f
pulsed, 15.22–15.25, 15.24f–15.26f, 15.24t
solitons, 15.27–15.28, 15.29f
spectral properties, 15.32

Stimulated Rayleigh-Wing scattering, 16.3t
Stimulated scattering, 16.14–16.19 [See also

Stimulated Brillouin scattering (SBS); 
Stimulated Raman scattering (SRS)]

Stokes scattering, 15.2–15.3, 15.2t, 15.3t
(See also Anti-Stokes scattering; 
Steady-state Stokes scattering)

Stokes shift, 15.1, 15.43
Stokes shifted Raman scattering, 16.15, 16.15f
Stokes wave, 15.1, 15.43
Strain, in crystals and glasses, 2.6t, 2.30, 

2.31t, 2.36
Stray light, analysis and issues, 6.10, 6.19
Strength:

of crystals and glasses, 2.31–2.32, 2.32f, 2.32t
of metals, 4.8, 4.70, 4.70t
of scattering in water, 1.12

Stress:
in crystals and glasses, 2.6t, 2.30, 2.31t
uniaxial, 5.66t

Strong field approximation (SFA), 21.12
Strong field double ionization, 21.18–21.19

Strong field interactions, 21.1–21.55
about, 21.2–21.3
with atoms, 21.10–21.21

above threshold ionization, 21.14–21.17, 
21.15f, 21.16f

ionization stabilization, 21.20–21.21, 21.22f
Keldysh parameter, 21.10
multiphoton and quasi-classical 

regimes, 21.10
multiphoton ionization, 21.10–21.12, 21.11f
relativistic effects, 21.19–21.20, 21.21f
rescattering effects, 21.18–21.20, 

21.18f, 21.19f
tunnel ionization, 21.12–21.14, 

21.12f, 21.14f
with clusters, 21.31–21.36

Coulomb explosion, 21.33–21.34
intense laser pulse interactions,

21.35–21.36, 21.36f
ionization, 21.31–21.33, 21.32f
nanoplasma description, 21.34–21.35, 21.35f

history of, 21.3–21.4
laser technology for, 21.4–21.5, 21.4f
with molecules, 21.22–21.26

Coulomb explosion, 21.24–21.25
nuclear motion and alignment,

21.22–21.23, 21.23t, 21.24f
triatomic and larger molecules, 21.26
tunnel ionization and ionization distance, 

21.25–21.26, 21.25f, 21.27f
nonlinear optics in gases, 21.27–21.31

attosecond pulse generation, 21.31
high order harmonic generation,

21.27–21.30, 21.28f
with single electrons, 21.5–21.10

interactions with relativistic electron 
beams, 21.9–21.10

nonlinear Thomson scattering, 21.8–21.9, 
21.9f

ponderomotive force, 21.5–21.6
relativistic effects, 21.6–21.8, 21.7f

with underdense plasmas, 21.36–21.52
applications of, 21.52–21.55, 21.53f–21.55f
direct laser acceleration and betatron

resonance, 21.42–21.43
high harmonic generation, 21.50–21.52, 

21.51f
intense laser pulses, 21.38–21.39, 21.38f
inverse Bremsstrahlung heating, 

21.37, 21.37f
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Strong field interactions, with underdense
plasmas (Cont.):
ionization-induced defocusing,

21.43–21.44, 21.43f
j ë B heating and anomalous skin 

effect, 21.49
ponderomotive channel formation, 21.42
ponderomotive steepening and hole boring, 

21.49–21.50, 21.50f
relativistic effects and induced transparency, 

21.52
resonance absorption, 21.47–21.48, 21.47f
self-channeling and self-phase modulation, 

21.44–21.46, 21.45f
structure of irradiated plasma, 21.46–21.47, 

21.46f
vacuum heating, 21.47f, 21.48–21.49
wakefield generation and electron accelera-

tion, 21.39–21.42, 21.40f, 21.42f
Strontium, 14.15, 14.16f
Strontium barium niobate (SBN), 12.17
Strontium fluoride (SrF2), 2.40t, 2.44t, 2.48t,

2.52t, 2.57t, 2.64t, 2.69t
Strontium molybdate (SrMoO4), 2.40t, 2.45t,

2.48t, 2.52t, 2.57t, 2.65t, 2.72t
Strontium titanate (SrTiO3), 2.40t, 2.44t, 2.48t,

2.52t, 2.57t, 2.65t, 2.73t
Structured antireflection coatings, 7.25–7.26, 

7.25f, 7.26f
Styrene acrylonitrile (SAN), 3.4t, 3.6, 3.6t, 3.7t
Sum frequency generation (SFG), 16.2, 16.3t
Sum rules:

for crystals and glasses, 2.9
for dispersion in solids, 8.14–8.15
for semiconductors, 5.11

Super resolution, 23.10, 23.12
Super-Beer’s law, 23.15
Superlinear absorption of light, 5.57
Supermirrors, 7.111
Surface coatings, 6.4t
Surface damage, laser-induced, 19.2–19.4
Surface-tension effects, from polymer molding 

process, 3.14
Susceptibility:

nonlinear
anharmonic oscillator model of 

second-order, 10.7–10.9, 10.8f
of crystals and glasses, 2.26
quantum theory of, 10.9–10.10

Raman, 15.5–15.6

Swept-carrier time-domain optical memory, 
11.25

Switching, third-order optical nonlinearities 
and, 16.30–16.31

Symmetry properties, of crystals and glasses, 
2.5, 2.6t–2.8t

Tandem limiters, 13.6, 13.6f
Tantalum, 4.50t, 4.69t, 4.70t
Tantalum crown glass, 2.42t
Target normal sheath acceleration, 21.54
Teflon overcoat, 6.27
Teflon Wet Lubricant, 6.27
Telescopes:

and black surfaces, 6.21
far-infrared, 6.48
ground-based, 6.12

Temperature(s):
of crystals and glasses, 2.32, 2.33
in laser cooling, 20.5
of metals, 4.7
and refractive index of glasses, 2.24–2.26

Temperature dependence:
of bandpass filters, 7.94
of line broadening parameters, 15.19t
of line shift parameters, 15.19t

Temporal instability, of metals, 4.9
Tensor properties:

of crystals and glasses, 2.5, 2.6t
of third-order optical nonlinearities,

16.2–16.3
Tensors:

compliance, 2.30
dielectric, 2.17–2.18
d-tensor, 10.11
inverse dielectric, 2.6t, 2.19
second-order susceptibility, 10.10–10.11

Tests and testing:
Knoop, 2.31, 2.32f
of polymers, 3.16

Tetragonal crystals, 8.9t, 8.19t
room-temperature elastic constants,

2.44t–2.45t
symmetries of, 2.7t

Tetragonal perovskite, 2.73t
Tetrahedral lattice site, 5.6
Textured graphite surface, 6.8f
Thallium bromide (TlBr), 2.40t, 2.44t, 2.48t,

2.53t, 2.58t, 2.65t, 2.68t
Thallium chloride (TlCl), 2.65t, 2.68t

24-Bass-V4_Index_p001-046.indd I.41 9/18/09 9:52:20 AM

DO
 N

OT
 D

UP
LI

CA
TE



I.42  INDEX

The Theory of Coherent Atomic Excitation
(B. W. Shore), 14.3

Thermal blooming, 16.22
Thermal conductivity:

of crystals and glasses, 2.6t, 2.35–2.36, 2.35f
of metals, 4.7, 4.10t, 4.53, 4.55, 4.55t, 4.58t,

4.60f–4.64f
Thermal cycling, of metals, 4.10
Thermal defocusing, 13.8
Thermal diffusivity, for metals, 4.10t
Thermal effects, on third-order optical

nonlinearities, 16.22
Thermal expansion:

of crystals and glasses, 2.6t, 2.34–2.35, 2.34f
for metals, 4.10t
of metals, 4.6

Thermal instability, of metals, 4.10
Thermal properties:

of crystals and glasses, 2.50t–2.53t, 2.55t
of metals, 4.6–4.7, 4.53, 4.55

coefficient of linear thermal expansion, 
4.56t, 4.57f, 4.58f

elastic properties, 4.69, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.66f–4.69f
strength and fracture properties, 4.70, 4.70t
thermal conductivity, 4.58t, 4.59f–4.63f

Thermal self-focusing, 13.7–13.8
Thermalization, of free electron and hole

distributions, 18.20–18.21
Thermomodulation, 5.66t
Thermo-optic coefficients, of crystals and 

glasses, 2.21, 2.24–2.26, 2.24f
Thermo-optic effect, 16.22
Thermoplastic resins, 3.2
Thermoset resins, 3.2
Thickness errors, for multilayer reflectors, 7.40
Thin-film coatings:

and antireflection coatings, 7.27–7.28, 7.28f
laser-induced damage to, 19.4
manufacturing of, 7.10–7.12
of metal, 7.104, 7.104f
for multiple reflection filters, 7.111, 7.112, 

7.112f, 7.113f
theory and design of, 7.5–7.10, 7.6f, 7.9f

Third-order harmonic generation (THG), 
16.2, 16.3t

in crystals, 16.14
energy level diagrams for, 16.5f
and semiconductors, 5.56

Third-order optical nonlinearities, 16.1–16.31
cascaded x(1):x(1) processes, 16.20–16.22, 

16.21f
cascaded x(2):x(2) processes, 16.22–16.24, 

16.23f, 16.24f
and four-wave mixing, 16.27–16.28, 16.28f
and interferometry, 16.28–16.29
Kerr effect, 16.11–16.14, 16.13f, 16.14f
Kramers-Kronig dispersion relations, 

16.9–16.11
nonlinear absorption and nonlinear

refraction, 16.7–16.9
propagation effects, 16.24–16.26
and quantum mechanics, 16.4–16.7, 16.5f
and semiconductors, 5.55
stimulated scattering, 16.14–16.19, 16.15f,

16.17f
terms for, 16.1–16.3, 16.3t
third-harmonic generation, 16.14
and time-resolved excite-probe techniques, 

16.26–16.27, 16.27f
two-photon absorption, 16.19–16.20
and Z-scan, 16.29–16.30, 16.30f

Thomson scattering, 21.8–21.9, 21.9f
3D bandgap materials, 9.2
3D optical molasses, 20.16–20.17, 20.16f
3D photonic crystals, 9.4–9.8

criteria for, 9.4–9.5
examples of, 9.5, 9.5f
microcavities in, 9.7–9.8, 9.7f, 9.8f

3M Black Velvet, 6.14
3M Black Velvet 101-C10, 6.12, 6.35
3M Nextel Black Velvet, 6.35, 6.36f
3M paints, 6.35–6.37, 6.38f, 6.53f

3M Nextel Black Velvet, 6.35, 6.36f
MH 2200, 6.37
Nextel 2010, 6.35, 6.37
Nextel Suede Coating Series 3101-C10, 6.37, 

6.38f, 6.53f
Three-level atomic systems, 14.4–14.6, 14.4f, 14.6f
Three-photon absorption (3PA), 19.9, 19.10, 

19.10f
Three-wave mixing, 14.26
Threshold ionization:

absorbance above, 21.14–21.17, 21.15f, 21.16f
defined, 21.3

Thresholding devices, 12.35–12.36, 12.36f
Time-dependent (transient) spectroscopy, 11.2
Time-domain atom interferometers,

11.22–11.24, 11.24f
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Time-gated imaging, 15.42, 15.43, 15.44f
Time-integrated intensity, 11.18
Time-of-flight (TOF) measurement of velocity 

distribution, 20.13, 20.13f
Time-resolved excite-probe techniques,

16.26–16.27, 16.27f
Tin hypothiodiphosphate (Sn2P2S6), 12.17, 

12.18t
Tiodize V-E17, 6.49
Titanium, 4.48t, 4.50t, 4.52t, 4.55t
Titanium dioxide, 6.15
Titanium sapphire (Ti:sapphire) amplifiers, 

21.5
Titanium sapphire (Ti:sapphire) lasers, 18.3
Tomography, quantum coherence, 23.13
Total emittance, of metals, 4.6
Total integrated excitance, for crystals 

and glasses, 2.19
Total internal reflection (TIR), 8.13
Total mass loss (TML), 6.17
Total power law, 2.19–2.20, 2.20f
Total strain, of crystals and glasses, 2.36
Transfer matrix solution (to Maxwell’s 

equations), 9.3
Transient four-wave mixing (TFW), 18.17–18.18, 

18.17f
Transient Raman scattering, 15.22–15.32

broadband effects, 15.28–15.32, 15.29f
phase pulling, 15.26–15.27, 15.27f
pulsed, 15.22–15.25, 15.24f–15.26f,

15.24t
solitons, 15.27–15.28, 15.29f
spectral properties, 15.32

Transitions, 16.4 (See also specific transitions, 
e.g.: One-electron transitions)

Transmission:
of coatings on substrate, 7.3
for cutoff filters, 7.54–7.55, 7.55f
measurement of, 5.64
in passband region, 7.53, 7.54

Transmission coefficient, for optical constants, 
5.9–5.10

Transmission filters, 7.3–7.5, 7.83, 7.88f
Transmission grating, 12.7, 12.8f
Transmittance:

at interface of solid, 8.12
of metals, 4.6
of optical coatings, 7.12–7.13
spectral, 7.3–7.4
of water, 1.5t

Transparency:
and absorption, 2.17
EIT [see Electromagnetically induced

transparency (EIT)]
induced, 21.52

Transparent prisms, 5.59
Transverse acoustic (TA) phonons, 5.24, 5.25f
Transverse Kerr effect, 18.11, 18.12f, 18.14–18.15
Transverse optical (TO) frequencies, for 

crystals and glasses, 2.11, 2.12
Transverse optical (TO) phonons, 5.24, 5.25f,

5.80, 5.80f, 8.16–8.18
Transverse relaxation time, 11.5
Trap loss collisions, 20.29
Trapping atoms, 20.21–20.39

applications of, 20.26–20.39
and atomic beam brightening, 20.27–20.28, 

20.27f
and atomic clocks, 20.28
and Bose-Einstein condensation, 20.35–20.37, 

20.36f
and dark states, 20.37–20.39, 20.38f
magnetic traps, 20.21–20.23, 20.22f
magneto-optical traps, 20.24–20.25, 

20.24f, 20.26f
and optical lattices, 20.31–20.34,

20.32f–20.34f
optical traps, 20.23–20.24, 20.23f
and ultracold collisions, 20.28–20.31, 20.30f,

20.31f
Triatomic molecules, in strong fields, 21.26
Triclinic crystals, 2.7t, 2.18, 8.9t, 8.10
Trigonal crystals, 8.9t, 8.19t
Trigonal selenium, 2.70t
Triply resonant oscillators (TROs), 17.2–17.4, 

17.3f, 17.4f, 17.20–17.21, 17.21f
TRU-Color Diffuse Black, 6.49
Tunable double resonance (electromagnetically 

induced transparency), 22.6–22.9, 
22.7f, 22.8f

Tunable phase-dispersion filters, 7.89, 7.89f
Tungsten:

absorptance of, 4.42f, 4.48t, 4.50t, 4.51t
elastic properties of, 4.69t
extinction coefficient for, 4.18t–4.19t, 4.26f
reflectance of, 4.38t–4.39t, 4.42f
refraction index for, 4.18t–4.19t, 4.26f
resistivity of, 4.54t
strength and fracture properties of, 4.70t

Tungsten hexafluoride, 6.56
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Tunnel ionization:
atomic, 21.12–21.14, 21.12f, 21.14f
molecular, 21.25–21.26, 21.25f, 21.27f
relativistic, 21.20

Tunneling, collective, 21.18
Turning, single-point, 3.12
Tweezers, optical, 20.23
Twin beams of light, correlated, 17.28, 17.29f,

17.30f
Two-beam coupling:

optical limiting by, 13.8–13.9
photorefractive gain in, 12.29–12.32, 12.31f
photorefractive loss in, 12.31–12.32,

12.33f–12.35f
and wave interactions, 12.4–12.6, 12.4f

2D photonic crystals, microcavities of, 
9.8–9.12, 9.9f

in-plane coupling, 9.10–9.11
out-of-plane coupling, 9.11–9.12
waveguides in, 9.13–9.14, 9.13f

Two-level atoms:
coherence in, 14.4–14.5, 14.4f
force on, 20.6–20.7
at rest, 20.7–20.8

Two-level coupling, 14.30, 14.30f
Two-material periodic multilayers theory, 

7.32–7.38
[(0.5A)B(0.5A)]N multilayers, 7.35, 7.36f
angular sensitivity, 7.37
multilayer reflectors of absorbing materials, 

7.37–7.38, 7.38f
nonabsorbing [AB]N and [AB]NA

multilayers, 7.32–7.34, 7.33f–7.35f
width of high-reflectance zone, 7.36–7.37, 7.37f
[xH.(1-x)L]N.xH multilayers, 7.37

Two-photon absorption (2PA):
energy level diagrams for, 16.5f
and laser-induced damage, 19.9, 19.10, 

19.10f
and optical limiting, 13.4, 13.5, 13.6f
of semiconductors, 5.56
symbols, 16.8
in third-order optical nonlinearities,

16.19–16.20
Two-photon transitions, 11.22–11.23, 11.24f

ULE glass, 2.43t, 2.49t, 2.54t
Ultimate strength, of metals, 4.8
Ultracold collisions, 20.26, 20.28–20.31, 20.30f,

20.31f

Ultrafast depletion, of semiconductor band 
states, 18.21

Ultrafast lasers, 11.26, 18.3–18.5, 18.4f, 18.5f
Ultrafast optics, coatings for, 7.47–7.48, 7.48f
Ultrashort pulse generation, 18.1–18.23

Kerr effect, 18.11–18.15
longitudinal, 18.11–18.15, 18.12f
transverse, 18.14–18.15

saturable absorbers, 18.5–18.11
fast, 18.9–18.10
self-amplitude modulation, 18.5–18.7, 

18.6f, 18.7f
semiconductor saturable absorber

mirrors, 18.3, 18.10–18.11
slow, 18.7–18.9, 18.8f

semiconductor ultrafast nonlinearities, 
18.15–18.23

carrier trapping, 18.21–18.23, 18.22f
in coherent regime, 18.19–18.20
continuum excitations, 18.20
excitonic excitations, 18.19–18.20
experimental techniques, 18.17–18.19, 

18.17f
properties, 18.16–18.17, 18.16f
in thermalization regime, 18.20–18.21

and ultrafast lasers, 18.3–18.5, 18.4f, 18.5f
Ultraslow light pulses, 14.22–14.23, 14.23f
Ultraviolet (UV) crystals, 10.22t
Ultraviolet (UV) light:

and black surfaces, 6.21, 6.22f–6.25f
metal-dielectric reflectors for, 7.108–7.109, 

7.109f
semiconductor interactions with, 5.4f, 5.5
[See also Extreme ultraviolet (XUV) light]

Uncertainty principle, 23.4, 23.6
Uncertainty state, 23.6
Underdense plasmas, strong field interactions 

with, 21.36–21.46
direct laser acceleration and betatron

resonance, 21.42–21.43
intense laser pulses, 21.38–21.39, 21.38f
inverse Bremsstrahlung heating, 21.37, 

21.37f
ionization-induced defocusing, 21.43–21.44, 

21.43f
ponderomotive channel formation, 21.42
self-channeling and self-phase modulation, 

21.44–21.46, 21.45f
wakefield generation and electron acceleration, 

21.39–21.42, 21.40f, 21.42f
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Uniaxial crystals, 8.8, 8.9t, 8.10f
Uniaxial stress, 5.66t
Unit cell, crystal, 2.30
Universal antireflection coatings, 7.26, 7.27f
Upward plane irradiance, 1.5t, 1.7f, 1.8
Upward scalar irradiance, 1.5t, 1.7f, 1.8
Upwelling average cosine, 1.6t, 1.7f
Upwelling irradiance, 1.7f, 1.8
Urbach tail model, 2.14–2.15
Urbach’s rule, 5.23
Urea [(NH4)2CO], 2.40t, 2.45t, 2.48t, 2.52t,

2.57t, 2.64t

Vacuum heating, 21.47f, 21.48–21.49
Vacuum ultraviolet (VUV) spectrum, 

5.4f, 5.5
Vacuum-metal interfaces, 4.43f
Vacuum-ultraviolet (VUV) radiation, 14.3
Valence band (VB), 18.3
van Hove singularities, 8.28
Vee (V) coupling, 14.1, 14.6f
Velocity distribution measurement, 

20.13, 20.13f
Velocity-changing collisions, 11.15
Velocity-selective coherent population trapping 

(VSCPT), 14.5, 20.37
Very dense crown glass, 2.42t
Very light flint glass, 2.41t
Very low loss reflectors, 7.41–7.42
Vibration(s):

lattice, 2.11–2.12, 2.76t–2.77t
local, 5.17, 5.18, 5.19f, 5.20, 5.20f, 5.82f, 5.83
phonon, 5.14–5.16

Vibrational optic effects, 5.17–5.20, 5.18f–5.19f,
5.20t, 5.21f

Virtual transitions, 16.4
Viruses, in water, 1.14
Visible near-IR nonlinear optical crystals, 

10.21t, 10.22t
Volkov state, 21.12
Volume scattering function (VSFs):

for sea water and ocean water, 1.34t–1.35t
spectral, 1.37–1.38, 1.38t
of water, 1.5t, 1.7f, 1.31, 1.31t, 1.32f, 1.33
wavelength dependence of, 1.36f

W point, 9.4
Wakefield generation, 21.39–21.42, 21.40f
“Walking” backward, by solitons, 15.28
Wannier excitons, 5.26–5.27, 5.26t, 8.31

Water, 1.3–1.50
absorption, 1.20–1.29

bio-optical models for, 1.27–1.29, 1.27f,
1.28t

by dissolved organic matter, 1.22–1.23, 
1.23t

by organic detritus, 1.25–1.27, 1.25t,
1.26f

by phytoplankton, 1.23–1.25,
1.24f–1.25f

by polymers, 3.4
by sea water, 1.21, 1.22t

apparent optical properties, 1.12–1.13
attenuation

beam, 1.40–1.41, 1.41f, 1.42f
diffuse and Jerlov water types, 1.42–1.46, 

1.43t–1.45t, 1.44f, 1.45f
constituents of natural waters, 1.13–1.15

dissolved substances, 1.13
particulate substances, 1.14–1.15

electromagnetic properties of, 1.16–1.17, 
1.18t

inherent optical properties, 1.9–1.12, 1.10f
irradiance reflectance and remote sensing, 

1.46–1.47, 1.47f
particle size distributions, 1.15–1.16, 1.16f
pure, 1.3
radiometric quantities, 1.4–1.9, 1.5t–1.6t,

1.7f
refraction index, 1.18–1.20

particles, 1.20
sea water, 1.18–1.20, 1.18f, 1.19t–1.20t

scattering, 1.30
inelastic and polarization, 1.47–1.49, 

1.48f, 1.49f
measurement of, 1.29–1.30
by particles, 1.30–1.35, 1.31t, 1.32f, 1.33f,

1.34t–1.35t
by pure water and pure sea water, 1.30
wavelength dependence of, 1.35–1.40, 

1.35t, 1.36f, 1.37t, 1.38t, 1.39f,
1.40t

terminology and notation, 1.3–1.4
Water vapor regained (WVR), 6.17
Wave equations, for light propagation in solids, 

8.6–8.7
Wave interactions, photorefractive effect and, 

12.4–12.7, 12.4f, 12.6f
Waveguide bends, 9.14–9.16, 9.15f, 9.16f
Waveguide intersections, 9.16–9.17, 9.17f
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Waveguides:
and photonic bandgaps, 9.12–9.17

in photonic crystals with 2D periodicity, 
9.13–9.14, 9.13f

waveguide bends, 9.14–9.16, 9.15f, 9.16f
waveguide intersections, 9.16–9.17, 9.17f

photorefractive, 12.37
silicon-on-insulator planar, 22.15

Wavelength dependence, of scattering, 1.35–1.40, 
1.35t, 1.36f, 1.37t, 1.38t, 1.39f, 1.40t

Wavelength modulation, 5.66t
Wavelengths, de-Broglie, 8.4
Wedge filters, 7.90, 7.91, 7.91f
Weld-line, in molding, 3.14
Wide bandpass filters, 7.90, 7.90f
Wide-angle bandpass filters, 7.93–7.94, 7.93f
Wulfenite (PbMoO4), 2.40t, 2.45t, 2.48t, 2.52t,

2.57t, 2.64t, 2.72t
Wurtzite (a-ZnS):

in crystals and glasses, 2.70t
lattices of, 5.6
properties of, 2.41t, 2.44t, 2.46t, 2.48t, 2.53t,

2.58t, 2.66t, 2.69t, 2.70t

X-ray region:
beam splitters for, 7.63
soft

bandpass filters for, 7.94–7.96, 7.95f–7.96f
interference polarizers for, 7.73, 7.76f–7.77f
multilayer reflectors for, 7.42, 7.53

Yellow matter, 1.13, 1.21–1.23, 1.28
Yield strength, of metals, 4.8, 4.70, 4.70t
Young’s modulus:

for crystals, 2.30, 2.31
for metals, 4.7, 4.10t, 4.69t
for polymers, 3.3

Yttria (Y2O3), 2.40t, 2.44t, 2.48t, 2.53t, 2.58t,
2.65t, 2.76t

Yttrium aluminum garnet (Y3Al5O12) (YAG), 
2.44t, 2.53t, 2.58t, 2.65t, 2.76t

Yttrium lithium fluoride (LiYF4) (YLF), 2.45t,
2.48t, 2.52t, 2.57t, 2.63t, 2.72t

Yttrium vanadate (YVO4), 2.40t, 2.45t, 2.48t,
2.53t, 2.58t, 2.65t, 2.76t

Yurke state, 23.8

ZBLAN glass, 2.43t, 2.49t, 2.54t,
2.59t, 2.68t

Zernike dispersion formula, 2.22
Zero dispersion point, for glasses, 2.23
Zerodur glass, 2.43t, 2.49t, 2.54t
Zinc, absorptance of, 4.48t
Zinc crown glass, 2.41t
Zinc selenide (ZnSe), 2.41t, 2.48t, 2.53t, 2.58t,

2.66t, 2.69t
Zinc telluride (ZnTe), 2.41t, 2.48t, 2.53t, 2.58t,

2.66t, 2.69t
Zincblende (b-ZnS):

in crystals and glasses, 2.69t
lattices of, 5.6, 5.16, 5.17t
properties of, 2.41t, 2.44t, 2.46t, 2.48t, 2.53t,

2.58t, 2.65t, 2.69t, 2.70t
Zinc-germanium diphosphide (ZnGeP2), 2.41t,

2.45t, 2.48t, 2.53t, 2.58t, 2.65t
Zirconia, cubic (ZrO2:0.12Y2O3), 2.41t, 2.44t,

2.48t, 2.69t
ZO-MOD BLACK, 6.56
Zooplankton, in water, 1.14
Z-scan:

for nonlinear optical parameters, 19.9, 19.9f,
19.10f

and third-order optical nonlinearities, 
16.29–16.30, 16.30f
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Boadband supercontinuum. Generated in a photonic crystal fi ber using a mode-locked 
Ti:Sapphire laser as pump source. The spectrum is much broader than seen in the photograph, 
extending from 400 nm to beyond 2 μm. (Photo courtesy of the Optoelectronics Group, University 
of Bath.)

Supernova remnant. A Chandra X-Ray Space Telescope image of the supernova remnant 
G292.0+1.8.  The colors in the image encode the X-ray energies emitted by the supernova rem-
nant; the center of G292.0+1.8 contains a region of high energy X-ray emission from the mag-
netized bubble of high-energy particles that surrounds the pulsar, a rapidly rotating neutron 
star that remained behind after the original, massive star exploded. (This image is from NASA/
CXC/Penn State/S.Park et al. and more detailed information can be found on the Chandra website:
http://chandra.harvard.edu/photo/2007/g292/.)

Crab Nebula. A Chandra X-Ray Space Telescope image of the Crab Nebula—the remains of a 
nearby supernova explosion fi rst seen on Earth in 1054 AD.  At the center of the bright nebula 
is a rapidly spinning neutron star, or pulsar, that emits pulses of radiation 30 times a second. 
(This image is from NASA/CXC/ASU/J.Hester et al. and more detailed information can be found 
on the Chandra website: http://chandra.harvard.edu/photo/2002/0052/.)
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xxix

EDITORS’ PREFACE

The third edition of the Handbook of Optics is designed to pull together the dramatic developments 
in both the basic and applied aspects of the field while retaining the archival, reference book value 
of a handbook. This means that it is much more extensive than either the first edition, published 
in 1978, or the second edition, with Volumes I and II appearing in 1995 and Volumes III and IV in 
2001. To cover the greatly expanded field of optics, the Handbook now appears in five volumes. Over 
100 authors or author teams have contributed to this work.

Volume I is devoted to the fundamentals, components, and instruments that make optics possible. 
Volume II contains chapters on design, fabrication, testing, sources of light, detection, and a new section 
devoted to radiometry and photometry. Volume III concerns vision optics only and is printed entirely 
in color. In Volume IV there are chapters on the optical properties of materials, nonlinear, quantum and 
molecular optics. Volume V has extensive sections on fiber optics and x ray and neutron optics, along 
with shorter sections on measurements, modulators, and atmospheric optical properties and turbulence. 
Several pages of color inserts are provided where appropriate to aid the reader. A purchaser of the print 
version of any volume of the Handbook will be able to download a digital version containing all of the 
material in that volume in PDF format to one computer (see download instructions on bound-in card). 
The combined index for all five volumes can be downloaded from www.HandbookofOpticsOnline.com.

It is possible by careful selection of what and how to present that the third edition of the 
Handbook could serve as a text for a comprehensive course in optics. In addition, students who take 
such a course would have the Handbook as a career-long reference.

Topics were selected by the editors so that the Handbook could be a desktop (bookshelf) general 
reference for the parts of optics that had matured enough to warrant archival presentation. New 
chapters were included on topics that had reached this stage since the second edition, and existing 
chapters from the second edition were updated where necessary to provide this compendium. In 
selecting subjects to include, we also had to select which subjects to leave out. The criteria we applied 
were: (1) was it a specific application of optics rather than a core science or technology and (2) was it 
a subject in which the role of optics was peripheral to the central issue addressed. Thus, such topics as 
medical optics, laser surgery, and laser materials processing were not included. While applications of 
optics are mentioned in the chapters there is no space in the Handbook to include separate chapters 
devoted to all of the myriad uses of optics in today’s world. If we had, the third edition would be 
much longer than it is and much of it would soon be outdated. We designed the third edition of the 
Handbook of Optics so that it concentrates on the principles of optics that make applications possible.

Authors were asked to try to achieve the dual purpose of preparing a chapter that was a worth-
while reference for someone working in the field and that could be used as a starting point to 
become acquainted with that aspect of optics. They did that and we thank them for the outstanding 
results seen throughout the Handbook. We also thank Mr. Taisuke Soda of McGraw-Hill for his help 
in putting this complex project together and Mr. Alan Tourtlotte and Ms. Susannah Lehman of the 
Optical Society of America for logistical help that made this effort possible.

We dedicate the third edition of the Handbook of Optics to all of the OSA volunteers who, since 
OSA’s founding in 1916, give their time and energy to promoting the generation, application, 
archiving, and worldwide dissemination of knowledge in optics and photonics.

Michael Bass, Editor-in-Chief 
Associate Editors: 

Casimer M. DeCusatis
Jay M. Enoch

Vasudevan Lakshminarayanan
Guifang Li

Carolyn MacDonald
Virendra N. Mahajan

Eric Van Stryland
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xxxi

PREFACE TO VOLUME V

Volume V begins with Measurements, Atmospheric Optics, and Optical Modulators. There are chap-
ters on scatterometers, spectroscopic measurements, transmission through the atmosphere, imaging 
through turbulence, and adaptive optics to overcome distortions as well as chapters on electro- and 
acousto-optic modulators and liquid crystal spatial light modulators. These are followed by the two 
main parts of this volume—Fiber Optics and X-Ray and Neutron Optics.

Optical fiber technology is truly an interdisciplinary field, incorporating aspects of solid-state 
physics, material science, and electrical engineering, among others. In the section on fiber optics, we 
introduce the fundamentals of optical fibers and cable assemblies, optical connectors, light sources, 
detectors, and related components. Assembly of the building blocks into optical networks required 
discussion of the unique requirements of digital versus analog links and telecommunication ver-
sus data communication networks. Issues such as optical link budget calculations, dispersion- or 
attenuation-limited links, and compliance with relevant industry standards are all addressed. Since 
one of the principle advantages of fiber optics is the ability to create high-bandwidth, long-distance 
interconnections, we also discuss the design and use of optical fiber amplifiers for different wave-
length transmission windows. This leads to an understanding of the different network components 
which can be fabricated from optical fiber itself, such as splitters, combiners, fiber Bragg gratings, and 
other passive optical networking elements. We then provide a treatment of other important devices, 
including fiber sensors, fibers optimized for use in the infrared, micro-optic components for fiber 
networks and fiber lasers. Note that micro-optics for other applications are covered in Volume I of 
this Handbook. The physics of semiconductor lasers and photodetectors are presented in Volume II. 
Applications such as time or wavelength-division multiplexing networks provide their own chal-
lenges and are discussed in detail. High optical power applications lead us to a consideration of non-
linear optical fiber properties. Advanced topics for high speed, future networks are described in this 
section, including polarization mode dispersion; readers interested in the physical optics underlying 
dispersion should consult Volume I of this Handbook. This section includes chapters on photonic 
crystal fibers (for a broader treatment of photonic bandgap materials, see Volume IV) and on the 
growing applications of optical fiber networks.

Part 5 of this volume discusses a variety of X-Ray and Neutron Optics and their use in a wide 
range of applications. Part 5.1 is an introduction to the use and properties of x rays. It begins with 
a short chapter summarizing x-ray interactions and optics, followed by a discussion of coherence 
effects, and then illustrations of application constraints to the use of optics in seven applications, 
ranging from materials analysis to medicine, astronomy, and chip manufacturing. Because model-
ing is an important tool for both optics development and system design, Part 5.1 continues with 
a discussion of optics simulations, followed by tables of materials properties in the x-ray regime. 
Parts 5.2 and 5.3 are devoted to the discussion of the three classes of x-ray optics. Part 5.2 covers 
refractive, interference, and diffractive optics, including gratings, crystals (flat, bent, and polarizing), 
zone plates, and Laue lenses. It also includes a discussion of multilayer coatings, which are based on 
interference, but often added to reflective x-ray optics. Reflective optics is the topic of Part 5.3. Since 
reflective optics in the x-ray regime are used primarily in grazing incidence, the first three chapters 
of Part 5.3 cover the theory of image formation, aberrations, and metrology of grazing incidence 
mirrors. This is followed with descriptions of mirrors for astronomy and microscopy, adaptive 
optics for high heat load synchrotron beam lines, glass capillary reflective optics, also generally used 
for beam lines, and array optics such as multifoils, pore optics, and polycapillaries. The best choice 
of optic for a particular function depends on the application requirements, but is also influenced by 
the properties of the available sources and detectors. Part 5.4 describes six different types of x-ray 
sources. This is followed by Part 5.5, which includes an introduction to detectors and in-depth 
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discussions of imaging and spectral detectors. Finally, Part 5.6 describes the similarities and differ-
ences in the use of comparable optics technologies with neutrons. 

In 1998, Walter Gibson designed the expansion of the x-ray and neutron section of the second 
edition of the Handbook from its original single chapter form. The third edition of this section is 
dedicated to his memory. 

Guifang Li, Casimer M. DeCusatis, Virendra N. Mahajan, and Carolyn MacDonald
Associate Editors 

In Memoriam Walter Maxwell Gibson (November 11, 1930–May 15, 2009)

After a childhood in Southern Utah working as a sheepherder and stunt rider, Walt received his 
Ph.D. in nuclear chemistry under Nobel Laureate Glen Seaborg in 1956. He then spent 20 years 
at Bell Labs, where he did groundbreaking research in semiconductor detectors, particle-solid 
interactions, and in the development of ion beam techniques for material analysis. His inter-
est in materials analysis and radiation detection naturally led him to an early and ongoing 
interest in developing x-ray analysis techniques, including early synchrotron beam line devel-
opment. In 1970, he was named a fellow of the American Physical Society. In 1976, Walter 
was invited to chair the physics department of the University at Albany, SUNY (where he was 
fond of noting that they must have been confused as he had been neither an academic nor a 
physicist). He remained with the department for more than 25 years and was honored with 
the university’s first named professorship, the James W. Corbett Distinguished Service Professor 
of Physics, in 1998. He later retired from the university to become the full-time chief techni-
cal officer of X-Ray Optical Systems, Inc., which he had cofounded coincident with UAlbany’s 
Center for X-Ray Optics in 1991. He was the author of more than 300 technical articles and 
mentor to more than 48 doctoral graduates.

Walter Gibson’s boundless energy, enthusiasm, wisdom, caring, courage, and vision inspired 
multiple generations of scientists.
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xxxiii

GLOSSARY AND FUNDAMENTAL 
CONSTANTS

Introduction

This glossary of the terms used in the Handbook represents to a large extent the language of optics. 
The symbols are representations of numbers, variables, and concepts. Although the basic list was 
compiled by the author of this section, all the editors have contributed and agreed to this set of sym-
bols and definitions. Every attempt has been made to use the same symbols for the same concepts 
throughout the entire Handbook, although there are exceptions. Some symbols seem to be used for 
many concepts. The symbol a is a prime example, as it is used for absorptivity, absorption coeffi-
cient, coefficient of linear thermal expansion, and more. Although we have tried to limit this kind of 
redundancy, we have also bowed deeply to custom.

Units

The abbreviations for the most common units are given first. They are consistent with most of the 
established lists of symbols, such as given by the International Standards Organization ISO1 and the 
International Union of Pure and Applied Physics, IUPAP.2

Prefixes

Similarly, a list of the numerical prefixes1 that are most frequently used is given, along with both the 
common names (where they exist) and the multiples of ten that they represent.

Fundamental Constants

The values of the fundamental constants3 are listed following the sections on SI units.

Symbols

The most commonly used symbols are then given. Most chapters of the Handbook also have a glos-
sary of the terms and symbols specific to them for the convenience of the reader. In the following 
list, the symbol is given, its meaning is next, and the most customary unit of measure for the quan-
tity is presented in brackets. A bracket with a dash in it indicates that the quantity is unitless. Note 
that there is a difference between units and dimensions. An angle has units of degrees or radians and 
a solid angle square degrees or steradians, but both are pure ratios and are dimensionless. The unit 
symbols as recommended in the SI system are used, but decimal multiples of some of the dimen-
sions are sometimes given. The symbols chosen, with some cited exceptions, are also those of the 
first two references.

RATIONALE FOR SOME DISPUTED SYMBOLS

The choice of symbols is a personal decision, but commonality improves communication. This sec-
tion explains why the editors have chosen the preferred symbols for the Handbook. We hope that this 
will encourage more agreement.
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Fundamental Constants

It is encouraging that there is almost universal agreement for the symbols for the fundamental con-
stants. We have taken one small exception by adding a subscript B to the k for Boltzmann’s constant.

Mathematics

We have chosen i as the imaginary almost arbitrarily. IUPAP lists both i and j, while ISO does not 
report on these.

Spectral Variables

These include expressions for the wavelength l, frequency v, wave number s, w for circular or 
radian frequency, k for circular or radian wave number and dimensionless frequency x. Although 
some use f for frequency, it can be easily confused with electronic or spatial frequency. Some use 
n~ for wave number, but, because of typography problems and agreement with ISO and IUPAP, we 
have chosen s ; it should not be confused with the Stefan-Boltzmann constant. For spatial frequen-
cies we have chosen x and h, although fx and fy are sometimes used. ISO and IUPAP do not report 
on these.

Radiometry

Radiometric terms are contentious. The most recent set of recommendations by ISO and IUPAP are L for 
radiance [Wcm–2sr–1], M for radiant emittance or exitance [Wcm–2], E for irradiance or incidance [Wcm–2],
and I for intensity [Wsr–2]. The previous terms, W, H, N, and J, respectively, are still in many texts, notably 
Smith4 and Lloyd5 but we have used the revised set, although there are still shortcomings. We have tried to 
deal with the vexatious term intensity by using specific intensity when the units are Wcm–2sr–1, field intensity
when they are Wcm–2, and radiometric intensity when they are Wsr–1.

There are two sets to terms for these radiometric quantities, which arise in part from the terms 
for different types of reflection, transmission, absorption, and emission. It has been proposed that 
the ion ending indicate a process, that the ance ending indicate a value associated with a particu-
lar sample, and that the ivity ending indicate a generic value for a “pure” substance. Then one also 
has reflectance, transmittance, absorptance, and emittance as well as reflectivity, transmissivity, 
absorptivity, and emissivity. There are now two different uses of the word emissivity. Thus the words 
exitance, incidence, and sterance were coined to be used in place of emittance, irradiance, and radi-
ance. It is interesting that ISO uses radiance, exitance, and irradiance whereas IUPAP uses radiance 
excitance [sic], and irradiance. We have chosen to use them both, i.e., emittance, irradiance, and 
radiance will be followed in square brackets by exitance, incidence, and sterance (or vice versa). 
Individual authors will use the different endings for transmission, reflection, absorption, and emis-
sion as they see fit.

We are still troubled by the use of the symbol E for irradiance, as it is so close in meaning 
to electric field, but we have maintained that accepted use. The spectral concentrations of these 
quantities, indicated by a wavelength, wave number, or frequency subscript (e.g., Ll) represent 
partial differentiations; a subscript q represents a photon quantity; and a subscript v indicates 
a quantity normalized to the response of the eye. Thereby, Lv is luminance, Ev illuminance, and 
Mv and Iv luminous emittance and luminous intensity. The symbols we have chosen are consis-
tent with ISO and IUPAP.

The refractive index may be considered a radiometric quantity. It is generally complex and is 
indicated by ñ = n – ik. The real part is the relative refractive index and k is the extinction coefficient. 
These are consistent with ISO and IUPAP, but they do not address the complex index or extinction 
coefficient.
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Optical Design

For the most part ISO and IUPAP do not address the symbols that are important in this area.
There were at least 20 different ways to indicate focal ratio; we have chosen FN as symmetri-

cal with NA; we chose f and efl to indicate the effective focal length. Object and image distance, 
although given many different symbols, were finally called so and si since s is an almost universal 
symbol for distance. Field angles are q and f ; angles that measure the slope of a ray to the optical 
axis are u; u can also be sin u. Wave aberrations are indicated by Wijk, while third-order ray aberra-
tions are indicated by si and more mnemonic symbols.

Electromagnetic Fields

There is no argument about E and H for the electric and magnetic field strengths, Q for quantity 
of charge, r for volume charge density, s for surface charge density, etc. There is no guidance from 
Refs. 1 and 2 on polarization indication. We chose � and || rather than p and s, partly because s is 
sometimes also used to indicate scattered light.

There are several sets of symbols used for reflection transmission, and (sometimes) absorption, 
each with good logic. The versions of these quantities dealing with field amplitudes are usually 
specified with lower case symbols: r, t, and a. The versions dealing with power are alternately given 
by the uppercase symbols or the corresponding Greek symbols: R and T versus r and t. We have 
chosen to use the Greek, mainly because these quantities are also closely associated with Kirchhoff ’s 
law that is usually stated symbolically as a = �. The law of conservation of energy for light on a sur-
face is also usually written as a + r + t = 1.

Base SI Quantities

length m meter
time s second
mass kg kilogram
electric current A ampere
temperature K kelvin
amount of substance mol mole
luminous intensity cd candela

Derived SI Quantities

energy J joule
electric charge C coulomb
electric potential V volt
electric capacitance F farad
electric resistance Ω ohm
electric conductance S siemens
magnetic flux Wb weber
inductance H henry
pressure Pa pascal
magnetic flux density T tesla
frequency Hz hertz
power W watt
force N newton
angle rad radian
angle sr steradian
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Prefixes

Symbol Name Common name Exponent of ten
F exa  18
P peta  15
T tera trillion 12
G giga billion 9
M mega million 6
k kilo thousand 3
h hecto hundred 2
da deca ten 1
d deci tenth –1
c centi hundredth –2
m milli thousandth –3
m micro millionth –6
n nano billionth –9
p pico trillionth –12
f femto  –15
a atto  –18

Constants

c speed of light vacuo [299792458 ms–1]
c1 first radiation constant = 2pc2h = 3.7417749 × 10–16 [Wm2]
c2 second radiation constant = hc/k = 0.014838769 [mK]
e elementary charge [1.60217733 × 10–19 C]
gn free fall constant [9.80665 ms–2]
h Planck’s constant [6.6260755 × 10–34 Ws]
kB Boltzmann constant [1.380658 × 10–23 JK–1]
me mass of the electron [9.1093897 × 10–31 kg]
NA Avogadro constant [6.0221367 × 1023 mol–1]
R• Rydberg constant [10973731.534 m–1]
�o vacuum permittivity [mo

–1c –2]
s Stefan-Boltzmann constant [5.67051 × 10–8 Wm–1 K–4]
mo vacuum permeability [4p × 10–7 NA–2]
mB Bohr magneton [9.2740154 × 10–24 JT–1]

General

B magnetic induction [Wbm–2, kgs–1 C–1]
C capacitance [f, C2 s2 m–2 kg–1]
C curvature [m–1]
c speed of light in vacuo [ms–1]
c1 first radiation constant [Wm2]
c2 second radiation constant [mK]
D electric displacement [Cm–2]
E incidance [irradiance] [Wm–2]
e electronic charge [coulomb]
Ev illuminance [lux, lmm–2]
E electrical field strength [Vm–1]
E transition energy [J]
Eg band-gap energy [eV]
f focal length [m]
fc Fermi occupation function, conduction band
fv Fermi occupation function, valence band
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FN focal ratio (f/number) [—]
g gain per unit length [m–1]
gth gain threshold per unit length [m1]
H magnetic field strength [Am–1, Cs–1 m–1]
h height [m]
I irradiance (see also E) [Wm–2]
I radiant intensity [Wsr–1]
I nuclear spin quantum number [—]
I current [A]
i −1
Im() imaginary part of
J current density [Am–2]
j total angular momentum [kg m2 s–1]
J1() Bessel function of the first kind [—]
k radian wave number =2p/l [rad cm–1]
k wave vector [rad cm–1]
k extinction coefficient [—]
L sterance [radiance] [Wm–2 sr–1]
Lv luminance [cdm–2]
L inductance [h, m2 kg C2]
L laser cavity length
L, M, N direction cosines [—]
M angular magnification [—]
M radiant exitance [radiant emittance] [Wm–2]
m linear magnification [—]
m effective mass [kg]
MTF modulation transfer function [—]
N photon flux [s–1]
N carrier (number) density [m–3]
n real part of the relative refractive index [—]
ñ complex index of refraction [—]
NA numerical aperture [—]
OPD optical path difference [m]
P macroscopic polarization [C m–2]
Re() real part of [—]
R resistance [Ω]
r position vector [m]
S Seebeck coefficient [VK–1]
s spin quantum number [—]
s path length [m]
So object distance [m]
Si image distance [m]
T temperature [K, C]
t time [s]
t thickness [m]
u slope of ray with the optical axis [rad]
V Abbe reciprocal dispersion [—]
V voltage [V, m2 kgs–2 C–1]
x, y, z rectangular coordinates [m]
Z atomic number [—]

Greek Symbols

a absorption coefficient [cm−1]
a (power) absorptance (absorptivity)
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� dielectric coefficient (constant) [—]
� emittance (emissivity) [—]
� eccentricity [—]
�1 Re (�)
�2 lm (�)
t (power) transmittance (transmissivity) [—]
n radiation frequency [Hz]
w circular frequency = 2pn [rads−1]
w plasma frequency [H2]
l wavelength [μm, nm]
s wave number = 1/l [cm–1]
s Stefan Boltzmann constant [Wm−2K−1]
r reflectance (reflectivity) [—]
q, f angular coordinates [rad, °]
x, h rectangular spatial frequencies [m−1, r−1]
f phase [rad, °]
f lens power [m−2]
Φ flux [W]
c electric susceptibility tensor [—]
Ω solid angle [sr]

Other

ℜ responsivity
exp (x) ex

loga (x) log to the base a of x
ln (x) natural log of x
log (x) standard log of x: log10 (x)
Σ summation
Π product
Δ finite difference
dx variation in x
dx total differential
∂x partial derivative of x
d(x) Dirac delta function of x
dij Kronecker delta
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SCATTEROMETERS

John C. Stover
The Scatter Works, Inc. 
Tucson, Arizona

1.1 GLOSSARY

 BRDF bidirectional refl ectance distribution function

 BTDF bidirectional transmittance distribution function

 BSDF bidirectional scatter distribution function

 f focal length

 L distance

 P power

 R length

 r radius

 TIS total integrated scatter

 q angle

 qN vignetting angle

 qspec specular angle

 l wavelength

 s rms roughness

 Ω solid angle

1.2 INTRODUCTION

In addition to being a serious source of noise, scatter reduces throughput, limits resolution, and 
has been the unexpected source of practical difficulties in many optical systems. On the other 
hand, its measurement has proved to be an extremely sensitive method of providing metrology 
information for components used in many diverse applications. Measured scatter is a good indica-
tor of surface quality and can be used to characterize surface roughness as well as locate and size 

1.3

1
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1.4  MEASUREMENTS

discrete defects. It is also used to measure the quality of optical coatings and bulk optical materials. 
This chapter reviews basic issues associated with scatter metrology and touches on various indus-
trial applications.

The pioneering scattering instrumentation1–32 work started in the 1960s and extended into the 
1990s. This early work (reviewed in 1995)11 resulted in commercially available lab scatterometers 
and written standards in SEMI and ASTM detailing measurement, calibration and reporting.33–36 
Understanding the measurements and the ability to repeat results and communicate them led to an 
expansion of industrial applications, scatterometry has become an increasingly valuable source of 
noncontact metrology in industries where surface inspection is important. For example, each month 
millions of silicon wafers (destined to be processed into computer chips) are inspected for point 
defects (pits and particles) with “particle scanners,” which are essentially just scatterometers. These 
rather amazing instruments (now costing more than $1 million each) map wafer defects smaller than 50 
nm and can distinguish between pits and particles. In recent years their manufacture has matured to 
the point where system specifications and calibration are now also standardized in SEMI.37–40 Scatter 
metrology is also found in industries as diverse as medicine, sheet metal production and even the 
measurement of appearance—where it has been noted that while beauty is in the eye of the beholder, 
what we see is scattered light. The polarization state of scatter signals has also been exploited25–28, 41–44 
and is providing additional product information. Many more transitions from lab scatterometer to 
industry application are expected. They depend on understanding the basic measurement concepts 
outlined in this chapter.

Although it sounds simple, the instrumentation required for these scatter measurements is fairly 
sophisticated. Scatter signals are generally small compared to the specular beam and can vary by sev-
eral orders of magnitude in just a few degrees. Complete characterization may require measurement 
over a large fraction of the sphere surrounding the scatter source. For many applications, a huge array 
of measurement decisions (incident angle, wavelength, source and receiver polarization, scan angles, 
etc.) faces the experimenter. The instrument may faithfully record a signal, but is it from the sample 
alone? Or, does it also include light from the instrument, the wall behind the instrument, and even 
the experimenter’s shirt? These are not easy questions to answer at nanowatt levels in the visible and 
get even harder in the infrared and ultraviolet. It is easy to generate scatter data—lots of it. Obtaining 
accurate values of appropriate measurements and communicating them requires knowledge of the 
instrumentation as well as insight into the problem being addressed.

In 1961, Bennett and Porteus1 reported measurement of signals obtained by integrating scatter 
over the reflective hemisphere. They defined a parameter called the total integrated scatter (TIS) as the 
integrated reflected scatter normalized by the total reflected light. Using a scalar diffraction theory 
result drawn from the radar literature,2 they related the TIS to the reflector root mean square (rms) 
roughness. By the mid-1970s, several scatterometers had been built at various university, government, 
and industry labs that were capable of measuring scatter as a function of angle; however, instrument 
operation and data manipulation were not always well automated.3–6 Scattered power per unit solid 
angle (sometimes normalized by the incident power) was usually measured. Analysis of scatter data to 
characterize sample surface roughness was the subject of many publications.7–11 Measurement com-
parison between laboratories was hampered by instrument differences, sample contamination, and 
confusion over what parameters should be compared. A derivation of what is commonly called BRDF 
(for bidirectional reflectance distribution function) was published by Nicodemus and coworkers in 
1970, but did not gain common acceptance as a way to quantify scatter measurements until after pub-
lication of their 1977 NBS monograph.12 With the advent of small powerful computers in the 1980s, 
instrumentation became more automated. Increased awareness of scatter problems and the sensitivity 
of many end-item instruments increased government funding for better instrumentation.13–14 As a 
result, instrumentation became available that could measure and analyze as many as 50 to 100 samples 
a day instead of just a handful. Scatterometers became commercially available and the number (and 
sophistication) of measurement facilities increased.15–17 Further instrumentation improvements will 
include more out-of-plane capability, extended wavelength control, and polarization control at both 
source and receiver. As of 2008 there are written standards for BRDF and TIS in ASTM and SEMI.33–36

This review gives basic definitions, instrument configurations, components, scatter specifications, 
measurement techniques, and briefly discusses calibration and error analysis.
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SCATTEROMETERS  1.5

1.3 DEFINITIONS AND SPECIFICATIONS

One of the difficulties encountered in comparing measurements made on early instruments was get-
ting participants to calculate the same quantities. There were problems of this nature as late as 1988 
in a measurement round-robin run at 633 nm.20 But, there are other reasons for reviewing these 
basic definitions before discussing instrumentation. The ability to write useful scatter specifications 
(i.e., the ability to make use of quantified scatter information) depends just as much on understand-
ing the defined quantity as it does on understanding the instrumentation and the specific scatter 
problem. In addition, definitions are often given in terms of mathematical abstractions that can only 
be approximated in the lab. This is the case for BRDF.

 BRDF
differential radiance

differential irradi
=

aance
≈ ≈

dP d

P

P

P
s

i s

s

i s

/

cos

/

cos

Ω Ω
θ θ

 (1)

BRDF has been strictly defined as the ratio of the sample differential radiance to the differential 
irradiance under the assumptions of a collimated beam with uniform cross section incident on an 
isotropic surface reflector (no bulk scatter allowed). Under these conditions, the third quantity in Eq. (1) 
is found, where power P in watts instead of intensity I in W/m2 has been used. The geometry is shown 
in Fig. 1. The value qs is the polar angle in the scatter direction measured from reflector normal and 
Ω is the differential solid angle (in steradians) through which dPs (watts) scatters when Pi (watts) is 
incident on the reflector. The cosine comes from the definition of radiance and may be viewed as a 
correction from the actual size of the scatter source to the apparent size (or projected area) as the 
viewer rotates away from surface normal.

The details of the derivation do not impact scatter instrumentation, but the initial assumptions 
and the form of the result do. When scattered light power is measured, it is through a finite diameter 
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FIGURE 1 Geometry for the definition of BRDF.
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1.6  MEASUREMENTS

aperture; as a result the calculation is for an average BRDF over the aperture. This is expressed in the 
final term of Eq. (1), where Ps is the measured power through the finite solid angle Ω defined by the 
receiver aperture and the distance to the scatter source. Thus, when the receiver aperture is swept 
through the scatter field to obtain angle dependence, the measured quantity is actually the convolu-
tion of the aperture over the differential BRDF. This does not cause serious distortion unless the scatter 
field has abrupt intensity changes, as it does near specular or near diffraction peaks associated with 
periodic surface structure. But there are even more serious problems between the strict definition of 
BRDF (as derived by Nicodemus) and practical measurements. There are no such things as uniform 
cross-section beams and isotropic samples that scatter only from surface structure. So, the third term 
of Eq. (1) is not exactly the differential radiance/irradiance ratio for the situations we create in the lab 
with our instruments. However, it makes perfect sense to measure normalized scattered power density 
as a function of direction [as defined in the fourth term of Eq. (1)] even though it cannot be exactly 
expressed in convenient radiometric terms.

A slightly less cumbersome definition (in terms of writing scatter specifications) is realized if 
the cosine term is dropped. This is referred to as “the cosine-corrected BRDF,” or sometimes, “the 
scatter function.” Its use has caused some of the confusion surrounding measurement differences 
found in scatter round robins. In accordance with the original definition, accepted practice, and 
BRDF Standards,33,36 the BRDF contains the cosine, as given in Eq. (1), and the cosine-corrected 
BRDF does not. It also makes sense to extend the definition to volume scatter sources and even make 
measurements on the transmissive side of the sample. The term BTDF (for bidirectional transmission 
distribution function) is used for transmissive scatter, and BSDF (bidirectional scatter distribution 
function) is all-inclusive.

The BSDF has units of inverse steradians and, unlike reflectance and transmission (which vary 
from 0.0 to 1.0), can take on very large values as well as very small values.1,21 For near-normal inci-
dence, a measurement made at the specular beam of a high reflectance mirror results in a BSDF value 
of approximately 1/Ω, which is generally a large number. Measured values at the specular direction 
on the order of 106 sr−1 are common for a HeNe laser source. For low-scatter measurements, large 
apertures are generally used and values fall to the noise equivalent BSDF (or NEBSDF). This level 
depends on incident power and polar angle (position) as well as aperture size and detector noise, and 
typically varies from 10−4 sr−1 to 10−10 sr−1. Thus, the measured BSDF can easily vary by over a dozen 
orders of magnitude in a given angle scan. This large variation results in challenges in instrumenta-
tion design as well as data storage, analysis, and presentation, and is another reason for problems with 
comparison measurements.

Instrument signature is the measured background scatter signal caused by the instrument and 
not the sample. It is caused by a combination of scatter created within the instrument and by the 
NEBSDF. Any instrument scatter that reaches the receiver field of view (FOV) will contribute to it. 
Common causes are scatter from source optics and the system beam dump. It is typically measured 
without a sample in place; however, careful attention has to be paid to the receiver FOV to ascertain 
that this is representative of the sample measurement situation. It is calculated as though the signal 
came from the sample (i.e., the receiver/sample solid angle is used) so that it can be compared to the 
measured sample BSDF. Near specular, the signal can be dominated by scatter (or diffraction) contri-
butions from the source, called instrument signature. At high scatter angles it can generally be limited 
to NEBSDF levels. Sample measurements are always a combination of desired signal and instrument 
signature. Reduction of instrument signature, especially near specular, is a prime consideration in 
instrument design and use.

BSDF specifications always require inclusion of incident angle, source wavelength, and polariza-
tion as well as observation angles, scatter levels, and sample orientation. Depending on the sample and 
the measurement, they may also require aperture information to account for convolution effects. 
Specifications for scatter instrumentation should include instrument signature limits and the required 
NEBSDF. Specifications for the NEBSDF must include the polar angle, the solid angle, and the inci-
dent power to be meaningful.

TIS measurements are made by integrating the BSDF over a majority of either the reflective or 
transmissive hemispheres surrounding the scatter source. This is usually done with instrumentation 
that gathers (integrates) the scattered light signal. The TIS can sometimes be calculated from BSDF 
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SCATTEROMETERS  1.7

data. If an isotropic sample is illuminated at near-normal incidence with circularly polarized light, 
data from a single measurement scan is enough to calculate a reasonably accurate TIS value for an 
entire hemisphere of scatter. The term “total integrated scatter” is a misnomer in that the integration 
is never actually “total,” as some scatter is never measured. Integration is commonly performed from 
a few degrees from specular to polar angles approaching 90° (approaching 1° to more than 45° in 
the SEMI Standard).34 Measurements can be made of either transmissive or reflective scatter. TIS is 
calculated by ratioing the integrated scatter to the reflected (or transmitted) power as shown below in 
Eq. (2). For optically smooth components, the scatter signal is small compared to the specular beam 
and is often ignored. For reflective scatter the conversion to rms roughness (s) under the assumption 
of an optically smooth, clean, reflective surface, via Davies’ scalar theory,2 is also given. This latter 
calculation does not require gaussian surface statistics (as originally assumed by Davies) or even sur-
face isotropy, but will work for other distributions, including gratings and machined optics.8,11 There 
are other issues (polarization and the assumption of mostly near specular scatter) that cause some 
error in this conversion. Comparison of TIS-generated roughness to profile-generated values is made 
difficult by a number of issues (bandwidth limits, one-dimensional profiling of a two-dimensional 
surface, etc.) that are beyond the scope of this section (see Ref. 11 for a complete discussion). One 
additional caution is that the literature and more than one stray radiation analysis program define 
TIS as scattered power normalized by incident power (which is essentially diffuse reflectance). This is 
a seriously incorrect distortion of TIS. Such a definition obviously cannot be related to surface rough-
ness, as a change in reflectance (but not roughness) will change the ratio.

 TIS
integrated scattered power

total reflect
=

eed power
≅

⎛
⎝⎜

⎞
⎠⎟

4
2

πσ
λ

 (2)

TIS is one of three ratios that may be formed from the incident power, the specular reflected (or 
transmitted) power, and the integrated scatter. The other two ratios are the diffuse reflectance (or 
transmittance) and the specular reflectance (or transmittance). Typically, all three ratios may be 
obtained from measurements taken in TIS or BSDF instruments. Calculation, or specification, of any 
of these quantities that involve integration of scatter, also requires that the integration limits be given, 
as well as the wavelength, angle of incidence, source polarization, and sample orientation.

1.4 INSTRUMENT CONFIGURATIONS AND 
COMPONENT DESCRIPTIONS

The scatterometer shown in Fig. 2 is representative of the most common instrument configuration 
in use. The source is fixed in position. The sample is rotated to the desired incident angle, and the 
receiver is rotated about the sample in the plane of incidence. Although dozens of instruments have 
been built following this general design, other configurations are in use. For example, the source 
and receiver may be fixed and the sample rotated so that the scatter pattern moves past the receiver. 
This is easier mechanically than moving the receiver at the end of an arm, but complicates analysis 
because the incident angle and the observation angle change simultaneously. Another combination 
is to fix the source and sample together, at constant incident angle, and rotate this unit (about the 
point of illumination on the sample) so that the scatter pattern moves past a fixed receiver. This has 
the advantage that a long receiver/sample distance can be used without motorizing a long (heavy) 
receiver arm. It has the disadvantage that heavy (or multiple) sources are difficult to deal with. Other 
configurations, with everything fixed, have been designed that employ several receivers to merely 
sample the BSDF and display a curve fit of the resulting data. This is an economical solution if the 
BSDF is relatively uniform without isolated diffraction peaks. Variations on this last combination 
are common in industry where the samples are moved through the beam (sometimes during the 
manufacturing process) and the scatter measured in one or more directions.
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1.8  MEASUREMENTS

Computer control of the measurement is essential to maximize versatility and minimize measure-
ment time. The software required to control the measurement plus display and analyze the data can 
expected to be a significant portion of total instrument development cost. The following paragraphs 
review typical design features (and issues) associated with the source, sample mount, and receiver 
components.

The source in Fig. 2 is formed by a laser beam that is chopped, spatially filtered, expanded, and 
finally brought to a focus on the receiver path. The beam is chopped to reduce both optical and 
electronic noise. This is accomplished through the use of lock-in detection in the electronics package 
which suppresses all signals except those at the chopping frequency. Low-noise, programmable gain 
electronics are essential to reducing NEBSDF. The reference detector is used to allow the computer 
to ratio out laser power fluctuations and, in some cases, to provide the necessary timing signal to the 
lock-in electronics. Polarizers, wave plates, and neutral density filters are also commonly placed prior 
to the spatial filter when required in the source optics. The spatial filter removes scatter from the laser 
beam and presents a point source which is imaged by the final focusing element to the detector zero 
position. Although a lens is shown in Fig. 2, the use of a mirror, which works over a larger range of 
wavelengths and generally scatters less light, is more common. For most systems the relatively large 
focal length of the final focusing element allows use of a spherical mirror and causes only minor 
aberration. Low-scatter spherical mirrors are easier to obtain than other conic sections. The incident 
beam is typically focused at the receiver to facilitate near specular measurement. Another option 
(a collimated beam at the receiver) is sometimes used and will be considered in the discussion on 
receivers. In either case, curved samples can be accommodated by adjusting the position of the spatial 
filter with respect to the final focusing optic. The spot size on the sample is obviously determined by 
elements of the system geometry and can be adjusted by changing the focal length of the first lens 
(often a microscope objective). The source region is completed by a shield that isolates stray laser light 
from the detector.

Lasers are convenient sources, but are not necessary. Broadband sources are often required to meet 
a particular application or to simulate the environment where a sample will be used. Monochromators 
and filters can be used to provide scatterometer sources of arbitrary wavelength.20 Noise floor with 
these tunable incoherent sources increases dramatically as the spectral bandpass is narrowed, but they 
have the advantage that the scatter pattern does not contain laser speckle.
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Motion
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Computer
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FIGURE 2 Components of a typical BSDF scatterometer.
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SCATTEROMETERS  1.9

The sample mount can be very simple or very complex. In principle, 6° of mechanical freedom 
are required to fully adjust the sample. Three translational degrees of freedom allow the sample 
area (or volume) of interest to be positioned at the detector rotation axis and illuminated by the 
source. Three rotational degrees of freedom allow the sample to be adjusted for angle of incidence, 
out-of-plane tilt, and rotation about sample normal. The order in which these stages are mounted 
affects the ease of use (and cost) of the sample holder. In practice, it often proves convenient to 
either eliminate, or occasionally duplicate, some of these degrees of freedom. Exact requirements for 
these stages differ depending on whether the sample is reflective or transmissive, as well as with size 
and shape. In addition, some of these axes may be motorized to allow the sample area to be raster-
scanned to automate sample alignment or to measure reference samples. The order in which these 
stages are mounted affects the ease of sample alignment. As a general rule, the scatter pattern is insensi-
tive to small changes in incident angle but very sensitive to small angular deviations from specular. 
Instrumentation should be configured to allow location of the specular reflection (or transmission) 
very accurately.

The receiver rotation stage should be motorized and under computer control so that the input 
aperture may be placed at any position on the observation circle (dotted line in Fig. 2). Data scans 
may be initiated at any location. Systems vary as to whether data points are taken with the receiver 
stopped or “on the fly.” The measurement software is less complicated if the receiver is stopped. Unlike 
many TIS systems, the detector is always approximately normal to the incoming scatter signal. In 
addition to the indicated axis of rotation, some mechanical freedom is required to ensure that the 
receiver is at the correct height and pointed (tilted) at the illuminated sample. Sensitivity, low noise, 
linearity, and dynamic range are the important issues in choosing a detector element and designing 
the receiver housing. In general, these requirements are better met with photovoltaic detectors than 
photoconductive detectors. Small area detectors reduce the NEBSDF.

Receiver designs vary, but changeable apertures, bandpass filters, polarizers, lenses, and field stops 
are often positioned in front of the detector element. Figure 3 shows two receiver configurations, one 
designed for use with a converging source and one with a collimated source. In Fig. 3a, the illumi-
nated sample spot is imaged on a field stop in front of the detector. This configuration is commonly 
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FIGURE 3 Receiver configurations: (a) converging source and (b) collimated source.
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1.10  MEASUREMENTS

used with the source light converging on the receiver path. The field stop determines the receiver FOV. 
The aperture at the front of the receiver determines the solid angle over which scatter is gathered. Any 
light entering this aperture that originates from within the FOV will reach the detector and become 
part of the signal. This includes instrument signature contributions scattered through small angles 
by the source optics. It will also include light scattered by the receiver lens so that it appears to come 
from the sample. The configuration in Fig. 3a can be used to obtain near specular measurements 
by bringing a small receiver aperture close to the focused specular beam. With this configuration, 
reducing the front aperture does not limit the FOV. The receiver in Fig. 3b is in better accordance 
with the strict definition of BRDF in that a collimated source can be used. An aperture is located one 
focal length behind a collecting lens (or mirror) in front of the detector. The intent is to measure 
bundles of nearly parallel rays scattered from the sample. The angular spread of rays allowed to pass 
to the detector defines the receiver solid angle, which is equal to the aperture size divided by the focal 
length of the lens. This ratio (not the front aperture/sample distance) determines the solid angle of 
this receiver configuration. The FOV is determined by the clear aperture of the lens, which must be 
kept larger than the illuminated spot on the sample. The Fig. 3b design is unsuitable for near specular 
measurement because the relatively broad collimated specular beam will scatter from the receiver lens 
for several degrees from specular. It is also limited in measuring large incident angle situations where 
the elongated spot may exceed the FOV. If the detector (and its stop) can be moved in relation to the 
lens, receivers can be adjusted from one configuration to the other. Away from the specular beam, in 
low instrument signature regions, there is no difference in the measured BSDF values between the two 
systems. Commercially available research scatterometers are available that measure both in and out of 
the incident plane and from the mid-IR to the near UV.

The two common methods of approaching TIS measurements are shown in Fig. 4. The first one, 
employed by Bennett and Porteus in their early instrument,1 uses a hemispherical mirror (or Coblentz 
sphere) to gather scattered light from the sample and image it onto a detector. The specular beam 
enters and leaves the hemisphere through a small circular hole. The diameter of that hole defines the 
near specular limit of the instrument. The reflected beam (not the incident beam) should be centered 
in the hole because the BSDF will be symmetrical about it. Alignment of the hemispherical mirror is 
critical in this approach. The second approach involves the use of an integrating sphere. A section of 
the sphere is viewed by a recessed detector. If the detector FOV is limited to a section of the sphere 
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FIGURE 4 TIS measurement with a (a) Coblentz sphere and (b) diffuse integrating sphere.
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SCATTEROMETERS  1.11

that is not directly illuminated by scatter from the sample, then the signal will be proportional to total 
scatter from the sample. Again, the reflected beam should be centered on the exit hole. The Coblentz 
Sphere method presents more signal to the detector; however, some of this signal is incident on the 
detector at very high angles. Thus, this approach tends to discriminate against high-angle scatter 
(which is often much smaller for many samples). The integrating sphere is easier to align, but has a 
lower signal-to-noise ratio (less signal on the detector) and is more difficult to build in the IR where 
uniform diffuse surfaces are harder to obtain. Even so, sophisticated integrating sphere systems have 
become commercially available that can measure down to 0.5 angstroms rms roughness. A common 
mistake with TIS measurements is to assume that for near-normal incidence, the orientation between 
source polarization and sample orientation is not an issue. TIS measurements made with a linearly 
polarized source on a grating at different orientations will quickly demonstrate this dependence.

TIS measurements can be made over very near specular ranges by utilizing a diffusely reflecting 
plate with a small hole in it. A converging beam is reflected off the sample and through the hole. 
Scatter is diffusely reflected from the plate to a receiver designed to uniformly view the plate. The 
reflected power is measured by moving the plate so the specular beam misses the hole. Measurements 
starting closer than 0.1° from specular can be made in this manner, and it is an excellent way to check 
incoming optics or freshly coated optics for low scatter.

1.5 INSTRUMENTATION ISSUES

Measurement of near specular scatter is often one of the hardest requirements to meet when design-
ing an instrument and has been addressed in several publications.21–23 The measured BSDF may 
be divided into two regions relative to the specular beam, as shown in Fig. 5. Outside the angle qN
from specular is a low-signature region where the source optics are not in the receiver FOV. Inside 
qN, at least some of the source optics scatter directly into the receiver and the signature increases 
rapidly until the receiver aperture reaches the edge of the specular beam. As the aperture moves 
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FIGURE 5 Near specular geometry and instrument signature.
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1.12  MEASUREMENTS

closer to specular center, the measurement is dominated by the aperture convolution of the specular 
beam, and there is no opportunity to measure scatter. The value qN is easily calculated (via a small-
angle approximation) using the instrument geometry and parameters identified in Fig. 5, where the 
receiver is shown at the qN position. The parameter F is the focal length of the sample.

 θN r r L r r R r F= + + + −( )/ ( )/ /MIR FOV FOV apt spot  (3)

It is easy to achieve values of qN below 10° and values as small as 1° can be realized with careful 
design. The offset angle from specular, qspec, at which the measurement is dominated by the specular 
beam, can be reduced to less than a tenth of a degree at visible wavelengths and is given by

 θ λ
spec

diff apt apt=
+

≈ +
r r

R D

r

R
3  (4)

Here, rdiff and rapt are the radius of the focused spot and the receiver aperture, respectively (see Fig. 5 
again). The value of rdiff can be estimated in terms of the diameter D of the focusing optic and its 
distance to the focused spot, R + L (estimated as 2.5R). The diffraction limit has been doubled in 
this estimate to allow for aberrations.

To take near specular measurements, both angles and the instrument signature need to be reduced. 
The natural reaction is to “increase R to increase angular resolution.” Although a lot of money has 
been spent doing this, it is an unnecessarily expensive approach. Angular resolution is achieved by 
reducing rapt and by taking small steps. The radius rapt can be made almost arbitrarily small so the 
economical way to reduce the rapt/R terms is by minimizing rapt—not by increasing R. A little thought 
about rFOV and rdiff reveals that they are both proportional to R, so nothing is gained in the near specular 
game by purchasing large-radius rotary stages.

The reason for building a large-radius scatterometer is to accommodate a large FOV. This is often 
driven by the need to take measurements at large incident angles or by the use of broadband sources, both 
of which create larger spots on the sample. When viewing normal to the sample, the FOV requirements 
can be stringent. Because the maximum FOV is proportional to detector diameter (and limited at some 
point by minimum receiver lens FN), increasing R is the only open-ended design parameter available. 
It should be sized to accommodate the smallest detector likely to be used in the system. This will probably 
be in the mid-IR where uniform high-detectivity photovoltaic detectors are more difficult to obtain. On 
the other hand, a larger detector diameter means increased electronic noise and a larger NEBSDF.

Scatter sources of instrument signature can be reduced by these techniques.

1. Use the lowest-scatter focusing element in the source that you can afford and learn how to keep 
it clean. This will probably be a spherical mirror.

2. Keep the source area as “black” as possible. This especially includes the sample side of the spatial 
filter pinhole which is conjugate with the receiver aperture. Use a black pinhole.

3. Employ a specular beam dump that rides with your receiver and additional beam dumps to cap-
ture sample reflected and transmitted beams when the receiver has left the near specular area. 
Use your instrument to measure the effectiveness of your beam dumps.26

4. Near specular scatter caused by dust in the air can be significantly reduced through the use of 
a filtered air supply over the specular beam path. A filtered air supply is essential for measuring 
optically smooth surfaces.

Away from specular, reduction of NEBSDF is the major factor in measuring low-scatter samples 
and increasing instrument quality. Measurement of visible scatter from a clean semiconductor wafer 
will take many instruments right down to instrument signature levels. Measurement of cross-polarized 
scatter requires a low NEBSDF for even high-scatter optics. For a given receiver solid angle, incident 
power, and scatter direction, the NEBSDF is limited by the noise equivalent power of the receiver (and 
associated electronics), once optical noise contributions are eliminated. The electronic contributions 
to NEBSDF are easily measured by simply covering the receiver aperture during a measurement. 
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SCATTEROMETERS  1.13

Because the resulting signal varies in a random manner, NEBSDF should be expressed as an rms 
value (roughly equal to one-third of the peak level). An absolute minimum measurable scatter signal 
(in watts) can be found from the product of three terms: the required signal-to-noise ratio, the system 
noise equivalent power (or NEP given in watts per square root hertz), and the square root of the noise 
bandwidth (BWn). The system NEP is often larger than the detector NEP and cannot be reduced 
below it. The detector NEP is a function of wavelength and increases with detector diameter. Typical 
detector NEP values (2-mm diameter) and wavelength ranges are shown as follows for several common 
detectors in Table 1. Notice that NEP tends to increase with wavelength. The noise bandwidth varies 
as the reciprocal of the sum of the system electronics time constant and the measurement integration 
time. Values of 0.1 to 10 Hz are commonly achieved. In addition to system NEP, the NEBSDF may 
be increased by contributions from stray source light, room lights, and noise in the reference signal. 
Table 1 also shows achievable rms NEBSDF values that can be realized at unity cosine, a receiver solid 
angle of 0.003 sr, 1-second integration, and the indicated incident powers. This column can be used as 
a rule of thumb in system design or to evaluate existing equipment. Simply adjust by the appropriate 
incident power, solid angle, and so on, to make the comparison. Adjusted values substantially higher 
than these indicate there is room for system improvement (don’t worry about differences as small as 
a factor of 2). Further reduction of the instrument signature under these geometry and power condi-
tions will require dramatically increased integration time (because of the square root dependence on 
noise bandwidth) and special attention to electronic dc offsets. Because the NEP tends to increase 
with wavelength, higher powers are needed in the mid-IR to reach the same NEBSDFs that can be 
realized in the visible. Because scatter from many sources tends to decrease at longer wavelengths, a 
knowledge of the instrument NEBSDF is especially critical in the mid-IR.

As a final configuration comment, the software package (both measurement and analysis) is crucial 
for an instrument that is going to be used for any length of time. Poor software will quickly cost work-
years of effort due to errors, increased measurement and analysis time, and lost business. Expect to 
expend 1 to 2 man-years with experienced programmers writing a good package—it is worth it.

1.6 MEASUREMENT ISSUES

Sample measurement should be preceded (and sometimes followed) by a measurement of the 
instrument signature. This is generally accomplished by removing the sample and measuring the 
apparent BSDF from the sample as a transmissive scan. This is not an exact measure of instrument 
noise during sample measurement, but if the resulting BSDF is multiplied by sample reflectance 
(or transmission) before comparison to sample data, it can define some hard limits over which 
the sample data cannot be trusted. The signature should also be compared to the NEBSDF value 
obtained with the receiver aperture blocked. Obtaining the instrument signature also presents an 
opportunity to measure the incident power, which is required for calculation of the BSDF. The ability 
to see the data displayed as it is taken is an extremely helpful feature when it comes to reducing instru-
ment signature and eliminating measurement setup errors.

TABLE 1 Comparison of Characteristics for Detectors Used at Different Wavelengths

Detector  NEP Wavelength Pi NEBSDF
(2 mm dia.) (W/Hz) (nm) (W) (sr−1)

PMT 10−15   633 0.005 10−10

Si 10−13   633 0.005 10−8

Ge 3 × 10−13  1,320 0.001 10−7

InSb 10−12∗  3,390 0.002 5 × 10−7

HgMgTe 10−11∗ 10,600 2.0 10−8

Pyro 10−8 10,600 2.0 10−5

∗Detector at 77 K.

Bass_v5ch01_p001-018.indd 1.13 9/17/09 7:44:34 PM

DO
 N

OT
 D

UP
LI

CA
TE



1.14  MEASUREMENTS

Angle scans, which have dominated the preceding discussion, are an obvious way to take measure-
ments. BSDF is also a function of position on the sample, source wavelength, and source polariza-
tion, and scans can also be taken at fixed angle (receiver position) as a function of these variables. 
Obviously, a huge amount of data is required to completely characterize scatter from a sample.

Raster scans are taken to measure sample uniformity or locate (map) discrete defects. A common 
method is to fix the receiver position and move the sample in its own x-y plane, recording the BSDF 
at each location. Faster approaches involve using multiple detectors (e.g., array cameras) with large 
area illumination, and scanning the source over the sample. Results can be presented using color maps 
or 3D isometric plots. Results can be further analyzed via histograms and various image-processing 
techniques.

There are three obvious choices for making wavelength scans. Filters (variable or discrete) can be 
employed at the source or receiver. A monochromator can be used as a source.20 Finally, there is some 
advantage to using a Fourier transforming infrared spectrometer (FTIR) as a source in the mid-IR.20 
Details of these techniques are beyond the scope of this discussion; however, a couple of generalities will 
be mentioned. Even though these measurements often involve relatively large bandwidths at a given 
wavelength (compared to a laser), the NEBSDF is often larger by a few orders because of the smaller 
incident power. Further, because the bandwidths change differently between the various source types 
given above, meaningful measurement comparisons between instruments are often difficult to make.

Polarization scans are often limited to SS, SP, PS, and PP (source/receiver) combinations. However, 
complete polarization dependence of the sample requires the measurement of the sample Mueller 
matrix. This is found by creating a set of Stokes vectors at the source and measuring the resulting 
Stokes vector in the desired scatter direction.10,11,25–28 This is an area of instrumentation development 
that is the subject of increasing attention.41–44

Speckle effects in the BSDF from a laser source can be eliminated in several ways. If a large receiver 
solid angle is used (generally several hundred speckles in size) there is not a problem. The sample can 
be rotated about its normal so that speckle is time averaged out of the measurement. This is still a 
problem when measuring very near the specular beam because sample rotation unavoidably moves 
the beam slightly during the measurement. In this case, the sample can be measured several times at 
slightly different orientations and the results averaged to form one speckle-free BSDF.

Scatter measurement in the retrodirection (back into the incident beam) has been of increasing 
interest in recent years and represents an interesting measurement challenge. Measurement requires 
the insertion of a beam splitter in the source. This also scatters light and, because it is closer to the 
receiver than the sample, dramatically raises the NEBSDF. Diffuse samples can be measured this way, 
but not much else. A clever (high tech) Doppler-shift technique, employing a moving sample, has been 
reported29 that allows separation of beam-splitter scatter from sample scatter and allows measurement 
of mirror scatter. A more economical (low tech) approach simply involves moving the source chopper 
to a location between the receiver and the sample.30 Beam-splitter scatter is now dc and goes unnoticed 
by the ac-sensitive receiver. Noise floor is now limited by scatter from the chopper which must be made 
from a low-scatter, specular, absorbing material. Noise floors as low as 3 × 10−8 sr−1 have been achieved.

1.7 INCIDENT POWER MEASUREMENT, SYSTEM 
CALIBRATION, AND ERROR ANALYSIS

Regardless of the type of BSDF measurement, the degree of confidence in the results is determined 
by instrument calibration, as well as by attention to the measurement limitations previously dis-
cussed. Scatter measurements have often been received with considerable skepticism. In part, this 
has been due to misunderstanding of the definition of BSDF and confusion about various measure-
ment subtleties, such as instrument signature or aperture convolution. However, quite often the 
measurements have been wrong and the skepticism is justified.

Instrument calibration is often confused with the measurement of Pi, which is why these topics 
are covered in the same section. To understand the source of this confusion, it is necessary to first 
consider the various quantities that need to be measured to calculate the BSDF. From Eq. (1), they 
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SCATTEROMETERS  1.15

are Ps, qs, Ω, and Pi. The first two require measurement over a wide range of values. In particular, 
Ps, which may vary over many orders of magnitude, is a problem. In fact, linearity of the receiver to 
obtain a correct value of Ps, is a key calibration issue. Notice that an absolute measurement of Ps is not 
required, as long as the Ps/Pi ratio is correctly evaluated. Pi and Ω generally take on only one (or just a 
few) discrete values during a data scan. The value of Ω is determined by system geometry. The value 
of Pi is generally measured in one of two convenient ways.11

The first technique, sometimes referred to as the absolute method makes use of the scatter detector 
(and sometimes a neutral density filter) to directly measure the power incident upon the sample. This 
method relies on receiver linearity (as does the overall calibration of BSDF) and on filter accuracy 
when one is used. The second technique, sometimes referred to as the reference method makes use 
of a known BSDF reference sample (usually a diffuse reflector and unfortunately often referred to 
as the “calibration sample”) to obtain the value of Pi. Scatter from the reference sample is measured 
and the result used to infer the value of Pi via Eq. (1). The PiΩ product may be evaluated this way. 
This method depends on knowing the absolute BSDF of the reference. Both techniques become more 
difficult in the mid-IR, where “known” neutral density filters and “known” reference samples are dif-
ficult to obtain. Reference sample uniformity in the mid-IR is often the critical issue and care must 
be exercised. Variations at 10.6 μm as large as 7:1 have been observed across the face of a diffuse gold 
reference “of known BRDF.” The choice of measurement methods is usually determined by whether 
it is more convenient to measure the BSDF of a reference or the total power Pi. Both are equally valid 
methods of obtaining Pi. However, neither method constitutes a system calibration, because calibration 
issues such as an error analysis and a linearity check over a wide range of scatter values are not addressed 
over the full range of BSDF angles and powers when Pi is measured (or calculated). The use of a refer-
ence sample is an excellent system check regardless of how Pi is obtained.

System linearity is a key part of system calibration. In order to measure linearity, the receiver transfer 
characteristic, signal out as a function of light in, must be found. This may be done through the use 
of a known set of neutral density filters or through the use of a comparison technique31 that makes 
use of two data scans—with and without a single filter. However, there are other calibration problems 
than just linearity. The following paragraph outlines an error analysis for BSDF systems.

Because the calculation of BSDF is very straightforward, the sources of error can be examined through 
a simple analysis11,32 under the assumption that the four defining parameters are independent.
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In similar fashion, each of these terms may be broken into the components that cause errors in it. 
When this is done, the total error may be found as a function of angle. Two high-error regions are 
identified. The first is the near specular region (inside 1°), where errors are dominated by the accuracy 
to which the receiver aperture can be located in the cross-section direction. Or, in other words, did 
the receiver scan exactly through the specular beam, or did it just miss it? The second relatively high 
error region is near the sample plane where cos qs approaches zero. In this region, a small error in 
angular position results in a large error in calculated BSDF. These errors are often seen in BSDF 
data as an abrupt increase in calculated BSDF in the grazing scatter direction, the result of division 
by a very small cosine into the signal gathered by a finite receiver aperture (and/or a dc offset voltage 
in the detector electronics). This is another example where use of the cosine-corrected BSDF makes 
more sense.

Accuracy is system dependent; however, at signal levels well above the NEBSDF, uncertainties less 
than ±10 percent can be obtained away from the near specular and grazing directions. With expensive 
electronics and careful error analysis, these inaccuracies can be reduced to the ±1 percent level.

Full calibration is not required on a daily basis. Sudden changes in instrument signature are an 
indication of possible calibration problems. Measurement of a reference sample that varies over several 
orders of magnitude is a good system check. It is prudent to take such a reference scan with data sets in 
case the validity of the data is questioned at a later time. A diffuse sample, with nearly constant BRDF, is 
a good reference choice for the measurement of Pi but a poor one for checking system calibration.
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1.16  MEASUREMENTS

1.8 SUMMARY

The art of scatter measurement has evolved to an established form of metrology within the optics 
industry. Because scatter measurements tend to be a little more complicated than many other optical 
metrology procedures, a number of key issues must be addressed to obtain useful information. 
System specifications and measurements need to be given in terms of accepted, well-defined (and 
understood) quantities (BSDF, TIS, etc.). All parameters associated with a measurement specifi-
cation need to be given (such as angle limits, receiver solid angles, noise floors, wavelength, etc.). 
Measurement of near specular scatter and/or low BSDF values are particularly difficult and require 
careful attention to instrument signature values; however, if the standardized procedures are 
followed, the result will be repeatable, accurate data.

TIS and BSDF are widely accepted throughout the industry and their measurement is defined by 
SEMI and ASTM standards. Scatter measurements are used routinely as a quality check on optical com-
ponents. BSDF specifications are now often used (as they should be) in place of scratch/dig or rms rough-
ness, when scatter is the issue. Conversion of surface scatter data to other useful formats, such as surface 
roughness statistics, is commonplace. The sophistication of the instrumentation (and analysis) applied to 
these problems is still increasing. Out-of-plane measurements and polarization-sensitive measurements 
are two areas that are experiencing rapid advances. Measurement of scatter outside the optics community 
is also increasing. Although the motivation for scatter measurement differs in industrial situations, the 
basic measurement and instrumentation issues encountered are essentially the ones described here.
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2.1 GLOSSARY

 Aba Einstein coeffi cient for spontaneous emission

 ao  Bohr radius

 Bif  Einstein coeffi cient between initial state |i〉 and fi nal state | f 〉
 e charge on the electron

 ED electric dipole term

 EDC Dirac Coulomb term

 Ehf hyperfi ne energy

 En  eigenvalues of quantum state n 

 EQ electric quadrupole term

 E(t) electric fi eld at time t

 E(w) electric fi eld at frequency w 

 ga  degeneracy of ground level

 gb  degeneracy of excited level

 gN  gyromagnetic ratio of nucleus

 h Planck’s constant

 HSO spin-orbit interaction Hamiltonian

 I  nuclear spin

 I(t)  emission intensity at time t 

 j  total angular momentum vector given by j l= ± 1
2

 li  orbital state

 m mass of the electron

 MD magnetic dipole term

 MN mass of nucleus N

 nw (T)  equilibrium number of photons in a blackbody cavity radiator at angular frequency 
w and temperature T

2.1

2
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2.2  MEASUREMENTS

 QED quantum electrodynamics

 Rnl(r) radial wavefunction

 R∞ Rydberg constant for an infi nitely heavy nucleus

 s spin quantum number with value 1
2

si electronic spin

 T absolute temperature

 Wab transition rate in absorption transition between states a and b

 Wba transition rate in emission transition from state b to state a

 Z charge on the nucleus

 α πε= e c2
04/ �  fi ne structure constant 

 Δω  natural linewidth of the transition

 ΔωD Doppler width of transition

 ε0 permittivity of free space

 ζ(r) spin-orbit parameter

 μB Bohr magneton

 ρ ω( ) energy density at frequency w
 τ R radiative lifetime

 w angular frequency

ωk mode k with angular frequency w 

 〈 〉f v i| |1  matrix element of perturbation V

2.2 INTRODUCTORY COMMENTS

The conceptual basis of optical spectroscopy and its relationship to the electronic structure of matter as 
presented in the chapter entitled ‘‘Optical Spectroscopy and Spectroscopic Lineshapes’’ in Vol. I, Chap. 10
of this Handbook. The chapter entitled ‘‘Optical Spectrometers’’ in Vol. I, Chap. 31 of this Handbook 
discusses the operating principles of optical spectrometers. This chapter illustrates the underlying 
themes of the earlier ones using the optical spectra of atoms, molecules, and solids as examples.

2.3 OPTICAL ABSORPTION MEASUREMENTS OF 
ENERGY LEVELS 

Atomic Energy Levels

The interest in spectroscopic measurements of the energy levels of atoms is associated with tests of 
quantum theory. Generally, the optical absorption and luminescence spectra of atoms reveal large 
numbers of sharp lines corresponding to transitions between the stationary states. The hydrogen 
atom has played a central role in atomic physics because of the accuracy with which relativistic and 
quantum electrodynamic shifts to the one-electron energies can be calculated and measured. Tests 
of quantum electrodynamics usually involve transitions between low-lying energy states (i.e., states 
with small principal quantum number). For the atomic states |a〉 and | ,b〉 the absorption and lumi-
nescence lines occur at exactly the same wavelength and both spectra have the same gaussian line-
shape. The 1s → 2p transitions on atomic hydrogen have played a particularly prominent role, espe-
cially since the development of sub-Doppler laser spectroscopy.1 Such techniques resulted in values 
of R∞

−= 10973731 43 1. ,m  36 52 1. m−  for the spin-orbit splitting in the n = 2 state and a Lamb shift of 
3 53. m 1−  in the n = 1 state. Accurate isotope shifts have been determined from hyperfine structure 
measurements on hydrogen, deuterium, and tritium.2
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SPECTROSCOPIC MEASUREMENTS  2.3

Helium is the simplest of the multielectron atoms, having the ground configuration (1s2). The 
energy levels of helium are grouped into singlet and triplet systems. The observed spectra arise within 
these systems (i.e., singlet-to-singlet and triplet-to-triplet); normally transitions between singlet and 
triplet levels are not observed. The lowest-lying levels are 11S, 23S, 21S, 23P, and 21P in order of increas-
ing energy. The 11S → 21S splitting is of order 20.60 eV and transitions between these levels are not 
excited by photons. Transitions involving the 21S and 23S levels, respectively, and higher-lying spin 
singlet and spin triplet states occur at optical wavelengths. Experimental work on atomic helium has 
emphasized the lower-lying triplet levels, which have long excited-state lifetimes and large quantum 
electrodynamic (QED) shifts.

As with hydrogen, the spectra of He atoms are inhomogeneously broadened by the Doppler effect. 
Precision measurements have been made using two-photon laser spectroscopy (e.g., 23S → n3S (n = 4 – 6) 
and n3D (n = 3 – 6), or laser saturation absorption spectroscopy (23S → 23P and 33P → 33D).3−6 The 
21S → 31P and two photon 21S → n1D (n = 3 – 7) spectra have been measured using dye lasers.7, 8 The
wide tune ranging of the Ti-sapphire laser and the capability for generating frequencies not easily 
accessible with dye lasers using frequency-generation techniques makes it an ideal laser to probe tran-
sitions starting on the 2S levels of He.9 Two examples are the two-photon transition 23S → 33S at 855 
nm and the 23S → 33P transition of 389 nm. The power of Doppler-free spectroscopy is shown to 
advantage in measurements of the 23S → 23P transition.10 Since both 3S and 3P are excited levels, the 
homogeneous width is determined by the sum of the reciprocal lifetimes of the two levels. Since 
both 23S and 23P levels are long-lived, the resulting homogeneous width is comparatively narrow. 
Figure 1a shows the Doppler-broadened profile of the 23S → 23P transition of 4He for which the 
FWHM is about 5.5 GHz. The inhomogeneously broadened line profile shown in Fig. 1a also shows 
three very weak ‘‘holes’’ corresponding to saturated absorption of the Ti-sapphire laser radiation used 
to carry out the experiment. These components correspond to the 23S1 → 33P2 and 23S1 → 33P1 tran-
sitions and their crossover resonance. The amplitude of the saturated signal is some 1–2 percent of 
the total absorption. The relativistic splittings including spin-orbit coupling of 3P0 – 3P1 and 3P1 – 3P2 
are 8.1 GHz and 658.8 MHz, respectively. Frequency modulation of the laser (see Vol. I, Chap. 31 of 
this Handbook) causes the ‘‘hole’’ to be detected as a first derivative of the absorption line, Fig. 1b. 
The observed FWHM of the Doppler-free signals was only 20 MHz. The uncertainty in the measured 
23S → 33P interval was two parts in 109 (i.e., 1.5 MHz), an improvement by a factor of 60 on earlier 
measurements. A comparison of the experimental results with recent calculations of the non-QED 
terms11 gives a value for the one-electron Lamb shift of –346.5 (2.8) MHz, where the uncertainty 
in the quoted magnitude is in parentheses. The theoretical value is –346.3 (13.9) MHz. Finally, the 
frequencies of the 23S1 → 33P1, 3

3P2 transitions were determined to be 25708.60959 (5) cm−1 and 
25708.58763 (5) cm−1, respectively.

The H− ion is another two-electron system, of some importance in astrophysics. It is the simplest 
quantum mechanical three-body species. Approximate quantum mechanical techniques give a wave 
function and energy eigenvalue which are exact, for all practical purposes. Experimentally, the optical 
absorption spectrum of H− is continuous, a property of importance in understanding the opacity of 
the sun. H− does not emit radiation in characteristic emission lines. Instead the system sheds its excess 
(absorbed) energy by ejecting one of the electrons. The radiant energy associated with the ejected 
electron consists of photons having a continuous energy distribution. Recent measurements with 
high-intensity pulsed lasers, counterpropagating through beams of 800-MeV H− ions, have produced 
spectacular ‘‘doubly excited states’’ of the He − ion. Such ions are traveling at 84 percent of the velocity 
of light and, in this situation, the visible laboratory photons are shifted into the vacuum ultraviolet 
region. At certain energies the H− ion is briefly excited into a system in which both electrons are 
excited prior to one of the electrons being ejected. Families of new resonances up to the energy level 
N = 8 have been observed.12 These resonances are observed as windows in the continuous absorption 
spectrum, at energies given by a remarkably simple relation reminescent of the Bohr equation for the 
Balmer series in hydrogen.13 The resonance line with the lowest energy in each family corresponds to 
both electrons at comparable distances from the proton.

These experiments on H− are but one facet of the increasingly sophisticated measurements 
designed to probe the interaction between radiation and matter driven by experiments in laser tech-
nology. ‘‘Quantum jump’’ experiments involving single ions in an electromagnetic trap have become 
almost commonplace. Chaos has also become a rapidly growing subfield of atomic spectroscopy.14 
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2.4  MEASUREMENTS

The particular conditions under which chaos may be observed in atomic physics include hydro-
genic atoms in strong homogeneous magnetic fields such that the cyclotron radius of the electron 
approaches the dimensions of the atomic orbitals. A more easily realizable situation using magnetic 
field strengths of only a few tesla uses highly excited orbitals close to the ionization threshold.
Iu et al.15 have reported the absorption spectrum of transitions from the 3s state of Li to bound and 
continuum states near the ionization limit in a magnetic field of approximately six tesla. There is a 
remarkable coincidence between calculations involving thousands of energy levels and experiments 
involving high-resolution laser spectroscopy.

Atomic processes play an important role in the energy balance of plasmas, whether they be created 
in the laboratory or in star systems. The analysis of atomic emission lines gives much information 
on the physical conditions operating in a plasma. In laser-produced plasmas, the densities of charged 
ions may be in the range 1020 – 1025 ions cm−3, depending on the pulse duration of the laser. The 
spectra of many-electron ions are complex and may have the appearance of an unresolved transition 
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FIGURE 1 (a) Inhomogeneously broadened line 
profile of the 23S → 23P absorption in 4He, including the 
weak ‘‘holes’’ due to saturated absorption and the position 
of the 23S → 23P2, 

3P1, and 3P0 components. (b) Doppler-free 
spectra showing the 23S → 23P2, 

3P1 transitions, and the 
associated crossover resonance. (After Adams, Riis, and 
Ferguson.10)
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SPECTROSCOPIC MEASUREMENTS  2.5

array between states belonging to specific initial and final configurations. Theoretical techniques have 
been developed to determine the average ionization state of the plasma from the observed optical 
spectrum. In many cases, the spectra are derived from ionic charge states in the nickel-like configu-
ration containing 28 bound electrons. In normal nickel, the outershell configuration is (3d8)(4s2), 
the 4s levels having filled before 3d because the electron-electron potentials are stronger than 
electron-nuclear potentials. However, in highly ionized systems, the additional electron-nuclear poten-
tial is sufficient to shift the configuration from (3d8)(4s2) to the closed shell configuration (3d10). The 
resulting spectrum is then much simpler than for atomic nickel. The Ni-like configuration has particu-
lar relevance in experiments to make x-ray lasers. For example, an analog series of collisionally pumped 
lasers using Ni-like ions has been developed, including a Ta45+ laser operating at 4.48 nm and a W46+ 

laser operating at 4.32 nm.16

Molecular Spectroscopy

The basic principles of gas-phase molecular spectroscopy were also discussed in ‘‘Optical Spectroscopy 
and Spectroscopic Lineshapes,” Vol. I, Chap. 10 of this Handbook. The spectra of even the sim-
plest molecules are complicated by the effects of vibrations and of rotations about an axis. This 
complexity is illustrated elsewhere in this Handbook in Fig. 8 of this chapter, which depicts a pho-
tographically recorded spectrum of the 2 3Π Σ→  bands of the diatomic molecule NO, which was 
interpreted in terms of progressions and line sequences associated with the P-, Q-, and R-branches. 
The advent of Fourier transform spectroscopy led to great improvements in resolution and greater 
efficiency in revealing all the fine details that characterize molecular spectra. Figure 2a is a Fourier-
transform infrared spectrum of nitrous oxide, N2O, which shows the band center at 2462 cm−1 
flanked by the R-branch and a portion of the P-branch; the density of lines in the P- and R-branch 
is evident. On an expanded scale, in Fig. 2b, there is a considerable simplification of the rotational-
vibrational structure at the high-energy portion of the P-branch. The weaker lines are the so-called 
‘‘hot bands.’’

More precise determinations of the transition frequencies in molecular physics are measured 
using Lamb dip spectroscopy. The spectrum shown in Fig. 3a is a portion of the laser Stark spectrum 
of methyl fluoride measured using electric fields in the range 20 to 25 KV cm−1 with the 9-μm P(18) 
line of the CO2 laser, which is close to the v3 band origin of CH3F.17 The spectrum in Fig. 3a consists 
of a set of ΔMJ = ± 1 transitions, brought into resonance at different values of the static electric 
field. Results from the alternative high-resolution technique using a supersonic molecular beam and 
bolometric detector are shown in Fig. 3b: this spectrum was obtained using CH3F in He mixture 
expanded through a 35-μm nozzle. The different MJ components of the Q(1, 0), Q(2, 1), and Q(3, 3) 
components of the Q-branch are shown to have very different intensities relative to those in Fig. 3a
on account of the lower measurement temperature.

There has been considerable interest in the interaction of intense laser beams with molecules. For 
example, when a diatomic molecule such as N2 or CO is excited by an intense (1015 W cm−2), ultrashort (0.6 ps) 
laser pulse, it multiply ionizes and then fragments as a consequence of Coulomb repulsion. The 
charge and kinetic energy of the resultant ions can be determined by time-of-flight (TOF) mass spec-
trometry. In this technique, the daughter ions of the ‘‘Coulomb explosion’’ drift to a cathode tube at
different times, depending on their weight. In traditional methods, the TOF spectrum is usually aver-
aged over many laser pulses to improve the signal-to-noise ratio. Such simple averaging procedures 
remove the possibility of correlations between particular charged fragments. This problem was over-
come by the covariance mapping technique developed by Frasinski and Codling.18 Experimentally, a 
linearly polarized laser pulse with E-vector pointing toward the detector is used to excite the mol-
ecules, which line up with their internuclear axis parallel to the E-field. Under Coulomb explosion, 
one fragment heads toward the detector and the other away from the detector. The application of a 
dc electric field directs the ‘‘backward’’ fragment ion to the detector, arriving at some short time after 
the forward fragment. This temporal separation of two fragments arriving at the detector permits 
the correlation between molecular fragments to be retained. In essence, the TOF spectrum, which 
plots molecular weight versus counts, is arranged both horizontally (forward ions) and vertically 
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2.6  MEASUREMENTS

(backward ions) on a two-dimensional graph. A coordinate point on a preliminary graph consists 
of two ions along with their counts during a single pulse. Coordinates from 104 pulses or so are then 
assembled in a final map. Each feature on the final map relates to a specific fragmentation channel, 
i.e., the pair of fragments and their parent molecule. The strength of the method is that it gives the 
probability for the creation and fragmentation of the particular parent ion. Covariance mapping 
experiments on N2 show that 610- and 305-nm pulses result in fragmentation processes that are pre-
dominantly charge-symmetric. In other words, the Coulomb explosion proceeds via the production 
of ions with the same charge.
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FIGURE 2 (a) P- and R-branches for the nitrous oxide molecule measured using Fourier-
transform infrared spectroscopy. The gas pressure was 0.5 torr and system resolution 0.006 cm−1, 
(b) on an expanded scale, the high-energy portion of the P-branch up to J″ = 15.
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SPECTROSCOPIC MEASUREMENTS  2.7

Optical Spectroscopy of Solids

One of the more fascinating aspects of the spectroscopy of electronic centers in condensed matter is 
the variety of lineshapes displayed by the many different systems. Those discussed in Vol. I, Chap. 10 
include Nd3+ in YAG (Fig. 6), O2

− in KBr (Fig. 11), Cr3+ in YAG (Fig. 12), and F centers in KBr (Fig. 13). 
The very sharp Nd3+ lines (Fig. 6) are zero-phonon lines, inhomogeneously broadened by strain. The 
abundance of sharp lines is characteristic of the spectra of trivalent rare-earth ions in ionic crystals. 
Typical low-temperature linewidths for Nd3+: YAG are 0.1–0.2 cm−1. There is particular interest in the 
spectroscopy of Nd3+ because of the efficient laser transitions from the 4F3/2 level into the 4IJ-manifold. 
The low-temperature luminescence transitions between 4F3,2 → 4I15/2, 

4I13/2, 
4I11/2, and 4I9/2 levels are 
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FIGURE 3 (a) Laser Stark absorption spectrum of methyl fluoride 
measured at 300 K using Lamb dip spectroscopy with a gas pressure of 
5 mTorr and (b) the improved resolution obtained using molecular-beam 
techniques with low-temperature bolometric detection and CH3F in He 
expanded through a 35-μm nozzle. (After Douketic and Gough.17)
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2.8  MEASUREMENTS

shown in Fig. 6: all are split by the effects of the crystalline electric field. Given the relative sharpness 
of these lines, it is evident that the Slater integrals F (k), spin-orbit coupling parameters ζ, and crystal 
field parameters, Bt

k , may be measured with considerable accuracy. The measured values of the F(k) and 
ζ vary little from one crystal to another.19 However, the crystal field parameters, Bt

k , depend strongly 
on the rare-earth ion-ligand-ion separation. Most of the 4f n ions have transitions which are the basis 
of solid-state lasers. Others such as Eu3+ and Tb3+ are important red-emitting and green-emitting 
phosphor ions, respectively.20 

Transition-metal ion spectra are quite different from those of the rare-earth ions. In both cases, 
the energy-level structure may be determined by solving the Hamiltonian

 H H H H Ho c= + ′ + +so  (1)

in which Ho is a sum of one-electron Hamiltonians including the central field of each ion, H′ is the 
interaction between electrons in the partially filled 3dn or 4f n orbitals, H so is the spin-orbit interac-
tion, and Hc is the interaction of the outer shell electrons with the crystal field. For rare-earth ions 
H′, Hso >> Hc, and the observed spectra very much reflect the free-ion electronic structure with small 
crystal field perturbations. The spectroscopy of the transition-metal ions is determined by the rela-
tive magnitudes of ′ >>H H Hc� so. ,19 21 The simplest of the transition-metal ions is Ti3+: in this 3d1 
configuration a single 3d electron resides outside the closed shells. In this situation, H′ = 0 and only 
the effect of Hc needs be considered (Fig. 4a). The Ti3+ ion tends to form octahedral complexes, where 
the 3d configuration is split into 2E and 2T2 states with energy separation 10Dq. In cation sites with 
weak, trigonally symmetric distortions, as in Al2O3 and Y3Al5O12, the lowest-lying state, 2T2, splits into 
2A1 and 2E states (using the C3v group symmetry labels). In oxides, the octahedral splitting is of order 
10Dq ≈ 20,000 cm−1 and the trigonal field splitting v � 700 1000− −1. Further splittings of the levels 
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FIGURE 4 Absorption and emission spectra of Ti3+ ions [(3d1) configuration] in Al2O3 measured at 
300 K.
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SPECTROSCOPIC MEASUREMENTS  2.9

occur because of spin-orbit coupling and the Jahn-Teller effect. The excited 2E state splits into 2A 
and E (from 2A1), and E and 2A (from 2E). The excited state splitting by a static Jahn-Teller effect is 
large, ~2000 to 2500 cm−1, and may be measured from the optical absorption spectrum. In contrast, 
ground-state splittings are quite small: a dynamic Jahn-Teller effect has been shown to strongly quench 
the spin-orbit coupling ζ and trigonal field splitting v parameters.22 In Ti3+: Al2O3 the optical absorption 
transition, 2T2 → 2E, measured at 300 K, Fig. 4b, consists of two broad overlapping bands separated by 
the Jahn-Teller splitting, the composite band having a peak at approximately 20,000 cm−1. Luminescence 
occurs only from the lower-lying excited state 2A, the emission band peak occurring at approximately 
14,000 cm−1. As Fig. 4 shows, both absorption and emission bands are broad because of strong electron-
phonon coupling. At low temperatures the spectra are characterized by weak zero-phonon lines, one in 
absorption due to transitions from the 2A ground state and three in emission corresponding to tran-
sitions in the E, and 2A levels of the electronic ground state.22, 23 These transitions are strongly polarized.

For ions with 3dn configuration it is usual to neglect Hc and Hso in Eq. (1), taking into account only 
the central ion terms and the Coulomb interaction between the 3d electrons. The resulting energies 
of the free-ion LS terms are expressed in terms of the Racah parameters A, B, and C. Because energy 
differences between states are measured in spectroscopy, only B and C are needed to categorize the 
free-ion levels. For pure d-functions, C/B = 4.0. The crystal field term Hc and Hso also are treated 
as perturbations. In many crystals, the transition-metal ions occupy octahedral or near-octahedral 
cation sites. The splittings of each free-ion level by an octahedral crystal field depend in a complex 
manner on B, C, and the crystal field strength Dq given by

 Dq
Ze r

a
=

⎛
⎝⎜

⎞
⎠⎟

〈 〉2

0

4

524
3

πε
d

 (2)

The parameters D and q always occur as a product. The energy levels of the 3dn transition-metal 
ions are usually represented on Tanabe-Sugano diagrams, which plot the energies E(Γ) of the elec-
tronic states as a function of the octahedral crystal field.19,21 The crystal field levels are classified by 
irreducible representations Γ of the octahedral group, Oh. The Tanabe-Sugano diagram for the 3d3 

configuration, shown in Fig. 5a, was constructed using a C/B ratio = 4.8: the vertical broken line 
drawn at Dq/B = 2.8 is appropriate for Cr3+ ions in ruby. If a particular value of C/B is assumed, only 
two variables, B and Dq, need to be considered: in the diagram E(Γ)/B is plotted as a function of Dq/B. 
The case of ruby, where the 2E level is below 4T2, is referred to as the strong field case. Other materials 
where this situation exists include YAlO3, Y3Al5O12 (YAG), and MgO. In many fluorides, Cr3+ ions 
occupy weak field sites, where E(4T2) < E(2E) and Dq/B is less than 2.2. When the value of Dq/B is close 
to 2.3, the intermediate  crystal field, the 4T2 and 2E states almost degenerate. The value of Dq/B at the 
level crossing between 4T2 and 2E depends slightly on the value of C.

The Tanabe-Sugano diagram represents the static lattice. In practice, electron-phonon coupling 
must be taken into account: the relative strengths of coupling to the states involved in transitions and 
the consequences may be inferred from Fig. 5a. Essentially ionic vibrations modulate the crystal field 
experienced by the central ion at the vibrational frequency. Large differences in slope of the E versus 
Dq graphs indicate large differences in coupling strengths and hence large homogeneous bandwidths. 
Hence, absorption and luminescence transitions from the 4A2 ground state to the 4T2 and 4T1 states 
will be broadband due to the large differences in coupling of the electronic energy to the vibrational 
energy. For the 4A2 → 2E, 2T1 transition, the homogeneous linewidth is hardly affected by lattice vibra-
tions, and sharp line spectra are observed.

The Cr3+ ion occupies a central position in the folklore of transition-metal ion spectroscopy, hav-
ing been studied by spectroscopists for over 150 years. An extensive survey of Cr3+ luminescence in 
many compounds was published as early as 1932.24 The Cr3+ ions have the outer shell configuration, 
3d3, and their absorption and luminescence spectra may be interpreted using Fig. 5. First, the effect of 
the octahedral crystal field is to remove the degeneracies of the free-ion states 4F and 2G. The ground 
term of the free ion, 4F3/2, is split by the crystal field into a ground-state orbital singlet, 4A2g, and two 
orbital triplets 4T2g and 4T1g, in order of increasing energy. Using the energy of the 4A2 ground state 
as the zero, for all values of Dq/B, the energies of the 4T2g and 4T1g states are seen to vary strongly as 
a function of the octahedral crystal field. In a similar vein, the 2G free-ion state splits into 2E, 2T1, 
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2.10  MEASUREMENTS

2T2, and 2A1 states, the two lowest of which, 2E and 2T1, vary very little with Dq. The energies E(2T2) 
and E(2A1) are also only weakly dependent on Dq/B . The free-ion term, 4P, which transforms as the 
irreducible representation 4T1 of the octahedral group is derived from (e2t2) configuration: this term 
is not split by the octahedral field although its energy is a rapidly increasing function of Dq/B. Low-
symmetry distortions lead to strongly polarized absorption and emission spectra.25

The s-polarized optical absorption and luminescence spectra of ruby are shown in Fig. 5b. The 
expected energy levels predicted from the Tanabe-Sugano diagram are seen to coincide with appropri-
ate features in the absorption spectrum. The most intense features are the vibronically broadened 
4A2 → 4T1, 

4T2 transitions. These transitions are broad and characterized by large values of the Huang-
Rhys factor ( ).S � 6 7− These absorptions occur in the blue and yellow-green regions, thereby accounting 
for the deep red color of ruby. Many other Cr3+-doped hosts have these bands in the blue and orange-
red regions, by virtue of smaller values of Dq/B; the colors of such materials (e.g., MgO, Gd3Sc2Ga3O12, 
LiSrAlF6, etc.) are different shades of green. The absorption transitions, 4A2 → 2E, 2T1, 

2T2 levels are spin-
forbidden and weakly coupled to the phonon spectrum (S < 0.5). The spectra from these transitions are 
dominated by sharp zero-phonon lines. However, the low-temperature photoluminescence spectrum 
of ruby is in marked contrast to the optical absorption spectrum since only the sharp zero-phonon line 
(R-line) due to the 2E → 4A2 transition being observed. Given the small energy separations between 
adjacent states of Cr3+, the higher excited levels decay nonradiatively to the lowest level, 2E, from which
photoluminescence occurs across a bandgap of approximately 15,000 cm−1. Accurate values of the 
parameters Dq, B, and C may be determined from these absorption data. First, the peak energy of the 
4A2 → 4T2 absorption band is equal to 10Dq. The energy shift between the 4A2 → 4T2, 

4T1 bands is depen-
dent on both Dq and B, and the energy separation between the two broad absorption bands is used to 
determine B. Finally, the position of the R-line varies with Dq, B, and C: in consequence, once Dq and B 
are known, the magnitude of C may be determined from the position of the 4A2 → 2E zero-phonon line.

E (103 cm–1)

30

30

50

70

0

10

10

1 2 3

20

s - Polarized
absorption

Luminescence

4A2

2G

4P

4F

Dq/B

E/B

(a) (b)

FIGURE 5 Tanabe-Sugano diagram for Cr3+ ions with C/B = 4.8, appropriate for ruby for which Dq/B = 
2.8. On the right of the figure are shown the optical absorption and photoluminescence spectrum of ruby mea-
sured at 300 K.
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SPECTROSCOPIC MEASUREMENTS  2.11

This discussion of the spectroscopy of the Cr3+ ion is easily extended to other multielectron 
configurations. The starting points are the Tanabe-Sugano diagrams collected in various texts.19,21 
Analogous series of elements occur in the fifth and sixth periods of the periodic table, respectively, 
where the 4dn (palladium) and 5dn (platinum) groups are being filled. Compared with electrons in 
the 3d shell, the 4d and 5d shell electrons are less tightly bound to the parent ion. In consequence, 
charge transfer transitions, in which an electron is transferred from the cation to the ligand ion (or 
vice versa), occur quite readily. The charge transfer transitions arise from the movement of electronic 
charge over a typical interatomic distance, thereby producing a large dipole moment and a concomi-
tant large oscillator strength for the absorption process. For the Fe-group ions (3dn configuration), 
such charge transfer effects result in the absorption of ultraviolet photons.

For example, the Fe3+ ion in MgO absorbs in a broad structureless band with peak at 220 nm and 
half-width of order 120 nm (i.e., 0.3 eV). The Cr2+ ion also absorbs by charge transfer process in this 
region. In contrast, the palladium and platinum groups have lower-lying charge transfer states. The 
resulting intense absorption bands in the visible spectrum may overlap spectra due to low-lying crys-
tal field transitions. Rare-earth ions also give rise to intense charge transfer bands in the ultraviolet 
region.

Various metal cations have been used as broadband visible region phosphors. For example, tran-
sitions between the 4f n and 4f (n−1) 5d levels of divalent rare-earth ions give rise to intense broad 
transitions which overlap many of the sharp 4f n transitions of the trivalent rare-earth ions. Of 
particular interest are Sm2+, Dy2+, Eu2+, and Tm2+. In Sm2+ (4f 6) broadband absorption transitions 
from the ground state 7F1 to the 4f 5 5d level may result in either broadband emission (from the 
vibronically relaxed 4f 5 5d level) or sharp line emission from 5D0 (4f 6) depending upon the host 
crystal. The 4f 5 5d level, being strongly coupled to the lattice, accounts for this variability. There is 
a similar material-by-material variation in the absorption and emission properties of the Eu2+ 

(4f 7 configuration), which has the 8S7/2 ground level. The next highest levels are derived from the 
4f 6 5d state, which is also strongly coupled to the lattice. This state is responsible for the varying 
emission colors of Eu2+ in different crystals, e.g., violet in Sr2P2O7, blue in BaAl12O19, green in 
SrAl2O4, and yellow in Ba2SiO5.

The heavy metal ions Tl+, In+, Ga+, Sn2+, and Pb2+ may be used as visible-region phosphors. These 
ions all have two electrons in the ground configuration ns2 and excited configurations (ns)(np). The 
lowest-lying excited states, in the limit of Russell Saunders coupling, are then 1S0(ns2), 3P0,1,2, and 
1P1 from (ns)/(np). The spectroscopy of Tl+ has been much studied especially in the alkali halides. 
Obviously 1S0 → 1P1 is the strongest absorption transition, occurring in the ultraviolet region. This is 
labeled as the C-band in Fig. 6. Next in order of observable intensity is the A-band, which is a spin-
forbidden absorption transition 1S0 → 3P1, in which the relatively large oscillator strength is borrowed 
from the 1P1 state by virtue of the strong spin-orbit interaction in these heavy metal ions. The B and 
D bands, respectively, are due to absorption transitions from 1S0 to the 3P2 and 3P0 states induced by 
vibronic mixing.26 A phenomenological theory26,27 quantitatively accounts for both absorption spectra 
and the triplet state emission spectra.28,29

The examples discussed so far have all concerned the spectra of ions localized in levels associated 
with the central fields of the nucleus and closed-shells of electrons. There are other situations which 
warrant serious attention. These include electron-excess centers in which the positive potential of an 
anion vacancy in an ionic crystal will trap one or more electrons. The simplest theory treats such a 
color center as a particle in a finite potential well.19,27 The simplest such center is the F-center in the 
alkali halides, which consist of one electron trapped in an anion vacancy. As we have already seen (e.g., 
Fig. 13 in ‘‘Optical Spectroscopy and Spectroscopic Lineshapes’’, Vol. I, Chap. 10 of this Handbook), 
such centers give rise to broadbands in both absorption and emission, covering much of the vis-
ible and near-infrared regions for alkali halides. F-aggregate centers, consisting of multiple vacancies 
arranged in specific crystallographic relationships with respect to one another, have also been much 
studied. They may be positive, neutral, or negative in charge relative to the lattice depending upon the 
number of electrons trapped by the vacancy aggregate.30 

Multiquantum wells (MQWs) and strained-layer superlattices (SLSs) in semiconductors are yet 
another type of finite-well potential. In such structures, alternate layers of two different semiconduc-
tors are grown on top of each other so that the bandgap varies in one dimension with the periodicity 
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2.12  MEASUREMENTS

of the epitaxial layers. A modified Kronig-Penney model is often used to determine the energy eigenvalues
of electrons and holes in the conduction and valence bands, respectively, of the narrower gap mate-
rial. Allowed optical transitions between valence band and conduction band are then subject to the 
selection rule Δn = 0, where n = 0, 1, 2, etc. The example given in Fig. 7 is for SLSs in the II–VI family 
of semiconductors ZnS/ZnSe.31 The samples were grown by metalo-organic vapor phase epitaxy32
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FIGURE 6 Ultraviolet absorption spectrum of Tl+ ions in KCl 
measured at 77 K. (After Delbecq et al.26)
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of ZnS/ZnSe measured at 14 K. (After Fang et al.31)
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SPECTROSCOPIC MEASUREMENTS  2.13

with a superlattice periodicity of 6 to 8 nm while varying the thickness of the narrow gap material 
(ZnSe) between 0.8 and 7.6 nm. The splitting between the two sharp features occurs because the 
valence band states are split into ‘‘light holes’’ (lh) and ‘‘heavy holes’’ (hh) by spin-orbit interaction. 
The absorption transitions then correspond to transitions from the n = 1 lh- and hh-levels in the 
valence band to the n = 1 electron states in the conduction band. Higher-energy absorption transi-
tions are also observed. After absorption, electrons rapidly relax down to the n = 1 level from which 
emission takes place down to the n = 1, lh-level in the valence band, giving rise to a single emission 
line at low temperature.

2.4 THE HOMOGENEOUS LINESHAPE OF SPECTRA

Atomic Spectra 

The homogeneous widths of atomic spectra are determined by the uncertainty principle, and 
hence by the radiative decaytime, τ R (as discussed in Vol. I, Chap. 10, ‘‘Optical Spectroscopy and 
Spectroscopic Lineshapes’’). Indeed, the so-called natural or homogeneous width of Δω , is given 
by the Einstein coefficient for spontaneous emission, Aba R= −( ) .τ 1 The homogeneously broadened 
line has a Lorentzian lineshape with FWHM given by ( ) .τ R

−1 In gas-phase spectroscopy, atomic 
spectra are also broadened by the Doppler effect: random motion of atoms broadens the lines 
in-homogeneously leading to a guassian-shaped line with FWHM proportional to (T/M)−1/2, where 
T is the absolute temperature and M the atomic mass. Saturated laser absorption or optical hole-
burning techniques are among the methods which recover the true homogeneous width of an optical 
transition. Experimental aspects of these types of measurement were discussed in this Handbook 
in Vol. I, Chap. 31, ‘‘Optical Spectroscopy,’’ and examples of Doppler-free spectra (Figs. 1 and 3, 
Vol. I, Chap. 10) were discussed in terms of the fundamental tests of the quantum and relativistic 
structure of the energy levels of atomic hydrogen. Similar measurements were also discussed for the 
case of He (Fig. 1) and in molecular spectroscopy (Fig. 3). In such examples, the observed lineshape is 
very close to a true Lorentzian, typical of a lifetime-broadened optical transition.

Zero-Phonon Lines in Solids 

Optical hole burning (OHB) reduces the effects of inhomogeneous broadening in solid-state spectra. 
For rare-earth ions, the homogeneous width amounts to some 0.1–1.0 MHz, the inhomogeneous 
widths being determined mainly by strain in the crystal. Similarly, improved resolution is afforded 
by fluorescence line narrowing (FLN) in the R-line of Cr3+ (Vol. I, Chap. 10, Fig. 12). However, 
although the half-width measured using OHB is the true homogeneous width, the observed FLN 
half-width, at least in resonant FLN, is a convolution of the laser width and twice the homogeneous 
width of the transition.33 In solid-state spectroscopy, the underlying philosophy of OHB and FLN 
experiments may be somewhat different from that in atomic and molecular physics. In the latter 
cases, there is an intention to relate theory to experiment at a rather sophisticated level. In solids, 
such high-resolution techniques are used to probe a range of other dynamic processes than the 
natural decay rate. For example, hole-burning may be induced by photochemical processes as well 
as by intrinsic lifetime processes.34,35 Such photochemical hole-burning processes have potential in 
optical information storage systems. OHB and FLN may also be used to study distortions in the 
neighborhood of defects. Figure 8 is an example of Stark spectroscopy and OHB on a zero-phonon 
line at 607 nm in irradiated NaF.34 This line had been attributed to an aggregate of four F-centers in 
nearest-neighbor anion sites in the rocksalt-structured lattice on the basis of the polarized absorp-
tion/emission measurements. The homogeneous width in zero electric field was only 21 MHz in 
comparison with the inhomogeneous width of 3 GHz. Interpretation of these results is inconsistent 
with the four-defect model. 
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2.14  MEASUREMENTS

The FLN technique may also be used to measure the effects of phonon-induced relaxation processes 
and isotope shifts. Isotope and thermal shifts have been reported for Cr : Al O3+

2 3
36 and Nd :LaCl .3+

3
37 

The example given in Fig. 9 shows both the splitting in the ground 4A2 state of Cr3+ in ruby and the 
shift between lines due to the Cr(50), Cr(52), Cr(53), and Cr(54) isotopes. The measured differential 
isotope shift of 0.12 cm−1 is very close to the theoretical estimate.19 Superhyperfine effects by the 
100 percent abundant Al isotope with I = 5/2 also contribute to the homogeneous width of the FLN 
spectrum of Cr3+ in Al2O3 (Fig. 12 in Vol. I, Chap. 10).36 Furthermore, in antiferromagnetic oxides 
such as GdAlO3, Gd3Ga5O12, and Gd3Sc2Ga3O12, spin-spin coupling between the Cr3+ ions (S = 3/2) 
and nearest-neighbor Gd3+ ions (S = 3/2) contributes as much to the zero-phonon R-linewidth as 
inhomogeneous broadening by strain.38 

Configurational Relaxation in Solids

In the case of the broadband 4T2 → 4A2 transition of Cr3+ in YAG (Fig. 12 in Vol. I, Chap. 10) and 
MgO (Fig. 6), the application of OHB and FLN techniques produce no such narrowing because the 
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SPECTROSCOPIC MEASUREMENTS  2.15

vibronic sideband is the homogeneously broadened shape determined by the phonon lifetime 
rather than the radiative lifetime. It is noteworthy that the vibronic sideband emission of Cr3+ 
ions in orthorhombic sites in MgO, Fig. 10, shows very little structure. In this case, the Huang-
Rhys factor S � 6, i.e, the strong coupling case, where the multiphonon sidebands tend to lose their 
separate identities to give a smooth bandshape on the lower-energy side of the peak. By way of 
contrast, the emission sideband of the R-line transition of Cr3+ ions in octahedral sites in MgO is 
very similar in shape to the known density of one-phonon vibrational modes of MgO39 (Fig. 11), 
although there is a difference in the precise positions of the peaks, because the Cr3+ ion modi-
fies the lattice vibrations in its neighborhood relative to those of the perfect crystal. Furthermore, 
there is little evidence in Fig. 11 of higher-order sidebands which justifies treating the MgO R-line
process in the weak coupling limit. The absence of such sidebands suggests that S < 1, as the discus-
sion in ‘‘Optical Spectroscopy and Spectroscopic Lineshapes’’ (Vol. I, Chap. 10 of this Handbook) 
showed. That the relative intensities of the zero-phonon line and broadband, which should be 
about e−s, is in the ratio 1:4 shows that the sideband is induced by odd parity phonons. In this 
case it is partially electric-dipole in character, whereas the zero-phonon line is magnetic-dipole in 
character.19 

There has been much research on bandshapes of Cr3+-doped spectra in many solids. This is also 
the situation for F-centers and related defects in the alkali halides. Here, conventional optical spec-
troscopy has sometimes been supplemented by laser Raman and sub-picosecond relaxation spec-
troscopies to give deep insights into the dynamics of the optical pumping cycle. The F-center in the 
alkali halides is a halide vacancy that traps an electron. The states of such a center are reminiscent 
of a particle in a finite potential well19 and strong electron-phonon coupling. Huang-Rhys factors in 
the range S = 15 − 40 lead to broad, structureless absorption/luminescence bands with large Stokes 

400

Excitation

Emission

In
te

n
si

ty
 (

a.
u

.)

750 800 850

600

(a) [011]

(b) [011]

(c)

Wavelength (nm)

800
–

FIGURE 10 Polarized emission of the 4T2 → 4A2 band from Cr3+ ions in 
orthorhombic sites in MgO. Shown also, (c) is the excitation spectrum appropriate 
to (a). (After Yamaga et al. 48)
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FIGURE 11 A comparison of (a) the vibrational sideband 
accompanying the 2E → 4A2 R-line of Cr3+: MgO with (b) the 
density of phonon modes in MgO as measured by Peckham 
et al.,39 using neutron scattering. (After Henderson and Imbusch.19)

shifts (see Fig. 13 in Vol. I, Chap. 10). Raman-scattering measurements on F-centers in NaCl and KCl 
(Fig. 23 in Vol. I, Chap. 31), showed that the first-order scattering is predominantly due to defect-
induced local modes.40

The FA-center is a simple variant on the F-center in which one of the six nearest cation neighbors of the 
F-center is replaced by an alkali impurity.41 In KCl the K+ may be replaced by Na+ or Li+. For the case 
of the Na+ substituent, the FA(Na) center has tetragonal symmetry about a 〈 〉100  crystal axis, whereas in 
the case of Li+ an off-axis relaxation in the excited state leads to interesting polarized absorption/emission 
characteristics.19,41 The most dramatic effect is the enormous Stokes shift between absorption and 
emission bands, of order 13,000 cm−1, which has been used to advantage in color center lasers.42,43 For 
FA (Li) centers, configurational relaxation has been probed using picosecond relaxation and Raman-
scattering measurements. Mollenauer et al.44 used the experimental system shown in Fig. 10 in Vol. I, 
Chap. 31 to carry out measurements of the configurational relaxation time of FA(Li) centers in KCl. 
During deexcitation many phonons are excited in the localized modes coupled to the electronic states 
which must be dissipated into the continuum of lattice modes. Measurement of the relaxation time 
constitutes a probe of possible phonon damping. A mode-locked dye laser producing pulses of 0.7-ps 
duration at 612 nm was used both to pump the center in the FA2-absorption band and to provide the 
timing beam. Such pumping leads to optical gain in the luminescence band and prepares the centers in 
their relaxed state. The probe beam, collinear with the pump beam, is generated by a CW FA(Li)-center 
laser operating at 2.62 μm. The probe beam and gated pulses from the dye laser are mixed in a non-
linear optical crystal (lithium iodate). A filter allows only the sum frequency at 496 nm to be detected. 
The photomultiplier tube then measures the rise in intensity of the probe beam which signals the 
appearance of gain where the FA(Li)-centers have reached the relaxed excited state. The pump beam is 
chopped at low frequency to permit phase-sensitive detection. The temporal evolution of FA(Li)-center 
gains (Fig. 12a and b) was measured by varying the time delay between pump and gating pulses. In 
this figure, the solid line is the instantaneous response of the system, whereas in b the dashed line is the 
instantaneous response convolved with a 1.0-ps rise time.

Measurements of the temperature dependence of the relaxation times of FA(Li)-centers in potas-
sium chloride (Fig. 12c) show that the process is very fast, typically of order 10 ps at 4 K. Furthermore, 
configurational relaxation is a multiphonon process which involves mainly the creation of some 
20 low-energy phonons of energy E hcP/ .� 47 1cm−  That only about  ( ) .20 47 8066 0 1× =/ eV eV deposited 
into the 47 cm−1 mode, whereas 1.6 eV of optical energy is lost to the overall relaxation process, indicates 
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SPECTROSCOPIC MEASUREMENTS  2.17

that other higher-energy modes of vibrations must be involved.44 This problem is resolved by Raman-
scattering experiments. For FA(Li)-centers in potassium chloride, three sharp Raman-active local modes 
were observed with energies of 47 cm−1, 216 cm−1, and 266 cm−1, for the 7Li isotope.45 These results and 
later polarized absorption/luminescence studies indicated that the Li+ ion lies in an off-center position 
in a 〈 〉110  crystal direction relative to the z  axis of the FA center. Detailed polarized Raman spectroscopy 
resonant and nonresonant with the FA-center absorption bands are shown in Fig. 13.46 These spectra 
show that under resonant excitation in the FA1 absorption band, each of the three lines due to the sharp 
localized modes is present in the spectrum. The polarization dependence confirms that the 266 cm−1 

mode is due to Li+ ion motion in the mirror plane and parallel to the defect axis. The 216 cm−1 mode is 
stronger under nonresonant excitation, reflecting the off-axis vibrations of the Li+ ion vibrating in the 
mirror plane perpendicular to the z axis. On the other hand, the low-frequency mode is an amplified 
band mode of the center which hardly involves the motion of the Li+ ion.
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FIGURE 12 (a) Temporal evolution of gain in the FA(Li) center emission 
in picosecond pulse probe measurements; (b) the temperature-dependence of 
the gain process; and (c) temperature dependence of the relaxation time. (After 
Mollenauer et al. 44)
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FIGURE 13 Raman spectra of FA (Li) centers in potas-
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with the FA1 band; and (c) λ = 676 4. nm is nonresonant. (After 
Joosen et al.44)
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FIGURE 14 Polarized optical absorption 
spectrum of a ruby Cr : Al O3+

2 3 crystal containing 
2 1018× Cr3+ ions cm−3 measured at 77 K.

2.5 ABSORPTION, PHOTOLUMINESCENCE, AND 
RADIATIVE DECAY MEASUREMENTS 

The philosophy of solid-state spectroscopy is subtly different from that of atomic and molecular 
spectroscopies. It is often required not only to determine the nature of the absorbing/emitting spe-
cies but also the symmetry and structure of the local environment. Also involved is the interaction 
of the electronic center with other neighboring ions, which leads to lineshape effects as well as time-
dependent phenomena. The consequence is that a combination of optical spectroscopic techniques 
may be used in concert. This general approach to optical spectroscopy of condensed matter phe-
nomena is illustrated by reference to the case of Al2O3 and MgO doped with Cr3+.

Absorption and Photoluminescence of 
Cr3+ in Al2O3 and MgO

The absorption and luminescence spectra may be interpreted using the Tanabe-Sugano diagram shown 
in Fig. 5, as discussed previously. Generally, the optical absorption spectrum of Cr3+: Al2O3 (Fig. 14) 
is dominated by broadband transitions from the 4A2 → 4T2 and 4A2 → 4T1. The crystal used in this 
measurement contained some 1018 Cr3+ ions cm−3. Since the absorption coefficient at the peak of the
4A2 → 4T2 band is only 2 cm−1, it is evident from Eq. (6) in Chap. 31, ‘‘Optical Spectrometers,’’ in Vol. I, 
that the cross section at the band peak is σ o ≅ × −5 10 19 2cm . The spin-forbidden absorption transi-
tions 4A2 → 2E, 2T1 are just distinguished as weak absorptions ( ~ )σ o 1021cm2  on the long-wavelength 
side of the 4A2 → 4T2 band. This analysis strictly applies to the case of octahedral symmetry. Since 
the cation site in ruby is distorted from perfect octahedral symmetry, there are additional electrostatic 
energy terms associated with this reduced symmetry. One result of this distortion, as illustrated in 
Fig. 14, is that the absorption and emission spectra are no longer optically isotropic. By measuring the 
peak shifts of the 4A2 → 4T2 and 4A2 → 4T1 absorption transitions between π and s senses of polarization, 
the trigonal field splittings of the 4T2 and 4T1 levels may be determined.25
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2.20  MEASUREMENTS

The Cr3+ ion enters the MgO substitutionally for the Mg2+ ion. The charge imbalance requires that 
for every two impurity ions there must be one cation vacancy. At low-impurity concentrations, charge-
compensating vacancies are mostly remote from the Cr3+ ions. However, some 10 to 20 percent of the 
vacancies occupy sites close to individual Cr3+ ions, thereby reducing the local symmetry from octahe-
dral to tetragonal or orthorhombic.19 The optical absorption spectrum of Cr3+ : MgO is also dominated 
by broadband 4A2 → 4T2, 

4T1 transitions; in this case, there are overlapping contributions from Cr3+ 
ions in three different sites. There are substantial differences between the luminescence spectra of Cr3+ 
in the three different sites in MgO (Fig. 15), these overlapping spectra being determined by the order-
ing of the 4T2 and 2E excited states. For strong crystal fields, Dq/B > 2.5, 2E lies lowest and nonradiative 
decay from 4T1 and 4T2 levels to 2E results in very strong emission in the sharp R-lines, with rather 
weaker vibronic sidebands. This is the situation from Cr3+ ions in octahedral and tetragonal sites in 
MgO.19 The 2E → 4A2 luminescence transition is both spin- and parity-forbidden (see Vol. I, Chap. 10) 
and this is signaled by relatively long radiative lifetimes—11.3 ms for octahedral sites and 8.5 ms for 
tetragonal sites at 77 K. This behavior is in contrast to that of Cr3+ in orthorhombic sites, for which the 
4T2 level lies below the 2E level. The stronger electron-phonon coupling for the 4T2 → 4A2 transition at 
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FIGURE 15 Photoluminescence spectra of Cr3+ : MgO using techniques 
of phase-sensitive detection. In (a) the most intense features are sharp R-lines 
near 698 to 705 nm due to Cr3+ ions at sites with octahedral and tetragonal 
symmetry;  a weak broadband with peak at 740 nm is due to Cr3+ ions in sites 
of orthorhombic symmetry. By adjusting the phase-shift control on the lock-in 
amplifier (Fig. 4 in Vol. I, Chap. 31), the relative intensities of the three compo-
nents may be adjusted as in parts (b) and (c).
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orthorhombic sites leads to a broadband luminescence with peak at 790 nm. Since this is a spin-allowed 
transition, the radiative lifetime is much shorter—only 35 μs.47 

As noted previously the decay time of the luminescence signals from Cr3+ ions in octahedral 
and tetragonal symmetry are quite similar, and good separation of the associated R-lines using the 
phase-nulling technique are then difficult. However, as Fig. 15 shows, good separation of these signals 
from the 4T2 → 4A2 broadband is very good. This follows from the applications of Eqs. (8) through 
(12) in Vol. I, Chap. 31. For Cr3+ ions in cubic sites, the long lifetime corresponds to a signal phase 
angle of 2°: the R-line intensity can be suppressed by adjusting the detector phase angle to (90° + 2°). 
In contrast, the Cr3+ ions in orthorhombic sites give rise to a phase angle of 85°: this signal is reduced 
to zero when φD = ° + °( ).90 85

Excitation Spectroscopy

The precise positions of the 4A2 → 4T2, 
4T1 absorption peaks corresponding to the sharp lines and broad-

bands in Fig. 15 may be determined by excitation spectroscopy (see Vol. I, Chap. 31). An example of the 
application of this technique is given in Fig. 10, which shows the emission band of the 4T2 → 4A2 transition 
at centers with orthorhombic symmetry, Figs. 10a and b, and its excitation spectrum, Fig. 10c.47 The latter 
was measured by setting the wavelength of the detection spectrometer at l = 790 nm, i.e., the emission 
band peak, and scattering the excitation monochromator over the wavelength range 350 to 750 nm of the 
Xe lamp. Figure 10 gives an indication of the power of excitation spectroscopy in uncovering absorption 
bands not normally detectable under the much stronger absorptions from cubic and tetragonal centers. 
Another example is given in Fig. 16—in this case, of recombining excitons in the smaller gap material 
(GaAs) in GaAs/AlGaAs quantum wells. In this case, the exciton luminescence peak energy, hvx, is given by

 hv E E E Ex G e h b= + + +1 1  (3)

where EG is the bandgap of GaAs, E1e and E1h are the n = 1 state energies of electrons (e) and holes 
(h) in conduction and valence bands, respectively, and Eb is the electron-hole binding energy. Optical 
transitions involving electrons and holes in these structures are subject to the Δn = 0 selection rule. 
In consequence, there is a range of different absorption transitions at energies above the bandgap. 
Due to the rapid relaxation of energy in levels with n > 1, the recombination luminescence occurs 
between the n = 1 electron and hole levels only, in this case at 782 nm. The excitation spectrum in 
which this luminescence is detected and excitation wavelength varied at wavelengths shorter than 
782 nm reveals the presence of absorption transitions above the bandgap. The first absorption tran-
sition shown is the 1lh → 1e transition, which occurs at slightly longer wavelength than the 1hh → 
1e transition. The light hole (lh)-heavy hole (hh) splitting is caused by spin-orbit splitting and strain 
in these epilayer structures. Other, weaker transitions are also discernible at higher photon energies.

Polarization Spectroscopy

The discussions on optical selection rules, in Vol. 1, Chaps. 10 and 31, showed that when a well-defined 
axis is presented, the strength of optical transitions may depend strongly on polarization. In atomic 
physics the physical axis is provided by an applied magnetic field (Zeeman effect) or an applied elec-
tric field (Stark effect). Polarization effects in solid-state spectroscopy may be used to give information 
about the site symmetry of optically active centers. The optical properties of octahedral crystals are 
normally isotropic. In this situation, the local symmetry of the center must be lower than octahedral 
so that advantage may be taken of the polarization-sensitivity of the selection rules. Several possibilities 
exist in noncubic crystals. If the local symmetry of all centers in the crystal point in the same direction, 
then the crystal as a whole displays an axis of symmetry. Sapphire (Al2O3) is an example, in which the 
Al3+ ions occupy trigonally distorted octahedral sites. In consequence, the optical absorption and lumi-
nescence spectra of ions in this crystal are naturally polarized. The observed p- and s-polarized absorp-
tion spectra of ruby shown in Fig. 14 are in general agreement with the calculated selection rules,25 
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2.22  MEASUREMENTS

although there are undoubtedly vibronic processes contributing to these broadband intensities.47 The 
other important ingredient in the spectroscopy of the Cr3+ ions in orthorhombic symmetry sites in 
MgO is that the absorption and luminescence spectra are strongly polarized. It is then quite instruc-
tive to indicate how the techniques of polarized absorption/luminescence help to determine the sym-
metry axes of the dipole transitions. The polarization of the 4T2 → 4A2 emission transition in Fig. 10 
is clear. In measurements employing the ‘‘straight-through’’ geometry, Henry et al.47 reported the ori-
entation intensity patterns shown in Fig. 17 for the broadband spectrum. A formal calculation of the 
selection rules and the orientation dependence of the intensities shows that the intensity at angle q is 
given by

 I A A E E constant( ) ( )( ) sinθ θ π
π σ π σ= − − +

⎛
⎝⎜

⎞
⎠⎟ +2

4
 (4)

where A and E refer to the absorbed and emitted intensities for p- and s-polarizations.48 The results 
in Fig. 17 are consistent with the dipoles being aligned along 〈 〉110  directions of the octahedral MgO 
lattice. This is in accord with the model of the structure of the Cr3+ ions in orthorhombic symmetry, 
which locates the vacancy in the nearest neighbor cation site relative to the Cr3+ ion along a 〈 〉110  
direction.
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T = 4.2 K

FIGURE 16 Luminescence spectrum and excitation 
spectrum of multiple quantum wells in GaAs/AlGaAs sam-
ples measured at 6 K. (P. Dawson, 1986 private communica-
tion to the author.)
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SPECTROSCOPIC MEASUREMENTS  2.23

Zeeman Spectroscopy

The Zeeman effect is the splitting of optical lines by a static magnetic field due to the removal of 
the spin degeneracy of levels involved in the optical transitions. In many situations the splittings 
are not much larger than the optical linewidth of zero-phonon lines and much less than the width 
of vibronically broadened bands. The technique of optically detected magnetic resonance (ODMR) 
is then used to measure the Zeeman splittings. As we have already shown, ODMR also has the com-
bined ability to link inextricably, an excited-state ESR spectrum with an absorption band and a 
luminescence band. The spectrum shown in Fig. 16 in Vol. I, Chap. 31 is an example of this unique 
power, which has been used in such diverse situations as color centers, transition-metal ions, rare-
earth ions, phosphor- and laser-active ions (e.g., Ga+, Tl°), as well as donor-acceptor and exciton 
recombination in semiconductors.19 We now illustrate the relationship of the selection rules and 
polarization properties of the triplet-singlet transitions.

The F-center in calcium oxide consists of two electrons trapped in the Coulomb field of a negative-
ion vacancy. The ground state is a spin singlet, 1A1g, from which electric dipole absorption transitions are 
allowed into a 1T1u state derived from the (1s2p ) configuration. Such 1A1g → 1T1u transitions are signi-
fied by a strong optical absorption band centered at a wavelength λ � 400 nm (Vol. I, Chap. 31, Fig. 16). 
Dexcitation of this 1T1u state does not proceed via 1T1u → 1A1g luminescence. Instead, there is an efficient 
nonradiative decay from 1T1u into the triplet 3T1u state also derived from the (1s2p) configuration.49 The 
spin-forbidden 3T1u → 1A1g transition gives rise to a striking orange fluorescence, which occurs with a 
radiative lifetime τ R = 3 4. ms at 4.2 K. The ODMR spectrum of the F-center and its absorption and 
emission spectral dependences are depicted in Fig. 16 in Vol. I, Chap. 31, other details are shown in Fig. 18. 
With the magnetic field at some general orientation in the (100) plane there are six lines. From the varia-
tion of the resonant fields with the orientation of the magnetic field in the crystal, Edel et al. (1972)50 
identified the spectrum with the S = 1 state of tetragonally distorted F-center. The measured orientation 
dependence gives g g|| .≈ =⊥ 1 999 D T= 60 5. .m

Figure 18 shows the selection rules for emission of circularly polarized light by S = 1 states in 
axial crystal fields. We denote the populations of the Ms = ±0 1,  levels as N0 and N±1. The low-field 
ESR line, corresponding to the M Ms s= → = +0 1 transition, should be observed as an increase in 
σ+-light because N N0 1> +  and ESR transitions enhance the Ms = ± 1 level. However, the high-field 
line is observed as a change in intensity of σ−-light. If spin-lattice relaxation is efficient (i.e., T R1 < τ ),
then the spin states are in thermal equilibrium, N N0 1< − , ESR transitions depopulate the |Ms = − 〉1  
level. Thus, the high-field ODMR line is seen as a decrease in the F-center in these crystals (viz., that 
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FIGURE 17 The polarization characteristics of the 
luminescence spectrum of Cr3+ ions in orthorhombic sites 
in Cr3+: MgO. (After Henry et al.47)
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2.24  MEASUREMENTS

for the lowest 3T1 state, D is positive and the spin states are in thermal equilibrium). It is worth not-
ing that since the | M Ms s= 〉→ = ± 〉0 1  ESR transitions occur at different values of the magnetic field, 
ODMR may be detected simply as a change in the emission intensity at resonance; it is not necessary 
to measure specifically the sense of polarization of the emitted light. The experimental data clearly 
establish the tetragonal symmetry of the F-center in calcuim oxide: the tetragonal distortion occurs 
in the excited 3T1u state due to vibronic coupling to modes of Eg symmetry resulting in a static Jahn-
Teller effect.50
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3.1 GLOSSARY

 c speed of light

 Cn
2 atmospheric turbulence strength parameter

 D beam diameter

 F hypergeometric function

 g(n) optical absorption lineshape function

 H height above sea level

 h Planck’s constant

 I Irradiance (intensity) of optical beam (W/m2)

 k optical wave number

 K turbulent wave number

 L propagation path length

 L0 outer scale size of atmospheric turbulence

 l0 inner scale size of atmospheric turbulence

 N density or concentration of molecules

 p(I) probability density function of irradiance fl uctuations

 Pv Planck radiation function

 R gas constant

3.3

3
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3.4  ATMOSPHERIC OPTICS

 S molecular absorption line intensity
 T temperature
 v wind speed
 b backscatter coeffi cient of the atmosphere
 gp pressure-broadened half-width of absorption line
 k optical attenuation
 l wavelength
 n optical frequency (wave numbers)
 r0 phase coherence length
 σ l

2 variance of irradiance fl uctuations
 sR Rayleigh scattering cross section

3.2 INTRODUCTION

Atmospheric optics involves the transmission, absorption, emission, refraction, and reflection of 
light by the atmosphere and is probably one of the most widely observed of all optical phenomena.1–5 
The atmosphere interacts with light due to the composition of the atmosphere, which under normal 
conditions, consists of a variety of different molecular species and small particles like aerosols, water 
droplets, and ice particles. This interaction of the atmosphere with light is observed to produce a 
wide variety of optical phenomena including the blue color of the sky, the red sunset, the optical 
absorption of specific wavelengths due to atmospheric molecules, the twinkling of stars at night, 
the greenish tint sometimes observed during a severe storm due to the high density of particles in 
the atmosphere, and is critical in determining the balance between incoming sunlight and outgoing 
infrared (IR) radiation and thus influencing the earth’s climate.

One of the most basic optical phenomena of the atmosphere is the absorption of light. This absorp-
tion process can be depicted as in Fig. 1 which shows the transmission spectrum of the atmosphere as 

FIGURE 1 Transmittance through the earth’s atmosphere as a function of wavelength taken with low spec-
tral resolution (path length 1800 m). (From Measures, Ref. 5.)

Bass_v5ch03_p001-052.indd 3.4 9/24/09 10:12:38 AM

DO
 N

OT
 D

UP
LI

CA
TE



ATMOSPHERIC OPTICS  3.5

a function of wavelength.5 The transmission of the atmosphere is highly dependent upon the wave-
length of the spectral radiation, and, as will be covered later in this chapter, upon the composition and 
specific optical properties of the constituents in the atmosphere. The prominent spectral features in 
the transmission spectrum in Fig. 1 are primarily due to absorption bands and individual absorption 
lines of the molecular gases in the atmosphere, while a portion of the slowly varying background 
transmission is due to aerosol extinction and continuum absorption.

This chapter presents a tutorial overview of some of the basic optical properties of the atmo-
sphere, with an emphasis on those properties associated with optical propagation and transmission 
of light through the earth’s atmosphere. The physical phenomena of optical absorption, scattering, 
emission, and refractive properties of the atmosphere will be covered for optical wavelengths from 
the ultraviolet (UV) to the far-infrared. The primary focus of this chapter is on linear optical 
properties associated with the transmission of light through the atmosphere. Historically, the 
study of atmospheric optics has centered on the radiance transfer function of the atmosphere, 
and the linear transmission spectrum and blackbody emission spectrum of the atmosphere. This 
emphasis was due to the large body of research associated with passive, electro-optical sensors 
which primarily use the transmission of ambient optical light or light from selected emission 
sources. During the past few decades, however, the use of lasers has added a new dimension to the 
study of atmospheric optics. In this case, not only is one interested in the transmission of light 
through the atmosphere, but also information regarding the optical properties of the backscat-
tered optical radiation.

In this chapter, the standard linear optical interactions of an optical or laser beam with the atmo-
sphere will be covered, with an emphasis placed on linear absorption and scattering interactions. It 
should be mentioned that the first edition of the OSA Handbook of Optics chapter on “Atmospheric 
Optics” had considerable nomographs and computational charts to aid the user in numerically cal-
culating the transmission of the atmosphere.2 Because of the present availability of a wide range of 
spectral databases and computer programs (such as the HITRAN Spectroscopy Database, LOWTRAN, 
MODTRAN, and FASCODE atmospheric transmission computer programs) that model and calculate 
the transmission of light through the atmosphere, these nomographs, while still useful, are not as vital. 
As a result, the emphasis on this edition of the “Atmospheric Optics” chapter is on the basic theory 
of the optical interactions, how this theory is used to model the optics of the atmosphere, the use of 
available computer programs and databases to calculate the optical properties of the atmosphere, and 
examples of instruments and meteorological phenomena related to optical or visual remote sensing 
of the atmosphere.

The overall organization of this chapter begins with a description of the natural, homogeneous 
atmosphere and the representation of its physical and chemical composition as a function of altitude. 
A brief survey is then made of the major linear optical interactions that can occur between a propa-
gating optical beam and the naturally occurring constituents in the atmosphere. The next section 
covers several major computational programs (HITRAN, LOWTRAN, MODTRAN, and FASCODE) 
and U.S. Standard Atmospheric Models which are used to compute the optical transmission, scatter-
ing, and absorption properties of the atmosphere. The next major technical section presents an over-
view of the influence of atmospheric refractive turbulence on the statistical propagation of an optical 
beam or wavefront through the atmosphere. Finally, the last few sections of the chapter include a 
brief introduction to some optical and laser remote sensing experiments of the atmosphere, a brief 
introduction to the visually important field of meteorological optics, and references to the critical 
influence of atmospheric optics on global climate change.

It should be noted that the material contained within this chapter has been compiled from several 
recent overview/summary publications on the optical transmission and atmospheric composition 
of the atmosphere, as well as from a large number of technical reports and journal publications. 
These major overview references are (1) Atmospheric Radiation, (2) the previous edition of the OSA
Handbook of Optics (chapter on “Optical Properties of the Atmosphere”), (3) Handbook of Geophysics 
and the Space Environment (chapter on “Optical and Infrared Properties of the Atmosphere”), (4) The
Infrared Handbook, and (5) Laser Remote Sensing.1–5 The interested reader is directed toward these 
comprehensive treatments as well as to the listed references therein for detailed information concern-
ing the topics covered in this brief overview of atmospheric optics.
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3.6  ATMOSPHERIC OPTICS

3.3 PHYSICAL AND CHEMICAL COMPOSITION 
OF THE STANDARD ATMOSPHERE

The atmosphere is a fluid composed of gases and particles whose physical and chemical properties 
vary as a function of time, altitude, and geographical location. Although these properties can be 
highly dependent upon local and regional conditions, many of the optical properties of the atmo-
sphere can be described to an adequate level by looking at the composition of what one normally 
calls a standard atmosphere. This section will describe the background, homogeneous standard com-
position of the atmosphere. This will serve as a basis for the determination of the quantitative inter-
action of the molecular gases and particles in the atmosphere with a propagating optical wavefront.

Molecular Gas Concentration, Pressure, and Temperature

The majority of the atmosphere is composed of lightweight molecular gases. Table 1 lists the major gases 
and trace species of the terrestrial atmosphere, and their approximate concentration (volume fraction) 
at standard room temperature (296 K), altitude at sea level, and total pressure of 1 atm.6 The major opti-
cally active molecular constituents of the atmosphere are N2, O2, H2O, and CO2, with a secondary group-
ing of CH4, N2O, CO, and O3. The other species in the table are present in the atmosphere at trace-level 
concentrations (ppb, down to less than ppt by volume); however, the concentration may be increased by 
many orders of magnitude due to local emission sources of these gases.

The temperature of the atmosphere varies both with seasonal changes and altitude. Figure 2 
shows the average temperature profile of the atmosphere as a function of altitude presented for the 
U.S. Standard Atmosphere.7–9 The temperature decreases significantly with altitude until the level of 
the stratosphere is reached where the temperature profile has an inflection point. The U.S. Standard 
Atmosphere is one of six basic atmospheric models developed by the U.S. government; these different 
models furnish a good representation of the different atmospheric conditions which are often encoun-
tered. Figure 3 shows the temperature profile for the six atmospheric models.7–9

The pressure of the atmosphere decreases with altitude due to the gravitational pull of the earth 
and the hydrostatic equilibrium pressure of the atmospheric fluid. This is indicated in Fig. 4 which 
shows the total pressure of the atmosphere in millibars (1013 mb = 1 atm = 760 torr) as a function 
of altitude for the different atmospheric models.7–9 The fractional or partial pressure of most of the 
major gases (N2, O2, CO2, N2O, CO, and CH4) follows this profile and these gases are considered 
uniformly mixed. However, the concentration of water vapor is very temperature-dependent due to 
freezing and is not uniformly mixed in the atmosphere. Figure 5a shows the density of water vapor 
as a function of altitude; the units of density are in molecules/cm3 and are related to 1 atm by the 
appropriate value of Loschmidts number (the number of molecules in 1 cm3 of air) at a temperature 
of 296 K, which is 2.479 × 1019 molecules/cm3.7–9

The partial pressure of ozone (O3) also varies significantly with altitude because it is generated 
in the upper altitudes and near ground level by solar radiation, and is in chemical equilibrium with 
other gases in the atmosphere which themselves vary with altitude and time of day. Figure 5b shows 
the typical concentration of ozone as a function of altitude.7–9 The ozone concentration peaks at 
an altitude of approximately 20 km and is one of the principle molecular optical absorbers in the 
atmosphere at that altitude. Further details of these atmospheric models under different atmospheric 
conditions are contained within the listed references and the reader is encouraged to consult these 
references for more detailed information.3,7–9

Aerosols, Water Droplets, and Ice Particles

The atmospheric propagation of optical radiation is influenced by particulate matter suspended in 
the air such as aerosols (e.g., dust, haze) and water (e.g., ice or liquid cloud droplets, precipitation). 
Figure 6 shows the basic characteristics of particles in the atmosphere as a function of altitude,3 and 
Fig. 7 indicates the approximate size of common atmospheric particles.5
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Aerosols in the boundary layer (surface to 1 to 2 km altitude) are locally emitted, wind-driven par-
ticulates, and have the greatest variability in composition and concentration. Over land, the aerosols 
are mostly soil particles, dust, and organic particles from vegetation. Over the oceans, they are mostly 
sea salt particles. At times, however, long-range global winds are capable of transporting land particu-
lates vast distances across the oceans or continents, especially those particulates associated with dust 
storms or large biomass fires, so that substantial mixing of the different particulate types may occur.

TABLE 1 List of Molecular Gases and Their Typical Concentration 
(Volume Fraction) for the Ambient U.S. Standard Atmosphere

Molecule Concentration (Volume Fraction)

N2 0.781
O2 0.209
H2O 0.0775 (variable)
CO2 3.3 × 10−4 (higher now: 
  3.9 × 10−4, or 390 ppm)
A (argon) 0.0093
CH4 1.7 × 10−6

N2O 3.2 × 10−7

CO 1.5 × 10−7

O3 2.66 × 10−8 (variable)
H2CO 2.4 × 10−9

C2H6 2 × 10−9

HCl 1 × 10−9

CH3Cl 7 × 10−10

OCS 6 × 10−10

C2H2 3 × 10−10

SO2 3 × 10−10

NO 3 × 10−10

H2O2 2 × 10−10

HCN 1.7 × 10−10

HNO3 5 × 10−11

NH3 5 × 10−11

NO2 2.3 × 10−11

HOCl 7.7 × 10−12

HI 3 × 10−12

HBr 1.7 × 10−12

OH 4.4 × 10−14

HF 1 × 10−14

ClO 1 × 10−14

HCOOH 1 × 10−14

COF2 1 × 10−14

SF6 1 × 10−14

H2S 1 × 10−14

PH3 1 × 10−20

HO2 Trace
O (atom) Trace
ClONO2 Trace
NO+ Trace
HOBr Trace
C2H4 Trace
CH3OH Trace
CH3Br Trace
CH3CN Trace
CF4 Trace

Note: The trace species have concentrations less than 1 × 10−9, with a value 
that is variable and often dependent upon local emission sources.
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3.8  ATMOSPHERIC OPTICS

FIGURE 2 Temperature-height profile for U.S. Standard 
Atmosphere (0 to 86 km).
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FIGURE 3 Temperature vs. altitude for the six model 
atmospheres: tropical (TROP), midlatitude summer (MS), 
midlatitude winter (MW), subarctic summer (SS), subarctic 
winter (SW), and U.S. standard (US STD).
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FIGURE 4 Pressure vs. altitude for the six model atmospheres.
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FIGURE 5 (a) Water vapor profile of several models and (b) ozone profile for several models; the U.S. standard 
model shown is the 1962 model.

In the troposphere above the boundary layer, the composition is less dependent upon local sur-
face conditions and a more uniform, global distribution is observed. The aerosols observed in the 
troposphere are mostly due to the coagulation of gaseous compounds and fine dust. Above the tro-
posphere, in the region of the stratosphere from 10 to 30 km, the background aerosols are mostly 
sulfate particles and are uniformly mixed globally. However, the concentration can be perturbed by 
several orders of magnitude due to the injection of dust and SO2 by volcanic activity, such as the 
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3.10  ATMOSPHERIC OPTICS

recent eruption of Mt. Pinatubo.10 Such increases in the aerosol concentration may persist for several 
years and significantly impact the global temperature of the earth.

Several models have been developed for the number density and size distribution of aerosols in 
the atmosphere.7–9 Figures 8 and 9 show two aerosol distribution models appropriate for the rural 
environment and maritime environment, as a function of relative humidity;7–9 the humidity influ-
ences the size distribution of the aerosol particles and their growth characteristics. The greatest number 
density (particles/cm3) occurs near a size of 0.01 μm but a significant number of aerosols are still 
present even at the larger sizes near 1 to 2 μm. Finally, the optical characteristics of the aerosols 
can also be dependent upon water vapor concentration, with changes in surface, size, and growth 

FIGURE 7 Representative diameters of common atmospheric particles. (From 
Measures, Ref. 5.)
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FIGURE 6 Physical characteristics of atmospheric 
aerosols.
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characteristics of the aerosols sometimes observed to be dependent upon the relative humidity. Such 
humidity changes can also influence the concentration of some pollutant gases (if these gases have 
been absorbed onto the surface of the aerosol particles).7–9

3.4 FUNDAMENTAL THEORY OF INTERACTION 
OF LIGHT WITH THE ATMOSPHERE

The propagation of light through the atmosphere depends upon several optical interaction phenom-
ena and the physical composition of the atmosphere. In this section, we consider some of the basic 
interactions involved in the transmission, absorption, emission, and scattering of light as it passes 
through the atmosphere. Although all of these interactions can be described as part of an overall 
radiative transfer process, it is common to separate the interactions into distinct optical phenomena 
of molecular absorption, Rayleigh scattering, Mie or aerosol scattering, and molecular emission. Each 
of these basic phenomena is discussed in this section following a brief outline of the fundamental 
equations for the transmission of light in the atmosphere centered on the Beer-Lambert law.1,2

The linear transmission (or absorption) of monochromatic light by species in the atmosphere 
may be expressed approximately by the Beer-Lambert law as

 I t x I t e
N x t dx

x

( , , ) ( , , )
( ) ( , )λ λ κ λ′ ′ ′= −∫0 0  (1)
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FIGURE 9 Aerosol number density distribution (cm−3 μm−1) 
for the maritime model at different relative humidities with total 
particle concentrations fixed at 4000 cm−3.
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FIGURE 8 Aerosol number density distribution (cm−3 μm −1) 
for the rural model at different relative humidities with total particle 
concentrations fixed at 15,000 cm−3.
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3.12  ATMOSPHERIC OPTICS

where I(l, t′, x) is the intensity of the optical beam after passing through a path length of x, k(l) is 
the optical attenuation or extinction coefficient of the species per unit of species density and length, 
and N(x, t) is the spatial and temporal distribution of the species density that is producing the 
absorption; l is the wavelength of the monochromatic light, and the parameter time t′ is inserted to 
remind one of the potential propagation delay. Equation (1) contains the term N(x, t) which explic-
itly indicates the spatial and temporal variability of the concentration of the attenuating species 
since in many experimental cases such variability may be a dominant feature.

It is common to write the attenuation coefficient in terms of coefficients that can describe the dif-
ferent phenomena that can cause the extinction of the optical beam. The most dominant interactions 
in the natural atmosphere are those due to Rayleigh (elastic) scattering, linear absorption, and Mie 
(aerosol/particulate) scattering; elastic means that the scattered light does not change in wavelength 
from that which was transmitted while inelastic infers a shift in the wavelength. In this case, one can 
write k (l) as

 k(l) = ka(l) + kR(l) + kM(l) (2)

where these terms represent the individual contributions due to absorption, Rayleigh scattering, and 
Mie scattering, respectively. The values for each of these extinction coefficients are described in the 
following sections along with the appropriate species density term N(x, t). In some of these cases, 
the reemission of the optical radiation, possibly at a different wavelength, is also of importance. 
Rayleigh extinction will lead to Rayleigh backscatter, Raman extinction leads to spontaneous Raman 
scattering, absorption can lead to fluorescence emission or thermal heating of the molecule, and 
Mie extinction is defined primarily in terms of the scattering coefficient. Under idealized conditions, 
the scattering processes can be related directly to the value of the attenuation processes. However, 
if several complex optical processes occur simultaneously, such as in atmospheric propagation, the 
attenuation and scattering processes are not directly linked via a simple analytical equation. In this 
case, independent measurements of the scattering coefficient and the extinction coefficient have to 
be made, or approximation formulas are used to relate the two coefficients.4,5

Molecular Absorption

The absorption of optical radiation by molecules in the atmosphere is primarily associated with 
individual optical absorption transitions between the allowed quantized energy levels of the molecule. 
The energy levels of a molecule can usually be separated into those associated with rotational, 
vibrational, or electronic energy states. Absorption transitions between the rotational levels occur 
in the far-IR and microwave spectral region, transitions between vibrational levels occur in the 
near-IR (2 to 20 μm wavelength), and electronic transitions generally occur in the UV-visible region 
(0.3 to 0.7 μm). Transitions can occur which combine several of these categories, such as rotational-
vibrational transitions or electronic-vibrational-rotational transitions.

Some of the most distinctive and identifiable absorption lines of many atmospheric molecules 
are the rotational-vibrational optical absorption lines in the infrared spectral region. These lines are 
often clustered together into vibrational bands according to the allowed quantum transitions of the 
molecule. In many cases, the individual lines are distinct and can be resolved if the spectral resolu-
tion of the measuring instrument is fine enough (i.e., <0.1 cm–1). An example of such a region is 
the absorption feature near 2.04 μm in Fig. 1 which is actually composed of individual absorption 
lines if viewed under higher spectral resolution. Figure 10 is a computed high-resolution expansion 
of the atmospheric spectrum of Fig. 1 near 2.04 μm over a path length of 1800 m which shows these 
individual lines. In this case, the individual lines are well-separated and appear like a “picket fence” 
spectrum showing gaps between the absorption lines. Many of the atmospheric gaseous molecules 
listed earlier in Table 1 have similar spectral structure. These gases are relatively lightweight and have 
few (less than 5 or 6) atoms per molecule so that their moments of inertia are relatively small. The 
resulting energy spacing between the allowed rotational-vibrational absorption transitions is large 
and well-separated in wavelength.
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ATMOSPHERIC OPTICS  3.13

In other spectral regions, however, the individual lines overlap or are so strong or saturated that 
the transmission spectrum displays only broad spectral features; an example of such a spectral region 
is the strong absorption seen near 2.7 μm, 5 to 8 μm, and beyond 13 μm in Fig. 1. Finally, the molecular 
absorption observed in the UV is often due to optical transitions to an electronic energy level, molec-
ular energy continuum or a predissociation energy level. In some cases, such as that for O3 or SO2, this 
results in broad absorption bands that extend throughout the UV region (250 to 350 nm).

More complex, heavier molecules, such as benzene or chlorofluorocarbons, have absorption spectra 
which are blended or merged together into band spectra due to the complexity and overlap of the rotational-
vibrational transitions of these molecules. Figure 11 shows a transmission spectrum of Freon-12 (CCl2F2) 
which has a complex spectrum near 11 μm. As seen, the individual rotational lines are merged into a band 
spectrum. The band spectrum is unique for each gas and can be used to identify the chemical composition 
of the gas. Heavy molecules in the atmosphere are not normally part of the natural atmosphere and are 
usually the result of pollution or gaseous plumes injected into the atmosphere.

The overall transmission or absorption of the atmosphere due to an individual molecular absorp-
tion line can be given quantitatively as1,2

ka(l)N(x, t) = Sg(v − v0)NPa (3)

FIGURE 10 High-resolution transmission spectrum of the 
atmosphere for a horizontal path of 1800 m (similar to that in 
Fig. 1) for the spectral region near 2.04 μm. The individual rota-
tional absorption lines due to CO2 and H2O are easily observed.

1.0

0.5

Tr
an

sm
it

ta
n

ce

0.0
10.5 11.0

Wavelength (μm)
11.5

FIGURE 11 High-resolution absorption spectrum of 
Freon-12 gas showing complex band structure typical of 
heavy, complex molecules in the atmosphere (path of 100 m 
with 1 ppm concentration).
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3.14  ATMOSPHERIC OPTICS

where S is the molecular transition line intensity (units of cm/molecule), g(n − n0) is the normalized 
lineshape function (units of cm or 1/cm−1), N is the number of molecules of absorbing species per cm3 
per atm, and Pa is the partial pressure of the absorbing gas in atm. The value of N is equal to the value 
of Loschmidt’s number, which is 2.479 × 1019 molecules cm–3 atm–1 at a temperature of 296 K; the 
value of N is inversely proportional to temperature due to the change in gas concentration as a func-
tion of temperature for 1 atm of pressure. As will be seen later, the definition of S as given in Eq. (3) is 
that used in the HITRAN database.11–13 In this case, S contains the Boltzmann population factor and 
isotope fraction (natural abundance) as well as the stimulated emission term due to finite population 
in the upper energy states of the molecule.11,12 In Eq. (3), Sg(v − v0) is the absorption cross section per 
molecule (cm2/molecule) and NPa is the number of absorbing molecules in units of molecules/cm3.

The lineshape function can be described by several different models. The two most prevalent are 
the Lorentzian lineshape associated with pressure broadening and the Gaussian lineshape associated 
with Doppler broadening which becomes important at elevated temperatures or low pressures.

The Lorentzian/pressure-broadened profile is given by

 g v v v v
L P p( ) ( )/ ( )− = − +⎡⎣ ⎤⎦0 0

2 2γ π γ/  (4)

where gp is the pressure-broadened half-width at half-maximum (HWHM) in wave numbers (cm−1). 
The pressure-broadened half-width is obtained from the air-broadened half-width parameter g as 
gp = gPt, where Pt is the total background atmospheric pressure. Under ambient atmospheric condi-
tions, g is approximately 0.05 cm–1 (i.e., 1.5 GHz) for many molecules in the atmosphere.

It should be noted that under very low pressure conditions, where the time between collisions with 
other molecules is relatively long, the intrinsic radiative lifetime of the molecule will determine the 
lineshape profile. Under these conditions, the linewidth is called the natural linewidth. The natural 
linewidth of many molecules is on the order of a few MHz (i.e., approximately 0.0001 cm–1) or less.

The Gaussian or Doppler line profile is expressed as

 g v v v v
D D D( ) ( /− = − −⎡

0 1 γ π γ)(ln 2/ )1/2 ln 2( ) /0
2 2

⎣⎣ ⎤⎦  (5)

where gD is the Doppler linewidth (HWHM in cm–1) given by

gD = (v0/c)[2RT ln 2/M]1/2 (6)

where R is the gas constant, T is the temperature in Kelvin, and M is the molecular weight of the molecule.
The value for the lineshape at the peak (line center) is equal to 1/(pgp) = 0.318/gp for the pressure-

broadened case. For the Doppler peak, the maximum value is (ln 2/p)1/2/gD = 0.469/gD. Under ambient 
atmospheric conditions, the Doppler linewidth is usually much smaller than the pressure-broadened 
linewidth.

For those cases where both Lorentzian and Doppler broadening are present in approximately 
equal amounts, a convolution of the Doppler and Lorentzian profile must be used. This convolution 
of a Doppler and Lorentzian is called a Voigt profile and involves a double integral for an exact calcu-
lation. Fortunately, several numerical approximations are available for the computation of the Voigt 
profile and lineshape parameters.14–16 The Voigt profile is important in the spectroscopy of molecules 
in the upper atmosphere where the ambient pressure is low and the Doppler and pressure-broadened 
linewidths are of the same order of magnitude. Recent advances in remote-sensing experiments have 
suggested that further refinements to the description of the line shape in the atmosphere are required. 
These phenomena include line coupling, speed-dependent corrections, collision-induced narrowing, 
and other effects on the lineshape.17

Finally, the large number of transition lines of water vapor and other gases in the atmosphere can 
produce a significant level of background “quasi-continuum” absorption in the atmosphere. This 
phenomenon is primarily due to the additive contribution from the wings of the absorption lines 
even at wavelengths far removed (>25 cm–1) from the line centers. Such an effect has been studied 
by Burch and by Clough et al. for water vapor due to strong self-broadening interactions.18 Figure 12 
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shows a plot of the relative continuum coefficient for water vapor as a function of wave number. Good 
agreement with the experimental data and model calculations is shown. Models for water vapor and 
nitrogen continuum absorption are contained within many of the major atmospheric transmission 
programs (such as FASCODE). The typical value for the continuum absorption is negligible in the 
visible to the near-IR, but can be significant at wavelengths in the range of 5 to 20 μm.

Molecular Rayleigh Scattering

Rayleigh scattering is elastic scattering of the optical radiation due to the displacement of the weakly 
bound electronic cloud surrounding the gaseous molecule which is perturbed by the incoming electro-
magnetic (optical) field. This phenomenon is associated with optical scattering where the wave-
length of light is much larger than the physical size of the scatterers (i.e., atmospheric molecules). 
Rayleigh scattering, which makes the color of the sky blue and the setting or rising sun red, was first 
described by Lord Rayleigh in 1871. The Rayleigh differential scattering cross section for polarized, 
monochromatic light is given by5

 d d n NRσ π λ φ θ φ/ [ ( )/ ][cos cos sin ]Ω = − +2 2 2 2 2 2 21 4  (7)

where n is the index of refraction of the atmosphere, N is the density of molecules, l is the wave-
length of the optical radiation, and φ and q are the spherical coordinate angles of the scattered polar-
ized light referenced to the direction of the incident light. As seen from Eq. (7), shorter-wavelength 
light (i.e., blue) is more strongly scattered out from a propagating beam than the longer wavelengths 
(i.e., red), which is consistent with the preceding comments regarding the color of the sky or the 
sunset. A typical value for dsR/dΩ, at a wavelength of 700 nm in the atmosphere (STP) is approxi-
mately 2 × 10−28 cm2 sr −1.3 This value depends upon the molecule and has been tabulated for many 
of the major gases in the atmosphere.14–19
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FIGURE 12 Self-density absorption continuum values Cs for water vapor as a function of wave number. 
The experimental values were measured by Burch. (From Ref. 3.)
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3.16  ATMOSPHERIC OPTICS

The total Rayleigh scattering cross section can be determined from Eq. (7) by integrating over 4p 
steradians to yield

sR (total) = [8/3][p2(n2 − 1)2/N2l4] (8)

At sea level (and room temperature, T = 296 K) where N = 2.5 × 1019 molecules/cm3, Eq. (8) can be 
multiplied by N to yield the total Rayleigh scattering extinction coefficient as

kR(l)N(x, t) = NsR(total) = 1.18 × 10–8 [550 nm/l(nm)]4 cm–1 (9)

The neglect of the effect of dispersion of the atmosphere (variation of the index of refraction n 
with wavelength) results in an error of less than 3 percent in Eq. (9) in the visible wavelength range.5

The molecular Rayleigh backscatter (q = p) cross section for the atmosphere has been given by Collins 
and Russell for polarized incident light (and received scattered light of the same polarization) as19

sR = 5.45 × 10–28 [550 nm/l (nm)]4 cm2 sr–1 (10)

At sea level where N = 2.47 × 1019 molecules/cm3, the atmospheric volume backscatter coefficient, 
bR, is thus given by

bR = NsR = 1.39 × 10–8 [550 nm/l(nm)]4 cm–1 sr–1 (11)

The backscatter coefficient for the reflectivity of a laser beam due to Rayleigh backscatter is deter-
mined by multiplying bR by the range resolution or length of the optical interaction being considered.

For unpolarized incident light, the Rayleigh scattered light has a depolarization factor d which is 
the ratio of the two orthogonal polarized backscatter intensities. d is usually defined as the ratio of the 
perpendicular and parallel polarization components measured relative to the direction of the incident 
polarization. Values of d depend upon the anisotropy of the molecules or scatters, and typical values 
range from 0.02 to 0.11.20 Depolarization also occurs for multiple scattering and is of considerable 
interest in laser or optical transmission through dense aerosols or clouds.21 The depolarization factor 
can sometimes be used to determine the physical and chemical composition of the cloud constituents, 
such as the relative ratio of water vapor or ice crystals in a cloud.

Mie Scattering: Aerosols, Water Droplets, and Ice Particles

Mie scattering is similar to Rayleigh scattering, except the size of the scattering sites is on the same 
order of magnitude as the wavelength of the incident light, and is, thus, due to aerosols and fine par-
ticulates in the atmosphere. The scattered radiation is the same wavelength as the incident light but 
experiences a more complex functional dependence upon the interplay of the optical wavelength 
and particle size distribution than that seen for Rayleigh scattering.

In 1908, Mie investigated the scattering of light by dielectric spheres of size comparable to the wave-
length of the incident light.22 His analysis indicated the clear asymmetry between the forward and backward 
directions, where for large particle sizes the forward-directed scattering dominates. Complete treatments of 
Mie scattering can be found in several excellent works by Deirmendjian and others, which take into account 
the complex index of refraction and size distribution of the particles.23,24 These calculations are also influ-
enced by the asymmetry of the aerosols or particulates which may not be spherical in shape.

The effect of Mie scattering in the atmosphere can be described as in the following figures. Figure 13 
shows the aerosol Mie extinction coefficient as a function of wavelength for several atmospheric models, 
along with a typical Rayleigh scattering curve for comparison.25 Figure 14 shows similar values for 
the volume Mie backscatter coefficient as a function of wavelength.25 Extinction and backscatter coef-
ficient values are highly dependent upon the wavelength and particulate composition.

Figures 15 and 16 show the calculated extinction coefficient for the rural and maritime aerosol 
models described in Sec. 3.3 as a function of relative humidity and wavelength.3 Significant changes 
in the backscatter can be produced by relatively small changes in the humidity.
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FIGURE 14 Aerosol volume back-
scattering coefficient as a function of wave-
length. (From Measures, Ref. 5.)
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ficient as a function of wavelength. (From 
Measures, Ref. 5.)
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FIGURE 17 The vertical distribution of the aerosol 
extinction coefficient (at 0.55-μm wavelength) for the differ-
ent atmospheric models. Also shown for comparison are the 
Rayleigh profile (dotted line). Between 2 and 30 km, where 
the distinction on a seasonal basis is made, the spring-summer 
conditions are indicated with a solid line and fall-winter condi-
tions are indicated by a dashed line. (From Ref. 3.)

The extinction coefficient is also a function of altitude, following the dependence of the composi-
tion of the aerosols. Figure 17 shows an atmospheric aerosol extinction model as a function of altitude 
for a wavelength of 0.55 μm.3,10 The influence of the visibility (in km) at ground level dominates 
the extinction value at the lower altitudes and the composition and density of volcanic particulate 
dominates the upper altitude regions. The dependence of the extinction on the volcanic composition 
at the upper altitudes is shown in Fig. 18 which shows these values as a function of wavelength and 
of composition.3,10

The variation of the backscatter coefficient as a function of altitude is shown in Fig. 19 which 
displays atmospheric backscatter data obtained by McCormick using a 1.06-μm Nd:YAG Lidar.26 The 
boundary layer aerosols dominate at the lower levels and the decrease in the atmospheric particulate 
density determines the overall slope with altitude. Of interest is the increased value near 20 km due to 
the presence of volcanic aerosols in the atmosphere due to the eruption of Mt. Pinatubo in 1991.

Molecular Emission and Thermal Spectral Radiance

The same optical molecular transitions that cause absorption also emit light when they are ther-
mally excited. Since the molecules have a finite temperature T, they will act as blackbody radiators 
with optical emission given by the Planck radiation law. The allowed transitions of the molecules 
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FIGURE 19 1.06-μm lidar backscatter coefficient measurements as a function 
of vertical altitude. (From McCormick and Winker, Ref. 26.)

FIGURE 18 Extinction coefficients for the differ-
ent stratospheric aerosol models (background, volcanic, 
and fresh volcanic). The extinction coefficients have 
been normalized to values around peak levels for these 
models.
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3.20  ATMOSPHERIC OPTICS

will modify the radiance distribution of the radiation due to emission of the radiation according 
to the thermal distribution of the population within the energy levels of the molecule; it should be 
noted that the Boltzmann thermal population distribution is essentially the same as that which is 
described by the Planck radiation law for local thermodynamic equilibrium conditions. As such, the 
molecular emission spectrum of the radiation is similar to that for absorption. The thermal radi-
ance from the clear atmosphere involves the calculation of the blackbody radiation emitted by each 
elemental volume of air multiplied by the absorption spectral distribution of the molecular absorp-
tion lines, ka(s) and then this emission spectrum is attenuated by the rest of the atmosphere as the 
emission propagates toward the viewer. This may be expressed as

 I s P s s ds dsv a v a

ss
= −⎡

⎣⎢
⎤
⎦⎥∫∫ κ κ( ) ( )exp ( )′ ′

00
 (12)

where the exponential term is Beer’s law, and Pv(s) is the Planck function given by

 Pv(s) = 2hv3/[c2 exp ([hv/kT(s)] – 1)] (13)

In these equations, s is the distance from the receiver along the optical propagation path, n is the 
optical frequency, h is Planck’s constant, c is the speed of light, k is Boltzmann’s constant, and T(s) is 
the temperature at position s along the path. As seen in Eq. (12), each volume element emits thermal 
radiation of ka(s)Pv(s), which is then attenuated by Beer’s law. The total emission spectral density 
is obtained by summing or integrating over all the emission volume elements and calculating the 
appropriate absorption along the optical path for each element.

As an example, Fig. 20 shows a plot of the spectral radiance measured on a clear day with 1 cm–1 
spectral resolution. Note that the regions of strong absorption produce more radiance as the forego-
ing equation suggests, and that regions of little absorption correspond to little radiance. In the 800- to 
1200-wave number spectral region (i.e., 8.3- to 12.5-μm wavelength region), the radiance is relatively 
low. This is consistent with the fact that the spectral region from 8 to 12 μm is a transmission window 
of the atmosphere with relatively little absorption of radiation.
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FIGURE 20 Spectral radiance (molecular thermal emis-
sion) measured on a clear day showing the relatively low value 
of radiance near 1000 cm−1 (i.e., 10-μm wavelength). (Provided 
by Churnside.)
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Surface Reflectivity and Multiple Scattering

The spectral intensity of naturally occurring light at the earth’s surface is primarily due to the inci-
dent intensity from the sun in the visible to mid-IR wavelength range, and due to thermal emission 
from the atmosphere and background radiance in the mid-IR. In both cases, the optical radiation is 
affected by the reflectance characteristics of the clouds and surface layers. For instance, the fraction 
of light that falls on the earth’s surface and is reflected back into the atmosphere is dependent upon 
the reflectivity of the surface, the incident solar radiation (polarization and spectral density), and 
the absorption of the atmosphere.

The reflectivity of a surface, such as the earth’s surface, is often characterized using the bidirectional reflec-
tance function (BDRF). This function accounts for the nonspecular reflection of light from common rough 
surfaces and describes the changes in the reflectivity of a surface as a function of the angle which the incident 
beam makes with the surface. In addition, the reflectivity of a surface is usually a function of wavelength. 
This latter effect can be seen in Fig. 21 which shows the reflectance of several common substances for normal 
incident radiation.2 As seen in Fig. 21, the reflectivity of these surfaces is a strong function of wavelength.

The effect of multiple scattering sometimes must be considered when the scattered light under-
goes more than one scatter event, and is rescattered on other particles or molecules. These multiple 
scattering events increase with increasing optical thickness and produce deviations from the Beer-
Lambert law. Extensive analyses of the scattering processes for multiple scattering have been con-
ducted and have shown some success in predicting the overall penetration of light through a thick 
dense cloud. Different computational techniques have been used including the Gauss-Seidel Iterative 
Method, Layer Adding Method, and Monte-Carlo Techniques.3,5

Additional Optical Interactions

In some optical experiments on the atmosphere, a laser beam is used to excite the molecules in the 
atmosphere to emit inelastic radiation. Two important inelastic optical processes for atmospheric 
remote sensing are fluorescence and Raman scattering.5,27

For the case of laser-induced fluorescence, the molecules are excited to an upper energy state 
and the reemitted photons are detected. In these experiments, the inelastic fluorescence emission is 
red-shifted in wavelength and can be distinguished in wavelength from the elastic scattered Rayleigh 
or Mie backscatter. Laser-induced fluorescence is mostly used in the UV to visible spectral region; 
collisional quenching is quite high in the infrared so that the fluorescence efficiency is higher in the 
UV-visible than in the IR. Laser-induced fluorescence is sometimes reduced by saturation effects due 
to stimulated emission from the upper energy levels. However, in those cases where laser-induced 
fluorescence can be successfully used, it is one of the most sensitive optical techniques for the detec-
tion of atomic or molecular species in the atmosphere.
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FIGURE 21 Typical reflectance of water surface, snow, dry soil, and vegetation. 
(From Ref. 2.)
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Laser-induced Raman scattering of the atmosphere is a useful probe of the composition and tem-
perature of concentrated species in the atmosphere. The Raman-shifted emitted light is often weak 
due to the relatively small cross section for Raman scattering. However, for those cases where the 
distance is short from the laser to the measurement cloud, or where the concentration of the species is 
high, it offers significant information concerning the composition of the gaseous atmosphere.

The use of an intense laser beam can also bring about nonlinear optical interactions as the laser 
beam propagates through the atmosphere. The most important of these are stimulated Raman scat-
tering, thermal blooming, dielectric breakdown, and harmonic conversion. Each of these processes 
requires a tightly focused laser beam to initiate the nonlinear optical process.28,29 

3.5 PREDICTION OF ATMOSPHERIC OPTICAL 
TRANSMISSION: COMPUTER PROGRAMS 
AND DATABASES

During the past three decades, several computer programs and databases have been developed which 
are very useful for the determination of the optical properties of the atmosphere. Many of these are 
based upon programs originally developed at the U.S. Air Force Cambridge Research Laboratories. 
The latest versions of these programs and databases are the HITRAN database,13 FASCODE com-
puter program,30–32 and the LOWTRAN or MODTRAN computer code.33,34 In addition, several PC 
(personal computer) versions of these database/computer programs have recently become available 
so that the user can easily use these computational aids.

Molecular Absorption Line Database: HITRAN

The HITRAN database contains optical spectral data on most of the major molecules contributing 
to absorption or radiance in the atmosphere; details of HITRAN are covered in several recent journal 
articles.11–13 The 40 molecules contained in HITRAN are given in Table 1, and cover over a million 
individual absorption lines in the spectral range from 0.000001 cm–1 to 25,233 cm–1 (i.e., 0.3963 to 1010 
μm). A free copy of this database can be obtained by filling out a request form in the HITRAN Web 
site.35 Each line in the database contains 19 molecular data items that consist of the molecule for-
mula code, isotopologue type, transition frequency (cm−1), line intensity S in cm/molecule, Einstein 
A-coefficient (s–1), air-broadened half-width (cm−1/atm), self-broadened half-width (cm−1/atm), 
lower state energy (cm−1), temperature coefficient for air-broadened linewidth, air-pressure induced 
line shift (cm–1 atm–1), upper-state global quanta index, lower-state global quanta index, upper- and 
lower-state quanta, uncertainty codes, reference numbers, a flag for line coupling if necessary, and 
upper- and lower-level statistical weights. The density of the lines of the 2004 HITRAN database is 
shown in Fig. 22. The recently released 2008 HITRAN database has been expanded to 42 molecules.

FIGURE 22 Density of absorption lines in HITRAN 
2004 spectral database.
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Figure 23 shows an output from a computer program that was used to search the HITRAN data-
base and display some of the pertinent information.36 The data in HITRAN are in sequential order by 
transition frequency in wave numbers, and list the molecular name, isotope, absorption line strength 
S, transition probability R, air-pressure-broadened linewidth gg, lower energy state E″, and upper/
lower quanta for the different molecules and isotopic species in the atmosphere.

Line-by-Line Transmission Program: FASCODE

FASCODE is a large, sophisticated computer program that uses molecular absorption equations (simi-
lar to those under “Molecular Absorption”) and the HITRAN database to calculate the high-resolution 
spectra of the atmosphere. It uses efficient algorithms to speed the computations of the spectral trans-
mission, emission, and radiance of the atmosphere at a spectral resolution that can be set to better than 
the natural linewidth,32 and includes the effects of Rayleigh and aerosol scattering and the continuum 
molecular extinction. FASCODE also calculates the radiance and transmittance of atmospheric slant 
paths, and can calculate the integrated transmittance through the atmosphere from the ground up to 
higher altitudes. Voigt lineshape profiles are also used to handle the transition from pressure-broadened 
lineshapes near ground level to the Doppler-dominated lineshapes at very high altitudes. Several repre-
sentative models of the atmosphere are contained within FASCODE, so that the user can specify different 
seasonal and geographical models. Figure 24 shows a sample output generated from data produced from 
the FASCODE program and a comparison with experimental data obtained by J. Dowling at NRL.30,31 As 
can be seen, the agreement is very good. There are also several other line-by-line codes available for spe-
cialized applications; examples include GENLN2 developed by D.P. Edwards at NCAR (National Center 
for Atmospheric Research/Boulder), and LBLRTM (Atmospheric and Environmental Research, Inc.).

Broadband Transmission: LOWTRAN and MODTRAN

The LOWTRAN computer program does not use the HITRAN database directly, but uses absorp-
tion band models based on degrading spectral calculations based on HITRAN to calculate the mod-
erate resolution (20 cm−1) transmission spectrum of the atmosphere. LOWTRAN uses extensive 

FIGURE 23 Example of data contained within the HITRAN database showing individual absorption lines, 
frequency, line intensity, and other spectroscopic parameters.
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band-model calculations to speed up the computations, and provides an accurate and rapid means 
of estimating the transmittance and background radiance of the earth’s atmosphere over the spec-
tral interval of 350 cm–1 to 40,000 cm–1 (i.e., 250-nm–28-μm wavelength). The spectral range of the 
LOWTRAN program extends into the UV. In the LOWTRAN program, the total transmittance at a 
given wavelength is given as the product of the transmittances due to molecular band absorption, 
molecular scattering, aerosol extinction, and molecular continuum absorption. The molecular band 
absorption is composed of four components of water vapor, ozone, nitric acid, and the uniformly 
mixed gases (CO2, N2O, CH4, CO, O2, and N2).

The latest version of LOWTRAN(7) contains models treating solar and lunar scattered radia-
tion, spherical refractive geometry, slant-path geometry, wind-dependent maritime aerosols, ver-
tical structure aerosols, standard seasonal and geographic atmospheric models (e.g., mid-latitude 
summer), cirrus cloud model, and a rain model.34 As an example, Fig. 25 shows a ground-level 
solar radiance model used by LOWTRAN, and Fig. 26 shows an example of a rain-rate model and 
its effect upon the transmission of the atmosphere as a function of rain rate in mm of water per 
hour.34

Extensive experimental measurements have been made to verify LOWTRAN calculations. Figure 27 
shows a composite plot of the LOWTRAN-predicted transmittance and experimental data for a path 
length of 1.3 km at sea level.3 As can be seen, the agreement is quite good. It is estimated that the 
LOWTRAN calculations are good to about 10 percent.3 It should be added that the molecular absorp-
tion portion of the preceding LOWTRAN (moderate-resolution) spectra can also be generated using 
the high-resolution FASCODE/HITRAN program and then spectrally smoothing (i.e., degrading) the 
spectra to match that of the LOWTRAN spectra.

The most recent extension of the LOWTRAN program is the MODTRAN program. MODTRAN 
is similar to LOWTRAN but has increased spectral resolution. At present, the resolution for the 
latest version of MODTRAN, called MODTRAN(5), can be specified by the user between 0.1 and 
20 cm–1.
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FIGURE 24 Comparison of an FASCOD2 transmittance calculation with an experi-
mental atmospheric measurement (from NRL) over a 6.4-km path at the ground. (Courtesy 
of Clough, Ref. 30.)
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FIGURE 26 Atmospheric transmittance for different rain rates and for spectral frequencies from 400 to 
4000 cm−1. The measurement path is 300 m at the surface with T = Tdew = 10°C, with a meteorological range of 
23 km in the absence of rain.

FIGURE 25 Solar radiance model (dashed line) and 
directly transmitted solar irradiance (solid line) for a vertical 
path, from the ground (U.S. standard 1962 model, no aerosol 
extinction) as used by the LOWTRAN program.
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Programs and Databases for Use on Personal Computers

The preceding databases and computer programs have been converted or modified to run on different 
kinds of personal computers.35,36 The HITRAN database has been available on CD-ROMs for the past 
decade, but is now available via the internet. Several related programs are available, ranging from a com-
plete copy of the FASCODE and LOWTRAN programs35 to a simpler molecular transmission program 
of the atmosphere.36 These programs calculate the transmission spectrum of the atmosphere and some 
show the overlay spectra of known laser lines. As an example, Fig. 28 shows the transmission spectrum 
produced by the HITRAN-PC program36 for a horizontal path of 300 m (U.S. Standard Atmosphere) 
over the wavelength range of 250 nm (40,000 cm-1) to 20 μm (500 cm–1); the transmission spectrum 
includes water, nitrogen, and CO2 continuum and urban aerosol attenuation, and was smoothed to a 
spectral resolution of 1 cm–1 to better display the overall transmission features of the atmosphere. 

While these PC versions of the HITRAN database and transmission programs have become avail-
able only recently, they have already made a significant impact in the fields of atmospheric optics and 
optical remote sensing. They allow quick and easy access to atmospheric spectral data which was pre-
viously only available on a mainframe computer. It should be added that other computer programs are 
available which allow one to add or subtract different spectra generated by these HITRAN-based pro-
grams, from spectroscopic instrumentation such as FT-IR spectrometers or from other IR gas spectra 
databases. In the latter case, for example, the U.S. National Institute of Standards and Technology 
(NIST) has compiled a computer database of the qualitative IR absorption spectra of over 5200 dif-
ferent gases (toxic and other hydrocarbon compounds) with a spectral resolution of 4 cm−1.37 The 
Pacific Northwest National Laboratory also offers absorption cross-section files of numerous gases.38 
In addition, higher-resolution quantitative spectra for a limited group of gases can be obtained from 
several commercial companies.39

3.6 ATMOSPHERIC OPTICAL TURBULENCE

The most familiar effects of refractive turbulence in the atmosphere are the twinkling of stars and 
the shimmering of the horizon on a hot day. The first of these is a random fluctuation of the ampli-
tude of light also known as scintillation. The second is a random fluctuation of the phase front that 

FIGURE 27 Comparison between LOWTRAN predicted spectrum and General Dynamics atmospheric 
measurements; range = 1.3 km at sea levels. (From Ref. 3.)
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FIGURE 28 Example of generated atmospheric transmission spectrum of the atmosphere for a horizontal 
path of 300 m for the wavelength range from UV (250 nm or 40,000 cm−1) to the IR (20 μm or 500 cm−1); the 
spectrum includes water, nitrogen, and CO2 continuum, urban ozone and NO2, and urban aerosol attenuation, 
and has been smoothed to a resolution of 0.5 cm−1 to better show the absorption and transmission windows of 
the atmosphere. (From Ref. 36 and D. Pliutau.)
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3.28  ATMOSPHERIC OPTICS

leads to a reduction in the resolution of an image. Other effects include the wander and break-up of 
an optical beam. A detailed discussion of all of these effects and the implications for various applica-
tions can be found in Ref. 40.

In the visible and near-IR region of the spectrum, the fluctuations of the refractive index in the 
atmosphere are determined by fluctuations of the temperature. These temperature fluctuations are 
caused by turbulent mixing of air of different temperatures. In the far-IR region, humidity fluctua-
tions also contribute.

Turbulence Characteristics

Refractive turbulence in the atmosphere can be characterized by three parameters. The outer scale 
L0 is the length of the largest scales of turbulent eddies. The inner scale l0 is the length of the smallest 
scales. For eddies in the inertial subrange (sizes between the inner and outer scale), the refractive 
index fluctuations are best described by the structure function. This function is defined by

 D r r n r n rn( , ) [ ( ) ( )]1 2 1 2
2= −  (14)

where n(r1) is the index of refraction at point r1 and the angle brackets denote an ensemble average. 
For homogeneous and isotropic turbulence it depends only on the distance between the two points 
r and is given by

 D r C rn n( ) /= 2 2 3  (15)

where Cn
2 is a measure of the strength of turbulence and is defined by this equation.

The power spectrum of turbulence is the Fourier transform of the correlation function, which 
is contained in the cross term of the structure function. For scales within the inertial subrange, it is 
given by the Kolmogorov spectrum:

 Φn nK C K( ) . /= −0 033 2 11 3  (16)

For scales larger than the outer scale, the spectrum actually approaches a constant value, and the 
result can be approximated by the von Kármán spectrum:

 Φn n oK C K K( ) . ( ) /= + −0 033 2 2 2 11 6  (17)

where K0 is the wave number corresponding to the outer scale. For scales near the inner scale, there 
is a small increase over the Kolmogorov spectrum, with a large decrease at smaller scales.41 The 
resulting spectrum can be approximated by a rather simple function.42,43

In the boundary layer (the lowest few hundred meters of the atmosphere), turbulence is generated 
by radiative heating and cooling of the ground. During the day, solar heating of the ground drives con-
vective plumes. Refractive turbulence is generated by the mixing of these warm plumes with the cooler 
air surrounding them. At night, the ground is cooled by radiation and the cooler air near the ground 
is mixed with warmer air higher up by winds. A period of extremely low turbulence exists at dawn and 
at dusk when there is no temperature gradient in the lower atmosphere. Turbulence levels are also very 
low when the sky is overcast and solar heating and radiative cooling rates are low. Measured values of 
turbulence strength near the ground vary from less than 10−17 to greater than 10−12 m−2/3 at heights of 
2 to 2.5 m.44,45

Figure 29 illustrates typical summertime values near Boulder, Colorado. This is a 24-hour plot of 
15-minute averages of Cn

2 measured at a height of about 1.5 m on August 22, 1991. At night, the sky 
was clear, and Cn

2 was a few parts times 10−13. The dawn minimum is seen as a very short period of low 
turbulence just after 6:00. After sunrise, Cn

2 increases rapidly to over 10−12. Just before noon, cumulus 
clouds developed, and Cn

2 became lower with large fluctuations. At about 18:00, the clouds dissipated, 
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and turbulence levels increased. The dusk minimum is evident just after 20:00, and then turbulence 
strength returns to typical nighttime levels.

From a theory introduced by Monin and Obukhov,46 a theoretical dependence of turbulence 
strength on height in the boundary layer above flat ground can be derived.47,48 During periods of con-
vection Cn

2 decreases as the −4/3 power of height. At other times (night or overcast days), the power 
is more nearly −2/3. These height dependencies have been verified by a number of experiments over 
relatively flat terrain.49–53 However, values measured in mountainous regions are closer to the −1/3 
power of height day or night.54 Under certain conditions, the turbulence strength can be predicted 
from meteorological parameters and characteristics of the underlying surface.55–57

Farther from the ground, no theory for the turbulence profile exists. Measurements have been made 
from aircraft44,49 and with balloons.58–60 Profiles of Cn

2 have also been measured remotely from the 
ground using acoustic sounders,61–63 radar,49,50,64–69 and optical techniques.59,70–73 The measurements 
show large variations in refractive turbulence strength. They all exhibit a sharply layered structure in 
which the turbulence appears in layers of the order of 100 m thick with relatively calm air in between. 
In some cases these layers can be associated with orographic features; that is, the turbulence can be 
attributed to mountain lee waves. Generally, as height increases, the turbulence decreases to a minimum 
value that occurs at a height of about 3 to 5 km. The turbulence level then increases to a maximum at 
about the tropopause (10 km). Turbulence levels decrease rapidly above the tropopause.

Model turbulence profiles have evolved from this type of measurement. Perhaps the best available 
model for altitudes of 3 to 20 km is the Hufnagel model:74,75
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where H is the height above sea level in meters, W is the vertical average of the square of the wind speed, 
and u is a random variable that allows the random nature of the profiles to be modeled. W is defined by

 
W v H dH2 2

5000

20 0001
1500

= ∫ ( )
,

 (19)

where v(H) is the wind speed at height H. In data taken over Maryland, W was normally distributed 
with a mean value of 27 m/s and a standard deviation of 9 m/s. The random variable u is assumed 
to be a zero-mean, Gaussian variable with a covariance function given by

 u H t u H H t t A H t A H( , ) ( , ) ( / )exp( / ) (+ + = − +δ δ δ δ δ100 5 // )exp( / )2000 80−δt  (20)
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FIGURE 29 Plot of refractive-turbulence structure 
parameter Cn

2 for a typical summer day near Boulder, Colorado. 
(Courtesy G. R. Ochs, NOAA WPL.)
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where

 A(dH/L) = 1 – |dH/L|  for |H| < L (21)

and equals 0 otherwise.
The time interval dt is measured in minutes. The average Cn

2 profile can be found by recognizing 
that exp( ) exp( )u = 1 . To extend the model to local ground level, one should add the surface layer 
dependence (e.g., H−4/3 for daytime).

Another attempt to extend the model to ground level is the Hufnagel-Valley model.76 This is given by
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where W is commonly set to 21 and A to 1.7 × 10−14. This specific model is referred to as the HV5/7 
model because it produces a coherence diameter r0 of about 5 cm and an isoplanatic angle of about 
7 μrad for a wavelength of 0.5 μm. Although this is not as accurate for modeling turbulence near the 
ground, it has the advantage that the moments of the turbulence profile important to propagation 
can be evaluated analytically.76

The HV5/7 model is plotted as a function of height in the dashed line in Fig. 30. The solid line in the 
figure is a balloon measurement taken in College Station, Pennsylvania. The data were reported with 
20-m vertical resolution and smoothed with a Gaussian filter with a 100-m exp (−1) full-width. This 
particular data set was chosen because it has a coherence diameter of about 5 cm and an isoplanatic 
angle of about 7 μrad. The layered structure of the real atmosphere is clear in the data. Note also the 
difference between the model atmosphere and the real atmosphere even when the coherence diameter 
and the isoplanatic angle are similar.
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FIGURE 30 Turbulence strength Cn
2 as a function of 

height. The solid line is a balloon measurement made in 
College Station, Pennsylvania, and the dashed line is the HV5/7 
model. (Courtesy R. R. Beland, Geophysics Directorate, Phillips 
Laboratory, U.S. Air Force.)
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Less is known about the vertical profiles of inner and outer scales. Near the ground (1 to 2 m) we 
typically observe inner scales of 5 to 10 mm over flat grassland in Colorado. Calculations of inner 
scale from measured values of Kolmogorov microscale range from 0.5 to 9 mm at similar heights.77 
Aircraft measurements of dissipation rate were used along with a viscosity profile calculated from 
typical profiles of temperature and pressure to estimate a profile of microscale.78 Values increase 
monotonically to about 4 cm at a height of 10 km and to about 8 cm at 20 km.

Near the ground, the outer scale can be estimated using Monin-Obukhov similarity theory.46 The 
outer scale can be defined as that separation at which the structure function of temperature fluctua-
tions is equal to twice the variance. Using typical surface layer scaling relationships79 we see that
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where SMO is the Monin-Obukhov stability parameter. For typical daytime conditions (SMO < 0), L0 is 
generally between H/2 and H.

Above the boundary layer, the situation is more complex. Barat and Bertin80 measured outer scale 
values of 10 to 100 m in a turbulent layer using a balloonborne instrument. Some recent optical 
data81,82 suggest that the outer scale is generally between 10 and 40 m.

Beam Wander

The first effect of refractive turbulence to consider is the wander of an optical beam in the atmosphere. 
The deviations of the centroid of a beam in each of the two orthogonal transverse axes will be indepen-
dent of Gaussian random variables. This wander is generally characterized statistically by the variance of 
the angular displacement. In isotropic turbulence, the variances in the two axes are equal and the magni-
tude of the displacement is a Rayleigh random variable with a variance that is twice that of the displace-
ment in a single axis. Both the single-axis and the magnitude variances are reported in the literature.

Three main approaches to the calculation of beam-wander variance have been used: (1) If dif-
fraction effects are negligible and if the path-integrated turbulence is small enough, the geometric 
optics approximation83–86 can be used. Diffraction effects are negligible when the aperture diameter 
is greater than the Fresnel zone size.86 The other condition requires that the product of the transverse 
coherence of the field and the aperture diameter is greater than the square of the Fresnel zone size.86 
(2) If diffraction must be considered, the Huygens-Fresnel approximation87–90 can be used. (3) The 
most complete theory uses the Markov random process approximation to the moment equation.91–93 
In the two types of calculation that include diffraction, beams with a Gaussian irradiance profile are 
generally assumed.

In the geometric optics approximation, the variance of the angular displacement in a single axis 
is given by86
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where D is the diameter of the initial beam, z is position along the path, L is the propagation path 
length, and F is the geometric focal range of the initial beam (negative for a diverging beam). For 
homogeneous turbulence and a beam that does not come to a focus between the transmitter and 
observation plane, Eq. (24) reduces to
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where 2F1 is the hypergeometric function. The hypergeometric function is 1 for a collimated beam 
and 1.125 for a focused beam.

In the Markov approximation, the single-axis variance is given by91
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where Φn(K, z) is the path-dependent refractive index spectrum, K is the wave number of turbu-
lence, D is the exp (−1) irradiance diameter of the initial beam, k is the optical wave number, and 
DΨ(r) is the wave structure function for separation r of a spherical wave. The structure function is 
given by

 D r k dz dK K K z K r z znΨ Φ( ) ( , )[ ( / )]= ′ ′ −8 12 2
0π ′ ′ ′ ′ ′J

000

∞

∫∫
z

 (27)

where J0 is the zero-order Bessel function of the first kind. The last term in the exponential of Eq. (26) 
is a correction term for strong turbulence. The middle term includes the effects of diffraction.

Beam Spreading

The next effect of refractive turbulence to consider is the spread of an optical beam as it propa-
gates through the atmosphere. There are two types of beam spread denoted as long term and short 
term. The long-term beam spread is defined as the turbulence-induced beam spread observed over 
a long time average. It includes the effects of the slow wander of the entire beam. The short-term 
beam spread is defined as the beam spread observed at an instant of time. It does not include the 
effects of beam wander and is often approximated by the long-term beam spread with the effects 
of wander removed, although the two are not identical.

We can consider beam wander to be caused by turbulent eddies that are larger than the beam. 
Short-term beam spread is caused by turbulent eddies that are smaller than the beam. There are more 
small eddies than large in the beam at any time which implies that the beam spread at any instant is 
averaged over more eddies. As a result, the fluctuations of short-term beam spread are much smaller 
than those of beam wander and are typically neglected. The primary effect of short-term beam spread 
is to spread the average energy over a larger area. Thus, the average value of the on-axis irradiance is 
reduced, and the average value of the irradiance at large angles is increased.

The extended Huygens-Fresnel principle can be used to calculate the long-term spread of a 
Gaussian beam in refractive turbulence.94–98 The exp (−1) irradiance radius of a Gaussian beam is
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where D is the exp (−1) irradiance diameter of the source and r0 is the phase coherence length that 
would be observed for a point source propagating from the receiver to the transmitter. The first term 
in this equation is the diffraction beam spread, the second is the geometrical optics projection of the 
transmitter aperture, and the final term is the total turbulence-induced spread.

The phase coherence length is defined as the transverse separation at which the coherence of the 
field is reduced to exp (−1). If the coherence length r0 is much larger than the inner scale, the struc-
ture function is given by DΨ(r) = 2(r/r0)
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If the coherence length is much smaller than the inner scale, then DΨ(r) = 2(r/r0)
2 and
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Typical values of r0 for spherical-wave propagation through homogeneous turbulence are pre-
sented in Fig. 31. In these plots there is a slope change from L−3/5 to L−1/2, where r0 is about equal to 
the inner scale of 1 cm. This small change is nearly imperceptible in the figure.

The extended Huygens-Fresnel principle has been used to calculate the short-term beam spread by 
explicitly subtracting the beam wander.99–102 If r0 and l0 are much smaller than D, then the short-term 
beam spread is approximately given by
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If r0 is much greater than D, the turbulence-induced component of beam spreading can be neglected.
If inner scale and outer scale effects are included, more complicated integral expressions result.103 

Numerical calculations were performed for truncated Gaussian beams with central obscurations.104 
The following approximation was obtained by a curve fit to the results:
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where Deff is the effective diameter of the truncated aperture, r0 = 2.099 p0, and pd is the diffraction-
limited value. These expressions agree fairly well with available data.87,105,106
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FIGURE 31 Coherence length r0 as a function of 
path length for two common laser wavelengths. An inner 
scale of 1 cm, and values of 10−12 (solid lines) and 10−13 
(dashed lines) were used in the calculations.
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Imaging and Heterodyne Detection

The problem of imaging through the turbulent atmosphere is similar to the problem of beam prop-
agation through the atmosphere. The dancing of an image in the focal plane of an imaging system is 
mathematically equivalent to the wander of a beam focused at the object by the same optical system. 
The resolution of the short-exposure image is equivalent to the short-term beam spread of the same 
focused beam. The resolution for a long exposure is related to the long-term beam spread.

Thus, the position of the image of a point object will drift in each axis in the focal plane. The vari-
ance of that drift is given by107

 σ i nC D LF2 2 1 3 21 10= −. /  (33)

where D is the aperture diameter of the imaging system, F is its focal length, and L is the distance to 
the object.

Fried108 used the idea of tilt correction to calculate the average image resolution for a short-exposure 
image in the turbulent atmosphere. This problem is mathematically equivalent to the propagation of 
a beam in the opposite direction if the imaging aperture replaces the beam width. These results were 
refined by Lutomirski et al.109 and applied to a space-to-ground path by Valley.103

Image resolution is also related to the signal-to-noise ratio of an optical heterodyne receiver. The 
long-exposure resolution is equivalent to a staring receiver. The short-exposure resolution is equiva-
lent to a receiver that employs tilt-correction of the signal or of the local oscillator.108,110–112

Scintillation

The refractive index inhomogeneities that distort the optical phase front also produce amplitude 
scintillation at some distance. The first cases to be considered were plane-wave and spherical-wave 
propagation through weak path-integrated turbulence where the weak-turbulence condition requires 
that fluctuations of irradiance be much less than the mean value. Tatarskii113 used a perturbation 
approach to the wave equation. Lee and Harp114 used a physical approach to arrive at the same 
results. These results are summarized in a number of good reviews.101,102,115,116

We will first consider the weak-turbulence results. For propagation from space to the ground, the 
plane wave formula is generally valid. The variance of irradiance fluctuations (normalized by the 
mean irradiance value) is given by115

 σ θr nk dHH C H2 7 6 11 6 5 6 2

0
=

∞

∫/ / /sec ( )  (34)

where k is the optical wave number, q is the zenith angle, and H is the height of the receiver above 
the ground. This expression is valid as long as the path-integrated turbulence is weak enough that 
the variance is much less than unity. This condition is usually met for near-zenith propagation.

For propagation of diverging waves near the ground, the spherical-wave approximation is often valid. 
Assuming constant turbulence along the path, the weak-turbulence variance in this case is given by115
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where L is the path length and l0 is the inner scale of turbulence.
For narrow-beam propagation, the effects of the finite beam must be considered. Kon and 

Tatarskii117 calculated the amplitude fluctuations of a collimated beam using the perturbation technique. 
Schmeltzer118 extended these results to include focused beams. These results were used to obtain 
numerical values for a variety of propagation conditions.119–121 Ishimaru122–124 used a spectral repre-
sentation to obtain similar results. Under certain conditions, one sees a reduction in the variance on 
the optical axis119,120,125,126 and an increase off of the optical axis.127
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The spatial scale of weak scintillations is about equal to the larger of either the Fresnel zone size 
(L/k)1/2 or the inner scale.115 Scintillation will be reduced if an aperture larger than the scale size is 
used to collect the light. If the aperture diameter D is much larger than the scale size, the reduction 
factor can be expressed as128,129

 A C
D
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 (36)

where D0 is (lL)1/2 and C is 4.71 for a plane wave and 23.5 for a spherical wave when the inner scale 
is much smaller than the Fresnel zone. If the inner scale is much larger than the Fresnel zone, D0 is 
the inner scale and C is 0.45 for a plane wave and 9.17 for a spherical wave.

It is generally accepted that the probability density function for weak scintillation is log 
normal.101,113,115,130 This density function has the form
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The weak-turbulence theory is, in essence, a single-scattering theory. As the path-integrated tur-
bulence becomes larger, multiple-scattering effects become important, and this theory breaks down. 
Actual observed values of irradiance variance are smaller than predicted in this region as shown in 
Fig. 32. The circles in this figure are 1-minute averages of irradiance variance for 488-nm laser light 
propagated across 1200 m of flat grassland. The solid line is the weak-turbulence approximation.

In these and other experiments, variance values reach a peak value of between 3 and 5 for a spheri-
cal wave and they begin to decrease with increasing turbulence strength.131–134 In the limit of infinite 
path-integrated turbulence, the normalized variance of irradiance is predicted to approach unity.135,136 
In the intermediate region near the peak irradiance, numerical evaluation of currently available theo-
ries is impractical, and variance values are most easily obtained through numerical simulation.137–140

In very strong turbulence two distinct spatial scales are evident in the scintillation pattern.136,141–144 
The smaller scale is about the size of the coherence length r0 discussed under “Beam Spreading.” The 
larger scale is the size of the scattering disk which is the ratio of the square of the Fresnel zone to 
the coherence length (L/kr0). As turbulence increases, the small scale becomes smaller and the large 
scale becomes larger. The strength of the small-scale fluctuations is constant in this regime and con-
tributes a value of unity to the variance. The large-scale fluctuations contribute the rest of the variance 
and become weaker with increasing turbulence strength.
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FIGURE 32 Plot of normalized variance of irradiance σ1
2 

as a function of turbulence strength. Cn
2 circles are data taken 

with a 488-nm wavelength laser over a 1200-m path, and the 
line is the corresponding weak-turbulence theory.
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The two-scale nature of the irradiance fluctuations suggests a two-scale probability density function. 
The log-normally modulated Rician density function has been shown to agree with experimental 
data130 and simulations.145 It has the form
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where r is a coherence parameter that decreases with increasing turbulence, I0 is the 0-order modified 
Bessel function of the first kind, and sz

2 is the variance of the logarithm of the modulation factor z. 
For r >> 1 this function reduces to the lognormal; for r << 1, it reduces to a log-normally modu-
lated exponential:134,146
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where the parameter σ z
2 is related to the irradiance variance by the relationship

 σ σI z
2 22 1= −exp ( )  (40)

As this model suggests, the density function of the fluctuations approaches a lognormal, even in 
strong turbulence, if an aperture >> r0 is used.147

If the fluctuations at both large and small scales are approximated by gamma distributions, the 
resulting integral can be evaluated analytically to get the gamma-gamma density function:148
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where a and b are related to the variances at the two scales, Γ is the gamma function, and K is the 
modified Bessel function of the second kind.

3.7 EXAMPLES OF ATMOSPHERIC OPTICAL 
REMOTE SENSING

One of the more important applications of atmospheric optics is optical remote sensing. Atmospheric 
optical remote sensing concerns the use of an optical or laser beam to remotely sense information about 
the atmosphere or a distant target. Optical remote sensing measurements are diverse in nature and 
include the use of a spectral radiometer aboard a satellite for the detection of trace species in the upper 
atmosphere, the use of spectral emission and absorption from the earth for the detection of the concen-
tration of water vapor in the atmosphere, the use of lasers to measure the range-resolved distribution of 
several molecules including ozone in the atmosphere, and Doppler wind measurements. In this section, 
some typical optical remote sensing experiments will be presented in order to give a flavor of the wide 
variety of atmospheric optical measurements that are currently being conducted. More in-depth refer-
ences can be found in several current journal papers, books, and conference proceedings.149–156

The Upper Atmospheric Research Satellite (UARS) was placed into orbit in September 1991 as 
part of the Earth Observing System. One of the optical remote sensing instruments aboard UARS 
is the High Resolution Doppler Imager (HRDI) developed by P. Hays’ and V. Abreu’s group while at 
the University of Michigan.157,158 The HRDI is a triple etalon Fabry-Perot Interferometer designed to 
measure Doppler shifts of molecular absorption and emission lines in the earth’s atmosphere in order 
to determine the wind velocity of the atmosphere. A wind velocity of 10 m/s causes a Doppler shift 
of 2 × 10−5 nm for the oxygen lines detected near a wavelength of 600 to 800 nm. A schematic of the 
instrument is given in Fig. 33a which shows the telescope, triple Fabry-Perots, and unique imaging 
Photo-Multiplier tubes to detect the Fabry-Perot patterns of the spectral absorption lines. The HRDI 
instrument is a passive remote sensing system and uses the reflected or scattered sunlight as its illumi-
nation source. Figure 33b shows the wind field measured by UARS (HRDI) for an altitude of 90 km.
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FIGURE 33b Upper atmospheric wind field measured by UARS/HRDI satellite 
instrument. (From Hays, Ref. 157.)
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FIGURE 33a Optical layout of the Upper Atmospheric Resolution Satellite (UARS) High 
Resolution Doppler Imager (HRDI) instrument. FO = fiber optic, LRE = low-resolution etalon, 
MRE = medium-resolution etalon, HRE = high-resolution etalon. (From Hays, Ref. 157.)
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3.38  ATMOSPHERIC OPTICS

Another kind of atmospheric remote sensing instrument is represented by an airborne laser radar 
(lidar) system operated by E. Browell’s group at NASA/Langley.159 Their system consists of two pulsed, 
visible-wavelength dye laser systems that emit short (10 ns) pulses of tunable optical radiation that can 
be directed toward aerosol clouds in the atmosphere. By the proper tuning of the wavelength of these 
lasers, the difference in the absorption due to ozone, water vapor, or oxygen in the atmosphere can be 
measured. Because the laser pulse is short, the timing out to the aerosol scatterers can be determined 
and range-resolved lidar measurements can be made. Figure 34 shows range-resolved lidar backscatter 
profiles obtained as a function of the lidar aircraft ground position. The variation in the atmospheric 
density and ozone distribution as a function of altitude and distance is readily observed.

A Coherent Doppler lidar is one which is able to measure the Doppler shift of the backscattered 
lidar returns from the atmosphere. Several Doppler lidar systems have been developed which can 
determine wind speed with an accuracy of 0.1 m/s at ranges of up to 15 km. One such system is 
operated by M. Hardesty’s group at NOAA/WPL for the mapping of winds near airports and for 
meteorological studies.160,161 Figure 35 shows a two-dimensional plot of the measured wind velocity 
obtained during the approach of a wind gust front associated with colliding thunderstorms; the upper 

FIGURE 34 Range-resolved lidar measurements of atmospheric aerosols and ozone density. (From Browell, Ref. 159.)
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figure shows the real-time Doppler lidar display of the measured radial wind velocity, and the lower 
plot shows the computed wind velocity. As seen, a Doppler lidar system is able to remotely measure 
the wind speed with spatial resolution on the order of 100 m. A similar Doppler lidar system is being 
considered for the early detection of windshear in front of commercial aircraft.

A further example of atmospheric optical remote sensing is that of the remote measurement of 
the global concentration and distribution of atmospheric aerosols. P. McCormick’s group at NASA/
Langley and Hampton University has developed the SAGE II satellite system which is part of a pack-
age of instruments to detect global aerosol and selected species concentrations in the atmosphere.162 
This system measures the difference in the optical radiation emitted from the earth’s surface and the 
differential absorption due to known absorption lines or spectral bands of several species in the atmo-
sphere, including ozone. The instrument also provides for the spatial mapping of the concentration of 
aerosols in the atmosphere, and an example of such a measurement is shown in Fig. 36. This figure 
shows the measured concentration of aerosols after the eruption of Mt. Pinatubo and demonstrates 
the global circulation and transport of the injected material into the earth’s atmosphere. 

More recently, this capability has been refined by David Winker’s group at NASA that developed 
the laser based CALIPSO lidar satellite which has produced continuous high-resolution 3D maps of 
global cloud and aerosol distributions since its launch in 2006.

There are several ongoing optical remote sensing programs to map and measure the global con-
centration of CO2 and other green house gases in the atmosphere. For example, the spaceborne 
Atmospheric Infrared Sounder (AIRS) from JPL has measured the CO2 concentration at the mid-
troposphere (8 km altitude) beginning in 2003, and the NASA Orbiting Carbon Observatory (OCO) 
to be launched in 2008 will be the first dedicated spaceborne instrument to measure the sources and 
sinks of CO2 globally. Both of these instruments use optical spectroscopy of atmospheric CO2 lines to 
measure the concentration of CO2 in the atmosphere.

Finally, there are related nonlinear optical processes that can also be used for remote sensing. For example, 
laser-induced-breakdown spectroscopy (LIBS) has been used recently in a lidar system for the remote detec-
tion of chemical species by focusing a pulsed laser beam at a remote target, producing a plasma spark at the 
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FIGURE 35 Coherent Doppler lidar measurements of atmospheric winds showing 
velocity profile of gust front. Upper plot is real-time display of Doppler signal and lower 
plot is range-resolved wind field. (From Hardesty, Ref. 160.)
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target, and analyzing the emitted spectral light after being transmitted back through the atmosphere.163,164 
Another technique is the use of a high-power femtosecond pulse-length laser to produce a dielectric break-
down (spark) in air that self focuses into a long filament of several 100s of meters in length. The channeling 
of the laser filament has been used to remotely detect distant targets and atmospheric gases.165

The preceding examples are just a few of many different optical remote sensing instruments that 
are being used to measure the physical dynamics and chemical properties of the atmosphere. As is 
evident in these examples, an understanding of atmospheric optics plays an important and integral 
part in these measurements.

3.8 METEOROLOGICAL OPTICS

One of the most colorful aspects of atmospheric optics is that associated with meteorological optics. 
Meteorological optics involves the interplay of light with the atmosphere and the physical origin of the 
observed optical phenomena. Several excellent books have been written about this subject, and the 
reader should consult these and the contained references.166,167 While it is beyond the scope of this 
chapter to present an overview of meteorological optics, some specific optical phenomena will be 
described to give the reader a sampling of some of the interesting effects involved in naturally occur-
ring atmospheric and meteorological optics.

FIGURE 36 Measurement of global aerosol concentration using SAGE II satellite following erup-
tion of Mt. Pinatubo. (From McCormick, Ref. 162.)
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Some of the more common and interesting meteorological optical phenomena involve rainbows, 
ice-crystal halos, and mirages. The rainbow in the atmosphere is caused by internal reflection and 
refraction of sunlight by water droplets in the atmosphere. Figure 37 shows the geometry involved 
in the formation of a rainbow, including both the primary and larger secondary rainbow. Because of 
the dispersion of light within the water droplet, the colors or wavelengths are separated in the backscat-
tered image. Although rainbows are commonly observed in the visible spectrum, such refraction also 
occurs in the infrared spectrum. As an example, Fig. 38 shows a natural rainbow in the atmosphere 
photographed with IR-sensitive film by R. Greenler.167

FIGURE 37 Different raindrops contribute to the primary and to the larger, 
secondary rainbow. (From Greenler, Ref. 167.)

FIGURE 38 A natural infrared rainbow. (From Greenler, Ref. 167.)
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The phenomena of halos, arcs, and spots are due to the refraction of light by ice crystals suspended 
in the atmosphere. Figure 39 shows a photograph of collected ice crystals as they fell from the sky. The 
geometrical shapes, especially the hexagonal (six-sided) crystals, play an important role in the forma-
tion of halos and arcs in the atmosphere.

The common optical phenomenon of the mirage is caused by variation in the temperature and 
thus, the density of the air as a function of altitude or transverse geometrical distance. As an example, 
Fig. 40 shows the geometry of light-ray paths for a case where the air temperature decreases with height 

FIGURE 39 Photograph of magnified small ice crystals collected as they fell from the 
sky. (From Greenler, Ref. 167.)

FIGURE 40 The origin of the inverted image in the desert mirage. (From 
Greenler, Ref. 167.)
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to a sufficient extent over the viewing angle that the difference in the index of refraction can cause a 
refraction of the image similar to total internal reflection. The heated air (less dense) near the ground 
can thus act like a mirror, and reflect the light upward toward the viewer. As an example, Fig. 41 shows a 
photograph taken by Greenler of motorcycles on a hot road surface. The reflected image of the motor-
cycles “within” the road surface is evident. There are many manifestations of mirages dependent upon 
the local temperature gradient and geometry of the situation. In many cases, partial and distorted 
images are observed leading to the almost surreal connotation often associated with mirages.

Finally, another atmospheric meteorological optical phenomenon is that of the green flash. A 
green flash is observed under certain conditions just as the sun is setting below the horizon. This 
phenomenon is easily understood as being due to the different relative displacement of each different 
wavelength or color in the sun’s image due to spatially distributed refraction of the atmosphere.167 
As the sun sets, the last image to be observed is the shortest wavelength color, blue. However, most of 
the blue light has been Rayleigh scattered from the image seen by the observer so that the last image 
observed is closer to a green color. Under extremely clear atmospheric conditions when the Rayleigh 
scattering is not as preferential in scattering the blue light, the flash has been reported as blue in color. 
Lastly, one of the authors (DK) has observed several occurrences of the green flash and noticed that 
the green flash seems to be seen more often from sunsets over water than over land, suggesting that 
a form of water vapor layer induced ducting of the optical beam along the water’s surface may be 
involved in enhancing the absorption and scattering process.

3.9 ATMOSPHERIC OPTICS AND GLOBAL 
CLIMATE CHANGE

Of importance, atmospheric optics largely determines the earth’s climate because incoming sunlight 
(optical energy) is scattered and absorbed and outgoing thermal radiation is absorbed and reemit-
ted by the atmosphere. This net energy flux, either incoming or outgoing, determines if the earth’s 

FIGURE 41 The desert (or hot-road) mirage. In the inverted part of the image you can see the 
apparent reflection of motocycles, cars, painted stripes on the road, and the grassy road edge. (From 
Greenler, Ref. 167.)

Bass_v5ch03_p001-052.indd 3.43 9/24/09 10:12:50 AM

DO
 N

OT
 D

UP
LI

CA
TE



3.44  ATMOSPHERIC OPTICS

climate will warm or cool, and is directly related to the radiative transfer calculations mentioned 
in Sec. 3.4. A convenient way to express changes in this energy balance is in terms of the radiative 
forcing, which is defined as the change in the incoming and outgoing radiative flux at the top of 
the troposphere. To a good approximation, individual forcing terms add linearly to produce a linear 
surface-temperature response at regional to global scales. Reference 168 by the Intergovernmental 
Panel on Climate Change (2007) provides a detailed description of radiative forcing and the scien-
tific basis for these findings. 

As an example, Fig. 42 shows that the major radiative forcing mechanisms for changes between 
the years of 1750 and 2005 are the result of anthropogenic changes to the atmosphere.168 As can be 
seen, the largest effect is that of infrared absorption by the greenhouse gases, principally CO2. This is 
the reason that the measurement of the global concentration of CO2 is important for accurate predic-
tions for future warming or cooling trends of the earth. Other forcing effects are also shown in Fig. 42. 
Water vapor remains the largest absorber of infrared radiation, but changes in water vapor caused 
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FIGURE 42 Effect of atmospheric optics on global climate change represented by the 
radiative forcing terms between the years of 1750 and 2005. The change in the energy (W/m2) 
balance for the earth over this time period is shown resulting in a net positive energy flow 
onto the earth, with a potential warming effect. Contributions due to individual terms, such as 
changes in the CO2 gas concentration or changes in land use, are shown. (Reprinted with permis-
sion from Ref. 168.)
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by climate changes are considered a response rather than a forcing term. The exception is a small 
increase in stratospheric water vapor produced by methane emissions. Similarly, the effects of clouds 
are part of a climate response, except for the increase in cloudiness that is a direct result of increases 
in atmospheric aerosols. The linearity of climate response to radiative forcing implies that the most 
efficient radiative transfer calculations for each term can be used. For example, a high resolution 
spectral absorption calculation is not needed to calculate the radiative transfer through clouds, and a 
multiple-scattering calculation is not needed to calculate the effects of absorption by gases.

In summary, Fig. 42 shows the important contributions of radiative forcing effects that contribute 
to changes in the heat balance of the earth’s atmosphere. All of the noted terms are influenced by the 
optical properties of the atmosphere whether due to absorption of sunlight by the line or band spec-
trum of molecules in the air, the reflection of light by the earth’s surface or oceans, or reabsorption of 
thermal radiation by greenhouse gases. The interested reader is encouraged to study Ref. 168 for more 
information, and references therein.
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ABSTRACT

In this chapter, how the random aberrations introduced by atmospheric turbulence degrade the image 
formed by a ground-based telescope with an annular pupil is considered. The results for imaging with 
a circular pupil are obtained as a special case of the annular pupil. Both the long- and short-exposure 
images are discussed in terms of their Strehl ratio, point-spread function (PSF), and transfer function. 
The discussion given is equally applicable to laser beams propagating through turbulence. An atmo-
spheric coherence length is defined and it is shown that, for fixed power of a beam and regardless 
of the size of its diameter, the central irradiance in the focal plane is smaller than the corresponding 
aberration-free value for a beam of diameter equal to that of the coherence length. The aberration 
function is decomposed into Zernike annular polynomials and the autocorrelation and crosscorrela-
tions of the expansion coefficients are given for Kolmogorov turbulence. It is shown that the aber-
ration variance increases with the obscuration ratio of the annular pupil. The angle of arrival is also 
discussed, both in terms of the wavefront tilt as well as the centroid of the aberrated PSF. It is shown 
that the difference between the two is small, and the obscuration has only a second-order effect. 

4.1 GLOSSARY

 a outer radius of the pupil

aj expansion coeffi cients 

A rL p( )
�

 amplitude function of the lens (or imaging system) at a pupil point with position vector 
�
rp

Cn
2  refractive index structure parameter
� structure function (�w—wave, �Φ—phase, �l—log amplitude, �n—refractive index)

 D diameter of exit pupil or aperture

 F focal ratio of the image-forming light cone ( )F R D= /

4.1

4
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 I ri i( )
�

 irradiance at a point 
�
ri in the image plane

 I r( ) normalized irradiance in the image plane such that its aberration-free central value is I( )0 1=
 〈 〉I0  time-averaged irradiance at the exit pupil

 j Zernike aberration mode number

 J number of Zernike aberration modes 

l rp( )
�

log-amplitude function introduced by atmospheric turbulence

 L path length through atmosphere or from source to receiver 

 n r( )
�

 fl uctuating part of refractive index N r( )
�

 P rc( ) encircled power in a circle of radius rc  in the image plane 

 Pex power in the exit pupil 

 P rL p( )
�

 lens pupil function

 P rR p( )
�

 complex amplitude variation introduced by atmospheric turbulence 

 r0 Fried’s atmospheric coherence length

 R radius of curvature of the reference sphere with respect to which the aberration is defi ned

 Rn
m( )ρ  Zernike circle radial polynomial of degree n and azimuthal frequency m

 〈 〉S  time-averaged Strehl ratio

 Sa coherent area πr0
2 4/  of atmospheric turbulence 

 〈 〉St  tilt-corrected time-averaged Strehl ratio
Sex area of exit pupil

 Zn
m( ,ρ θ) Zernike circle polynomial of degree n and azimuthal frequency m

 � obscuration ratio of an annular pupil

 Δ j phase aberration variance after correcting J j= aberration modes

 h  central irradiance in the image plane normalized by the aberration-free value for a pupil 
with area Sa but containing the same total power 

 l wavelength of object radiation

 
�
vi spatial frequency vector in the image plane 

 
�
v  normalized spatial frequency vector

 �0 isoplanatic angle of turbulence

 σ σα β,  tip and tilt angle standard deviations
 σΦ

2  phase aberration variance

 τ( )
�
v  optical transfer function

 r radial variable normalized by the pupil radius a

 τa v( ) long-exposure (LE) atmospheric MTF reduction factor 
 Φ( )

�
rp

 phase aberration 

 ΦR pr( )
�

 random phase aberration introduced by atmospheric turbulence 

4.2 INTRODUCTION

The resolution of a telescope forming an aberration-free image is determined by its diameter D; 
larger the diameter, better the resolution. However, in ground-based astronomy, the resolution is 
degraded considerably because of the aberrations introduced by atmospheric turbulence. A plane 
wave of uniform amplitude and phase representing the light from a star propagating through the 
atmosphere undergoes both amplitude and phase variations due to the random inhomogeneities 
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in its refractive index. The amplitude variations, called scintillations, result in the twinkling of stars. 
The purpose of a large ground-based telescope has therefore generally not been better resolution 
but to collect more light so that dim objects may be observed. Of course, with the advent of adaptive
optics,1–3 the resolution can be improved by correcting the phase aberrations with a deformable mirror. 
The amplitude variations are negligible in near-field imaging, that is, when the far-field distance 
D L D L2/ orλ λ>> >> , where l is the wavelength of the starlight and L is the propagation path 
length through the turbulence.4 In principle, a diffraction-limited image can be obtained if the aber-
rations are corrected completely in real time by the deformable mirror. However, in far-field imag-
ing, that is, when D L D L2/ orλ λ<< << , significant amplitude variations are introduced in addi-
tion to the phase variations. Since the amplitude variations cannot be corrected by adaptive optics, 
even a complete correction of the phase errors does not yield a diffraction-limited image. 

In this chapter, we consider the effect of random aberrations introduced by atmospheric tur-
bulence on the image quality. The discussion given is applicable equally to laser beams propagat-
ing through turbulence. First, we derive expressions for the degraded time-averaged point-spread 
function (PSF) and optical transfer function (OTF). The pupil function of the overall imaging system 
is written as the product of the pupil function of the optical system and a complex amplitude factor 
introduced by turbulence. As a result, the time-averaged OTF of the overall system is also equal to the 
product of the OTF of the optical system and an OTF reduction factor representing the mutual coher-
ence function of the wave propagating through the turbulent atmosphere. The time-averaged images 
thus obtained are referred to as the long-exposure images.4 The exposure time may be 1 to 10 s.

Next, the structure functions for refractive index and phase fluctuations are given for the Kolmogorov 
turbulence. We introduce the notion of atmospheric coherence length r0 , and show that it limits the 
resolution of the image regardless of how large the telescope diameter is.4 Since large telescopes have 
annular pupils, we consider systems with such pupils and describe the Strehl ratio, PSF, and encircled 
power as a function of the ratio of the pupil diameter and the coherence length. The phase aberra-
tion introduced by Kolmogorov turbulence is expanded in terms of the Zernike annular polynomi-
als,5–8 and autocorrelation and crosscorrelation of the expansion coefficients are given.9 It is shown 
that atmospheric turbulence dominates the degradation of the system modulation transfer function 
(MTF), Strehl ratio, or the angle of arrival; the effect of the pupil obscuration is small even for weak 
turbulence. The piston-removed aberration variance increases monotonically as the obscuration of the 
pupil increases. A large portion (87 percent for a circular pupil and somewhat larger for an annular 
pupil) of the aberration variance is a random wavefront tilt, resulting in a random displacement of 
the image over a long exposure. Hence, a better quality image is obtained if the exposure time is short 
enough so that the image does not wander. Such an image is referred to as a short-exposure image.4 The 
exposure time may be 0.1 s or less. The location of such an image is random which is not relevant in 
astronomy. The image wander, sometimes referred to as the angle of arrival, is considered in terms of 
the wavefront tilt (called the Z-tilt) or the centroid of the image (called the G-tilt), and expressions are 
given for their standard deviations. 

The fluctuating image can be stabilized if the tilt is corrected in real time with a steering mirror. 
A tilt-corrected image is equivalent to a time-averaged short-exposure image. The characteristics 
of such an image are considered and compared with those of a long-exposure image. The angular
resolution of the system for a long-exposure image is about λ/r0 compared to the diffraction-limited 
resolution l/D. For a short-exposure image the resolution is substantially better than that for a long-
exposure image. When the coherence length is much smaller than the pupil diameter, the image 
breaks up into small spots, called speckles, whose size depends on the latter, while the overall size of 
the image is determined by the former. An example of a speckled short-exposure image of a point 
object is illustrated and compared with the corresponding aberration-free image.

4.3 LONG-EXPOSURE IMAGE 

When the medium between an object and the optical system imaging it is homogeneous, a spheri-
cal wavefront of uniform amplitude centered on an object point is incident on the entrance pupil of 
the system. If the system is aberration free and has uniform transmittance, a spherical wavefront of 
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uniform amplitude centered at the Gaussian image point emerges from its exit pupil. However, if 
the system is aberrated and has nonuniform transmittance, then the emerging wavefront is distorted 
with a nonuniform amplitude. Let ΦL pr( )

�
and A rL p( )

�
 be the phase and amplitude transmittance cor-

responding to a point 
�
rp on the exit pupil. A dimensionless pupil function of the system may be 

written

 P r A r i r
L p L p L p( ) ( )exp ( )
� � �

= ⎡⎣ ⎤⎦Φ  (1)

When the medium between the object and the imaging system is inhomogeneous as in ground-
based astronomy, it introduces random phase and amplitude variations across the wavefront propa-
gating through it. Let ΦR r( )

�
en  and �

�
( )ren  be the random phase and (dimensionless) log amplitude 

introduced by atmospheric turbulence at a point 
�
ren on the entrance pupil. As the wave propagates 

through the imaging system, it undergoes additional phase and amplitude variations. The total phase 
aberration at a point 

�
rp  on the exit pupil may be written

 Φ Φ Φ( ) ( ) ( )
� � �
r r rp L p R p= +  (2)

where the position vector 
�
rp is related to the position vector 

�
ren by the pupil magnification 

m r m rp p p( . ).i e., en

� �
=  The pupil function of the overall system (i.e., including the effects of atmospheric 

turbulence) representing the wavefront at the exit pupil may be written

 P r P r P rp L p R p( ) ( ) ( )
� � �

=  (3)

where

 P r r i rR p p R p( ) exp ) ( )
�

�
� �

= +⎡
⎣

⎤
⎦( Φ  (4)

is truncated by the pupil function P rL p( )
�

 and represents the complex amplitude variation introduced 
by turbulence.

The instantaneous irradiance distribution of the star image formed by the overall system is given by10,11

 I r
P

S R
P r

i
R

r ri i p p i( ) ( )exp
� � � �

= − ⋅
⎛
⎝⎜

ex

exλ
π

λ2 2

2 ⎞⎞
⎠⎟∫ drp

�
2

 (5)

where 
�
ri is the position vector of a point in the image plane, Pex is the total power in the image, Sex is 

the area of the exit pupil, l is the wavelength of object radiation, and R is the radius of curvature of 
the reference sphere with respect to which the aberration is defined.

Substituting Eq. (3) into Eq. (5), the time-averaged distribution, representing a long-exposure 
image, may be written

 

〈 〉 =
〈 〉

′ 〈∫∫I r
P

S R
P r P r Pi i L p L p R( ) ( ) ( )

� � �ex

exλ 2 2
∗ (( ) ( )

exp ( )

� �

� � �

r P r

i
R

r r r

p R p

p p i

∗ ′ 〉

× − − ′ ⋅2π
λ

⎡⎡
⎣⎢

⎤
⎦⎥

′dr drp p

� �  (6)

where ∗ denotes a complex conjugate. Thus, considering Eq. (4), we may write the mutual coherence 
function (MCF) of the wave incident on the system, using abbreviated notation

 

〈 ′ 〉 〈 〉

= 〈 + +

P r P r P P

i

R p R p( ) ( )

exp[( ) (

� �

� �

∗ ∗≡ 1 2

1 2 Φ11 2− 〉Φ )]  (7)
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.5

If the refractive index fluctuations are statistically stationary, that is, they are statistically homoge-
neous and isotropic, then so are the fluctuations in � and Φ which they generate. Therefore,

 〈 + − 〉 = 〈 〉 − 〈 〉 + 〈 〉 − 〈( ) ) ( ) (� � � � �1 2 2 1 1 2 2 2 1( 1Φ Φ Φ Φ Φ ��1 2Φ 〉)  (8a)

  = 0  (8b)

where the two averaged quantities in the first term on the right-hand side of Eq. (8a) cancel each 
other due to homogeneity of turbulence, and those in the second term cancel due to its isotropy. 
Thus, � �1 2+  and Φ Φ1 2−  are uncorrelated random variables. Hence, Eq. (7) may be written 

 〈 ′ 〉 = 〈 + 〉〈 −P r P r iR p R p( ) ( ) exp( ) exp[ (
� �

� �∗
1 2 1 2Φ Φ ))]〉  (9)

For a Gaussian random variable x with a mean value of 〈 〉x  and a standard deviation of s, it is 
easy to show that

 
exp( ) exp( )exp[ ( ) / ]bx bx x x dx= − − 〈 〉

−∞

∞

∫
1

2
22 2

πσ
σ

== 〈 − 〈 〉 〉+ 〈 〉⎡
⎣⎢

⎤
⎦⎥

exp ( )
1
2

2 2b x x b x

 

(10)

where b is an arbitrary constant. As the wave propagates through the random atmosphere, it accu-
mulates randomly both phase and amplitude variations. Each of these two random variables can 
be expressed as an integral along the propagation path. Since the atmospheric path length is much 
longer than the correlation length of these variable, the accumulation consists of a sum of a large 
number of terms that are statistically independent. By the central limit theorem, we can infer that 
they obey Gaussian statistics. Letting both � and ΦR be Gaussian random variables where ΦR has a 
mean value of zero, it can be shown from conservation of power, that4,11

 〈 + 〉 = − − ′
⎡
⎣⎢

⎤
⎦⎥

exp( ) exp ( |)� �
� �

�1 2

1
2

� |r rp p
 (11)

where

 � �
� �

�
�

�
�

(| |) [ ( ) ( )]r r r rp p p p− ′ = 〈 − ′ 〉2  (12)

is the log-amplitude structure function. 
Since Φ1 and Φ2 are Gaussian random variables with zero mean values, Φ Φ1 2−  is also a Gaussian 

random variable. Hence, following Eq. (10), we obtain 

 

〈 − 〉 = − 〈 − 〉⎡
⎣
⎢

⎤
⎦
⎥

= −

exp[ ( )] exp ( )

exp

i Φ Φ Φ Φ1 2 1 2
21

2

11
2

�Φ(| |)
� �
r rp p− ′

⎡
⎣
⎢

⎤
⎦
⎥

 

(13)

where

 �Φ Φ Φ(| |) [ ( ) ( )]
� � � �
r r r rp p p p− ′ = 〈 − ′ 〉2  (14)

is the phase structure function of turbulence. Substituting Eqs. (11) and (13) into Eq. (9), we may 
write the MCF

 〈 ′ 〉 = − − ′
⎡
⎣⎢

⎤
P r P r r rR p R p w p p( ) ( ) exp ( |)
� � � �∗ 1

2
� |

⎦⎦⎥
 (15)
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4.6  ATMOSPHERIC OPTICS

where

 � � �w p p p p p pr r r r r r(| |) (| |) (| |
� � � � � �

�− ′ = − ′ + − ′Φ ))  (16)

is called the wave structure function of turbulence.
Substituting Eq. (15) into Eq. (6), we obtain

 

〈 〉 =
〈 〉

′ −I r
P

S R
P r P ri i L p L p( ) ( ) ( )exp

� � �ex

exλ 2 2

1∗
22

2

�w p p

p p

r r

i
R

r r

(| )

exp (

� �

� �

− ′
⎡
⎣
⎢

⎤
⎦
⎥

× − − ′

∫∫ |

π
λ

)) ⋅⎡
⎣
⎢

⎤
⎦
⎥ ′
� � �
r dr dri p p

 (17)

Because of a Fourier transform relationship between the PSF and the OTF, we identify ( )
� �
r r Rp p− ′ /λ  

with a spatial frequency 
�
vi . Thus, we let 

 
� � �
r r Rvp p i− ′ = λ  (18)

Substituting Eq. (18) into Eq. (17) and carrying out the integration over 
�
rp , we may write

 〈 〉 = 〈 〉 −⎡
⎣
⎢

⎤
⎦
⎥I r P v Rvi i L i w i( ) ( )exp ( ) e

� �
ex τ λ1

2
� xxp( )− ⋅∫ 2πiv r dvi i i

� � �
 (19)

where

 τ λL i L p L p i pv S P r P r Rv dr( ) ( ) ( )
� � � � �

= −− ∫ex
1 ∗  (20)

is the OTF of the (turbulence-free) optical system and v vi i= | |
�

. Now, we introduce normalized 
quantities

 I r I r Ii i( ) ( ) ( )=
�

/ 0  (21a)

 
� �
r r Fi= /λ  (21b)

and

 
� �
v v Fi= /( )1/λ  (21c)

where

 I
P S

R
( )0

2 2
=

〈 〉ex ex

λ
 (22)

is the aberration-free central irradiance for a uniform-amplitude wavefront with a total power 〈 〉Pex  
and 1/lF is the cutoff spatial frequency of the optical system. Here, F R D= /  is the focal ratio of the 
image-forming light cone. In terms of the normalized quantities, Eq. (19) for the time-averaged PSF 
may be written

 〈 〉 = 〈 〉 − ⋅∫I r v iv r dv( ) ( ) ( ) exp( )
� � � � �

4 2/π τ π  (23)
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.7

where

 〈 〉 = −⎡
⎣⎢

⎤
⎦⎥

τ τ( ) ( )exp ( )
� �
v v vDL w

1
2

�  (24)

is the time-averaged OTF. This OTF being equal to the product of the OTF of the optical system and 
the MCF associated with atmospheric turbulence is a consequence of the fact that the pupil func-
tion of the overall system is equal to the product of the pupil function of the optical system and the 
complex amplitude variation introduced by turbulence. It should be evident that, since vD v Ri= λ ,  
the modification of the system OTF due to turbulence is independent of the diameter D of the exit 
pupil of the system. The MCF acts as a reduction factor for the OTF of the overall system.11 It may 
also be referred to as the Hopkins ratio of the image if tL ( )v  is the aberration-free OTF. 11

4.4 KOLMOGOROV TURBULENCE AND 
ATMOSPHERIC COHERENCE LENGTH

The refractive index N r( )
�

 of the turbulent atmosphere at a point 
�
r  in space fluctuates due to fluc-

tuations of its temperature. It can be written as the sum of its mean value 〈 〉N r( )
�

at a point 
�
r  and a 

fluctuating part n r( )
�

 at that point, in the form

 N r N r n r( ) ( ) ( )
� � �

= 〈 〉 +  (25)

Whereas 〈 〉N r n r( ) , ( )
�
�

�
1 is only on the order of 10 6− . It should be evident that n r( )

�
 has a mean value 

〈 〉 =n r( ) .
�

0 The structure function �n r r( )
� �
1 2,  of the refractive index fluctuations represents the mean 

square value of the difference of refractive index at two points 
�
r1 and 

�
r2 , that is,

 �n r r n r n r( , ) [ ( ) ( )]
� � � �
1 2 1 2

2= 〈 − 〉  (26)

The turbulent atmosphere consists of packets of air called eddies each with a characteristic value of 
its refractive index. For Kolmogorov turbulence, the structural function is given by

 �n nr C r r L( ) ,= << <<2 2 3
0 0

/ �  (27)

where r r r= −|
� �
2 1| and Cn

2 (in units of m /−2 3) is called the refractive index structure parameter. The 
quantities �0 and L0 are called the inner and outer scales of turbulence representing the smallest and 
the largest eddies, respectively. Typical values of Cn

2 vary from 10 13 2 3− −m /  for strong turbulence to 
10 17 2 3− −m /  for weak turbulence. Values of �0 are on the order of a few millimeters, and those of L0 
vary from 1 to 100 m.

The wave structure function for a spherical wave propagating through Kolmogorov turbulence is 
given by12

 �w n

L

r k r C z z L dz( ) . ( )( )= ∫2 914 2 5 3 2

0

5 3/ //  (28)

where k = 2π λ/  and z varies along the atmospheric path of total length L from a value of zero at the 
source (or the object plane) to a value of L at the receiver (or the image plane). The wave structure 
function can also be written in the form4,12

 �w r r r( ) . ( )= 6 88 0
5 3/ /  (29)

where, for a spherical wave,

 r C z z L dzn

L

0
6 5 2 5 3

0

0 185=
⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
∫

−

. ( )( )λ / //

33 5/

 (30)
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4.8  ATMOSPHERIC OPTICS

is a characteristic length of Kolmogorov turbulence called its coherence length or diameter, often 
referred to as Fried’s coherence length. We note that r0 varies with the optical wavelength as λ6 5/ . If 
the line of sight makes an angle q with the zenith, then the path length L and the integral in Eq. (30) 
are increased by sec q, or r0 decreases by a factor of (sec ) .θ 3 5/

A commonly used model for the C zn
2( ) variation is the Hufnagle-Valley model, often referred to as 

the H V− 5 7/  model, given by13

 C h W h e e An
h h2 26 2 10 16 1 58 2 10 2 7 10( ) . . .= × + × +− − − − / ee h−10  (31)

where h is the height from ground in kilometers, A = × −1 7 10 14. , and W = 21 m/s is the wind speed. 
Its variation with h is shown in Fig. 1. It decreases rapidly for the first few kilometers, dips at about 
5.9 km, rises slightly due to turbulence in the jet stream peaking at about 9.8 km, and decreases 
monotonically to negligible values beyond about 20 km.

For a point source on the ground observed by an observer on an aircraft, space shuttle, or a satellite, 
light propagates upward in a manner similar to the C hn

2( ) profile of increasing height h. The observer 
looks at the point source down through the atmosphere.14 Substituting Eq. (31) into Eq. (30) with h
replaced by z (keeping in mind that Cn

2 is in units of m 2/3− ), we obtain the value of r0 in the plane of 
the observer as a function of his/her height L, as shown in Fig. 2 by the solid curve. The observation is 
assumed to be along the zenith at a wavelength of λ = 0 5. .mμ  We note that r0 increases slowly, goes 
through a peak at about 7.2 km and a valley at about 13.7 km, and then increases linearly with L 
beyond a height of about 20 km above which there is very little atmosphere.

For a ground observer looking up at a point source on an aircraft, space shuttle, or a satellite, z
increases downward with a value of zero at the source and L on the ground. To determine r0  from 
Eq. (30) using the C hn

2( )  profile such as given by Eq. (31), we must either replace h by L-z, or replace 
z/L by 1 – z/L as may be seen by a change of variable. Thus, Eq. (30) in this case is replaced by

 

r C L z z L dzn

L

0
6 5 2 5 3

0

3

0 185= −
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥∫

−

. ( )( )λ / //

//

/

/

5

6 5 2

5 3

0

0 185 1= −
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
∫. ( )λ C z

z
L

dzn

L

⎥⎥
⎥

−3 5/

 

(32)

10–16
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C
n(
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2

FIGURE 1 Variation of the refractive index structure parameter C hn
2( ) with the altitude 

h for the Hufnagle-Valley model H V− 5 7/
 of Eq. (31).
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.9

As shown in Fig. 2 by the dashed curve, the value of r0 in the plane of the observer on ground does 
not change very much with the height L of the point source.

For a plane wave propagating up or down through the atmosphere, the factor z/L in Eq. (28) and in 
turn, in Eq. (30), is replaced by unity. It is easy to see this for starlight observed from ground. A plane 
wave can be thought of as a spherical wave originating at an infinite distance and traveling through 
a uniform medium for which Cn

2 0= , except for the propagation path through the atmosphere. The 
value of z/L in the region for which Cn

2 0≠  is infinitesimally different from unity. Hence, the starlight 
propagation in ground-based astronomy can be considered as a plane wave propagation with ( )z L/ /5 3 
in Eq. (30) replaced by unity, or a spherical wave propagating an infinite distance to reach the earth’s 
atmosphere with nonzero Cn

2 value only near the end of its path for which z/L is negligibly different 
from unity. The variation of r0 with the separation L of the plane-wave source and the observer is also 
shown in Fig. 2 by the dotted curve. We note that the variation is small and occurs for small values 
of L. For large values of L, approaching infinity as in ground-based astronomy, the value of r0 is close 
to 5 cm. Moreover, the value of r0 for a ground observer looking up through the atmosphere at an 
incoming plane wave is smaller than its value for a corresponding spherical wave, as expected from 
the smaller factor of 1 – z/L compared to z L/  in Eq. (32).

We also note that r0 is smaller when a satellite is observed from ground compared to when a 
ground object is observed from a satellite. As an observer moves to a higher altitude above the atmo-
sphere, the value of r0 increases linearly with the altitude L. Consequently, the image degradation is 
much smaller when a ground object is observed from space than when a space object is observed from 
ground. In the first case, the object is near the region of turbulence and it is observed from far away. 
In the second case, the object is away from the region of turbulence, but it is observed from nearby. 
The fact that the image quality is superior in the first case is similar to when an object behind a diffuse 
shower glass is observed. One can see some detail in the object when it is in contact with the shower 
glass. However, as soon as the object is moved slightly away from the shower glass, it appears only as 
a halo, illustrating complete loss of image resolution. This does not, however, mean that reciprocity of 
wave propagation does not hold. For example, if the wavefront errors of a wave from a point source 
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FIGURE 2 Variation of r0 in the plane of the observer with the path length L from 
the source to the observer. The propagation of light is along the zenith at a wavelength 
λ = 0 5. μm. The solid curve is for a point source on ground such that the spherical wave 
propagates upward to a space observer looking down directly at the source. The dashed 
curve is for a point source in space so that a spherical wave propagates down and an observer 
on ground looks at it directly above. The dotted curve is for plane wave propagation with an 
observer on ground (or in space) looking up (or down) at a space (or ground) object.
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4.10  ATMOSPHERIC OPTICS

in space propagating downward are measured on ground and a conjugate correction is introduced 
in a beam transmitted upward with a deformable mirror, the beam focus in space will be diffraction 
limited (neglecting any measurement or correction error), illustrating that the atmosphere introduces 
the same wavefront errors whether a beam is propagating up or down through it.

Neglecting the variation of Cn
2 for horizontal propagation, we obtain

 �w

n

n

r
C Lk r

C L
( )

.

( ) .
=

2 91

3 8 2 91

2 2 5 3

2

/ Plane wave

/ kk r2 5 3/ Spherical wave

⎧
⎨
⎪

⎩⎪

 (33a)

  

(33b)

and

 r
C Lk

C Lk

n

n

0

2 2
3 5

2 2
3

1 68

3 02

=
( )
( )

−

−

.

.

/
Plane wave

//
Spherical wave

5

⎧

⎨
⎪

⎩
⎪

 (34a)

  
(34b)

In the near field ( ),L D<< 2 /λ  the amplitude variations are negligible and, therefore, � �Φ( ) ( ).r rw=  
In the far field ( ), ( ) ( ) ( ).L D r rw>> =2 1 2/ /λ � �Φ  For in-between ranges, the multiplying factor between 
the two structure functions varies smoothly between 1 and 1/2.

Substituting Eq. (29) into Eq. (24), we may write the time-averaged OTF

 〈 〉 =τ τ( ; ) ( ) ( ; )
� �
v D r v M v D rL/ /0 0  (35)

where

 M v D r vD r( ; ) exp[ . ( ) ]/ / /
0 0

5 33 44= −  (36)

is the long-exposure MCF. Since vD v Ri= λ  and r0 varies as λ6 5/ , the factor in the exponent in Eq. (36) 
varies with wavelength as λ −1 3/ .

Since exp( . ) . ,−3 44 0 03�  atmospheric turbulence reduces the overall system MTF corresponding 
to a spatial frequency v r D= 0 / by a factor of 0.03. From Eqs. (15) and (29), we find that r0 represents a 
correlation length such that the correlation of complex amplitudes at two points on a wave separated 
by a distance r0 is 0.03. Moreover, by definition, the MCF represents the degree of spatial coherence of 
the wave at the receiver, and thus the visibility of the fringes formed in a two-pinhole experiment and 
observed in the vicinity of a point that is equidistant from the two pinholes. Note that because of the 
random nature of atmospheric turbulence, the time-averaged irradiances at the two pinholes are equal 
to each other. Hence, r0 represents a partial coherence length of the wave so that its degree of coher-
ence corresponding to two points on it separated by r0 is only 0.03, or that the visibility of the fringes 
formed by the secondary waves from these points is 0.03. The value of r0 on a mountain site may vary 
from 5 to 10 cm in the visible region of the spectrum, and increases with wavelength as λ6 5/ .

4.5 APPLICATION TO SYSTEMS WITH 
ANNULAR PUPILS

Now we apply Eq. (23) to a system with an annular pupil of outer radius a D= /2 and inner radius 
a�, and thus an obscuration ratio � and an area S aex( ) ( )� �= −π 1 2 2 (see Fig. 3). For simplicity, we 
assume that the system is aberration free. Accordingly, its OTF is given by11,16

 τ τ τ τ( ; ) [ ( ) ( ) ( ; )],v v v v v�
�

� � �=
−

+ − ≤ ≤1

1
0 1

2
2

12/  (37)
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.11

where τ( )v  is given by

 
τ π( ) ( )[cos ( ) ],

,

v v v v v= − − ≤ ≤

=

−2 1 1

0

1 2 1 2/ 0

oth

/

eerwise
 (38)

and represents the OTF of a corresponding system without any obscuration (i.e., for a circular 
pupil) and

  τ12
22 0 1 2( ; ) , ( )/v v� � �= ≤ ≤ −  (39a)

 = + − − ≤ ≤ +( / )( sin ), ( )/ ( )/2 2 1 2 1 21
2

2 1π θ θ θ� � �v v  (39b)

 = 0, otherwise  (39c)

In Eq. (39b), θ1 and θ2 are given by 

 cosθ1

2 24 1
4

= + −v
v

�
 (39d)

and

 cosθ2

2 24 1
4

= − +v
v

�

�
 (39e)

respectively. Since the OTF is equal to the autocorrelation of the pupil function,10,11,17 the cutoff fre-
quency, which corresponds to the separation of two pupils by their diameter, is independent of �. 
From Eq. (37)

 
τ
τ
( ;
( )
v
v
�

�

) =
−
1

1 2  (40)

yp

rp

1

e
q

xp

FIGURE 3 Annular pupil of obscuration ratio �, repre-
senting the ratio of the inner and outer radii of the pupil. 
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4.12  ATMOSPHERIC OPTICS

for spatial frequencies in the range ( ) .1 2 1+ < <� / v  The overlap area of two annular pupils dis-
placed from each other by an amount corresponding to a frequency in this frequency range is inde-
pendent of �, but the fractional area is larger owing to the smaller area of the obscured exit pupil.11

How τ( ;v �) varies with v is shown in Fig. 4 for various values of �, including zero. It is evident that 
the OTF of an annular pupil is significantly lower at low frequencies but somewhat higher at high 
frequencies, compared to that for a corresponding circular ( )� = 0  pupil. The slope of the OTF for an 
annular pupil at the origin is given by

 ′ = − −τ π( ; ) ( )0 4 1� �/  (41)

This slope does not change when aberrations are introduced.11 Moreover,

 τ( ; ) ( )v vdv
0

1
21 8∫ = −� � /  (42)

The time-averaged irradiance distribution and encircled power (in a circle of radius rc in units of lF) 
of the image of a point object are given by

 〈 〉 =
−

〈 〉∫I r D r v D r J rv( ; ; / ) ( ; ; / ) ( )�
�

�0 2 0
0

1

0

8

1
2τ π vvdv  (43)

and

 〈 〉 = 〈 〉P r D r r v D r J r v dvc c c( ; ; / ) ( ; ; / ) ( )� �0 0 12 2π τ π
00

1

∫  (44)

where

 〈 〉 = −⎡⎣ ⎤⎦τ τ( ; ; / ) ( ; ) exp . ( / ) /v D r v vD r� �0 0
5 33 44  (45)
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FIGURE 4 Aberration-free OTF τ( ; )v �  of an annular pupil illustrating the 
effect of its obscuration.
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.13

is the OTF of the system degraded by atmospheric turbulence. The irradiance is normalized by the 
aberration-free central irradiance 〈 〉P S Rex ex( )/� λ 2 2 and the encircled power is normalized by the total 
power 〈 〉Pex . Figure 5 shows the time-averaged OTF for several values of D r/ 0. The OTF gain at high
frequencies disappears even for weak turbulence, as is evident from Fig. 5b for D r/ 0 1= . The tur-
bulence dominates the OTF for large values of D r/ 0 , and the effect of obscuration becomes small, 
as illustrated in Fig. 5c. Not only is the MTF at any frequency reduced, but the effective cutoff fre-
quency is also reduced, for example, from a value of 1 to about 0.1 when D r/ 0 10= .

Letting r = 0 in Eq. (43) yields the Strehl ratio of the image

 

〈 〉 ≡〈 〉

=
−

〈

S D r I D r

v D r

( ; / ) ( ; ; / )

( ; ; /

� �

�
�

0 0

2 0
0

0

8

1
τ

11

∫ 〉) vdv

 

(46)

Figure 6 shows how the time-averaged Strehl ratio varies with D r/ 0 for several values of �. The Strehl 
ratio decreases monotonically as D r/ 0 increases. It is slightly lower for an annular pupil for values of 
D r/ 0 3
�
<  and somewhat higher for D r/ 0 3

�
> . As shown in Fig. 6b, it decreases monotonically with increasing 
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FIGURE 5 Time-averaged OTF for various values of � and D r/ 0. The solid curves represent the aberration-free OTF, and the 
dashed and dotted curves represent the corresponding long- and short-exposure OTFs.

Bass_v5ch04_p001-038.indd 4.13 9/7/09 11:21:21 AM

DO
 N

OT
 D

UP
LI

CA
TE



4.14  ATMOSPHERIC OPTICS

 0.0001

 0.001

 0.01

 0.1

 1

 0.1  1  10

 (b)

 (a)

 100

<
S

>
<

S
>

D/r0

D/r0 = 1

D/r0 = 3

D/r0 = 10

� = 0.00
� = 0.25
� = 0.50
� = 0.75

 0.01

 0.1

 1

 0  0.2  0.4  0.6  0.8  1

�

FIGURE 6 Variation of time-averaged long-exposure Strehl ratio 
〈 〉S D r( ; ) ,� / 0  representing the central irradiance normalized by its correspond-
ing aberration-free value. (a) As a function of D r/ 0

 and (b) as a function of �. 

value of � for small values of D r/ 0 , remains nearly constant for D r/ 0 3= , and increases monotonically for 
D r/ 0 10= . Some typical values of the Strehl ratio are listed in Table 1 for several values of � and D r/ 0.

Since S Dex /( ) ( ) ,� �= −π 1 42 2  the aberration-free central irradiance 〈 〉P S Rex ex /( )� λ 2 2 for a fixed 
total power 〈 〉Pex  increases with D as D2. To see how the aberrated central irradiance varies with D, 
we consider a quantity18

 η( ; ) ( )( ) ( ; )� � �D r D r S D r/ / /0
2

0
2

01= − 〈 〉  (47a)

                                                          = 〈 〉 −∫8 3 440
2

0

1

0 0
5 3( ) ( ; ; ) exp . ( )D r v D r vD r/ / / /τ � ⎡⎡⎣ ⎤⎦vdv  (47b)

Figure 7 shows how h varies with D r/ 0. Its aberration-free (or diffraction-limited) value varies as 
( )( ) .1 2

0
2− � D r/  For very small values of D r/ 0 , the atmospheric MTF reduction factor is approximately 
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FIGURE 7 Variation of long-exposure η( ; ),� D r/ 0  representing the time-
averaged central irradiance normalized by its aberration-free value for a 
circular pupil of diameter r0  but with the same total power as the annular 
pupil. (a) As a function of D r/ 0 and (b) as a function of �.

TABLE 1 Long (LE) and Short-Exposure (SE) Time-Averaged Strehl Ratio for Various Values 
of � and D r/ 0

 D/r0 = 1 D/r0 = 2 D/r0 = 5 D/r0 = 10

� LE SE LE SE LE SE LE SE

0 0.446 0.889 0.175 0.691 0.035 0.204 0.009 0.023
0.25 0.429 0.890 0.169 0.694 0.036 0.207 0.010 0.024
0.50 0.391 0.892 0.160 0.699 0.040 0.216 0.012 0.027
0.75 0.345 0.889 0.152 0.691 0.050 0.211 0.017 0.033
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4.16  ATMOSPHERIC OPTICS

equal to unity. Accordingly, 〈 〉S D r( ; )� / 0  is also approximately equal to unity, and the aberrated value 
of h increases with D r/ 0 as in the aberration-free case. However, it increases slowly as D r/ 0 increases, 
with a negligible increase beyond a certain value of D r/ 0 , depending on the value of �. The contribu-
tion to the integral in Eq. (47b) comes from values of v small enough that the factor in the exponent 
is not vanishingly small. Since, τ( ;v �) 1�  near the origin irrespective of the value of �, Eq. (47b) for 
large values of D r/ 0 may be written

 

η( ; ) ( ) exp . ( / )� D r D r vD r/ /0
/= −⎡⎣ ⎤⎦∫8 3 440

2
0

5 3

0

1

vvdv

x x dx= −

=

− −
∞

∫8 3 44 3 5

1

6 5 6 5 1

0

( . ) ( ) exp( )( )/ //
 

(48)

where x vD r= 3 44 0
5 3. ( )/ /  and the integral over x is the gamma function Γ( ).6 5/  Thus,

 η( ; )� D r D r/ as /0 01→ →∞ (49)

independent of the value of �. As is evident from Fig. 7, the saturation effects of atmospheric turbu-
lence occur at larger and larger values of D r/ 0 as � increases. The two asymptotes of η( ; )� D r/ 0  for a 
given value of � intersect at the point given by ( )( )1 12

0
2− =� D r/  or D r/ /

0
2 1 21= − −( ) .� 18

The unnormalized aberrated central irradiance is given by

   〈 〉 =
〈 〉

〈 〉I D r
P S

R
S D ri( ; ; / )

( )
( ; / )0 0 2 2 0�

�
�ex ex

λ
 (50a)

    =
〈 〉P S

R
D raex

λ
η

2 2 0( ; / )�  (50b)

where S ra =π 0
2 4/  is the coherent area of the atmosphere. Hence, regardless of how large D is, the 

central irradiance is less than or equal to the aberration-free central irradiance for a system with a 
circular exit pupil of diameter r0 , equality approaching as D r/ 0 →∞. The limiting value of the central 

irradiance is independent of the value of �. Since S ra ~ ~ ,0
2 12 5λ /  the limiting value varies with wave-

length as λ 2 5/ . It is evident from Eq. (50b) that h represents the aberrated central irradiance normal-
ized by the aberration-free value 〈 〉P S Raex /λ 2 2 for a circular pupil of diameter r0.

In astronomical observations, the time-averaged image power given by 〈 〉 = − 〈 〉P D Iex π( ) ,1 2 2
0�  

where 〈 〉I0  is the time-averaged irradiance across the exit pupil, increases as D increases. However, if 
the observation is made against a uniform background, then the background irradiance in the image 
also increases as D2. Hence, regardless of the value of �, the detectability of a point object is limited by 
turbulence to a value corresponding to an exit pupil of diameter r0 , no matter how large the diameter 
D of the exit pupil is. In the case of a laser transmitter with a fixed value of laser power Pex , the central 
irradiance on a target will again be limited to its aberration-free value for an exit pupil of diameter r0 , 
regardless of how large its beam diameter is. Similarly, the ratio of the signal and noise powers in an 
optical heterodyne detection of a turbulence-degraded signal is limited to the aberration-free value 
corresponding to an exit pupil of diameter r0.

Figure 8 shows how the time-averaged irradiance distribution or the PSF and encircled power 
change as D r/ 0 increases for several values of �. The PSFs are normalized to unity at the center, the 
actual central value being the LE Strehl ratio given in Table 1. As � increases, power flows from the cen-
tral bright spot into the diffraction rings. As D r/ 0 increases, the diffraction rings disappear and the PSFs 
become smooth, and a given fraction of total power is contained in a circle of larger and larger radius.
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.17

4.6 MODAL EXPANSION OF ABERRATION 
FUNCTION

So far we have considered the degradation of system performance by propagation through atmo-
spheric turbulence without any knowledge of the magnitude or the type of the phase aberrations 
introduced by it. In this section, we expand the Kolmogorov turbulence-degraded aberration func-
tion into a complete set of orthonormal polynomials and determine its time-averaged variance as 
well as the variance and covariance of the expansion coefficients. 

We expand the aberration function Φ( , ;ρ θ �) in terms of a complete set of Zernike annular poly-
nomials Z j( ,ρ θ ; )�  that are orthonormal over the unit annulus in the form5–8

 Φ( , ( ) ( ,ρ θ ρ θ; ) ; )� � �= ∑a Zj j
j

 (51)
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FIGURE 8 Time-averaged irradiance 〈 〉I r D r( ; ; )� / 0  and encircled power 〈 〉P r D rc( ; , )� / 0  distributions for circular and annular 
pupils. The solid curves represent the aberration-free distributions, and the dashed and dotted curves represent the corresponding 
long- and short-exposure distributions. 
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FIGURE 8 (Continued)

where aj( )�  are the expansion coefficients of the polynomials, � ≤ ≤ρ 1 and 0 2≤ <θ π . Since the 
phase aberration is a Gaussian random variable with a zero time-averaged value, so are the expan-
sion coefficients. The annular polynomials are given by

 Z n R m mj n
m

even )( , ; ( ) ( ; )cos ,ρ θ ρ θ� �= + ≠2 1 0  (52a)

  Z n R m mj n
m

odd )( , ; ( ) ( ; )sin ,ρ θ ρ θ� �= + ≠2 1 0  (52b)

  Z n R mj n( , ; ) ( ; ),ρ θ ρ� �= + =1 00  (52c)

where n and m are positive integers (including zero) and n − m ≥ 0 and even.
The index n represents the radial degree or the order of a polynomial, since it represents the 

highest power of r in the polynomial, and m is called the azimuthal frequency. The index j is a 
polynomial-ordering number and is a function of both n and m. The polynomials are ordered 
such that an even j corresponds to a symmetric polynomial varying as cos mq, while an odd j cor-
responds to an antisymmetric polynomial varying as sin mq. A polynomial with a lower value of n 
is ordered first, while for a given value of n, a polynomial with a lower value of m is ordered first. 
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.19

The relationships among the indices j, n, and m are given in Table 2. For example, when n = 4 and 
m = 2, then j = 12 for the cos 2q polynomial and j = 13 for the sin 2q polynomial. The number of 
polynomials for a given value of n is n + 1, and the number of polynomials up to and including a 
certain order n is given by

 N n nn = + +( )( )/1 2 2  (53)

The radial annular polynomials Rn
m( ;ρ �) obey the orthogonality relation

 R R d
nn

m
n
m

nn( ; ( ;
( )

ρ ρ ρ ρ δ� �
�

�

) )′ ′= −
+∫

1
2 1

21

 (54)

where δnn′ is a Kronecker delta. Accordingly, the annular polynomials obey the orthonormality con-
dition 

 Z d d d dj j jj( , ( ,ρ θ ρ θ ρ ρ θ ρ ρ θ δ
π

; ) Z ; )� �
�

′ ′∫∫ =
0

21

0

221 π

∫∫
�

 (55)

The Zernike expansion coefficients are given by 

 a Z d dj j( )
( )

( , ; ) ( , ; )�
�

� �
�

=
− ∫∫
1

1 2
0

21

π
ρ θ ρ θ ρ ρ θ

π

Φ  (56)

as may be seen by substituting Eq. (51) into Eq. (56) and using the orthonormality Eq. (55). 
The first eleven annular polynomials are listed in Table 3, where 

 R1
1

2 1 21
( ;

( )
ρ ρ

�
�

)
/

=
+  (57a)

 R2
0

2 2

2

2 1

1
( ;

( )

( )
ρ ρ

�
�

�
) = − −

−  (57b)

 R2
2

2

2 1 21
( ; )

( )
ρ ρ

�
� �

=
+ + 4 /  (57c)

TABLE 2 Relationship Among the Polynomial Indices n, m, and j

n m j n m j

0 0 1 6 0 22
1 1 2, 3 6 2 23, 24
2 0 4 6 4 25, 26
2 2 5, 6 6 6 27, 28
3 1 7, 8 7 1 29, 30
3 3 9, 10 7 3 31, 32

4 0 11 7 5 33, 34
4 2 12, 13 7 7 35, 36
4 4 14, 15 8 0 37
5 1 16, 17 8 2 38, 39
5 3 18, 19 8 4 40, 41
5 5 20, 21 8 6 42, 43
   8 8 44, 45
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   R3
1

2 3 2 4

2 2

3 1 2 1

1 1
( ; )

( ) ( )

( )[(
ρ ρ ρ

�
� � �

� �
= + − + +

− + )) ( )] /1 4 2 4 1 2+ +� �
 (57d)

   R3
3

3

2 4 6 1 21
( ; )

( )
ρ ρ

�
� � �

=
+ + + /  (57e)

and

 R4
0

4 2 2 2 4

2 2

6 6 1 1 4

1
( ; )

( )

( )
ρ ρ ρ

�
� � �

�
=

− + + + +
−  (57f)

Of course, they reduce to the corresponding circle polynomials as � → 0.

4.7 COVARIANCE AND VARIANCE OF EXPANSION 
COEFFICIENTS

From Eq. (56), the covariance or cross-correlation of the expansion coefficients may be written 

 〈 〉 =
−

′ 〈′ ′∫∫a a Z Zj j j j( ) ( )
( )

( , ) ( ;� �
�

� �
1

12 2 2π
ρ ρ ) ΦΦ Φ( ; ) ( ; )ρ ρ ρ ρ� �′ 〉 ′d d  (58)

where q is the normalized position vector of a pupil point. It can be obtained by using the Fourier 
transforms of the annular polynomials.9 The autocorrelation, that is, the mean square value or the 
variance of an expansion coefficient, may be obtained from Eq. (58) by letting j = j′, that is, by letting n 
= n′ and m = m′.

A closed-form analytical solution is obtained when m n n= = ′

 
a

n n
n
n( )

. ( ) ( )

(
�⎡⎣ ⎤⎦ = + −2 8 3

5 3

0 0229 1 5 6

2 17

Γ
Γ

/ /

/

π
//

/

6 1 1

1

2 2 1
0

5 3

2 17

)( )[ ]

(

( )− −
⎛
⎝⎜

⎞
⎠⎟

× +

+

+

� �

�

n

n

D
r

// ( )) ( / )
( ) ( ) ( )!

3 2 114 3
17 6 23 6

2
1

Γ
Γ Γ/ /n n

F
n

+
−

+

+�
11

25
6

11
6

2n n− − +
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥, ; ;�  (59)

TABLE 3 Orthonormal Zernike Annular Polynomials Z j ( ,ρ θ ; )�

j n m Z j ( , ; )ρ θ �  Aberration Name∗

 1 0 0 R0
0 1( ; )ρ � =  Piston

 2 1 1 2 1
1R ( ; )cosρ θ�  x tilt

 3 1 1 2 1
1R ( ; )sinρ θ�  y tilt

 4 2 0 3 2
0R ( ; )ρ �  Defocus

 5 2 2 6 22
2R ( ; )sinρ θ�  Primary astigmatism at 45°

 6 2 2 6 22
2R ( ; )cosρ θ�  Primary astigmatism at 0°

 7 3 1 8 3
1R ( ; )sinρ θ�  Primary y coma

 8 3 1 8 3
1R ( ; )cosρ θ�  Primary x coma

 9 3 3 8 33
3R ( ; )sinρ θ�  

10 3 3 8 33
3R ( ; )cosρ θ�  

11 4 0 5 4
0R ( ; )ρ �  Primary spherical

∗The name must precede with “orthonormal annular,” e.g., orthonormal annular primary x coma.
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.21

where F a b c1( , ; ; z) is a hypergeometric function. Since r0
6 5∝λ / , the variance in terms of the optical 

path-length errors [obtained by multiplying an
n( )�⎡⎣ ⎤⎦

2
 by ( / ) ]λ π2 2  is independent of l, as expected 

in the absence of atmospheric dispersion.
For a circular pupil,19 the following results can be obtained from the corresponding results for an 

annular pupil by letting � → 0:

 

〈 〉 = − + ′ +′
+ ′−a a n nj j

n n m0 1534 1 1 12 2 1. ( ) [( )( )]( )/ // //

/ /

2
0

5 3

14 3 5 3 2

( )

( / ) [( ) ]

D r

n n

mmδ ′

× + ′ −Γ Γ
Γ[[( )/ ] [( ) ] [(n n n n n n− ′ + ′ − + + ′ +17 3 2 17 3 2 23/ / / /Γ Γ 33 2

0
) ]

, ,
/

n n′ ≠
 (60)

and

 a
n

n
n

D
rj

2

0

5

0 7587
5 6
23 6

1= −
+

+
⎛
⎝⎜

⎞
⎠⎟

.
( )

( )
( )

Γ
Γ

/
/

/33

0, n ≠  (61)

Numerical values of variance and covariance are given in Tables 4 and 5 for various values of 
� including zero. We note that when � = 0, the variance of an aberration coefficient depends on 

TABLE 4 Variance aj
2( )�  of Expansion Coefficients in Units of ( )D r/ /

0
5 3

aj
2

 � = 0  0.05 0.1 0.15 0.2 0.25 0.35 0.5 0.75

a2
2 , a3

2  0.44888 0.45000 0.45336 0.45893 0.46670 0.47660 0.50260 0.55610 0.67917

a4
2  0.02322 0.02302 0.02245 0.02153 0.02033 0.01891 0.01560 0.01028 0.00292

a5
2 , a6

2  0.02322 0.02328 0.02345 0.02375 0.02418 0.02475 0.02635 0.02997 0.03888

a7
2 , a8

2  0.00619 0.00621 0.00624 0.00628 0.00630 0.00626 0.00593 0.00468 0.00162

a9
2 , a10

2  0.00619 0.00621 0.00625 0.00633 0.00645 0.00660 0.00705 0.00815 0.01132

a11
2 , 0.00245 0.00241 0.00227 0.00207 0.00183 0.00158 0.00109 0.00052 0.00007

a12
2 , a13

2  0.00245 0.00246 0.00248 0.00251 0.00255 0.00260 0.00266 0.00247 0.00108

a14
2 , a15

2  0.00245 0.00246 0.00248 0.00251 0.00256 0.00262 0.00280 0.00326 0.00480

TABLE 5 Covariance 〈 〉′a aj j( ) ( )� �  of Expansion Coefficients in Units of ( )D r/ /
0

5 3

a aj j ′
 � = 0   0.05  0.1  0.15  0.2  0.25  0.35  0.5  0.75

a a a a2 8 3 7,  −0.01416 −0.01420 −0.01430 −0.01444 −0.01460 −0.01474 −0.01481 −0.01392 −0.00885

a a4 11  −0.00388 −0.00381 −0.00363 −0.00334 −0.00300 −0.00262 −0.00186 −0.00091 −0.00012

a a4 22   0.00032  0.00030  0.00024  0.00017  0.00009  0.00002 −0.00008 −0.00011 −0.00003

a a a a5 13 6 12,  −0.00388 −0.00389 −0.00392 −0.00397 −0.00404 −0.00412 −0.00433 −0.00451 −0.00341

a a a a7 17 8 16,  −0.00156 −0.00158 −0.00164 −0.00172 −0.00178 −0.00173 −0.00095  0.00365  0.01180

a a11 22  −0.00076 −0.00073 −0.00067 −0.00058 −0.00048 −0.00038 −0.00022 −0.00007  0.00000

a a a a9 19 10 18,  −0.00156 −0.00156 −0.00157 −0.00159 −0.00162 −0.00166 −0.00176 −0.00196 −0.00177

a a a a14 26 15 25,  −0.00076 −0.00076 −0.00077 −0.00078 −0.00079 −0.00081 −0.00086 −0.00099 −0.00104
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4.22  ATMOSPHERIC OPTICS

the value of n, but is independent of the value of m. Thus, for example, 〈 〉 = 〈 〉 = 〈 〉a a a4
2

5
2

6
2 ,

or 〈 〉 = 〈 〉 = 〈 〉 = 〈 〉a a a a7
2

8
2

9
2

10
2 . However, when � ≠ 0, the variance depends on the values of both 

n and m, but it is independent of whether it is a cosine or a sine mode. Thus, for example, 
〈 〉 ≠ 〈 〉 = 〈a a a4

2
5
2

6
2( ) ( ) ( ),� � �  or 〈 〉 = 〈 〉 ≠ 〈 〉 = 〈 〉a a a a7

2
8
2

9
2

10
2( ) ( ) ( ) ( ) .� � � �  Similarly, the covariance for given val-

ues of n and n′ are independent of their m values when � = 0. For example, 〈 〉 = 〈 〉 = 〈 〉a a a a a a4 11 5 13 6 12 ,
or 〈 〉 = 〈 〉 = 〈 〉 = 〈 〉a a a a a a a a7 17 8 16 9 19 10 18 . However, when � ≠ 0, equality is obtained only when 
the m values are also equal. For example, 〈 〉 ≠ 〈 〉 = 〈 〉a a a a a a4 11 5 13 6 12( ) ( ) ( ) ( ) ( ) ( ) ,� � � � � �  or 
〈 〉 = 〈 〉a a a a7 17 8 16( ) ( ) ( ) ( )� � � � ≠ 〈 〉a a9 19( ) ( )� � = 〈 〉a a10 18( ) ( ) .� �  The first nonzero cross-correlations are 
the tilt-coma cross-correlations 〈 〉a a2 8( ) ( )� �  and 〈 〉a a3 7( ) ( ) .� � Moreover, for a given value of n, the 
correlation values decrease rapidly as the order difference n′ − n increases. 

Figures 9 and 10 show the variance and covariance of Zernike coefficients as a function of � for 
some low-order terms. The variance of terms with m = n increase monotonically with an increasing 
value of �, e.g., tip and tilt variances 〈 〉a2

2  and 〈 〉a3
2 , or astigmatism variances 〈 〉a5

2  and 〈 〉a6
2 . For other 

terms, e.g., coma 〈 〉a7
2  and 〈 〉a8

2 , or defocus 〈 〉a4
2  and spherical aberration 〈 〉a11

2 , they generally decrease 
monotonically and approach zero as � → 1. Similarly, the covariances of tilt with coma, for example, 
〈 〉a a2 8( ) ( ) ,� �  and defocus with primary or secondary spherical aberration, that is, 〈 〉a a4 11( ) ( )� �  or 
〈 〉a a4 22( ) ( ) ,� �  approach zero as � → 1.
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FIGURE 9 Variance aj
2( )�  of Zernike coefficients. (a) Tip and tilt; (b) defocus and astigmatism; (c) coma and tilt, etc.; 

and (d) spherical and higher orders.
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.23

4.8 ANGLE OF ARRIVAL FLUCTUATIONS 

Depending on the measurement process, the angle of arrival can be defined by the Zernike tilts of 
the wavefront or the centroid of the aberrated PSF. The first is referred to as the Z-tilt and represents 
the least square fit of the linear terms to the aberration function or equivalently the gradient of the 
wavefront at the center of the pupil. The PSF centroid, however, represents the mean value of the 
wavefront gradient across the pupil. The tilt associated with the centroid is referred to as the G- or 
the gradient-tilt.1,20 

From Eq. (51), the wavefront tilt aberration introduced by turbulence is given by 

 
Φt a Z a Z

a

( , ( ) ( , ( ) ( , ; )

[

ρ θ ρ θ ρ θ; ) ; ) 3� � � � �= +
=

2 2 3

2 22 1
1

3 1
1

2

2

1

( ) ( ; )cos ( ) ( ; )sin ]

(

� � � �

�

R a Rρ θ ρ θ+

=
+ ))

[ ( ) cos ( ) sin ]
1 2 2 3/

a a� �ρ θ ρ θ+

 

(62)
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FIGURE 10 Covariance 〈 〉′a aj j( ) ( )� �  of Zernike coefficients. 
(a) Tilt and coma and (b) defocus and spherical.
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4.24  ATMOSPHERIC OPTICS

Or, in Cartesian coordinates,

 Φt x y a x a y( ,
( )

[ ( ) ( ) ]; )
/

�
�

� �=
+

+2

1 2 1 2 2 3  (63)

The wavefront tilt displaces the image to a point [ ( ), ( )]x yt t� �  given by21

 

[ ( )] ,x y F
x y

F

t t
t t( ),� � =

∂
∂

∂
∂

⎛
⎝⎜

⎞
⎠⎟

=

2
2

2

λ
π

λ
π

Φ Φ

(( )
[ ( ), ( )]

1 2 1 2 2 3+ �
� �

/
a a

 

(64)

Accordingly, the angle of arrival of the wave is given by 

 
[ ( ), [ ( ), ( )]

( )

α β

λ
π

� � � �

�

( )]

/

=

=
+

1

2

1 2 1 2

R
x y

D

t t

[[ ( ), ( )]a a2 3� �  (65)

Or, the mean square fluctuation of the angle of arrival is given by

 σα βσ λ
π

2 2

2

2 2
22 1

1
( ), ( )

( )
( )� �

�
�⎡⎣ ⎤⎦ =

⎛
⎝⎜

⎞
⎠⎟ +D

a ,, ( )3
2a �  (66)

where from Eq. (59)

 

a a2
2

3
2

2 2 2

0 9858

1 1
0 4554 1

( ) ( )

.

( )( )
. (

� �

� �
�

=

=
+ −

+ 223 3 4
1

2

0

1
6

11
6

3/ ) , ; ;− −
⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥
⎛
⎝⎜

⎞
⎠

� �F
D
r ⎟⎟

5 3/  

(67)

Accordingly, the standard deviation of the angular fluctuations based on the Zernike tilts is given by 

 [ ( )] [ ( )]
( )

( )σ σ
π

λ
α β� �

�
�Z Z D

a= =
+

⎡⎣ ⎤⎦
2

1 2 1 2 2
2

1

/

/22

 (68)

Since a D r2
2

0
5 3( ) ~( ) ,� / /  Eq. (68) shows that the mean square fluctuation of the image displacement 

decreases with the pupil diameter D as D−1 3/ . Moreover, since r0
6 5~ ,λ /  we find that the fluctuation 

is independent of the wavelength, as expected in the absence of any atmospheric dispersion. For a 
circular pupil, substituting a a D r2

2
3
2

0
5 30 449= = . ( ) ,/ /  we obtain

 

( ) ( )

.

σ σ
π

λ

λ

α βZ Z D
a

D
D
r

= = ⎡⎣ ⎤⎦

=
⎛
⎝⎜

⎞
⎠

2

0 4265

2
2

1 2

0

/

⎟⎟

5 6/

 (69)

Since the wavefront tilt produced by turbulence is independent of the shape of the pupil, except for 
its correlation with the coma terms, a2

2( )�  increases with � approximately as 1 2+ � . This is illustrated 

in Fig. 11, where a2
2( )�  and ( )1 2

2
2+� a  are compared with each other as a function of �. Accordingly, 

the angular fluctuation depends very weakly on the obscuration ratio. For example, when � = 0 5. , the 
constant 0.4265 on the right-hand side of Eq. (69) is replaced by 0.4246. 
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.25

Tatarski gives an expression for the fluctuations of the angle of arrival based on the centroid of 
the aberrated PSF for a circular pupil.22 His analysis can be extended to systems with annular pupils. 
However, we consider the centroid in terms of the Zernike annular-polynomial expansion coefficients 
of the aberration function. This approach gives insight into why the G-tilt is different from the Z-tilt, 
why the two tilts are approximately equal to each other, and why the G-tilt is smaller. 

Neglecting the amplitude variations introduced by turbulence, the centroid ( , )x yc c  of an aber-
rated PSF is given by the mean value of the gradient of the aberration function11,23 

 ( , )
( , )

,
( , )

x y
R
S

W x y
x

W x y
y

dc c
p

= ∂
∂

∂
∂

⎡
⎣
⎢

⎤
⎦
⎥∫∫ xx dy  (70)

where W(x, y) is the wave aberration at a point (x, y) on a pupil of area Sp . If we write the aberra-
tion function in terms of the Zernike annular polynomials in the form 

 W n Rm n
m

m

n

n

( , [ ( )/( )] ( ;ρ θ δ ρ; ) /� = + +
==

∞

∑ 2 1 1 0
1 2

00
∑∑ +� � �)[ ( )cos ( )sin ]c m s mnm nmθ θ  (71)

where cnm (�) and snm (�) are the Zernike annular expansion coefficients, it can be shown that the cen-
troid of the corresponding PSF is given by11,23

 [ ( ), ( )] ( ) ( ; )x y
F

n Rc c
n

n� �
�

� �=
−

′ + −
=

∞

∑2

1
2 1 1

2
1

1 RR c sn n n
1

1 1( ; ) [ ( ), ( )]� � � �⎡⎣ ⎤⎦  (72)

where a prime on the summation sign indicates a summation over only the odd integral values of n. 
Thus, the only aberrations that contribute to the centroid are those with m = 1. Aberrations of the type 
Rn

1( ; )cosρ θ�  contribute to xc and those of the type Rn
1( ; )sinρ θ�  contribute to yc , which also follows 

from the symmetry considerations of the aberrations. Keeping the tilt and only the primary coma terms 
(and thus neglecting higher orders of coma owing to their small magnitudes) in Eq. (72), we obtain 

 

[ ( )] [ ( )]

( )
( ) ( )

σ σ

π
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4.26  ATMOSPHERIC OPTICS

where, from Eqs. (57a) and (57d), 

 A R R( ) ( ; ) ( ; )
( ) /

� � � � �
�

�
= − = −

+1
1

1
1

2

2 1 2
1

1

1
 (74a)

and 

 B R R( ) ( ; ) ( ; )
( )[

� � � � �
� � �

�
= − = + − −

−3
1

3
1

2 4 6

2
1

1 3 3

1 (( )( )] /1 1 42 2 4 1 2+ + +� � �
 (74b)

If we retain only the Zernike tilt terms, we obtain the Z-tilt given by Eq. (68). 
For a circular pupil, A(�) and B(�) both reduce to unity, and Eq. (73) reduces to 

 ( ) ( )σ σ λ
πα βG G D

a a a a= = + +⎡
⎣

⎤
⎦4 8 8 22

2
8
2

2 8

1 2/

 (75)

Substituting for a a2
2

8
2, , and 〈 〉a a2 8  from Tables 4 and 5, we obtain

 ( ) .σ λ
α G D

D
r

=
⎛
⎝⎜

⎞
⎠⎟

0 4132
0

5 6/

 (76)

The dependence of G- and Z-tilts on � is illustrated in Fig. 12. The G-tilt is smaller than the Z-tilt 
by approximately 3 percent. It is not surprising that the Z- and G-tilts are approximately equal to 
each other. Since the Zernike tilt aberrations account for 87 percent or more of the aberration vari-
ance (see Sec. 4.11 and Fig. 16), the variance of the coma aberration(s) is relatively small. The G-tilt 
is smaller than the Z-tilt because of the negative correlations of the tilt coefficients with the coma 
coefficients. 

FIGURE 12 Dependence of the angle of arrival fluctuations on the obscuration ratio �, 
illustrating the small difference between the Zernike wavefront tilt [ ( )]σα � Z and the centroid-
based G-tilt [ ( )] .σα � G
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.27

4.9 ABERRATION VARIANCE AND APPROXIMATE 
STREHL RATIO 

The piston autocorrelation a1
2( )�  for Kolmogorov turbulence, obtained by letting j = j ′ = 1 in Eq. (58), 

so that both n and n′ are equal to zero, is infinity.9 The mean square value 〈 〉Φ2( )�  of the aberration 
is also infinite, but the difference of the two is finite. Since the mean value 〈 〉Φ( )�  of the aberration is 
zero, 〈 〉Φ2( )�  is also the variance of the aberration. However, the piston aberration Z1( ,ρ θ ; ),�  being 
a constant, does not affect the aberration variance or the image quality. Accordingly, we refer to the 
piston-removed variance as simply the aberration variance. It is given by 
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(77)

Letting � = 0 for a circular pupil, Eq. (77) reduces to 

 
σΦ Φ2 2

1
2

0
5 31 0324

≡ 〈 〉 − 〈 〉

=

a

D r. ( )/ /

 (78) 

Figure 13 shows how Δ Φ1
2( ) ( )� �≡ σ  in units of ( )D r/ /

0
5 3  varies with �. Its value increases monotoni-

cally from 1.0324 for a circular pupil (� = 0) to 1.843 for an infinitesimally thin ring pupil (� → 1).
The approximate expression S � exp( )−σΦ

2  for the Strehl ratio11,24,25 is not suitable for calculat-
ing the time-averaged Strehl ratio for a random aberration, especially when its value is small. For 
example, the Strehl ratio given by 

 〈 〉 −S D r D r1 0 0
5 31 03( ) exp[ . ( ) ]/ / /�  (79)

is illustrated in Fig. 14 by the dashed curve, which is quite steep owing to the ( )D r/ /
0

5 3 dependence 
of σΦ

2 . Even for a small value of D r/ 0 1= , it gives a Strehl ratio of 0.357, compared to a true value of 
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FIGURE 13 Piston-removed aberration variance Δ Φ1
2( ) ( )� �≡ σ  and tilt-corrected 

variance Δ3( )�  in units of (D/r0)
5/3 a function of �. 
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4.28  ATMOSPHERIC OPTICS

0.446. For larger values of D/r0, it underestimates the Strehl ratio by larger factors. It is not surpris-
ing that Eq. (79) yields an underestimate of the true value of the Strehl ratio. If we write Eq. (14) in 
the form 

 �Φ Φ ΦΦ Φ( ) [ ( ) ( )] [ ( )]r r R r= 〈 − 〉 = −0 22 2σ  (80)

where

 R r rΦ Φ Φ( ) ( ) ( )= 〈 〉0  (81)

is the autocorrelation of the phase aberration and substitute in Eq. (24), we find that the Strehl ratio 
is given by Eq. (79) only when the phase correlation is zero. Otherwise, it will yield a larger value. 
Unfortunately, the phase correlation function for Kolmogorov turbulence is not defined; only the 
phase structure function is. A much better approximation is given by 

 〈 〉 + −S D r D r2 0 0
5 3 6 51( ) [ ( ) ]/ / / /�  (82)

as may be seen from Fig. 14, where it is illustrated by the dotted curve. It overestimates the true 
value only slightly. 

4.10 MODAL CORRECTION OF ATMOSPHERIC 
TURBULENCE

If the first J modes of the phase aberration are corrected, the corrected phase error may be written 

 Φc j
j

J

ja Z( , ( ) ( , ; )ρ θ ρ θ; )� � �=
=

∑
1

 (83)
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FIGURE 14 Comparison of exact and approximate long-exposure Strehl ratios for a 
circular pupil.
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.29

Accordingly, the residual phase aberration is given by 

 Φ Φ ΦJ c j ja Z( , ; ) ( , ; ) ( , ; ) ( ) ( , ; )ρ θ ρ θ ρ θ ρ θ� � � � �= − =
jj J= +

∞

∑
1

 (84)

Hence, the mean square value of the residual aberration is given by 
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 (85)

where Δ Φ1
2( ) ( ).� �≡ σ  Numerical values of Δ J ( )�  are given in Table 6 for several values of �. Figure 13 

shows how Δ3( )�  (the piston-removed and tilt-corrected variance) varies with �. We note that it is nearly 
constant until � is larger than approximately 0.5. However, as shown in Fig. 15, Δ6( )�  piston removed 
and aberrations corrected up to and including astigmatism) and Δ11( )�  (the piston removed and 
aberrations corrected up to and including primary spherical aberration) first increase slightly with � 
and then decrease considerably, and finally increase rapidly as � → 1.

TABLE 6 Variance Δ J ( )�  of Residual Phase Aberration in Units of ( )D r/ /
0

5 3

Δ J � = 0  0.25 0.5 0.75

Δ1 1.0324 1.0870 1.2461 1.5010
Δ2 0.5835 0.6104 0.6900 0.8218
Δ3 0.1347 0.1338 0.1339 0.1426
Δ4 0.1115 0.1149 0.1236 0.1397
Δ5 0.0882 0.0902 0.0937 0.1008
Δ6 0.0650 0.0654 0.0637 0.0620
Δ7 0.0588 0.0591 0.0590 0.0603
Δ8 0.0526 0.0529 0.0543 0.0587
Δ9 0.0464 0.0463 0.0462 0.0474
Δ10 0.0402 0.0397 0.0380 0.0361
Δ11 0.0378 0.0381 0.0375 0.0360
Δ12 0.0353 0.0355 0.0350 0.0349
Δ13 0.0329 0.0329 0.0325 0.0338
Δ14 0.0304 0.0303 0.0293 0.0290
Δ15 0.0280 0.0277 0.0260 0.0242
Δ16 0.0268 0.0264 0.0244 0.0218
Δ17 0.0256 0.0251 0.0229 0.0193
Δ18 0.0244 0.0239 0.0215 0.0186
Δ19 0.0232 0.0226 0.0201 0.0178
Δ20 0.0220 0.0213 0.0185 0.0153
Δ21 0.0208 0.0200 0.0169 0.0129
Δ22 0.0202 0.0197 0.0168 0.0129
Δ23 0.0195 0.0190 0.0159 0.0115
Δ24 0.0189 0.0183 0.0151 0.0101
Δ25 0.0182 0.0176 0.0142 0.0095
Δ26 0.0176 0.0169 0.0134 0.0089
Δ27 0.0169 0.0162 0.0125 0.0075
Δ28 0.0162 0.0155 0.0117 0.0061
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4.30  ATMOSPHERIC OPTICS

The residual phase structure function after correction of the first J modes is given by 

  
� J J J( , ; [ ( ; ) ( ; )]

{[ (

� � � �

�
ρ ρ ρ ρ′ = 〈 − ′ 〉

= 〈

� � �) Φ Φ

Φ

2

ρρ ρ ρ ρ; ( ; )] [ ( ; ( ; )]}� � � �) )− ′ − − ′ 〉Φ Φ Φ
� � �

c c
2

 (86)

 

= ′ − 〈 − ′ 〉

− 〈

�Φ Φ Φ

Φ

( , ; [ ( ; ) ( ; )]

[

� � � �
ρ ρ ρ ρ� � �) c c

c

2

2 (( ; ( ; ( ; ) ( ; )]
� � � �
ρ ρ ρ ρ� � � �) )][− ′ − ′ 〉Φ Φ Φc J J  (87) 

where, as in Eq. (14), 

 �Φ Φ Φ( , ; ) [ ( , ) ( ; )]
� � � �
ρ ρ ρ ρ′ = 〈 − ′ 〉� � � 2  (88)

is the long-exposure phase structure function. From Eq. (14), �Φ( , ; )
� �
ρ ρ′ �  depends on |

� �
ρ ρ− ′|, or from 

Eqs. (18) and (21c) on v = − ′| | .
� �
ρ ρ /2  For Kolmogorov turbulence in the near field, since � �Φ = w , 

we may write from Eq. (29)

 �Φ( ; ) . ( )v vD r� = 6 88 0
5 3/ /  (89)

It is independent of �, as expected, since it is a characteristic of turbulence.
The MCF for the residual phase aberration after correction of the first J modes is given by 

 M v iJ J J( ; ) exp [ ( ; ) ( ; )] exp[ (� � �= − ′{ } = −Φ Φ
� �
ρ ρ 2 1//2) ( ; )]� J v �  (90)

The corresponding time-averaged MTF is accordingly given by 

 〈 〉 = −τ τ( ; ; ) ( ; ) exp[ ( ) ( ; )]v D r v vJ J� � �/ /0 1 2 �  (91)

The MTF at a certain frequency or the Strehl ratio for a given value of D r/ 0 improves as more and more 
modes are corrected. Of course, J = ∞ represents complete correction, that is the aberration-free case. 
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FIGURE 15 Δ J ( )�  of the residual aberration in units of (D/r0)
5/3 after correction of J = 

6 and J = 11 modes.
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4.11 SHORT-EXPOSURE IMAGE 

It is evident from Tables 4 and 5 that a large portion of the phase aberration introduced by turbulence 
is a random wavefront tilt caused by large eddies and represented by the coefficients a2 (�) and a3 (�). 
Figure 16 shows the relative tilt-corrected variance [( ( ) ( )) ( )]Δ Δ Δ1 3 1� � �− /  as a function of �. It increases 
from a value of approximately 87 percent for a circular pupil to nearly 91 percent as � → 1. Thus, if the 
tilt is corrected in (near) real time with a steering mirror, the variance of the phase aberration for a 
circular pupil is reduced by a factor of 1 03 0 134 7 7. / . . .�  Hence, unless D r/ 0 is very large, a significant 
improvement in the quality of an image is obtained by correcting the wavefront tilt. A short-exposure 
image is equivalent to a tilt-free image, and a tilt-corrected image yields a time-averaged short-exposure 
image. For a circular pupil, the phase aberration with a standard deviation of 1 radian is obtained with-
out any correction (except for the piston mode) when D r= 0.  However, if the x and y tilts are corrected, 
we find from the expression for Δ3, D can be as large a 3.34 r0 for one radian of phase aberration.

Now the tilt coefficients [ ( ), (a a2 3� �)] correlate with the primary coma coefficients [ ( ), (a a8 7� �)], 
secondary coma coefficients [ ( ), (a a16 17� �)], tertiary coma coefficients [ ( ), (a a30 29� �)], and so on. 
Neglecting their correlation with coefficients other than the primary coma coefficients, the tilt-corrected 
phase structure function may be written9

 � �3

2

2 2
2

2 216

1

32 2 1
( ; ) ( ; ) ( )

[( )
v v

v
a

v
� �

�
�

�= −
+

− +
Φ

(( ) ]

( )( ) /

6 6 1 2

1 1 6 10 6

2 4

2 2 4 6 8 1

v v− + −
− + + + +

�

� � � � � 22 2 8〈 〉a a( ) ( )� �  (92)

It is evident that unlike the uncorrected phase structure function, the tilt-corrected structure func-
tion does depend on the diameter D. For a circular pupil, Eq. (92) reduces to 

 
� �3

2
2
2 2 2

2 816 32 2 6 6 1

6

( ) ( ) ( )v v v a v v v a a= − − − + 〈 〉

=

Φ

.. ( . . ./ / /8839 1 0 9503 0 5585 0 55855 3 1 3 4 3 7v v v v− − + // /( / )3
0

5 3D r

 (93)

�3( )v  has a maximum value of 0 344 0
5 3. ( )D r/ /  at v = 1, which is 1/20 of the value 6.88 (D/r0)

5/3 
without any correction (i.e., for J = 1), illustrating a significant benefit of the tilt correction. When 
� �≠ 0 3, ( ; )� v  is larger for larger values of �, indicating more severe fluctuations of the wavefront.
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FIGURE 16 Relative tilt-corrected phase variance [( ( ) ( )) ( )]Δ Δ Δ1 3 1� � �− /  as a function 
of the obscuration ratio �.
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4.32  ATMOSPHERIC OPTICS

Using Eq. (92), the short-exposure MTF can be calculated as 

 〈 〉 =τ τ( ; ; ) ( ; ( ; ; )v D r v M v D r� � �/ ) /30 3 0  (94)

where 

 M v D r v D r3 3 01 2( ; ; ) exp[ ( ) ( ; ; )]� �/ / /0 = − �  (95)

is the tilt-corrected or short-exposure MCF or the MTF reduction factor associated with atmospheric 
turbulence. This factor does depend on the pupil diameter D, in contrast to the long-exposure MTF 
reduction factor given by Eq. (36), which is independent of D. As expected, it is smaller than the long-
exposure reduction factor. Figure 17 shows how the tilt-corrected structure function and the corre-
sponding MCF vary with v. The corresponding long-exposure functions are included for comparison. 

The time-averaged Strehl ratio of the tilt-corrected image is given by

 〈 〉 =
−

〈 〉∫S D r v D r vdv( ; )
( )

( ; ; )�
�

�/ /0 3 2 0 3
0

1
8

1
τ  (96)

Replacing the long-exposure atmospheric MTF reduction factor in Eq. (47a) by the short-exposure 
MTF reduction factor, the short-exposure central irradiance ηSE may be written

 η3
2

0

2

31( ; ) ( ) ( ; )� � �D r
D
r

S D r/ /0 0= −
⎛
⎝⎜

⎞
⎠⎟

〈 〉  (97)

The Strehl ratio 〈 〉S 3 and the central irradiance η3 are shown in Figs. 18 and 19, respectively. Some 
typical values of the tilt-corrected Strehl ratios are given in Table 1 for various values of D r/ 0 and �. 
For small values of D r/ 30 , η  increases approximately as for a diffraction-limited system, since the aber-
ration is small; reaches a maximum (e.g., 3.74 for D r/ 0 3 5= .  for a circular pupil), and then decreases 
slowly but monotonically to unity. Since the image displacement due to wavefront tilt decreases as 
D−1 3/ , the effect of tilt correction becomes negligible for large values of D r/ 0 due to the large residual 
phase errors. As in the case of a circular pupil, if the covariance of the tilt coefficients with others is 
ignored, for example 〈 〉a a2 8( ) ( )� �  in Eq. (92) is neglected, an unrealistic overcorrection will result.11,26,27
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FIGURE 17 Tilt-corrected structure function �3( ; )v �  and the corresponding mutual 
coherence function M v3( ; ).�
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IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.33

For a circular pupil, Fig. 20 shows how the tilt-corrected time-averaged Strehl ratio varies with 
D r/ 0. The uncorrected Strehl ratio is also shown to illustrate the improvement made by the tilt correction. 
An approximate value of the Strehl ratio given by exp( ),−Δ3  where 

 Δ3 0
5 30 134= . ( )D r/ /  (98)

is the tilt-corrected time-averaged phase aberration variance, and shown by the dashed curve under-
estimates the true value 〈S〉3.
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FIGURE 18 Variation of time-averaged short-exposure Strehl ratio 
〈 〉S D r( ; )� / 0 3 with D r/ 0.
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FIGURE 19 Variation of time-averaged short-exposure central irradiance 
〈 〉η( ; )� D r/ 0 3 with D r/ 0.
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4.34  ATMOSPHERIC OPTICS

An example of an instantaneous short-exposure PSF illustrating the structure of the image of a 
star as seen by a ground-based telescope with a circular pupil and D r/ 0 10=  is shown in Fig. 21, where 
it is compared with the corresponding aberration-free image. On the average, the standard deviation 

Δ3  of the instantaneous aberration is 2.5 radians or 0.4l. We note that the image is broken up into 
small spots called speckles, which is a characteristic of large spatially random aberrations. The size 
of a speckle is determined by D, its angular radius being approximately equal to l/D. The image 
size lies between its diffraction-limited value l/D and its long-exposure value λ/r0 (varying as λ −0 2. ). 
The image becomes progressively worse as r0 decreases, showing the effects of what astronomers call 
seeing. However, the size of a speckle decreases as D increases without affecting the long-exposure 
image size λ/r0. Thus, an increase in D does not significantly improve the resolution of the system (as 
determined by the overall size of the image). The angular spot radius in units of l/D representing the 
point at which the irradiance drops to half of its central value is given in Table 7 for both the short- 
and long-exposure images for various values of D r/ 0 and �, and compared with the corresponding 
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FIGURE 20 Short-exposure Strehl ratio 〈 〉S 3 compared with its approximate value 
exp( ).−Δ3  The long-exposure Strehl ratio 〈 〉S  is also shown to illustrate the improvement 
made by the tilt correction. 

FIGURE 21 Instantaneous short-exposure PSF compared with 
the corresponding aberration-free PSF.

Airy pattern D/r0 = 10
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diffraction-limited value. We note that, whereas the LE radius is roughly D r/ 0 times the DL radius, 
the SE radius for small values of D r/ 0 , for example D r/ 0 5= , is roughly equal to the DL radius, but for 
large values of D r/ 0 , for example D r/ 0 10= , it is about half the LE radius. Of course, as � increases and 
more and more light goes into the diffraction rings, these factors change somewhat. For small values 
of D r/ 0 , the diffraction ring structure of the DL image, smoothed out in the LE image, returns in the 
SE image. This is more and more evident for larger and larger values of �. 

If the image wander is corrected in real time and the image is averaged over time, the speckles 
disappear and the image becomes smooth. Such PSFs and the corresponding encircled power can 
be obtained from Eqs. (43) and (44), respectively, by substituting the short-exposure OTF given by Eq. 
(94). The MTF, PSF, and encircled power thus obtained are shown by the dotted curves in Figs. 5 and 8 
for several values of �. The short-exposure image when randomly displaced over time yields a smooth 
long-exposure image, as illustrated by the dashed curves in Fig. 8. Modal correction of a Gaussian 
beam (including one with a central obscuration) propagating through turbulence has also been dis-
cussed by Wang using the Zernike circle polynomials28 though such polynomials are not orthogonal 
over the Gaussian weighted (or an annular) pupil.5,29

4.12 ADAPTIVE OPTICS

The correction of wavefront errors in (near) real time is accomplished by using adaptive optics.1–3 
In practice, a steering mirror with only three actuators is used to correct the large x and y wavefront 
tilts (also called tip and tilt). The residual aberration is corrected by a deformable mirror, which is 
deformed by an array of actuators attached to it. The signals for the actuators are determined either 
by sensing the wavefront errors with a wavefront sensor in a closed loop to minimize the variance of 
the residual errors, or the actuators are actuated to produce Zernike modes (e.g., focus, two modes 
of astigmatism, two modes of coma) iteratively until sharpness of the image is maximized.30–32 The 
signals are independent of the optical wavelength, provided atmospheric dispersion is negligible. 
The two approaches are referred to as zonal and modal approaches, respectively. The zonal approach 
has the advantage that the rate of correction is limited only by the rate at which the wavefront errors 
can be sensed and the actuators can be actuated. However, the amount of light that is used by the 
wavefront sensor is lost from the image. In practice, the image beam is split into two parts. The 
centroid of the image of one part is measured with a quad cell, and the tilt indicated by it is cor-
rected with a steering mirror. The resulting tilt-corrected image of the other part with the residual 
aberration is corrected with a deformable mirror in a closed-loop manner.33 In the modal approach, 
there is no loss of light, but the rate or the bandwidth of correction34–36 can be slow due to its itera-
tive nature, especially when turbulence is severe and a large number of modes must be corrected. 
Moreover, for imaging an extended object, wavefront sensing requires a point source in its vicinity, 
but the modal approach is applicable to the extended object itself.

Of course, adaptive optics can improve the image quality only if the object lies within an isoplanatic 
angle of turbulence. In the case of a ground-to-space laser illuminating a satellite, the angular travel 

TABLE 7 Angular Spot Radius of Short-Exposure (SE), Long-Exposure (LE), and Diffraction-Limited (DL) Images in Units of 
l /D for Various Values of � and D r/ 0

 D r/ 0 1=  D r/ 0 2=  D r/ 0 5=  D r/ 0 10=

�  DL LE SE LE SE LE SE LE SE

0 0.515 0.708 0.516 1.122 0.518 2.552 0.560 4.983 2.650
0.25 0.497 0.698 0.498 1.151 0.501 2.595 0.539 5.021 2.686
0.5 0.456 0.688 0.457 1.280 0.459 2.711 0.498 5.106 2.840
0.75 0.406 0.700 0.407 1.480 0.411 3.130 0.465 5.432 3.469

Bass_v5ch04_p001-038.indd 4.35 9/7/09 11:21:30 AM

DO
 N

OT
 D

UP
LI

CA
TE



4.36  ATMOSPHERIC OPTICS

(point-ahead angle) of the satellite during the round-trip time of the beam to the satellite must be less 
than the isoplanatic angle of turbulence. An estimate of the isoplanatic angle can be obtained from37

 � �0
6 5 8 5 2 5 3

0

0 058=
⎧
⎨
⎪

⎩⎪

⎫
⎬∫. (cos ) ( )λ / / /C z z dzn

L ⎪⎪

⎭⎪

−3 5/

 (99)

Substituting Eq. (31) into Eq. (99), we obtain �0 7= μrad for λ = 0 5. .μm  Thus, the H V− 5 7/  model 
for Cn

2 yields r0 5= cm and �0 7= μrad for visible light; hence the 5/7 subscript. 

4.13 SUMMARY

We have considered imaging through atmospheric turbulence by a system with an annular pupil, such as 
the Keck telescope. The results for a system with a circular pupil are obtained as a special case of those for 
the annular pupil. An atmospheric coherence length r0 is defined such that the coherence of two points 
separated by this distance is 0.03. It is calculated using the well-known H V− 5 7/  model for the refractive 
index structure parameter Cn

2 , assuming Kolmogorov turbulence, for looking up and down at a point 
source through the atmosphere as well as for plane wave propagation (see Fig. 2). It is shown that 
turbulence limits the resolution of a system to one with pupil diameter r0 regardless of the actual pupil 
diameter. The two-point angular resolution on ground when observed from any point in space varies 
approximately as λ/r0 , compared to the diffraction-limited resolution of l/D. There is reciprocity in 
wave propagation through the turbulent atmosphere; otherwise adaptive optics couldn’t have worked in 
ground-based astronomy. Accordingly, the PSF observed on an aircraft looking at a ground point object is 
the same as the irradiance distribution of a beam focused on ground from an aircraft. Similarly, the irra-
diance distribution of a beam focused in space from ground is the same as the PSF observed on ground 
looking at a space object. The effect of turbulence is shown in terms of the MTF, Strehl ratio, PSF, and 
encircled power for both long- and short-exposure images. How the image improves as more and more 
Zernike aberration modes are corrected is also discussed. The aberration function may also be expanded in 
terms of the Karhunen-Loève functions whose coefficients are statistically independent of each other.27,38 It 
is found though that the effect of correlation of Zernike coefficients is negligible for D r/ 0 4≤ .26

The dependence of the various image-related quantities on the obscuration ratio � may be sum-
marized as follows:

1. Atmospheric turbulence dominates the degradation of MTF; the MTF gain at high frequencies 
due to the pupil obscuration is lost even for weak turbulence (compare Figs. 4 and 5). The Strehl 
ratio is similarly dominated by turbulence (see Fig. 6).

2. The piston-removed aberration variance in units of ( )D r/ /
0

5 3 increases monotonically from a 
value of 1.0324 for a circular pupil (� = 0) to a value of 1.843 for an infinitesimally thin ring 
pupil ( )� → 1  (see Fig. 13).

3. The fluctuations in the angle of arrival depend weakly on the pupil obscuration (see Figs. 12 and 13). 

4. The time-averaged variance of some aberration coefficients increases with � and decreases for others 
(Fig. 9). For example the variance of tilt and astigmatism increases, but that of defocus and spherical 
aberration decreases and approaches zero as � → 1. The covariance follows a similar trend (Fig. 10).

5. When a certain number of Zernike aberration modes is corrected, for example with a deformable 
mirror, the image quality improves. The residual aberration variance when the first J modes are 
corrected is given in Table 6. If only tip and tilt modes are corrected, say with a steering mirror, the 
aberration variance is reduced by 87 percent for a circular pupil and slightly larger (up to 90 percent) 
for an annular pupil. Figure 19 illustrates the improvement in the Strehl ratio. The aberration-free 
Airy pattern representing the image of a star breaks up into speckles, as illustrated in Fig. 21. The 
time-averaged short-exposure OTFs are compared in Fig. 5 with the corresponding long-exposure 
results. The PSFs and encircled-power curves are similarly compared in Fig. 8.
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5

5.1 GLOSSARY

Cn
2  refractive index structure parameter

d0  section size for laser beacon adaptive optics

�n  refractive index structure function

�φ  phase structure function

E f
2  mean square phase error due to fi tting error

EFA
2   mean square phase error due to focus anisoplanatism

En
2  mean square phase error due to sensor read noise

Es
2  mean square phase error due to servo lag

fG  Greenwood frequency

f
GT   Tyler G-tilt tracking frequency

F fφ( )  phase power spectrum

F fGφ ( )  G-tilt power spectrum

H f fc( , )  servo response function

Npde  number of photo-detected electrons per wavefront subaperture

r0  Fried’s coherence length

SRHO  Strehl ratio resulting from higher-order phase errors

SR tilt  Strelil ratio due to full-aperture tilt

Z j( , )ρ θ   Zernike polynomials

σθ  rms full-aperture tracking error

σθG  rms full-aperture G-tilt induced by the atmosphere

 θ0  isoplanatic angle
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5.2  ATMOSPHERIC OPTICS

5.2 INTRODUCTION

An Enabling Technology

Adaptive optics (AO) is the enabling technology for many applications requiring the real-time control of 
light propagating through an aberrating medium. Today, significant advances in AO system performance 
for scientific, commercial, and military applications are being made because of improvements in compo-
nent technology, control algorithms, and signal processing. For example, the highest-resolution images 
of living human retinas ever made have been obtained using AO.1–3 Increased resolution of retinal fea-
tures could provide ophthalmologists with a powerful tool for the early detection and treatment of eye 
diseases. Adaptive optics has brought new capabilities to the laser materials processing industry, including 
precision machining of microscopic holes and parts.4,5 Beaming power to space to raise satellites from 
low earth orbit to geosynchronous orbit, to maneuver satellites that are already in orbit, and to provide 
electricity by illuminating solar panels remains a topic of commercial interest.6,7 Recent work has shown 
that high-energy pulsed lasers, corrected for atmospheric distortions with AO, could be used to alter the 
orbits of space debris objects,8 causing them to reenter the atmosphere much sooner than natural atmo-
spheric drag—creating an opportunity for the environmental restoration of space. High-speed optical 
communication between the ground, aircraft, and spacecraft (including very deep space probes) is a topic 
of continuing interest that would benefit from the use of AO.9 Adaptive optics offers significant benefit to 
a large variety of military applications, including the U.S. Air Force Airborne Laser program, in which a 
high-powered chemical oxygen-iodine laser will be mounted in an aircraft to engage boosting missiles at 
long ranges.10 Adaptive optics will be used to predistort the laser beam as it leaves the aircraft to compen-
sate for the atmospheric distortions that the beam encounters as it propagates to the missile target.

Perhaps the most widely known and discussed application for AO is imaging through the atmosphere. 
Military sites are now using AO on medium-sized ground-based telescopes [of the order of 4 meters (m)] to 
inspect low-earth-orbiting satellites. However, the most dramatic use of AO is in astronomy. Astronomers 
have been plagued by the atmosphere for centuries—since the invention of the telescope. Indeed, distor-
tion caused by turbulence is the principal motivation for launching large telescopes into space. However, 
if ground-based telescopes were able to achieve diffraction-limited resolution and high Strehl ratios, a 
significant obstacle to new discoveries and more productive research would be overcome. Adaptive optics, 
originally proposed by the astronomer Horace Babcock in 1953,11 may enable that to happen, creating a 
revolution in ground-based optical astronomy. Adaptive optics is especially important in light of the large 
new telescope mirrors. Incredible advances in mirror technology have made 8-m-diameter monolithic 
mirrors almost commonplace (four have seen first light and five more are under construction). These 
are in addition to the two 10-m Keck telescopes and the 11-m Hobby-Eberly telescope, all of which use 
segmented primaries. The atmosphere limits the resolution of ground-based telescopes to an equivalent 
diameter that is equal to Fried’s coherence length, r0  (a few tens of centimeters at visible wavelengths at the 
best sites).12 Adaptive optics offers the potential for telescopes to achieve diffraction-limited imaging and 
high throughput to spectroscopic instruments. Furthermore, interferometric arrays of large telescopes will 
enable unprecedented imaging resolution of faint objects, given that the unit telescopes can each produce 
nearly distortion-free wave fronts. Because imaging through the atmosphere is a topic of great interest, and 
because it embodies all aspects of AO technology, this discussion is oriented toward that application.

The chapter is organized as follows: Sec. 5.3 describes the basic concept of AO as applied to 
ground-based telescopes. Section 5.4 is a short summary of the classical description of atmospheric 
turbulence and parameters that are important for designing and evaluation of AO systems. Section 5.5 
is a description of the hardware and the software that are needed for practical implementation of AO. 
This includes tracking, wavefront sensing, processors, and wavefront correctors. Section 5.6 is a dis-
cussion of design issues for top-level system performance trades using scaling laws and formulas.

5.3 THE ADAPTIVE OPTICS CONCEPT 

This section provides a brief, qualitative overview of how AO imaging systems work. Figure 1 is a 
highly simplified diagram that illustrates the principles. In this figure, a conventional telescope is 
shown on the left and one that is equipped with AO is shown on the right. The science object 
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ADAPTIVE OPTICS  5.3

FIGURE 1 Conventional telescope with no AO (left) and 
additional components needed for AO (right). (a) Object of 
interest, (b) natural guide star, (c) atmospheric turbulence, 
(d) aberrated wavefront (including tilt and higher-order 
distortions) after passing through the turbulent atmosphere, 
(d´) aberrated wavefront from the laser beacon with full-aper-
ture tilt removed, (e) telescope, (f ) aberrated image, (g) relay 
optics, (h) demagnified aberrated wavefront including full-
aperture tilt, (i) fast-steering mirror, (j) tilt-removed wavefront 
with only higher-order aberrations remaining, (k) deformable 
mirror, (l) corrected wavefront, (m) aperture-sharing element, 
(n) tilt sensor pickoff beam splitter, (o) relay optics, (p) higher-
order wavefront sensor, (q) electronic processor to compute 
deformable mirror commands, (r) full-aperture tilt sensor, (s) tilt 
mirror processor and controller, (t) science camera, (u) laser for 
generating laser beacons, (v) launch telescope for the beacon laser, 
(w) Rayleigh laser beacon, (x) mesospheric sodium laser beacon, 
and (y) faint natural guide star for full-aperture tilt sensing.
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(a) and a natural guide star (b) are at the top of the figure. The turbulent atmosphere (c) creates 
higher-order phase distortion and an overall tilt on wavefronts reaching the telescope (d). The telescope 
(e) forms an aberrated image (f) at the location of the camera or spectrograph. The natural guide 
star is used, either manually or automatically, to correct pointing errors in the telescope mount and 
the overall wavefront tilt that are induced by atmospheric turbulence.
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5.4  ATMOSPHERIC OPTICS

The objectives of the AO system are to continuously remove the higher-order distortion and to stabi-
lize the position of the image by removing the overall tilt. The components are shown on the right side of 
Fig. 1. One can think of the AO system as a dynamic optical system that simultaneously relays the 
original image to a new focal plane [the camera (t)] while removing both the higher-order aberra-
tions (those distortions having spatial frequencies higher than tilt) with the deformable mirror (k) 
and the tilt aberrations with the fast-steering mirror (i), leaving only a minor amount of residual 
error in the wave front (l). The appropriate optical relay telescopes (g and o) are used as required by 
the particular implementation.

Figure 2 illustrates how a deformable mirror removes phase aberrations that are induced by atmo-
spheric turbulence. The conjugate of the measured wavefront distortion is imposed on the surface of 
the deformable mirror so that on reflection, the distortions are removed. The AO system is never able 
to perfectly match the distortions in the wavefront because of a number of error sources that will be 
discussed in later sections.

To set the figure on the deformable mirror, the AO system must get information about the turbu-
lent atmosphere by measuring its effect on the wavefronts from a beacon—a source of light such as a 
bright star (see Fig. 1, item b) located at or near the science object. The object itself may serve as the 
beacon if it is bright enough (either by self-emission, as in the case of a star or astronomical object, 
or by reflection of natural or man-made light, as in the case of artificial satellites). When a natural 
star does not exist or when the object itself is not bright enough, it may be possible to use an artificial 
beacon generated by a low-power laser (see Fig. 1, item u). A laser beacon can be created either by 
Rayleigh scattering up to a range of about 20 km, or by resonant scattering of atomic species such as 
sodium in the mesosphere, at an altitude of 90 km above Earth’s surface. In the implementation that 
is shown in Fig. 1, a laser beam that is capable of exciting the D2  line in atomic sodium in the meso-
sphere is projected from behind the secondary mirror of the telescope.

Control signals for the wavefront corrector mirrors are generated by a full-aperture tracking sen-
sor (see Fig. 1, item r) and a wavefront sensor (p) by observing the residual error in the beacon wave-
front (l). An aperture-sharing element (m) directs light from the beacon into the wavefront sensor, 
which is located at an image of the entrance pupil of the telescope. The wavefront sensor samples the 
slope of the wavefront over subaperture regions of the order of r0 in size—for which the wavefront 
is essentially an undistorted, but tilted, plane wave—measuring the tilt and reporting that tilt as a 
wavefront phase gradient. The computer (q) combines the subaperture gradient measurements and 
“reconstructs” a best estimate of the residual phase error at specific points in the aperture, generally 
the locations of the actuators of the deformable mirror. Error signals derived from the reconstructed 
wavefront are sent to the deformable mirror to further reduce the residual error.

Deformable mirror

Incident
wavefront

Reflected
wavefront

FIGURE 2 Deformable mirror concept in which phase 
aberrations on an incident wavefront are removed by setting 
the deformable mirror to the conjugate of the aberration.
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ADAPTIVE OPTICS  5.5

The tracking sensor measures the overall tilt of the beacon wavefront by computing the centroid 
of a focused image of the beacon that is formed by the full aperture of the telescope (or by other, 
more sophisticated means). The tracker processor (s) generates an error signal that controls the fast-
steering mirror to keep the image of the beacon centered on the tracking sensor. It is also possible 
to derive full-aperture tilt information from the higher-order wavefront sensor, but optimum track-
ing performance usually requires a specialized sensor and processor. When a laser beacon is used to 
obtain higher-order wavefront information, it is still necessary to use a natural guide star to derive 
full-aperture tilt information: The laser beacon’s position in the sky is not known with respect to an 
inertial reference (like a star), because its path on the upward propagation is random. To first order 
the beacon does not appear to move at all in the tracker due to near perfect reciprocity on the upward 
and downward paths, generating a return wavefront having no full aperture tilt as shown at (d´) in 
Fig. 1. The requirement to use a natural guide star for tracking is not as serious as it first sounds, how-
ever, because it is much more likely that a natural guide star can be found near the science object that 
satisfies tracking requirements but is still too faint for higher-order wavefront measurements. This is 
possible because the full aperture of the telescope and a small number of specialized detectors can be 
used for tracking so that stars fainter by a factor of ~( )D r/

0
2 that are available to the wavefront sensor 

become available to the tracking sensor.
Figure 1 is highly simplified. The details of the optics have been left out to emphasize the main prin-

ciples. For instance, it is customary to form an image of the entrance pupil of the telescope onto the 
fast-steering mirror, the deformable mirror, and again on the wavefront sensor. At least two powered 
optical elements are required to generate each of these images. Even more sophisticated approaches 
have been proposed in which multiple deformable mirrors are reimaged to layers in the turbulence. 
The nature of the aperture-sharing element will vary significantly depending on the adopted philoso-
phy for the system. For example, if obtaining enough light for the wavefront sensor is a problem 
(as is usually the case in astronomy), it is prudent to send the entire spectrum over which the detec-
tors are responsive to the wavefront sensor and divert only the absolute minimum needed part of the 
spectrum to the imaging sensor. This approach also means that the optics must be designed to work 
over a wide spectral range (e.g., from 450 to 1000 nm for a visible wavefront sensor) and also requires 
careful design of atmospheric dispersion correction. Furthermore, there are innovative approaches for 
implementing the wavefront corrector mirrors. The Steward Observatory group is developing a tilting, 
deformable secondary mirror for the new 6.5-m primary replacement at the Multiple Mirror Telescope 
(MMT) and 8.4-m Large Binocular Telescope (LBT) observatories.13 This arrangement requires only 
two reflecting surfaces between the sky and the camera.

5.4 THE NATURE OF TURBULENCE AND ADAPTIVE 
OPTICS REQUIREMENTS

Turbulence Generation and the Kolmogorov Model

This section summarizes the classical description of atmospheric turbulence and its effect on the 
propagation of light. The literature on this topic is enormous. Our purpose here is to introduce the 
principles and define a few important parameters that are relevant to the operation of adaptive opti-
cal systems. The references cited throughout provide more detail.

Atmospheric turbulence is generated by solar heating of the Earth’s surface. Air at the surface of 
the Earth is warmed in the day and cooled at night. Temperature gradients develop, creating a convec-
tive flow of large masses of air. Turbulence develops as large-scale masses of air break up into smaller 
spatial scales and dissipate their energy to the surrounding air. The effects of turbulence on electro-
magnetic wave propagation is governed by the nature of the spatial and temporal fluctuations of the 
index of refraction of air. The refractive index of air at optical wavelengths obeys the formula14

 n
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= + + ⋅⎡
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5.6  ATMOSPHERIC OPTICS

where l is the wavelength of light in micrometers, P is the atmospheric pressure in millibars, and 
T is the atmospheric temperature in kelvins (K). The effect of atmospheric pressure changes on n
are small and can, for problems of interest in this chapter, be neglected. The dominant influence on 
variations of n is the air temperature. At visible wavelengths, dn dT/ ~10−6 at standard pressure and 
temperature. This means that two 1-m-long columns of air having a temperature difference of 1 K 
create roughly one wave of optical path difference for visible light, a very significant effect. We can 
model the index of refraction as the sum of two parts,

  n t n n t( , , ) ( , ) ( , )r r rλ λ= +0 1  (2)

where n0 represents the deterministic, slowly changing contribution (such as variation with height 
above the ground), and n1 represents the random fluctuations arising from turbulence. The wave-
length dependence of n1 is ignored. Furthermore, typical values of n1 are several orders of magni-
tude smaller than unity.

During the 1940s, Andrey Nikolayevich Kolmogorov (1903–1987) developed theories15 describ-
ing how energy is dissipated in the atmosphere and modeled the spatial power spectrum of turbu-
lent velocity fluctuations. V. I. Tatarskii postulated the applicability of the Kolmogorov spatial power 
spectrum to refractive index fluctuations and then solved the wave equation for the power spectrum 
of Kolmogorov’s model and determined the effect on propagation through weak turbulence.16 David 
L. Fried subsequently extended Tatarskii’s results to describe phase distortions of turbulence in terms 
of Zernike polynomials17 and derived his famous atmospheric coherence diameter parameter r0 , as a 
measure of optical resolution.12 Nearly all subsequent work in statistical atmospheric optics is based on 
the contributions of Kolmogorov, Tatarskii, and Fried. The effects of turbulence on wave propagation 
are critical because the spatial and temporal frequency distribution and optical depth of the phase aber-
rations drive the design requirements for beacon brightness, wavefront sensing, tracking, electronic 
processing, and wavefront corrector mirror subsystems in a real-time phase compensation system.

For refractive index fluctuations, the Kolmogorov spatial power spectral density, Φn( ),κ  is given by 

  Φn nC( ) .κ κ= −0 033 2 11 3/  (3)

where k is the spatial wavenumber and Cn
2 is the refractive index structure constant, a measure of 

the optical strength of turbulence. The wavenumber k is inversely related to the size of the turbu-
lent eddies in the atmosphere. Equation (3) is valid between two limits of k called the inertial sub-
range. The scale size of eddies for the smallest values of k in the inertial subrange is called the outer 
scale, denoted L0 02= π κ/ , and is of the order of meters to kilometers. The inner scale, l m0 2= π κ/ , 
or smallest eddies in the inertial subrange, is of the order of millimeters. For values of k outside the 
inertial subrange, the von Kármán spectrum is often used in place of Eq. (3) to avoid mathematical 
complications as k approaches zero. The von Kármán spectrum has the form

  Φn
n

m

C
( )

.

( )
κ

κ κ
κ
κ

≅
+

−
⎛

⎝⎜
⎞

⎠⎟
0 033 2

2
0
2 11 6

2

2/
exp  (4)

where κ 0 and κm are the spatial wavenumbers for the outer and inner scales.

The Variation of n and the Cn
2 Parameter

Tatarskii introduced structure functions to describe the effect of turbulence on wave propagation. 
Structure functions describe how a physical parameter is different between two points in space or 
time. The structure function of the index of refraction, �n( )r  is defined as

  �n n n( ) {[ ( ) ( )] }r r r r= ′ − ′ −1 1
2  (5)
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ADAPTIVE OPTICS  5.7

where n1( )r  represents the fluctuating part of the index of refraction and {. . .} represents an ensem-
ble average over the turbulent conditions. The autocorrelation function and power spectral density 
form a three-dimensional Fourier transform pair (a useful relation used many times in statistical 
optics), and using that relationship, it can be shown that18

 �n nr C r( )= 2 2 3/   (6)

where we have also assumed that the fluctuations are isotropic and dropped the vector dependence 
on r. Equation (6) is the defining equation for the refractive index structure constant, Cn

2 ,  in that 
the numerical coefficient on the right side of Eq. (6) is unity. Defined in this way, Cn

2  is a measure 
of the optical strength of turbulence.

A few meters above the ground, Cn
2 has an average value of the order of 10–14 m–2/3, rapidly decreas-

ing by three or four orders of magnitude at heights above 10 km. Several means have been developed 
to measure the Cn

2 profile, including in situ instruments on balloons as well as remote sensing optical 
and radar techniques.19, 20 Several mathematical models of Cn

2 profiles have been developed based on 
experimental data. One of the most widely used was suggested by Hufnagel21 and modified to include 
boundary layer effects by Valley.22 The expression for the Hufnagel-Valley model for Cn

2 is

 C h h e
W

n
h2 23 10

2

165 94 10
27

2 7 10( ) . .= ⋅
⎛
⎝⎜

⎞
⎠⎟

+ ⋅− − − ee Aeh h− −+2 3 10/   (7)

where h is the height above the site in kilometers, W is an adjustable wind correlating parameter, and 
A is a scaling constant, almost always taken to be A = ⋅ −1 7 10 14. . Winker23 suggested W = 21 produc-
ing the HV5 7/  model named from the fact that the resulting profile yields a value of Fried’s coherence 
diameter of r0 5= cm and an isoplanatic angle of θ0 7= μrad for zenith propagation at 0.5 μm. (The 
parameters r0 and θ0 are defined and their relationships to Cn

2 are given in Sec. 5.4.) The HV5 7/  model 
has been widely used in the evaluation of AO system performance. Figure 3 shows how Cn

2 , com-
puted with this model, varies with altitude.

The Hufnagel-Valley model is useful for continental sites or sites with well-developed boundary 
layers. The Cn

2 profile, which is associated with mountaintop sites that are surrounded by water 

FIGURE 3 Cn
2 profiles for the HV /5 7 model (solid curve) and for average 

seeing conditions at Mauna Kea (dotted curve).
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5.8  ATMOSPHERIC OPTICS

(e.g., Mauna Kea or La Palma) or mountaintop sites that are close to a coastline [so as to be above the 
marine boundary layer (e.g., Paranal, Chile)], often exhibits distinct layers of turbulence, but little or 
no boundary layer in the first few kilometers above the ground. A Cn

2 profile that is representative of 
average seeing for Mauna Kea is also shown in Fig. 3 and yields an r0 of 18 cm and θ0 of 15 μrad. Figure 4 
shows a Cn

2 profile for Mauna Kea representative of the 90th-percentile best seeing (note the distinct 
layering), giving an r0 of 45 cm, and an analytical model that is used for average seeing at Paranal,24 

giving an r0 of 18 cm.

Wave Propagation in Turbulence

An electromagnetic wave propagating in the atmosphere must satisfy Maxwell’s equations—in 
particular, the electric and magnetic fields must satisfy the time-independent Helmholtz equation:

  ∇ + =2 2 2 0U n k U( ) ( )r r  (8)

where k = 2π λ/  and n is the refractive index of air. U(r) is the complex phasor representation of a 
spatial wave:

 U A ei( ) ( ) ( )r r r= φ   (9)

where the amplitude A(r) and phase f (r) are random variables governed by the statistics of the fluc-
tuations of the refractive index, n. There is no closed-form solution for A(r) and f(r).

The surfaces in space that are defined by φ0( )r = constant are wavefronts. For starlight arriving 
at the top of the atmosphere, the wavefronts are planes of infinite extent. When a plane wave passes 
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FIGURE 4 Average seeing Cn
2 profile analytical model for Paranal, Chile [site 

of European Southern Observatory’s (ESO’s) Very Large Telescope (VLT) (solid 
curve)], and a Cn

2 profile that is representative of best seeing conditions (occurring 
less than 10 percent of the time) at Mauna Kea (dotted curve) and represents 0.25 
arcsec seeing. Note how the turbulence appears as layers and the lack of a bound-
ary layer in the Mauna Kea profile. Similar conditions have also been observed at 
Paranal and La Palma.
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ADAPTIVE OPTICS  5.9

through the atmosphere, whose refractive index varies randomly along each propagation path, the 
plane wave becomes distorted. The total phase change from that in a vacuum along a path z is

 Δφ φ= − ∫0 10
k n z dz

z
( )   (10)

where k = 2π λ/ , and n z1( ) is the fluctuating part of the index of refraction. If this equation could be 
evaluated along every direction, one could construct the three-dimensional shape of the wavefront 
at any position along its propagation path due to phase changes induced by atmospheric turbulence. 
This is, of course, an intractable problem in terms of a closed-form solution since the fluctuations of 
the index of refraction are a random process.

A phase deformation that propagates far enough becomes an amplitude fluctuation as different 
parts of the propagating wavefront combine to create regions of constructive and destructive inter-
ference. This effect is called scintillation—the twinkling of starlight is a famous example. Amplitude 
fluctuations are generally not severe for astronomical observing, and 70 to 80 percent or more of the 
distortions can be removed by phase-only compensation (by using a steering mirror and deformable 
mirror). However, both the amplitude and phase of the wave are random variables, and the most 
general representation of the wave is as given in Eq. (9).

The historically accepted approach to dealing with wave propagation in turbulence was intro-
duced by Tatarskii by use of the Rytov transformation. The Rytov transformation defines a complex 
quantity ψ  as the natural logarithm of U: ψ = ln .U  This substitution allows a solution to the wave 
equation in the form of a multiplicative perturbed version of the free space field:

 U A e ei A A i( ) ( ) ( ) ln[ ( ) ( )] [ ( ) (r r r r r r= − −
0

0 0 0φ φ φ/ rr)]   (11)

Since the field at any point is the superposition of many independent contributions of propagating 
waves in the turbulent medium, we expect the fluctuating parts of the field to obey Gaussian statis-
tics (invoking the central limit theorem). This means if ln( )A A/ 0  obeys Gaussian statistics, we expect 
the amplitude fluctuations to be log-normally distributed. Most experimental evidence supports this 
for weak fluctuations. Tatarskii’s results make it possible to compute important characteristic func-
tions and to use the properties of Gaussian random processes to develop practical descriptions of 
the effects of turbulence.

Fried’s Coherence Diameter, r0, and the Spatial 
Scale of Turbulence

Hufnagel and Stanley25 extended Tatarskii’s work and developed an expression for the modulation 
transfer function in terms of the mutual coherence function. Fried26 developed an expression for phase 
structure function, �φ , of a propagating electromagnetic plane wave showing that it is proportional 
to the 5/3 power of spatial separation, r, and is given by∗

 �φ φ φ π
λ

( ) {[ ( ) ( )] } . (r r r r= ′ − ′ − =
⎛
⎝⎜

⎞
⎠⎟

2

2

22 91
2

Cn zz dz r)∫
⎡

⎣
⎢

⎤

⎦
⎥ 5 3/   (12)

where λ is the wavelength of propagation, C zn
2( ) is the position-dependent refractive index structure 

constant and integration is over the optical path to the source.

∗In the more general case where amplitude effects are significant, the wave structure function, � � �( ) ( ) ( ),r r r
x

= +
φ

 
should be used, but since it has exactly the same value as given by Eq. (12), and since conventional AO does not correct intensity 
fluctuations, the amplitude term will be dropped for the material that is presented here.
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5.10  ATMOSPHERIC OPTICS

Fried26 developed a very useful relationship between the phase structure function and a particu-
lar measure of optical resolution—the volume under the two-dimensional optical transfer function. 
Defined in this way, the seeing-limited resolving power asymptomatically approaches a limiting value 
as the aperture size increases. The limiting value is set by the strength of the turbulence. Fried defined 
a quantity called the coherence diameter, r0 , such that the limiting resolution that is obtained in the 
presence of atmospheric turbulence is the same as that that is obtained by a diffraction-limited lens 
of diameter r0 in a vacuum. Its value can be computed from the definition17

 r C h dhn0
6 5 3 5 2

0

3 5

0 185= ⎡
⎣⎢

⎤
⎦⎥

∞ −

∫. (cos ) ( )λ / /
/

ψ  (13)

where λ  is the wavelength, C hn
2( ) is the vertical profile of the index of refraction structure constant, 

h is the height above the ground, ψ  is the angle between the propagation direction and the zenith, 
and the integral is evaluated from the ground to an altitude at which C hn

2( ) no longer contributes 
significantly (typically 20 km). This equation explicitly shows r0 scales with wavelength as λ6 5/  and 
with zenith angle as (cos ) .ψ 3 5/  By convention, the numerical values of r0 are usually expressed at 
0 5. μm for zenith viewing. At the best astronomical sites, the median value of r0 is from 15 to 25 cm, 
corresponding to seeing conditions of λ/r0 0 7= .  to 0.4 arcsec. The best intracontinental mountain-
top sites exhibit median values of r0 between 10 and 20 cm, and average intracontinental sites have r0 
values between 5 and 10 cm.20

Given the definition of r0 in Eq. (13), the phase structure function becomes

  �φ( ) .r
r
r

=
⎛
⎝⎜

⎞
⎠⎟

6 88
0

5 3/

  (14)

Fried defined r0 so that the knee in the curve showing resolving power as a function of diameter 
occurs at D r/ 0 1= , where D is the aperture diameter of the imaging telescope. Most scaling laws of 
interest to AO are expressed in terms of the ratio D r/ 0 . 

Turbulence Noll27 developed a description of the average spatial content of turbulence-induced 
wavefront distortion in terms of Zernike polynomials. The Zernike polynomials are often used to 
describe the classical aberrations of an optical system—tilt, defocus, astigmatism, coma, and spheri-
cal aberration. Noll expresses the phase of the distorted wavefront over a circular aperture of radius, 
R, as 

 φ ρ θ ρ θ( , ) ( , )= ∑a Zj j
j

  (15)

where Z j is a modified set of the orthogonal Zernike polynomials defined over points in the aper-
ture at reduced radius ρ = r R/  and azimuthal angle θ. The Z j is given by

  
Z n R m

Z n R m

j n
m

j n
m

even

odd

= +

= +

1 2

1 2

( ) cos

( ) sin

ρ θ

ρ θ

⎫⎫
⎬
⎪

⎭⎪
≠m 0  (16) 

Z n Rj n= + 1 0( )ρ  m = 0   (17)

where 

 R
n s

s n m s n m sn
m

s

( )
( ) ( )!

![( ) ]![( ) ]
ρ = − −

+ − − −
1

2 2/ / !!

( )

ρn s

s

n m
−

=

−

∑ 2
2

0

/

  (18)
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ADAPTIVE OPTICS  5.11

The indices n and m are always postive integers and satisfy m n n m≤ − =and even. The index, j, is a 
mode-ordering number and depends on n and m.

The aj are coefficients having mean square values that accurately weight the particular Zernike 
mode to represent the Kolmogorov distribution of turbulence. Using this approach, Noll computed 
the values of aj and showed that the piston-removed wavefront distortion for Kolmogorov turbulence 
averaged over an aperture of diameter, D, expressed as a mean square value in units of square radians 
(rad2) of optical phase is

 〈 〉 =
⎛
⎝⎜

⎞
⎠⎟

φ2

0

5 3

1 0299.
D

r

/

  (19)

Table 1 lists the strengths of the first 21 Zernike modes, and the residual mean square distortion as 
each component is removed. Data in this table show that the two components of tilt (X and Y axes) 
make up 87 percent of the total wavefront distortion.

Noll’s results are useful for estimating the performance of an AO system if one can estimate how 
many Zernike modes the system will correct (a rule of thumb is approximately one mode is corrected 
per deformable mirror actuator for systems having large numbers of actuators). Figure 5 shows the 
mean square residual phase error for a range of values of D r/ 0 . Generally, the mean square residual 
error should be much less than 1 rad2. Even if all 21 modes listed in Table 1 are corrected, the mean 
square residual error for conditions in which D r/ 0 is 20, for example, 0 0208 20 3 065 3 2. ( ) . ,/ rad=  is a 
very significant, generally unacceptable error.

When more than 21 modes are corrected, the residual mean square wavefront error is given by27

 σ M M D r2 3 2
0

5 30 2944= −. ( )( )/ //   (20)

where M is the number of modes corrected. Figure 6 shows the required number of Zernike modes 
to be removed as a function of D r/ 0 for three image quality conditions. As an example, if r0 is 12 cm at 

TABLE 1 Mean Square Wavefront Distortion Contributions (in rad2) from the First 21 Zernike Modes of 
Atmospheric Aberrations and Residual Error As Each Term Is Corrected 

 Aberration Contribution Distortion

All terms 1.0299( )D r/ /
0

5 3   1.0299( )D r/ /
0

5 3  
Z2 X-tilt 0.4479( )D r/ /

0
5 3   0.582 ( )D r/ /

0
5 3  

Z3 Y-tilt 0.4479( )D r/ /
0

5 3   0.134 ( )D r/ /
0

5 3  
Z4 Defocus 0.0232( )D r/ /

0
5 3   0.111 ( )D r/ /

0
5 3  

Z5 Astigmatism at 45° 0.0232( )D r/ /
0

5 3   0.0880 ( )D r/ /
0

5 3  
Z6 Astigmatism at 0° 0.0232( )D r/ /

0
5 3   0.0649 ( )D r/ /

0
5 3  

Z7 X-coma 0.0061( )D r/ /
0

5 3   0.0587 ( )D r/ /
0

5 3  
Z8 Y-coma 0.0061( )D r/ /

0
5 3   0.0525 ( )D r/ /

0
5 3  

Z9   0.0062( )D r/ /
0

5 3   0.0463(D/r0)
5/3

Z10   0.0062( )D r/ /
0

5 3   0.0401 ( )D r/ /
0

5 3  
Z11 Spherical aberration 0.0024( )D r/ /

0
5 3   0.0377 ( )D r/ /

0
5 3  

Z12  0.0025( )D r/ /
0

5 3   0.0352 ( )D r/ /
0

5 3  
Z13  0.0024( )D r/ /

0
5 3   0.0328 ( )D r/ /

0
5 3  

Z14  0.0024( )D r/ /
0

5 3   0.0304 ( )D r/ /
0

5 3  
Z15  0.0025( )D r/ /

0
5 3   0.0279 ( )D r/ /

0
5 3  

Z16  0.0012( )D r/ /
0

5 3   0.0267 ( )D r/ /
0

5 3  
Z17  0.0012( )D r/ /

0
5 3   0.0255 ( )D r/ /

0
5 3  

Z18  0.0012( )D r/ /
0

5 3   0.0243 ( )D r/ /
0

5 3  
Z19  0.0011( )D r/ /

0
5 3   0.0232 ( )D r/ /

0
5 3  

Z20  0.0012( )D r/ /
0

5 3   0.0220 ( )D r/ /
0

5 3  
Z21  0.0012( )D r/ /

0
5 3  0.0208 ( )D r/ /

0
5 3
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5.12  ATMOSPHERIC OPTICS
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FIGURE 6 Required number of modes to be corrected (roughly the number of actu-
ators or degrees of freedom in the deformable mirror) as a function of D r/ 0. Solid curve: 
λ/15 image quality; dashed curve: λ/10  image quality; dotted curve: λ/5 image quality. In 
these curves, r0 is evaluated at the imaging wavelength.

FIGURE 5 Residual mean square phase distortion when n Zernike modes of atmo-
spheric turbulence are corrected for various values of D r/ 0 . 
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ADAPTIVE OPTICS  5.13

0.8 μm and the telescope aperture is 3.5 m, D r/ 29,0 =  and more than 1000 modes must be removed 
to achieve λ/15 image quality, but only 100 modes need be removed if λ/5 image quality is sufficient. 
If r0 is 60 cm at 1.6 μm and D =10 m, we must remove nearly 400 modes to achieve λ/15 image qual-
ity. For imaging applications, several techniques for postprocessing are well established28 and allow 
significant enhancements of images that are obtained in real time with AO. Postprocessing may be 
justification to allow the relaxation of wavefront quality requirements in an AO system. However, 
for spectroscopy (or other applications requiring high Strehl ratios in real time), there may be lit-
tle choice but to design the AO system with the required number of degrees of freedom needed to 
achieve desired Strehl ratios.

The results in Table 1 can be used to estimate the maximum stroke requirement for the actuators 
in the deformable mirror. Assuming that tilt will be corrected with a dedicated two-axis beam-steering 
mirror, the root-mean-square (rms) higher-order distortion is (from Table 1) 0 366 0

5 6. ( )D r/ /  rad of 
phase. A practical rule of thumb is that the deformable mirror surface should be able to correct five 
times the rms wavefront distortion to get 99 percent of the peak values. Since a reflected wavefront 
has twice the distortion of the mirror’s surface (reducing the stroke requirement by a factor of 2), the 
maximum actuator stroke requirement for operation becomes

 σm

D
r

( ) .μm
/

=
⎛
⎝⎜

⎞
⎠⎟

0 073
0

5 6

 (21)

where σm is the maximum actuator stroke in μm, and r0 is the value of Fried’s coherence diameter at 
a wavelength of 0 5. μm along the line of sight corresponding to the maximum zenith angle of inter-
est. Figure 7 shows the maximum stroke that is required for several aperture diameters as a function 
of seeing conditions. This figure assumes the outerscale is much larger than the aperture diameter 
and Kolmogorov turbulence. If the outerscale is of the order of the aperture size or even smaller, the 
stroke requirements will be reduced.

6

5

4

3

M
ax

im
u

m
 s

tr
ok

e 
of

 d
ef

or
m

ab
le

 m
ir

ro
r

ac
tu

at
or

 (
μm

)

2

1

0
0.05 0.1 0.15

r0 at 0.5 μm (m)

0.2 0.25

FIGURE 7 Maximum stroke requirement of actuators in the deformable 
mirror. The curves are for aperture diameters (from top to bottom) of 10, 8, 3.5, 
and 1.5 m. The value of r0 is for an observing wavelength of 0.5 mμ  along the line 
of sight corresponding to the maximum zenith angle of interest, and the stroke 
is in micrometers. These curves are independent of wavelength since they do not 
include any dispersion effects.
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5.14  ATMOSPHERIC OPTICS

Atmospheric Tilt and Its Effect on the Strehl Ratio

Tilt comprises 87 percent of the power in atmospheric turbulence-induced wavefront distortion (see 
the preceding section). The Strehl ratio of an image that is due to jitter alone is approximated to bet-
ter than 10 percent by the equation29, 30

SR

/

tilt =

+
⎛
⎝⎜

⎞
⎠⎟

1

1
2

2
2

π σ
λ

θ
D

 (22)

where σθ is the one-axis rms angular jitter. Figure 8 shows how the one-axis rms jitter affects system 
Strehl ratio. Greenwood and Fried31 derived bandwidth requirements for AO systems and developed 
expressions for the variance of full-aperture tilt that is induced by turbulence. The one-axis angular 
jitter variance (units of angular rad2) is given by

σ λ
θG D

D
r

2

2

0

5 3

0 170=
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

.

/

  (23)

where σθG is the rms G-tilt. G-tilt is the average gradient over the wavefront and is well approxi-
mated by most centroid trackers. For Z-tilt (the direction of the normal of the best-fit plane to the 
wavefront distortion), the coefficient in Eq. (23) is 0.184. Consequently, a tracking sensor that mea-
sures the centroid of the focused image improperly estimates the Z-tilt; this has been called centroid 
anisoplanatism.30

Figure 9 shows the dependence of σθG on aperture diameter for two seeing conditions, one repre-
sentative of a continental site and one of a mountaintop island like Mauna Kea, Hawaii.

The effect of atmospheric tilt on the Strehl ratio can be seen by substituting Eq. (23) into Eq. (22). 
Figure 10 shows that the loss in the Strehl ratio due to jitter alone is significant. For D r/ 0 1= , the 
atmospherically induced jitter limits the Strehl ratio to 0.54. It is most important to effectively control 
image motion that is created by full-aperture atmospheric tilt.
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FIGURE 8 Strehl ratio versus one-axis rms jitter expressed as a fraction 
of λ/D.
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FIGURE 9 One-axis rms tilt for atmospheric turbulence. The upper line corre-
sponds to an r0 of 5 cm and the lower curve corresponds to an r0 of 18 cm, both refer-
enced to 0.5 mμ  and zenith. The value of full-aperture tilt is independent of wavelength 
for a given seeing condition.
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FIGURE 10 The effect of turbulence-induced jitter on system Strehl ratio.

Tracking: Bandwidth and Steering Mirror 
Stroke Requirements

Tyler32 has considered the problem of required tracking bandwidth by computing the tilt power 
spectrum and determining the error rejection achieved by a steering mirror under control of an 
RC-type servo. He considers both G-tilt and Z-tilt. Temporal fluctuations are derived by translat-
ing “frozen-turbulence” realizations past the telescope’s aperture. The hypothesis is that the inter-
nal structure of the turbulence changes more slowly than its mass transport by the wind (but this 
assumption may not suffice for today’s giant-aperture telescopes). The results for power spectra are 
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5.16  ATMOSPHERIC OPTICS

in integral form, requiring numerical evaluation. Sasiela33 uses Mellin transforms to derive a solu-
tion in terms of a power series of ratios of gamma functions. The asymptotic limits for high and low 
frequencies are, however, tractable in a form that is easily evaluated. We consider here the results for 
only G-tilt since that is the most likely implementation in a real system (approximated by a centroid 
tracker). The low-frequency limit for G-tilt is

 lim ( ) . sec ( )[ ( )
f G nF f D f C h v h
→

− −=
0

1 3 2 3 20 804φ
/ /ψ // /D dh]−∞

∫ 1 3

0
  (24)

and the high-frequency limit is

 lim ( ) . sec ( )[ (
f G nF f D f C h v
→∞

− −=φ 0 0110 1 3 11 3 2/ /ψ hh D dh) ]/ /8 3

0

∞

∫   (25)

where F fGφ ( ) is the one-axis G-tilt power spectrum in rad2/Hz, D is the aperture diameter, ψ is the 
zenith angle, and v(h) is the transverse wind component along a vertical profile. Note that the tilt 
spectrum goes as f −2/3 at low frequencies and as f −11/3 at high frequencies.

The disturbances described in Eqs. (24) and (25) can be partially corrected with a fast-steering 
mirror having an RC filter response, H f fc( , ), of the form 

  
H f f

i
f
f
c

c( ), =
+

1

1  
 (26)

where fc represents a characteristic frequency [usually the 3 decibel (dB) response]. The uncorrected 
power in the residual errors can be computed from control theory using the relation

  σθ φG c GH f f F f df2 2

0
1= −

∞

∫ | ( )| ( ),   (27)

where F fGφ ( ) is the power spectrum (rad2/Hz) of G-tilt induced by optical turbulence. 
For a steering mirror response function given by Eq. (26), the G-tilt variance is given by

  σθ φG G

f f

f f
F f df2 3

2

3
20 1

=
+

∞

∫
( )

( )
( )

/

/
dB

dB

  (28)

In the limit of a small (zero) servo bandwidth, this equation represents the tilt that is induced by 
atmospheric turbulence. Expressing the variance of the jitter in terms of the diffraction angle ( )λ/D  
results in the same expression as Eq. (23).

What does the servo bandwidth need to be? Tyler defines a G-tilt tracking frequency characteristic 
of the atmospheric turbulence profile and wind velocity as

 f D C h v h dhT nG
= ⎡

⎣⎢
− − ∞

∫0 331 1 6 1 1 2 2 2

0
. sec ( ) ( )/ /λ ψ ⎤⎤

⎦⎥
1 2/

  (29)

such that the variance of the tilt can be expressed as 

 σ λ
θ
2

3

2 2

=
⎛

⎝
⎜

⎞

⎠
⎟

⎛
⎝⎜

⎞
⎠⎟

f

f D

TG

dB

  (30)

Three wind velocity profiles are shown in Fig. 11. The analytical model of Bufton34 is given by

 v h eB
h( ) ( )= + − −5 37 12 252 /   (31)

Bass_v5ch05_p001-050.indd 5.16 9/7/09 5:58:05 PM

DO
 N

OT
 D

UP
LI

CA
TE



ADAPTIVE OPTICS  5.17

where h is the height above ground in km and vB  the wind speed in m/s. The other two curves 
in Fig. 11 are based on measurements made with National Weather Service sounding balloons 
launched in Albuquerque, New Mexico. They show a marked contrast between winter and summer 
months and the effect of the jet stream.

When the 3-dB closed-loop tracking servo frequency equals the G-tilt tracking frequency (the 
Tyler frequency), the one-axis rms jitter is equal to λ/ .D  The track bandwidth needs to be four 
times the Tyler frequency in order for σθG to be 1 4/ /( ),λ D  a condition that provides a Strehl ratio 
due to tilt of greater than 80 percent. Figure 12 shows the required 3-dB tracking bandwidths to 
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FIGURE 11 Wind profiles. The solid curve is an analytical model by Bufton. The doted 
and dashed curves are based on two decades of rawinsonde measurements at Albuquerque, 
New Mexico, and are known as SOR winter and SOR summer models, respectively. These 
two models show clearly the absence of a jet stream in the summer months.
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FIGURE 12 Required 3-dB tracking bandwidth to achieve Strehl ratio of 0.82. 
The dashed curve is for the SOR winter wind and HV5/7

 profiles; the dotted curve is for 
the Mauna Kea average Cn

2 profile and Bufton wind profile; the solid curve is for the 
SOR summer wind and HV5/7 Cn

2 profiles. All three curves are for 0 5. μm wavelength.
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5.18  ATMOSPHERIC OPTICS

meet this criterion for three combinations of wind and Cn
2 profiles as a function of aperture diam-

eter. Other combinations can be computed easily by using Eq. (29) and the wind profiles that are 
shown in Fig. 11.

The one-axis rms tilt that is induced by the atmosphere is given by Eq. (23). When specifying the 
maximum excursion of a tilt mirror, the mirror should be able to move five times σθG  in order to 
accommodate over 99 percent of the tilt spectrum. We also need to account for the optical magnifica-
tion between the tilt mirror and the primary mirror of the telescope. If, for instance, the tilt mirror has a 
diameter of 10 cm, the telescope aperture is 10 m, and r0 is 18 cm (dashed curve in Fig. 9), the required 
maximum stroke of the tilt mirror is 0.6 radμ  (from Fig. 9) times 50 5( σθG × optical magnification of 10) 
or 30 μrad.  

Higher-Order Phase Fluctuations and 
Bandwidth Requirements

Time delays that are caused by detector readout and data processing create errors in the phase cor-
rection that is applied to the deformable mirror—the correction being applied is relevant to an 
error that is measured at an earlier time. The control system concepts discussed in the preceding two 
sections are also relevant to higher-order errors. The residual errors can be computed knowing the 
closed-loop servo response, H f fc( ),,  where fc represents a characteristic frequency (usually the 
3-dB response) and the disturbance. The uncorrected power is similar to Eq. (27) and is given by

 σ φr cH f f F f df2 2

0
1= −

∞

∫ | ( )| ( ),   (32)

where F fφ ( ) is the power spectrum (rad2/Hz) of the phase distortions that are induced by opti-
cal turbulence. At high frequencies, Greenwood35 showed that F fφ ( ) is proportional to f −8 3/  and is 
given by

 lim ( ) . ( ) ( )
f nF f k f C z v z dz
→∞

− ∞
= ∫φ 0 0326 2 8 3 2 5 3

0

/ /   (33)

where k f2 / ,= π λ  is the frequency in Hertz, and v(z) is the transverse component of the wind pro-
file. The closed-loop response of the AO servo can be modeled as a conventional resistorcapacitor 
(RC) filter making

 
H f f

i
f
f
c

c( ), =
+

1

1  
 (34)

the characteristic frequency becomes

 f
k

C z v z dzc
r

n=
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥

∞

∫0 102
2

2 5 3

0
. ( ) ( )

σ
/

⎥⎥

3 5/

 (35)

Figure 11 shows three wind profiles, one analytical and two based on measured data. For the 
HV5/7Cn

2 profile and the SOR summer and winter wind models and σ πr = 0 2. ,  then fc = 23 and 
95 Hz, respectively.
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The value of fc for which σ r =1 is known as the Greenwood frequency and is given explicitly as

 f C z v z dzG n

L
= ⎡

⎣⎢
⎤
⎦⎥∫

2 31
6 5

2 5 3

0

3 5.
( ) ( )

λ /
/

/

  (36)

Tyler36 shows that the mean square residual phase in an AO control system having a –3-dB closed-
loop bandwidth of f3dBHz is

 σφservo
/ dB

/2
3

5 3= ( )f fG   (37)

In a real system, this means that the closed-loop servo bandwidth should be several times the 
Greenwood frequency in order to “stay up with the turbulence” and keep the residual wavefront 
error to acceptable levels. Note that the Greenwood frequency scales as λ −6 5/  (the inverse of r0 and θ0 
scaling) and that zenith angle scaling depends on the specific azimuthal wind direction.

Anisoplanatism

Consider two point sources in the sky (a binary star) and an instrument to measure the wavefront 
distortion from each. As the angular separation between the sources increases, the wavefront distor-
tions from each source become decorrelated. The isoplanatic angle is that angle for which the differ-
ence in mean square wavefront distortion is 1 rad2. Fried37 defined the isoplanatic angle, q0, as

 θ λ0
6 5 8 5 2 5 3

0
0 058= ⎡

⎣⎢
⎤
⎦⎥

− ∞

∫. (sec ) ( )/ / /ψ C h h dhn

−−3 5/

  (38)

where the integral is along a vertical path through the atmospheric turbulence. Note that θ0 scales as 
λ6 5/  (the same as r0), but as (cos )ψ 8 5/  with zenith angle. Fried has shown that if a very large diameter 
( )D r/ 0 1>>  imaging system viewing along one path is corrected by an AO system, the optical transfer 
function of the system viewing along a different path separated by an angle θ is reduced by a factor 
exp[ ( ) ].− θ θ/ /

0
5 3  (For smaller diameters, there is not so much reduction.) The numerical value of the 

isoplanatic angle for zenith viewing at a wavelength of 0.5 mμ  is of the order of a few arc seconds 
for most sites. The isoplanatic angle is strongly influenced by high-altitude turbulence (note the h5 3/  
weighting in the preceding definition). The small value of the isoplanatic angle can have very sig-
nificant consequences for AO by limiting the number of natural stars suitable for use as reference 
beacons and by limiting the corrected field of view to only a few arc seconds.

Turbulence on Imaging and Spectroscopy

The optical transfer function (OTF) is one of the most useful performance measures for the design 
and analysis of AO imaging systems. The OTF is the Fourier transform of the optical system’s point 
spread function. For an aberration-free circular aperture, the OTF for a spatial frequency f is well 
known38 to be

 
H f

f f f
0

2
2

1( ) =
⎛
⎝⎜

⎞
⎠⎟ − −

⎛
⎝⎜

⎞
⎠⎟

⎡

π
λ λ λ

arccos
F

D
F

D
F

D⎣⎣
⎢
⎢

⎤

⎦
⎥
⎥

 (39)

where D is the aperture diameter, F is the focal length of the system, and λ  is the average imaging 
wavelength. Notice that the cutoff frequency (where the OTF of an aberration-free system reaches 0) 
is equal to D F/λ . 
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5.20  ATMOSPHERIC OPTICS

Fried26 showed that for a long-exposure image, the OTF is equal to H f0( ) times the long-exposure 
OTF due to turbulence, given by
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 (40)

where D is the wave structure function and where we have substituted the phase structure function 
that is given by Eq. (14). Figure 13 shows the OTF along a radial direction for a circular aperture 
degraded by atmospheric turbulence for values of D r/ 0 ranging from 0.1 to 10. Notice the precipi-
tous drop in the OTF for values of D r/ 0 2> . The objective of an AO system is, of course, to restore 
the high spatial frequencies that are lost due to turbulence.

Spectroscopy is a very important aspect of observational astronomy and is a major contributor 
to scientific results. The goals of AO for spectroscopy are somewhat different than for imaging. For 
imaging, it is important to stabilize the corrected point spread function in time and space so that 
postprocessing can be performed. For spectroscopy, high Strehl ratios are desired in real time. The 
goal is flux concentration and getting the largest percentage of the power collected by the telescope 
through the slit of the spectrometer. A 4-m telescope is typically limited to a resolving power of R ∼ 
50,000. Various schemes have been tried to improve resolution, but the instruments become large and 
complex.

However, by using AO, the corrected image size decreases linearly with aperture size, and very high 
resolution spectrographs are, in principle, possible without unreasonable-sized gratings. A resolution 
of 700,000 was demonstrated on a 1.5-m telescope corrected with AO.39 Tyler and Ellerbroek40 have 
estimated the sky coverage at the galactic pole for the Gemini North 8-m telescope at Mauna Kea as 
a function of the slit power coupling percentage for a 0.1-arcsec slit width at J, H, and K bands in 
the near IR. Their results are shown in Fig. 14 for laser guide star (top curves) and natural guide star 
(lower curves) operation.

1

0.8

0.6
O

pt
ic

al
 t

ra
n

sf
er

 fu
n

ct
io

n

0.4

0.2

0 0.2 0.4

Normalized spatial frequency

0.6 0.8 1

FIGURE 13 The OTF due to the atmosphere. Curves are shown for (top to bottom) 
D r/ 0 0 1= . ,  1, 2, and 10. The cutoff frequency is defined when the normalized spatial frequency 
is 1.0 and has the value D F/λ ,  where F is the focal length of the telescope and D is its diameter.
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The higher-order AO system that was analyzed40 for the results in Fig. 14 employs a 12-by-12 
subaperture Shack-Hartmann sensor for both natural guide star (NGS) and laser guide star (LGS) 
sensing. The spectral region for NGS is from 0.4 to 0.8 μm and the 0.589-μm LGS is produced by a 15-
watt laser to excite mesospheric sodium at an altitude of 90 km. The wavefront sensor charge-coupled 
device (CCD) array has 3 electrons of read noise per pixel per sample and the deformable mirror is 
optically conjugate to a 6.5-km range from the telescope. The tracking is done with a 2-by-2-pixel 
sensor operating at J + H bands with 8 electrons of read noise. Ge et al.41 have reported similar results 
with between 40 and 60 percent coupling for LGSs and nearly 70 percent coupling for NGSs brighter 
than 13th magnitude.

5.5 AO HARDWARE AND SOFTWARE 
IMPLEMENTATION

Tracking

The wavefront tilt averaged over the full aperture of the telescope accounts for 87 percent of 
the power in turbulence-induced wavefront aberrations. Full-aperture tilt has the effect of 
blurring images and reducing the Strehl ratio of point sources. The Strehl ratio due to tilt 
alone is given by29, 30
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2
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 (41)

where σθ is the one-axis rms full-aperture tilt error, λ  is the imaging wavelength, and D is the aper-
ture diameter. Figure 8 is a plot showing how the Strehl ratio drops as jitter increases. This figure 
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FIGURE 14 Spectrometer slit power sky coverage at Gemini North 
using NGS (lower curves) and LGS adaptive optics. See text for details.
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5.22  ATMOSPHERIC OPTICS

shows that in order to maintain a Strehl ratio of 0.8 due to tilt alone, the image must be stabilized to 
better than 0.25l/D. For an 8-m telescope imaging at 1.2 μm, 0.25l/D is 7.75 milliarcsec.

Fortunately, there are several factors that make tilt sensing more feasible than higher-order sensing 
for faint guide stars that are available in any field. First, we can use the entire aperture, a light gain over 
higher-order sensing of roughly ( ) .D r/ 0

2  Second, the image of the guide star will be compensated 
well enough that its central core will have a width of approximately l/D rather than λ/r0  (assuming 
that tracking and imaging are near the same wavelength). Third, we can track with only four dis-
crete detectors, making it possible to use photon-counting avalanche photodiodes (or other photon-
counting sensors), which have essentially no noise at the short integration times required (~10 ms). 
Fourth, Tyler42 has shown that the fundamental frequency that determines the tracking bandwidth is 
considerably less (by as much as a factor of 9) than the Greenwood frequency, which is appropriate 
for setting the servo bandwidth of the deformable mirror control system. One must, however, include 
the vibrational disturbances that are induced into the line of sight by high-frequency jitter in the tele-
scope mount, and it is dangerous to construct a simple rule of thumb comparing tracking bandwidth 
with higher-order bandwidth requirements.

The rms track error is given approximately by the expression 

 σθ = 0 58.
angular image size

SNRV

  (42)

where SNRV is the voltage signal-to-noise ratio in the sensor. An error of σ λθ = /4D will provide a 
Strehl ratio of approximately 0.76. If the angular image size is l/D, the SNRV needs to be only 2. Since 
we can count on essentially shot-noise-limited performance, in theory we need only four detected 
photoelectrons per measurement under ideal conditions (in the real world, we should plan on need-
ing twice this number). Further averaging will occur in the control system servo.

With these assumptions, it is straightforward to compute the required guide star brightness for 
tracking. Results are shown in Fig. 15 for 1.5-, 3.5-, 8-, and 10-m telescope apertures, assuming a 
500-Hz sample rate and twice-diffraction-limited AO compensation of higher-order errors of the 
guide star at the track wavelength. These results are not inconsistent with high-performance tracking 
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FIGURE 15 Strehl ratio due to tracking jilter. The curves are (top to bottom) for 
10-, 8-, 3.5-, and 1.5-m telescopes. The assumptions are photon shot-noise-limited sen-
sors, 25 percent throughput to the track sensor, 200-nm optical bandwidth, and 500-Hz 
sample rate. The track wavelength is 0.9 μm.
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systems already in the field, such as the HRCam system that has been so successful on the Canada-
France-Hawaii Telescope at Mauna Kea.43

As mentioned previously, the track sensor can consist of just a few detectors implemented in a quad-
rant-cell algorithm or with a two-dimensional CCD or IR focal plane array. A popular approach for the 
quad-cell sensor is to use an optical pyramid that splits light in four directions to be detected by individ-
ual detectors. Avalanche photodiode modules equipped with photon counter electronics have been used 
very successfully for this application. These devices operate with such low dark current that they are 
essentially noise-free and performance is limited by shot noise in the signal and quantum efficiency.

For track sensors using focal plane arrays, different algorithms can be used depending on the 
tracked object. For unresolved objects, centroid algorithms are generally used. For resolved objects 
(e.g., planets, moons, asteroids, etc.), correlation algorithms may be more effective. In one instance at 
the Starfire Optical Range, the highest-quality images of Saturn were made by using an LGS to correct 
higher-order aberrations and a correlation tracker operating on the rings of the planet provided tilt 
correction to a small fraction of l/D.44

Higher-Order Wavefront Sensing and Reconstruction: 
Shack-Hartmann Technique

Higher-order wavefront sensors determine the gradient, or slope, of the wavefront measured over 
subapertures of the entrance pupil, and a dedicated controller maps the slope measurements into 
deformable mirror actuator voltages. The traditional approach to AO has been to perform these 
functions in physically different pieces of hardware—the wavefront sensor, the wavefront recon-
structor and deformable mirror controller, and the deformable mirror. Over the years, several opti-
cal techniques (Shack-Hartmann, various forms of interferometry, curvature sensing, phase diver-
sity, and many others) have been invented for wavefront sensing. A large number of wavefront 
reconstruction techniques, geometries, and predetermined or even adaptive algorithms have also 
been developed. A description of all these techniques is beyond the scope of this document, but the 
interested reader should review work by Wallner,45 Fried,46 Wild,47 and Ellerbroek and Rhoadarmer.48

A wavefront sensor configuration in wide use is the Shack-Hartmann sensor.49 We will use it here 
to discuss wavefront sensing and reconstruction principles. Figure 16 illustrates the concept. An 
array of lenslets is positioned at a relayed image of the exit pupil of the telescope. Each lenslet rep-
resents a subaperture—in the ideal case, sized to be less than or equal to r0 at the sensing wavelength. 

b a

Spot centroid is
computed from the signal
level in each quadrant:

c d

CCD array

Typical lenslet array:
200 μm square, f/32

lenses

Incoming
wavefront

(a + b) – (b + c)

(a + b) – (c + d)
Δx =

(a + b) – (c + d)

(a + b + c + d)
Δy =

FIGURE 16 Geometry of a Shack-Hartmann sensor.
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5.24  ATMOSPHERIC OPTICS

For subapertures that are roughly r0 in size, the wavefront that is sampled by the subaperture is essen-
tially flat but tilted, and the objective of the sensor is to measure the value of the subaperture tilt. 
Light collected by each lenslet is focused to a spot on a two-dimensional detector array. By tracking 
the position of the focused spot, we can determine the X- and Y-tilt of the wavefront averaged over 
the subaperture defined by the lenslet. By arranging the centers of the lenslets on a two-dimensional 
grid, we generate gradient values at points in the centers of the lenslets. Many other geometries are 
possible resulting in a large variety of patterns of gradient measurements.

Figure 17 is a small-scale example from which we can illustrate the basic equations. In this example, 
we want to estimate the phase at 16 points on the corners of the subapertures (the Fried geometry of 
the Shack-Hartmann sensor), and to designate these phases as φ φ φ φ1 2 3 16, , , . . . , , using wavefront gra-
dient measurements that are averaged in the centers of the subapertures, S S S S S Sx y x y x y1 1 2 2 9 9, , , , . . . , , . 
It can be seen by inspection that
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These equations express gradients in terms of phases,

  S = HΦ   (44)
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where ΦΦ is a vector of the desired phases, H is the measurement matrix, and S is a vector of the 
measured slopes.

However, in order to control the actuators in the deformable mirror, we need a control matrix, M, 
that maps subaperture slope measurements into deformable mirror actuator control commands. In 
essence, we need to invert Eq. (44) to make it of the form

ΦΦ = MS  (45)

where M is the desired control matrix. The most straightforward method to derive the control 
matrix, M, is to minimize the difference in the measured wavefront slopes and the actual slopes on 
the deformable mirror. We can do this by a maximum a posteriori method accounting for actuator 
influence functions in the deformable mirror, errors in the wavefront slope measurements due to 
noise, and statistics of the atmospheric phase distortions. If we do not account for any effects except 
the geometry of the actuators and the wavefront subapertures, the solution is a least-squares esti-
mate (the most widely implemented to date). It has the form

ΦΦ = −[ ]H H HT T1 S   (46)

and is the pseudoinverse of H. (For our simple geometry shown in Fig. 17, the pseudoinverse solution 
is shown in Fig. 18.) Even this simple form is often problematical since the matrix [HTH] is often 
singular or acts as a singular matrix from computational roundoff error and cannot be inverted.

However, in these instances, singular-value-decomposition (SVD) algorithms can be used to 
directly compute a solution for the inverse of H. Singular value decomposition decomposes an m n×
matrix into the product of an m n×  matrix (U), an n n×  diagonal matrix (D), and an n n×  square 
matrix (V). So that

H UDV T=   (47)

and H −1  is then

H VD U T− −=1 1   (48)
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FIGURE 17 A simple Shack-
Hartmann sensor in the Fried geometry.

Bass_v5ch05_p001-050.indd 5.25 9/24/09 10:14:55 AM

DO
 N

OT
 D

UP
LI

CA
TE



5.26  ATMOSPHERIC OPTICS

If H is singular, some of the diagonal elements of D will be zero and D–1 cannot be defined. However, 
this method allows us to obtain the closest possible solution in a least-squares sense by zeroing the 
elements in the diagonal of D–1 that come from zero elements in the matrix D. We can arrive at a 
solution that discards only those equations that generated the problem in the first place. In addition 
to straightforward SVD, more general techniques have been proposed involving iterative solutions 
for the phases.46, 50, 51 

In addition, several other “tricks” have been developed to alleviate the singularity problem. For 
instance, piston error is normally ignored, and this contributes to the singularity since there are then 
an infinite number of solutions that could give the same slope measurements. Adding a row of 1s to 
the measurement matrix H and setting a corresponding value of 0 in the slope vector for piston allows 
inversion.52
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FIGURE 18 Least-squares reconstructor matrix for the geometry shown in Fig. 17.
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In the implementation of Shack-Hartmann sensors, a reference wavefront must be provided to 
calibrate imperfections in the lenslet array and distortions that are introduced by any relay optics to 
match the pitch of the lenslet array to the pitch of the pixels in the detector array. It is general practice 
to inject a “perfect” plane wave into the optical train just in front of the lenslet array and to record the 
positions of all of the Shack-Hartmann spots. During normal operation, the wavefront sensor gradi-
ent processor then computes the difference between the spot position of the residual error wavefront 
and the reference wavefront.

Laser Beacons (Laser Guide Stars)

Adaptive optical systems require a beacon or a source of light to sense turbulence-induced wave dis-
tortions. From an anisoplanatic point of view, the ideal beacon is the object being imaged. However, 
most objects of interest to astronomers are not bright enough to serve as beacons.

It is possible to create artificial beacons (also referred to as synthetic beacons) that are suitable 
for wavefront sensing with lasers as first demonstrated by Fugate et al.53 and Primmerman et al.54 

Laser beacons can be created by Rayleigh scattering of focused beams at ranges between 15 and 
20 km or by resonant scattering from a layer of sodium atoms in the mesosphere at an altitude of 
between 90 and 100 km. Examples of Rayleigh beacon AO systems are described by Fugate et al.55 for 
the SOR 1.5-m telescope and by Thompson et al.56 for the Mt. Wilson 100-in telescope; examples 
of sodium beacon AO systems are described by Olivier et al.57 for the Lick 3-m Shane telescope and 
by Butler et al.58 for the 3.5-m Calar Alto telescope. Researchers at the W. M. Keck Observatory at 
Mauna Kea are in the process of installing a sodium dye laser to augment their NGS AO system on 
Keck II.

The laser beacon concept was first conceived and demonstrated within the U.S. Department of 
Defense during the early 1980s (see Fugate59 for a short summary of the history). The information 
developed under this program was not declassified until May 1991, but much of the early work was 
published subsequently.60 The laser beacon concept was first published openly by Foy and Labeyrie61 

in 1985 and has been of interest in the astronomy community since.
Even though laser beacons solve a significant problem, they also introduce new problems and have 

two significant limitations compared with bright NGSs. The new problems include potential light 
contamination in science cameras and tracking sensors, cost of ownership and operation, and observ-
ing complexities that are associated with propagating lasers through the navigable airspace and near-
earth orbital space, the home of thousands of space payloads. The technical limitations are that laser 
beacons provide no information on full-aperture tilt, and that a “cone effect” results from the finite 
altitude of the beacon, which contributes an additional error called focus (or focal) anisoplanatism. 
Focus anisoplanatism can be partially alleviated by using a higher-altitude beacon, such as a sodium 
guide star, as discussed in the following.

Focus Anisoplanatism The mean square wavefront error due to the finite altitude of the laser bea-
con is given by

 σFA
//2

0
5 3= ( )D d   (49)

where d0  is an effective aperture size corrected by the laser beacon that depends on the height of 
the laser beacon, the Cn

2  profile, the zenith angle, and the imaging wavelength. This parameter was 
defined by Fried and Belsher.62 Tyler63 developed a method to rapidly evaluate d0  for arbitrary Cn

2  
profiles given by the expression

 d C z F z H dzn0
6 5 3 5 2

3 5

= ⎡
⎣

⎤
⎦∫

−
λ / /

/

/cos ( ) ( ) ( )ψ   (50)
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where H is the vertical height of the laser beacon and the function F(z/H) is given by
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 (51)

for z < H and

F z H( ) . ( . ./ = −16 71371210 1 032421640 0 8977579487uu)   (52)

for z > H. In these equations, z is the vertical height above the ground, H is the height of the laser 
beacon, u is a parameter that is equal to zero when only piston is removed and that is equal to unity 
when piston and tilt are removed, and 2F1[a, b; c; z] is the hypergeometric function.

Equations (50) and (51) are easily evaluated on a programmable calculator or a personal com-
puter. They are very useful for quickly establishing the expected performance of laser beacons for a 
particular Cn

2 profile, imaging wavelength, and zenith angle view. Figures 19 and 20 are plots of d0 
representing the best and average seeing at Mauna Kea and a site described by the HV57 turbulence 
profile. Since d0 scales as λ6 5/ , values at 2.2 μm are 5.9 times larger, as shown in the plots.
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FIGURE 19 Values of d0 versus laser beacon altitude for zenith 
imaging at 0.5 μm and (top to bottom) best Mauna Kea seeing, average 
Mauna Kea seeing, and the HV /5 7

 turbulence profile.
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It is straightforward to compute the Strehl ratio due only to focus anisoplanatism using the 
approximation SR FA= −e σ 2

, where σFA
//2

0
5 3= ( ) .D d  There are many possible combinations of aperture 

sizes, imaging wavelength, and zenith angle, but to illustrate the effect for 3.5- and 10-m apertures, 
Figs. 21 and 22 show the focus anisoplanatism Strehl ratio as a function of wavelength for 15- and 90-
km beacon altitudes and for three seeing conditions. As these plots show, the effectiveness of laser bea-
cons is very sensitive to the aperture diameter, seeing conditions, and beacon altitude. A single Rayleigh 
beacon at an altitude of 15 km is essentially useless on a 10-m aperture in HV /5 7 seeing, but it is prob-
ably useful at a Mauna Kea—like site. One needs to keep in mind that the curves in Figs. 21 and 22 are 
the upper limits of performance since other effects will further reduce the Strehl ratio.
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FIGURE 20 Values of d0 versus laser beacon altitude for 
zenith imaging at 2.2 μm and (top to bottom) best Mauna Kea see-
ing, average Mauna Kea seeing, and the HV /5 7 turbulence profile.
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FIGURE 21 The telescope Strehl ratio due to focus anisoplanatism only. 
Conditions are for a 3.5-m telescope viewing at 30° zenith angle. Curves are (top 
to bottom): best seeing at Mauna Kea, 90-km beacon; average seeing at Mauna 
Kea, 90-km beacon; HV /5 7 , 90-km beacon; best seeing at Mauna Kea, 15-km 
beacon; and HV /5 7 , 15-km beacon.
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Generation of Rayleigh Laser Beacons For Rayleigh scattering, the number of photo-detected 
electrons (pdes) per subaperture in the wavefront sensor, Npde , can be computed by using a lidar 
equation of the form

 N T T T
A l

R

E

hct r

p

pde QE atm
sub BS= η

β λ
2

2

Δ
  (53)

where hQE = quantum efficiency of the wavefront sensor 
 Tt = laser transmitter optical transmission
 Tr = optical transmission of the wavefront sensor
 Tatm = one-way transmission of the atmosphere
 Asub = area of a wavefront sensor subaperture 
 bBS = fraction of incident laser photons backscattered per meter of 
                scattering volume [steradian (sr)−1m−1]
 R = range to the midpoint of the scattering volume
 Δl = length of the scattering volume—the range gate
 Ep = energy per pulse

l = laser wavelength
 h = Planck’s constant
 c = speed of light

The laser beam is focused at range R, and the wavefront sensor is gated on and off to exclude back-
scattered photons from the beam outside a range gate of length Δl centered on range R. The volume-
scattering coefficient is proportional to the atmospheric pressure and is inversely proportional to 
the temperature and the fourth power of the wavelength. Penndorf 64 developed the details of this 
relationship, which can be reduced to

βBS sr m= × − − −4 26 10 7 1.
( )
( )

P h
T h

  (54)
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FIGURE 22 The telescope Strehl ratio due to focus anisoplanatism only. 
Conditions are for a 10.0-m telescope viewing at 30° zenith angle. Curves are 
(top to bottom): best seeing at Mauna Kea, 90-km beacon; average seeing at 
Mauna Kea, 90-km beacon; HV /5 7 ,  90-km beacon; best seeing at Mauna Kea, 
15-km beacon; and HV /5 7 , 15-km beacon.
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where values of number density, pressure, and temperature at sea level (needed in Penndorf ’s 
equations) have been obtained from the U.S. Standard Atmosphere.65 At an altitude of 10 km, 
βBS = × −5 1 10 7.  sr m− −1 1 and a 1-km-long volume of the laser beam scatters only 0.05 percent of the 
incident photons per steradian. Increasing the length of the range gate would increase the total sig-
nal that is received by the wavefront sensor; however, we should limit the range gate so that subap-
ertures at the edge of the telescope are not able to resolve the projected length of the scattered light. 
Range gates that are longer than this criterion increase the size of the beacon’s image in a subaper-
ture and increase the rms value of the measurement error in each subaperture. A simple geometric 
analysis leads to an expression for the maximum range gate length:

 ΔL
R

Dr
b= 2
2λ

0

  (55)

where Rb is the range to the center of the beacon and D is the aperture diameter of the telescope. 
Figure 23 shows the computed signal in detected electrons per subaperture as a function of altitude 
for a 100-watt (W) average power laser operating at 1000 pulses per second at either 351 nm (upper 
curve) or 532 nm (lower curve). Other parameters used to compute these curves are listed in the 
figure caption. When all first-order effects are accounted for, notice that (for high-altitude beacons) 
there is little benefit to using an ultraviolet wavelength laser over a green laser—even though the 
scattering goes as λ −4 . With modern low-noise detector arrays, signal levels as low as 50 pdes are 
very usable; above 200 pdes, the sensor generally no longer dominates the performance.

Equations (53) and (55) accurately predict what has been realized in practice. A pulsed copper-
vapor laser, having an effective pulse energy of 180 millijoules (mJ) per wavefront sample, produced 
190 pdes per subaperture on the Starfire Optical Range 1.5-m telescope at a backscatter range of 10 km, 
range gate of 2.4 km, and subapertures of 9.2 cm. The total round-trip optical and quantum efficiency 
was only 0.4 percent.55

There are many practical matters on how to design the optical system to project the laser beam. If 
the beam shares any part of the optical train of the telescope, then it is important to inject the beam 
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FIGURE 23 Rayleigh laser beacon signal versus altitude of the range 
gate for two laser wavelengths: 351 nm (top curve) and 532 nm (bottom 
curve). Assumptions for each curve: range gate length = =2 1 52

0λR Dr Db / m( ), . ,  
r0 5= cm at 532 nm and 3.3 cm at 351 nm, T Tt r= = =0 30 0 25 90. , . ,ηQE  percent 
at 532 nm and 70 percent at 351 nm, Ep = 0.10 J, subaperture size = 10 cm2, 
one-way atmospheric transmission computed as a function of altitude and 
wavelength.
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as close to the output of the telescope as feasible. The best arrangement is to temporally share the 
aperture with a component that is designed to be out of the beam train when sensors are using the 
telescope (e.g., a rotating reflecting wheel as described by Thompson et al.56). If the laser is injected 
optically close to wavefront sensors or trackers, there is the additional potential of phosphorescence 
in mirror substrates and coatings that can emit photons over a continuum of wavelengths longer than 
the laser fundamental. The decay time of these processes can be longer than the interpulse interval 
of the laser, presenting a pseudo-continuous background signal that can interfere with faint objects 
of interest. This problem was fundamental in limiting the magnitude of natural guide star tracking 
with photon counting avalanche photo diodes at the SOR 1.5-m telescope during operations with the 
copper-vapor laser.66

Generation of Mesospheric Sodium Laser Beacons As the curves in Figs. 21 and 22 show, perfor-
mance is enhanced considerably when the beacon is at high altitude (90 versus 15 km). The signal 
from Rayleigh scattering is 50,000 times weaker for a beacon at 90 km compared with one at 15 km. 
Happer et al.67 suggested laser excitation of mesospheric sodium in 1982; however, the generation 
of a beacon that is suitable for use with AO has turned out to be a very challenging problem. The 
physics of laser excitation is complex and the development of an optimum laser stresses modern 
materials science and engineering. This section only addresses how the temporal and spectral for-
mat of the laser affects the signal return. The engineering issues of building a laser are beyond the 
present scope.

The sodium layer in the mesosphere is believed to arise from meteor ablation. The average height 
of the layer is approximately 95 km above sea level and it is 10 km thick. The column density is only 
2–5 ⋅ 109 atoms/cm2, or roughly 103 atoms/cm3. The temperature of the layer is approximately 200 K, 
resulting in a Doppler broadened absorption profile having a full width half maximum (FWHM) of 
about 3 gigahertz (GHz), which is split into two broad resonance peaks that are separated by 1772 
MHz, caused by splitting of the 3S1/2 ground state. The natural lifetime of an excited state is only 16 ns. 
At high laser intensities (roughly 6 mW/cm2 for lasers with a natural line width of 10 MHz or 5 W/cm2 

for lasers having spectral content that covers the entire Doppler broadened spectrum), saturation 
occurs and the return signal does not increase linearly with increasing laser power.

The three types of lasers that have been used to date for generating beacons are the continuous-
wave (CW) dye laser, the pulsed-dye laser, and a solid-state sum-frequency laser. Continuous-wave dye 
lasers are available commercially and generally provide from 2 to 4 W of power. A specialized pulsed-
dye lasers installed at Lick Observatory’s 3-m Shane Telescope, built at Lawrence Livermore National 
Laboratory by Friedman et al.,68 produces an average power of 20 W consisting of 100- to 150-ns-long 
pulses at an 11-kHz pulse rate. The sum-frequency laser concept relies on the sum-frequency mixing 
of the 1.064- and 1.319-μm lines of the Nd:YAG laser in a nonlinear crystal to produce the required 
0.589-μm wavelength for the spectroscopic D2 line. The first experimental devices were built by Jeys 
at MIT Lincoln Laboratory.69, 70 The pulse format is one of an envelope of macropulses, lasting of the 
order of 100 μs, containing mode-locked pulses at roughly a 100-MHz repetition rate, and a duration 
of from 400 to 700 ps. The sum-frequency lasers built to date have had average powers of from 8 to 
20 W and have been used in field experiments at SOR and Apache Point Observatory.71, 72

A comprehensive study of the physics governing the signal that is generated by laser excitation of 
mesospheric sodium has been presented by Milonni et al.73, 74 for short, intermediate, and long pulses, 
and CW, corresponding to the lasers described previously. Results are obtained by numerical com-
putations and involve a full-density matrix treatment of the sodium D2 line. In some specific cases, it 
has been possible to approximate the results with analytical models that can be used to make rough 
estimates of signal strengths.

Figure 24 shows results of computations by Milonni et al. for short- and long-pulse formats and 
an analytical extension of numerical results for a high-power CW laser. Results are presented as the 
number of photons per square centimeter per millisecond received at the primary mirror of the tele-
scope versus average power of the laser. The curves correspond to (top to bottom) the sum-frequency 
laser; a CW laser whose total power is spread over six narrow lines that are distributed across the 
Doppler profile; a CW laser having only one narrow line, and the pulsed-dye laser. The specifics are 
given in the caption for Fig. 24. Figure 25 extends these results to 200-W average power and shows 
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FIGURE 24 Sodium laser beacon signal versus average power of the pump 
laser. The lasers are (top to bottom) sum-frequency laser with a micropulse-
macropulse format (150-μs macropulses filled with 700-ps micropulses at 100 MHz), 
a CW laser having six 10-MHz-linewidth lines, a CW laser having a single 10-MHz 
linewidth, and a pulsed-dye laser having 150-ns pulses at a 30-kHz repetition rate. 
The sodium layer is assumed to be 90 km from the telescope, the atmospheric 
transmission is 0.7, and the spot size in the mesosphere is 1.2 arcsec.
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FIGURE 25 Sodium laser beacon signal versus average power of the pump 
laser. The lasers are (top to bottom) sum-frequency laser with a micropulse-macropulse 
format (150-μs macropulses filled with 700-ps micropulses at 100 MHz), a CW laser 
having six 10-MHz-linewidth lines, a CW laser having a single 10-MHz linewidth, 
and a pulsed-dye laser having 150-ns pulses at a 30-kHz repetition rate. The sodium 
layer is assumed to be 90 km from the telescope, the atmospheric transmission is 
0.7, and the spot size in the mesosphere is 1.2 arcsec. Saturation of the return signal 
is very evident for the temporal format of the pulsed-dye laser and for the single-line 
CW laser. Note, however, that the saturation is mostly eliminated (the line is nearly 
straight) in the single-line laser by spreading the power over six lines. There appears 
to be very little saturation in the micropulse-macropulse format.
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5.34  ATMOSPHERIC OPTICS

significant saturation for the pulsed-dye laser format and the single-frequency CW laser as well as 
some nonlinear behavior for the sum-frequency laser. If the solid-state laser technology community 
can support high-power, narrow-line CW lasers, this chart says that saturation effects at high power 
can be ameliorated by spreading the power over different velocity classes of the Doppler profile. These 
curves can be used to do first-order estimates of signals that are available from laser beacons that are 
generated in mesospheric sodium with lasers having these temporal formats.

Real-Time Processors

The mathematical process described by Eq. (45) is usually implemented in a dedicated processor 
that is optimized to perform the matrix multiplication operation. Other wavefront reconstruction 
approaches that are not implemented by matrix multiplication routines are also possible, but they 
are not discussed here.

Matrix multiplication lends itself to parallel operations and the ultimate design to maximize speed 
is to dedicate a processor to each actuator in the deformable mirror. That is, each central processing 
unit (CPU) is responsible for multiplying and accumulating the sum of each element of a row in the 
M matrix with each element of the slope vector S. The values of the slope vector should be broadcast 
to all processors simultaneously to reap the greatest benefit. Data flow and throughput is generally 
a more difficult problem than raw computing power. It is possible to buy very powerful commercial 
off-the-shelf processing engines, but getting the data into and out of the engines usually reduces their 
ultimate performance. A custom design is required to take full advantage of component technology 
that is available today.

An example of a custom-designed system is the SOR 3.5-m telescope AO system75 containing 
1024 digital signal processors running at 20 MHz, making a 20-billion-operations-per-second sys-
tem. This system can perform a ( ) ( )2048 1024 2048× ×  matrix multiply to 16-bit precision (40-bit 
accumulation), low-pass-filter the data, and provide diagnostic data collection in less than 24 μs. The 
system throughput exceeds 400 megabytes per second (MB/s). Most astronomy applications have 
less demanding latency and throughput requirements that can be met with commercial off-the-shelf 
hardware and software. The importance of latency is illustrated in Fig. 26. This figure shows results 
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FIGURE 26 Effect of data latency (varying from 80 to 673 μs in this 
plot) on the control loop bandwidth of the AQ system. In this plot, the latency 
includes only the sensor readout and waverfront processing time.
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of analytical predictions showing the relationship between control loop bandwidth of the AO system 
and the wavefront sensor frame rate for different data latencies.76 These curves show that having a 
high-frame-rate wavefront sensor camera is not a sufficient condition to achieve high control loop 
bandwidth. The age of the data is of utmost importance. As Fig. 26 shows, the optimum benefit in 
control bandwidth occurs when the latency is significantly less than a frame time (~ 1/2).

Ensemble-averaged atmospheric turbulence conditions are very dynamic and change on the scale 
of minutes. Optimum performance of an AO system cannot be achieved if the system is operating 
on phase estimation algorithms that are based on inaccurate atmospheric information. Optimum 
performance requires changing the modes of operation in near-real time. One of the first imple-
mentations of adaptive control was the system ADONIS, which was implemented on the ESO 3.6-m 
telescope at La Silla, Chile.77 ADONIS employs an artificial intelligence control system that controls 
which spatial modes are applied to the deformable mirror, depending on the brightness of the AO 
beacon and the seeing conditions.

A more complex technique has been proposed48 that would allow continuous updating of the 
wavefront estimation algorithm. The concept is to use a recursive least-squares adaptive algo-
rithm to track the temporal and spatial correlations of the distorted wavefronts. The algorithm 
uses current and recent past information that is available to the servo system to predict the wave-
front for a short time in the future and to make the appropriate adjustments to the deformable 
mirror. A sample scenario has been examined in a detailed simulation, and the system Strehl ratio 
achieved with the recursive least-squares adaptive algorithm is essentially the same as an optimal 
reconstructor with a priori knowledge of the wind and turbulence profiles. Sample results of 
this simulation are shown in Fig. 27. The requirements for implementation of this algorithm in 
a real-time hardware processor have not been worked out in detail. However, it is clear that they 
are considerable, perhaps greater by an order of magnitude than the requirements for an ordinary 
AO system.
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FIGURE 27 Results of a simulation of the Strehl ratio versus time for 
a recursive least-squares adaptive estimator (lower curve) compared with an 
optimal estimator having a priori knowledge of turbulence condtions (upper 
curve). The ×’s represent the instantaneous Strehl ratio computed by the 
simulation, and the lines represent the average values.
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5.36  ATMOSPHERIC OPTICS

Other Higher-Order Wavefront Sensing Techniques 

Various forms of shearing interferometers have been successfully used to implement wavefront sen-
sors for atmospheric turbulence compensation.78, 79 The basic principle is to split the wavefront into 
two copies, translate one laterally with respect to the other, and then interfere with them. The bright 
and dark regions of the resulting fringe pattern are proportional to the slope of the wavefront. 
Furthermore, a lateral shearing interferometer is self-referencing—it does not need a plane wave ref-
erence like the Shack-Hartmann sensor. Shearing interferometers are not in widespread use today, 
but they have been implemented in real systems in the past.78

Roddier80, 81 introduced a new concept for wavefront sensing based on measuring local wavefront cur-
vature (the second derivative of the phase). The concept can be implemented by differencing the irradi-
ance distributions from two locations on either side of the focal plane of a telescope. If the two locations 
are displaced a distance, l, from the focus of the telescope and the spatial irradiance distribution is given by 
I1(r) and I2(r) at the two locations, then the relationship between the irradiance and the phase is given by 

 I I

I I
F F l

l n
1 2

1 2

2

22

( ) ( )

( ) ( )
( )
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r r

r r
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− −
+ −

= − ∂
∂
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)) ( )δ φc − ∇⎡
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⎤
⎦⎥

2 r   (56)

where F is the focal length of the telescope, and the Dirac delta dc represents the outward-pointing 
normal derivative on the edge of the phase pattern. Equation (56) is valid in the geometrical optics 
approximation. The distance, l, must be chosen such that the validity of the geometrical optics 
approximation is ensured, requiring that the blur at the position of the defocused pupil image is 
small compared with the size of the wavefront aberrations desired to be measured. These consider-
ations lead to a condition on l that

l
F
db≥ θ

2

  (57)

where θb is the blur angle of the object that is produced at the positions of the defocused pupil, and 
d is the size of the subaperture determined by the size of the detector. For point sources and when 
d r rb> =0 0,θ λ/  and l F r d≥ λ 2

0/ . For extended sources of angular size θ λ> /r l0 ,  must be chosen such 
that l F d≥ θ 2/ . Since increasing l decreases the sensitivity of the curvature sensor, in normal opera-
tions l is set to satisfy the condition l F r d≥ λ 2

0/ , but once the loop is closed and low-order aberra-
tions are reduced, the sensitivity of the sensor can be increased by making l smaller. To perform 
wavefront reconstruction, an iterative procedure can be used to solve Poisson’s equation. The appeal 
of this approach is that certain deformable mirrors such as piezoelectric bimorphs deform locally 
as nearly spherical shapes, and can be driven directly with no intermediate mathematical wavefront 
reconstruction step. This has not been completely realized in practice, but excellent results have been 
obtained with two systems deployed at Mauna Kea.82 All implementations of these wavefront sen-
sors to date have employed single-element avalanche photodiodes operating in the photon-counting 
mode for each subaperture. Since these devices remain quite expensive, it may be cost prohibitive to 
scale the curvature-sensing technique to very high density actuator systems. An additional consid-
eration is that the noise gain goes up linearly with the number of actuators, not logarithmically as 
with the Shack-Hartmann or shearing interferometer.

The problem of deriving phase from intensity measurements has been studied extensively.83–86 A 
particular implementation of multiple-intensity measurements to derive phase data has become known 
as phase diversity.87 In this approach, one camera is placed at the focus of the telescope and another 
in a defocused plane with a known amount of defocus. Intensity gathered simultaneously from both 
cameras can be processed to recover the phase in the pupil of the telescope. The algorithms needed to 
perform this operation are complex and require iteration.88 Such a technique does not presently lend 
itself to real-time estimation of phase errors in an adaptive optical system, but it could in the future.

Artificial neural networks have been used to estimate phase from intensity as well. The concept is 
similar to other methods using multiple-intensity measurements. Two focal planes are set up, one at 
the focus of the telescope and one near focus. The pixels from each focal plane are fed into the nodes 
of an artificial neural network. The output of the network can be set up to provide almost any desired 
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ADAPTIVE OPTICS  5.37

information from Zernike decomposition elements to direct-drive signals to actuators of a zonal, 
deformable mirror. The network must be trained using known distortions. This can be accomplished 
by using a deterministic wavefront sensor to measure the aberrations and using that information to 
adjust the weights and coefficients in the neural network processor. This concept has been demon-
strated on real telescopes in atmospheric turbulence.89 The concept works for low-order distortions, 
but it appears to have limited usefulness for large, high-density actuator adaptive optical systems.

Wavefront Correctors

There are three major classes of wavefront correctors in use today: segmented mirrors, bimorph 
mirrors, and stacked-actuator continuous-facesheet mirrors. Figure 28 shows the concept for each 
of these mirrors. 

The segmented mirror can have piston-only or piston-and-tilt actuators. Since the individual seg-
ments are completely independent, it is possible for significant phase errors to develop between the 
segments. It is therefore important that these errors be controlled by real-time interferometry or by 
strain gauges or other position-measuring devices on the individual actuators. Some large segmented 
mirrors have been built90 for DOD applications and several are in use today for astronomy.91, 92

Individual segments have tip-tilt and piston control

Three degree of freedom piezoelectric actuators

Segmented deformable mirror

Bimorph deformable mirror

Thin glass facesheet
(1-mm-thick ultra-low

expansion glass)

Actuators on 7-mm square centers epoxied to
facesheet and strong back.

Thick ultra-low expansion glass strong back

Stacked actuator continuous facesheet deformable mirror

Actuator extended 2 μm by +35 V signal

Actuator contracted 2 μm by –35 V signal

Optical reflecting surfacePiezoelectric wafers

Electrode pattern

FIGURE 28 Cross sections of three deformable mirror designs.
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5.38  ATMOSPHERIC OPTICS

The stacked actuator deformable mirror is probably the most widely used wavefront corrector. 
The modern versions are made with lead-magnesium-niobate—a ceramic-like electrostrictive mate-
rial producing 4 μm of stroke for 70 V of drive.93 The facesheet of these mirrors is typically 1 mm 
thick. Mirrors with as many as 2200 actuators have been built. These devices are very stiff structures 
with first resonant frequencies as high as 25 kHz. They are typically built with actuators spaced as 
closely as 7 mm. One disadvantage with this design is that it becomes essentially impossible to repair 
individual actuators once the mirror structure is epoxied together. Actuator failures are becoming 
less likely with today’s refined technology, but a very large mirror may have 1000 actuators, which 
increases its chances for failures over the small mirrors of times past. Figure 29 is a photograph of the 
941-actuator deformable mirror in use at the 3.5-m telescope at the SOR.

New Wavefront Corrector Technologies

Our progress toward good performance at visible wavelengths will depend critically on the technol-
ogy that is available for high-density actuator wavefront correctors. There is promise in the areas 
of liquid crystals, MEM devices, and nonlinear-optics processes. However, at least for the next few 
years, it seems that we will have to rely on conventional mirrors with piezoelectric-type actuators 
or bimorph mirrors made from sandwiched piezoelectric layers. Nevertheless, there is a significant 
development in the conventional mirror area that has the potential for making mirrors with very 
large numbers of actuators that are smaller, more reliable, and much less expensive.

5.6 HOW TO DESIGN AN ADAPTIVE 
OPTICAL SYSTEM

Adaptive optical systems are complex and their performance is governed by many parameters, some 
controlled by the user and some controlled by nature. The system designer is faced with selecting 
parameter values to meet performance requirements. Where does he or she begin? One approach is 
presented here and consists of the following six steps:

FIGURE 29 The 941-actuator deformable mirror built 
by Xinetics, Inc., for the SOR 3.5-m telescope.

Bass_v5ch05_p001-050.indd 5.38 9/7/09 5:58:13 PM

DO
 N

OT
 D

UP
LI

CA
TE



ADAPTIVE OPTICS  5.39

1. Determine the average seeing conditions (the mean value of r0 and fG) for the site.

2. Determine the most important range of wavelengths of operation.

3. Decide on the minimum Strehl ratio that is acceptable to the users for these seeing conditions 
and operating wavelengths.

4. Determine the brightness of available beacons.

5. Given the above requirements, determine the optimum values of the subaperture size and the 
servo bandwidth to minimize the residual wavefront error at the most important wavelength and 
minimum beacon brightness. (The most difficult parameters to change after the system is built 
are the wavefront sensor subaperture and deformable mirror actuator geometries. These param-
eters need to be chosen carefully to address the highest-priority requirements in terms of seeing 
conditions, beacon brightness, operating wavelength, and required Strehl ratio.) Determine if the 
associated Strehl ratio is acceptable.

6. Evaluate the Strehl ratio for other values of the imaging wavelength, beacon brightness, and see-
ing conditions. If these are unsatisfactory, vary the wavefront sensor and track parameters until 
an acceptable compromise is reached.

Our objective in this section is to develop some practical formulas that can be implemented and 
evaluated quickly on desktop or laptop computers using programs like Mathematica™ or MatLab™ 
that will allow one to iterate the six aforementioned steps to investigate the top-level trade space and 
optimize system performance for the task at hand.

The most important parameters that the designer has some control over are the subaperture 
size, the wavefront sensor and track sensor integration times, the latency of data in the higher-order 
and tracker control loops, and the wavelength of operation. One can find optimum values for these 
parameters since changing them can either increase or decrease the system Strehl ratio. The parameters 
that the designer has little or no control over are those that are associated with atmospheric turbulence. 
On the other hand, there are a few parameters that always make performance better the larger 
(or smaller) we make the parameter: the quantum efficiency of the wavefront and track sensors, the 
brightness of the beacon(s), the optical system throughput, and read noise of sensors. We can never 
make a mistake by making the quantum efficiency as large as physics will allow and the read noise as 
low as physics will allow. We can never have a beacon too bright, nor can we have too much optical 
transmission (optical attenuators are easy to install). Unfortunately, it is not practical with current 
technology to optimize the AO system’s performance for changing turbulence conditions, for differ-
ent spectral regions of operation, for different elevation angle, and for variable target brightness by 
changing the mechanical and optical design from minute to minute. We must be prepared for some 
compromises based on our initial design choices.

We will use two system examples to illustrate the process that is outlined in the six afore-
mentioned steps: (1) a 3.5-m telescope at an intracontinental site that is used for visible imaging 
of low-earth-orbiting artificial satellites, and (2) a 10-m telescope that operates at a site of excel-
lent seeing for near-infrared astronomy.

Establish the Requirements

Table 2 lists a set of requirements that we shall try to meet by trading system design parameters. The 
values in Table 2 were chosen to highlight how requirements can result in significantly different sys-
tem designs.

In the 3.5-m telescope example, the seeing is bad, the control bandwidths will be high, the imag-
ing wavelength is short, and the required Strehl ratio is significant. Fortunately, the objects (artificial 
earth satellites) are bright. The 10-m telescope application is much more forgiving with respect to 
the seeing and imaging wavelengths, but the beacon brightness is four magnitudes fainter and a high 
Strehl ratio is still required at the imaging wavelength. We now investigate how these requirements 
determine an optimum choice for the subaperture size.
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5.40  ATMOSPHERIC OPTICS

Selecting a Subaperture Size

As was mentioned previously, choosing the subaperture size should be done with care, because once 
a system is built it is not easily changed. The approach is to develop a mathematical expression for 
the Strehl ratio as a function of system design parameters and seeing conditions and then to maxi-
mize the Strehl ratio by varying the subaperture size for the required operating conditions that are 
listed in Table 2.

The total-system Strehl ratio is the product of the higher-order and full-aperture tilt Strehl 
ratios:

SR SR SRSys HO tilt= ⋅   (58)

The higher-order Strehl ratio can be estimated as

SRHO
FA= − + + +e E E E En f s[ ]2 2 2 2

  (59)

where E E En f s
2 2 2, , , and EFA

2  are the mean square phase errors due to wavefront measurement and 
reconstruction noise, fitting error, servo lag error, and focus anisoplanatism (if a laser beacon is 
used), respectively. Equation (59) does not properly account for interactions between these effects 
and could be too conservative in estimating performance. Ultimately, a system design should be 
evaluated with a detailed computer simulation, which should include wave-optics atmospheric 
propagations, diffraction in wavefront sensor optics, details of hardware, processing algorithms and 
time delays, and many other aspects of the system’s engineering design. A high-fidelity simulation 
will properly account for the interaction of all processes and provide a realistic estimate of system 
performance. For our purposes here, however, we will treat the errors as independent in order to 
illustrate the processes that are involved in system design and to show when a particular parameter 
is no longer the dominant contributor to the total error. We will consider tracking effects later [see 
below Eq. (66)], but for now we need expressions for components of the higher-order errors so that 
we may determine an optimum subaperture size.

Wavefront Measurement Error, En
2 We will consider a Shack-Hartmann sensor for the discus-

sion that follows. The wavefront measurement error contribution, En
2 , can be computed from the 

equation73
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 (60)

TABLE 2 Requirements for Two System Examples

 Parameter  3.5-m Requirement 10-m Requirement

Cn
2 profile Modified HV57  Average Mauna Kea

Wind profile Slew dominated Bufton
Average r0 (0.5 μm) 10 cm 18 cm
Average fG (0.5 μm) 150 Hz 48 Hz
Imaging wavelength 0.85 μm 1.2–2.2 μm
Elevation angle 45° 45°
Minimum Strehl ratio 0.5 0.5
Beacon brightness mv = 6  mv =10 
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where a accounts for control loop averaging and is described below, nsa is the number of subap-
ertures in the wavefront sensor, σθsa

2  is the angular measurement error over a subaperture, ds is the 
length of a side of a square subaperture, and λimg is the imaging wavelength. The angular measure-
ment error in a subaperture is proportional to the angular size of the beacon [normally limited by 
the seeing for unresolved objects but, in some cases, by the beacon itself (e.g., laser beacons or large 
astronomical targets)] and is inversely proportional to the signal-to-noise ratio in the wavefront sen-
sor. The value of σθsa

 is given by94
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where λb is the center wavelength of the beacon signal, θb  is the angular size of the beacon, r0 is the 
Fried seeing parameter at 0.5 μm at zenith, y is the zenith angle of the observing direction, ns is the 
number of photodetected electrons per subaperture per sample, and ne is the read noise in electrons 
per pixel. We have used the wavelength and zenith scaling laws for r0 to account for the angular size 
of the beacon at the observing conditions.

The number of photodetected electrons per subaperture per millisecond, per square meter, per 
nanometer of spectral width is given by

 n d T ts m s s
v

= ( )

( . )

sec101500

2 51
2

ψ

ro QEη λΔ   (62)

where mv is the equivalent visual magnitude of the beacon at zenith, ds is the subaperture size in 
meters, Tro is the transmissivity of the telescope and wavefront sensor optics, nQE is the quantum effi-
ciency of the wavefront sensor, ts is the integration time per frame of the wavefront sensor, and Δλ  
is the wavefront sensor spectral bandwidth in nanometers.

The parameter a is a factor that comes from the filtering process in the control loop and can be 
considered the mean square gain of the loop. Ellerbroek73, 95 has derived an expression (discussed by 
Milonni et al.73 and by Ellerbroek95) for a using the Z-transform method and a simplified control 
system model. His result is α = −g g/(2 ), where g f ts= 2 3π dB  is the gain, f3dB is the control bandwidth, 
and ts is the sensor integration time. For a typical control system, we sample at a rate that is 10 times 
the control bandwidth, making t f gs = =1 10 0 6283/ dB( ), . ,  and α = 0 458. . 

Fitting Error, E f
2 The wavefront sensor has finite-sized subapertures, and the deformable mirror 

has a finite number of actuators. There is a limit, therefore, to the spatial resolution to which the 
system can “fit” a distorted wavefront. The mean square phase error due to fitting is proportional to 
the −5/6th power of the number of actuators and ( )D r/ /

0
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where C f  is the fitting error coefficient that is determined by the influence function of the deform-
able mirror and has a value of approximately 0.28 for thin, continuous-facesheet mirrors.

Servo Lag, Es
2 The mean square wavefront error due to a finite control bandwidth has been 

described earlier by Eq. (37), which is recast here as
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5.42  ATMOSPHERIC OPTICS

where fG is the Greenwood frequency scaled for the imaging wavelength and a worst-case wind 
direction for the zenith angle, and f3dB is the control bandwidth –3-dB error rejection frequency. 
Barchers76 has developed an expression from which one can determine f3dB for a conventional pro-
portional integral controller, given the sensor sample time ( ),ts  the additional latency from readout 
and data-processing time ( ),δ0  and the design gain margin [GM (a number between 1 and ∞ that 
represents the minimum gain that will drive the loop unstable)].96 The phase crossover frequency of 
a proportional integral controller with a fixed latency is ω π δcp / rad/s,= ( )2  where δ δ= +ts 0 is the 
total latency, which is made up of the sample period and the sensor readout and processing time, δ0 .
The loop gain that achieves the design gain margin is K GM= ωcp /  where GM is the design gain margin. 
Barchers shows that f3dB can be found by determining the frequency for which the modulus of the 
error rejection function is equal to 0.707 or when
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where f3 3 2dB dB /= ω π . This equation can be solved graphically or with dedicated iterative routines 
that find roots, such as Mathematica. Figure 30 shows the error rejection curves for four combi-
nations of ts , δ0 , and GM, which are detailed in the caption. Note in particular that decreasing the 
latency δ0 from 2 ms to 0.5 ms increased f3dB from 14 to 30 Hz (compare two curves on the left), 
illustrating the sensitivity to readout and processing time.

Focus Anisoplanatism, EFA
2 If laser beacons are being used, the effects of focus anisoplanatism, 

which are discussed in Sec. 5.5, must be considered since this error often dominates the wavefront 
sensor error budget. Focus anisoplanatism error is given by
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FIGURE 30 Control loop error rejection curves for a propor-
tional integral controller. The curves (left to right) represent the fol-
lowing parameters: dotted ( );t Gs M= = =1 2 4ms, ms,0δ  dash-dot 
( . );t Gs M= = =1 0 5 4ms, ms,0δ  solid ( , , );t Gs M= = =667 640 20μ μs sδ
dashed ( , . ).t G fs M= = =400 360 1 50 3μ μs s, dBδ  is determined by the 
intersection of the horizontal dotted line with each of the three curves 
and has values of 14, 30, 55, and 130 Hz, respectively.
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where d0 is the section size given by Eqs. (50) and (51), scaled for the imaging wavelength and the 
zenith angle of observation.

Tracking The tracking system is also very important to the performance of an AO system and 
should not be overlooked as an insignificant problem. In most instances, a system will contain tilt 
disturbances that are not easily modeled or analyzed arising most commonly from the telescope 
mount and its movement and base motions coupled into the telescope from the building and its 
machinery or other seismic disturbances. As described earlier in Eq. (22), the Strehl ratio due to 
full-aperture tilt variance, σθ

2 , is

SR

/

tilt =
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1
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2
2

π σ
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  (67)

As mentioned previously, the total system Strehl ratio is then the product of these and is given by

SR SR SRSys HO tilt= ⋅   (68)

Results for 3.5-m Telescope AO System

When the preceding equations are evaluated, we can determine the dependence of the system Strehl 
ratio on ds for targets of different brightness. Figure 31 shows the Strehl ratio versus subaperture 
size for four values of target brightness corresponding to (top to bottom) mv = 5, 6, 7, and 8 and for 
other system parameters as shown in the figure caption.

Figure 31 shows that we can achieve the required Strehl ratio of 0.5 (see Table 2) for a mV = 6 
target by using a subaperture size of about 11 to 12 cm. We could get slightly more performance 
(SR = 0.52) by reducing the subaperture size to 8 cm, but at significant cost since we would have 
nearly twice as many subapertures and deformable mirror actuators. Notice also that for fainter 
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FIGURE 31 System Strehl ratio as a function of subaperture size for 
the 3.5-m telescope example. Values of mV are (top to bottom) 5, 6, 7, and 8. 
Other parameters are: r0 10= cm, fG = 150 Hz, t ss = 400 μ , δ0 360= μs,
G fM = =1 5 1273. , dB Hz,  λimg rom, 45 ,= = ° =0 85 0 25. . ,μ ψ T  ηQE = 0 90. , 
Δλ = 400 nm.  
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5.44  ATMOSPHERIC OPTICS

objects, a larger subaperture (18 cm) would be optimum for an mV = 8 target, but the SR would be 
down to 0.4 for the mV = 6 target and would not meet the requirement.

Figure 32 shows the performance of the system for sixth- and eighth-magnitude targets as a func-
tion of wavelength. The top two curves in this figure are for 12-cm subapertures (solid curve) and 18-
cm subapertures (dashed curve) for the mV = 6 target. Notice that the 12-cm subapertures have better 
performance at all wavelengths with the biggest difference in the visible. The bottom two curves are 
for 18-cm subapertures (dash-dot curve) and 12-cm subapertures (dotted curve) for the mV = 8 target. 
These curves show quantitatively the trade-off between two subaperture sizes and target brightness.

Figure 33 shows how the system will perform for different seeing conditions (values of r0) and as 
a function of target brightness. These curves are for a subaperture choice of 12 cm. The curves in 
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FIGURE 32 System Strehl ratio as a function of imaging wavelength 
for the 3.5-m telescope example. Curves are for (top to bottom) mV = 6, 
d ms y= =12 6cm; , d m d ms V s V= = = =18 8 18 8cm; cm;, , ds = 12cm. Other 
parameters are: r0 10= cm,  f tG s= =150 400Hz, s,μ  δ0 360 1 5= =μs,GM . , 
f3 127 45dB Hz,= = °ψ ,  Tro QE nm.= = =0 25 0 90 400. , . ,η λΔ  

0.5

0.4

0.6

0.2

0.1

0.3

St
re

h
l r

at
io

6 7 8 9 10

Target brightness (mv)

FIGURE 33 System Strehl ratio as a function of target brightness 
for the 3.5-m telescope example. Curves are for values of r0  of (top to bot-
tom) 25, 15, 10, and 5 cm. Other parameters are: ds = 12cm, fG = 150 Hz, 
ts = =400 3600μ μs s,, δ  G fM = =1 5 1273. , dB Hz, λimg m, 45°,= =0 85. μ ψ  
Tro QE nm.= = =0 25 0 90 400. , . ,η λΔ  
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Figs. 31 through 33 give designers a good feel of what to expect and how to do top-level system trades 
for those conditions and parameters for which only they and the users can set the priorities. These 
curves are easily and quickly generated with modern mathematics packages.

Results for the 10-m AO Telescope System

Similar design considerations for the 10-m telescope example lead to Figs. 34 through 36. Figure 34 
shows the Strehl ratio for an imaging wavelength of 1.2 μm versus the subaperture size for four 
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FIGURE 34 System Strehl ratio as a function of subaperture size for 
the 10-m telescope example. Values of mV are (top of bottom) 8, 9, 10, and 
11. Other parameters are: r fG0 18 48= =cm, Hz, ts = =1000 10000μ μs, s,δ  
G fM = =2 393, dB Hz, λimg m,= = °1 2 45. ,μ ψ  Tro = 0 25. , η λQE = =0 90. , Δ  
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FIGURE 35 System Strehl ratio as a function of imaging wavelength for the 
10-cm telescope example. Curves are for (top to bottom) m dV s= =10 45, cm; 
m d mv s v= = =10 65 12, ,cm;  ds = 65cm; m dv s= =12 45, .cm  Other parameters 
are: r fG0 18 48= =cm, Hz,  ts =1000 μs,  δ0 s,=1000 μ  G fM = =2 393, dB Hz, 
ψ = ° = = =45 0 25 0 90 400, . , . ,Tro QE nmη λΔ . 
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values of beacon brightness corresponding to (top to bottom) mV = 8, 9, 10, and 11. Other system 
parameters are listed in the figure caption. These curves show that we can achieve the required 
Strehl ratio of 0.5 for the mv = 10 beacon with subapertures in the range of 20 to 45 cm. Optimum 
performance at 1.2 μm produces a Strehl ratio of 0.56, with a subaperture size of 30 cm. Nearly 400 
actuators are needed in the deformable mirror for 45-cm subapertures, and nearly 900 actuators are 
needed for 30-cm subapertures. Furthermore, Fig. 34 shows that 45 cm is a better choice than 30 cm 
in the sense that it provides near-optimal performance for the mV = 11 beacon, whereas the Strehl 
ratio is down to 0.2 for the 30-cm subapertures.

Figure 35 shows system performance as a function of imaging wavelength. The top two curves 
are for the mV = 10 beacon, with ds = 45 and 65 cm, respectively. Note that the 45-cm subaperture 
gives excellent performance with a Strehl ratio of 0.8 at 2.2 μm (the upper end of the required spec-
tral range) and a very useful Strehl ratio of 0.3 at 0.8 μm. A choice of ds = 65 cm provides poorer 
performance for mV = 10 (in fact, it does not satisfy the requirement) than does ds = 45 cm due to 
fitting error, whereas a choice of ds = 65 cm provides better performance for mV = 12 due to improved 
wavefront sensor signal-to-noise ratio.

Figure 36 shows system performance in different seeing conditions as a function of beacon bright-
ness for an intermediate imaging wavelength of 1.6 μm. These curves are for a subaperture size of 45 
cm. This chart predicts that in exceptional seeing, a Strehl ratio of 0.5 μm can be achieved using an 
mV =12 5.  beacon.

As in the 3.5-m telescope case, these curves and others like them with different parameters can 
be useful in performing top-level design trades and in selecting a short list of design candidates for 
further detailed analysis and simulation.
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6.3

6

6.1 GLOSSARY

 dqo, dqa divergence: optical, acoustic

 ΔBm impermeability tensor

 Δf, ΔF bandwidth, normalized bandwidth

 Δn birefringence

 Δq defl ection angle

 lo, l optical wavelength (in vacuum/medium)

 Λ acoustic wavelength

 r density

 t acoustic transit time

 y phase mismatch function

 A optical to acoustic divergence ratio

 a optical to acoustic wavelength ratio

 D optical aperture

 Ei, Ed electric fi eld, incident, diffracted light

 f, F acoustic frequency, normalized acoustic frequency

 H acoustic beam height

 ki, kd, ka wavevector: incident, diffracted light, acoustic wave

 L, l interaction length, normalized interaction length

 Lo characteristic length

 M fi gure of merit

 no, ne refractive index: ordinary, extraordinary

 Pa, Pd acoustic power, acoustic power density

 p, pmn, pijkl elasto-optic coeffi cient
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6.4  MODULATORS

 S, SI strain, strain tensor components

 tr, T rise time scan time

 V acoustic velocity

 W bandpass function

6.2 INTRODUCTION

When an acoustic wave propagates in an optically transparent medium, it produces a periodic modu-
lation of the index of refraction via the elasto-optical effect. This provides a moving phase grating 
which may diffract portions of an incident light into one or more directions. This phenomenon, 
known as the acousto-optic (AO) diffraction, has led to a variety of optical devices that can be broadly 
grouped into AO deflectors, modulators, and tunable filters to perform spatial, temporal, and spectral 
modulations of light. These devices have been used in optical systems for light-beam control, optical 
signal processing, and optical spectrometry applications.

Historically, the diffraction of light by acoustic waves was first predicted by Brillouin1 in 1921. 
Nearly a decade later, Debye and Sears2 and Lucas and Biquard3 experimentally observed the effect. 
In contrast to Brillouin’s prediction of a single diffraction order, a large number of diffraction orders 
were observed. This discrepancy was later explained by the theoretical work of Raman and Nath.4 
They derived a set of coupled wave equations that fully described the AO diffraction in unbounded 
isotropic media. The theory predicts two diffraction regimes; the Raman-Nath regime, characterized 
by the multiple of diffraction orders, and the Bragg regime, characterized by a single diffraction order. 
Discussion of the early work on AO diffraction can be found in Ref. 5. 

The earlier theoretically work tend to treat AO diffraction from a mathematical point of view, 
and for decades, solving the multiple-order Raman-Nath diffraction has been the primary interest on 
acousto-optics research. As such, the early development did not lead to any AO devices for practical 
applications prior to the invention of the laser. It was the need of optical devices for laser beam modu-
lation and deflection that stimulated extensive research on the theory and practice of AO devices. 
Significant progress has been made in the decade from 1966 to 1976, due to the development of supe-
rior AO materials and efficient broadband ultrasonic transducers. During this period several impor-
tant research results of AO devices and techniques were reported. These include the works of Gordon6 
on the theory of AO diffraction in finite interaction geometry, by Korpel et al. on the use of acoustic 
beam steering,7 the study of AO interaction in anisotropic media by Dixon;8 and the invention of AO 
tunable filter by Harris and Wallace9 and Chang.10 As a result of these basic theoretical works, various 
AO devices were developed and demonstrated its use for laser beam control and optical spectrometer 
applications. Several review papers during this period are listed in Refs. 11 to 14.

Intensive research programs in the 1980s and early 1990s further advanced the AO technology in 
order to explore the unique potential as real-time spatial light modulators (SLMs) for optical signal 
processing and remote sensing applications. By 1995, the technology had matured, and a wide range 
of high performance AO devices operating from UV to IR spectral regions had become commercially 
available. These AO devices have been integrated with other photonic components and deployed into 
optical systems with electronic technology in diverse applications.

It is the purpose of this chapter to review the theory and practice of bulk-wave AO devices and 
their applications. In addition to bulk AO, there have also been studies based on the interaction of 
optical guided waves and surface acoustic waves (SAW). Since the basic AO interaction structure and 
fabrication process is significantly different from that of the bulk acousto-optics, this subject is treated 
separately in Chap. 7. 

This chapter is organized as follows: Section 6.3 discusses the theory of acousto-optic interac-
tion. It provides the necessary background for the design of acousto-optic devices. The subject of 
acousto-optic materials is discussed in Sec. 6.4. The next three sections deal with the three basic types 
of acousto-optic devices. Detailed discussion of AO deflectors, modulators, and tunable filters are 
presented in Section 6.5, 6.6, and 6.7, respectively.
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ACOUSTO-OPTIC DEVICES  6.5

6.3 THEORY OF ACOUSTO-OPTIC INTERACTION

Elasto-Optic Effect

The elasto-optic effect is the basic mechanism responsible for the AO interaction. It describes the change 
of refractive index of an optical medium due to the presence of an acoustic wave. To describe the effect 
in crystals, we need to introduce the elasto-optic tensor based on Pockels’ phenomenological theory.15 

An elastic wave propagating in a crystalline medium is generally described by the strain tensor S, 
which is defined as the symmetric part of the deformation gradient

 S
u

x

u

x
i jij

i

j

j

i

=
∂
∂

+
∂
∂

⎛

⎝
⎜

⎞

⎠
⎟ =2 1 3, to  (1)

where ui is the displacement. Since the strain tensor is symmetric, there are only six independent 
components. It is customary to express the strain tensor in the contracted notation

 S S S S S S S S S S S S1 11 2 22 3 33 4 23 5 13 6 12= = = = = =  (2)

The conventional elasto-optic effect introduced by Pockels states that the change of the imperme-
ability tensor ΔBij is linearly proportional to the symmetric strain tensor.

  ΔB p Sij ijkl kl=  (3) 

where pijkl is the elasto-optic tensor. In the contracted notation

  ΔB p S m nm mn n= =, 1 6to   (4)

Most generally, there are 36 components. For the more common crystals of higher symmetry, only a 
few of the elasto-optic tensor components are nonzero.

In the above classical Pockels’ theory, the elasto-optic effect is defined in terms of the change of 
the impermeability tensor ΔBij. In the more recent theoretical work on AO interactions, analysis of 
the elasto-optic effect has been more convenient in terms of the nonlinear polarization resulting from 
the change of dielectric tensor Δeij. We need to derive the proper relationship that connects the two 
formulations.

Given the inverse relationship of eij and Bij in a principal axis system Δeij is

  Δ Δ Δε ε εij ii ij jj i j ijB n n B= − = − 2 2   (5)

where ni is the refractive index. Substituting Eq. (3) into Eq. (5), we can write

  Δε χij ijkl klS=   (6)

where we have introduced the elasto-optic susceptibility tensor

  χijkl i j ijkln n p= − 2 2   (7)

For completeness, two additional modifications of the basic elasto-optic effect are discussed as follows.
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6.6  MODULATORS

Roto-Optic Effect Nelson and Lax16 discovered that the classical formulation of elasto-optic effect 
was inadequate for birefringent crystals. They pointed out that there exists an additional roto-optic 
susceptibility due to the antisymmetric rotation part of the deformation gradient.

 Δ ′ = ′B p Rij ijkl kl  (8)

where Rij = (Sij – Sji)/2.
It turns out that the roto-optic tensor components can be predicted analytically. The coefficient 

of pijkl is antisymmetric in kl and vanishes except for shear waves in birefringent crystals. In a uniaxial 
crystal the only nonvanishing components are p p n no e2323 2313

2 2 2= = −− −( )/ , where no and ne are the 
principal refractive indices for the ordinary and extraordinary wave, respectively. Thus, the roto-optic 
effect can be ignored except when the birefringence is large.

Indirect Elasto-Optic Effect In the piezoelectric crystal, an indirect elasto-optic effect occurs as the 
result of the piezoelectric effect and electro-optic effect in succession. The effective elasto-optic tensor 
for the indirect elasto-optic effect is given by17 

 p p
r S e S

S Sij ij

im m jn n

mn m n

∗ = −
ε

 (9)

where pij is the direct elasto-optic tensor, rim is the electro-optic tensor, ejn is the piezoelectric tensor, 
emn is the dielectric tensor, and Sm is the unit acoustic wavevector. The effective elasto-optic tensor 
thus depends on the direction of the acoustic mode. In most crystals the indirect effect is negligible. 
A notable exception is LiNbO3. For instance, along the z axis, r33 = 31 × 10−12 m/v, e33 = 1.3 c/m2, 
Es

33 29= , thus p∗ = 0.088, which differs notably from the contribution p33 = 0.248.

Plane Wave Analysis of Acousto-Optic Interaction

We now consider the diffraction of light by acoustic waves in an optically transparent medium. As 
pointed out before, in the early development, the AO diffraction in isotropic media was described by 
a set of coupled wave equations known as the Raman-Nath equations.4 In this model, the incident 
light is assumed to be a plane wave of infinite extent. It is diffracted by a rectangular sound column 
into a number of plane waves propagating along different directions. Solution of the Raman-Nath 
equations gives the amplitudes of these various orders of diffracted optical waves.

In general, the Raman-Nath equations can be solved only numerically and judicious approxi-
mations are required to obtain analytic solutions. Using a numerical procedure computation Klein 
and Cook18 calculated the diffracted light intensities for various diffraction orders in this regime. 
Depending on the interaction length L relative to a characteristic length Lo = nΛ2/lo, where n is the 
refractive index and Λ and lo are wavelengths of the acoustic and optical waves, respectively, solutions 
of the Raman-Nath equations can be classified into three different regimes.

In the Raman-Nath regime, where L << Lo, the AO diffraction appears as a large number of differ-
ent orders. The diffraction is similar to that of a thin phase grating. The direction of the various dif-
fraction orders are given by the familiar grating equation, sin qm = mlo/nΛ, where m is the diffraction 
order. Solution of the Raman-Nath equations shows that the amplitude of the mth-order diffracted 
light is proportional to the mth-order Bessel functions. The maximum intensity of the first-order dif-
fracted light (relative to the incident light) is about 34 percent. Due to this relatively low efficiency, AO 
diffraction in the Raman-Nath regime is of little interest to practical device applications. 

In the opposite limit, L >> Lo, the AO diffraction appears as a predominant first order and is said 
to be in the Bragg regime. The effect is called Bragg diffraction since it is similar to that of the x-ray 
diffraction in crystals. In the Bragg regime the acoustic column is essentially a plane wave of infinite 
extent. An important feature of the Bragg diffraction is that the maximum first-order diffraction 
efficiency obtainable is 100 percent. Therefore, practically all of today’s AO devices are designed to 
operate in the Bragg regime.
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ACOUSTO-OPTIC DEVICES  6.7

In the immediate case, L ≤ Lo, the AO diffraction appears as a few dominant orders. This region is 
referred as the near Bragg region since the solutions can be explained based on the near field effect of 
the finite length and height of the acoustic transducer. 

Many modern AO devices are based on the light diffraction in anisotropic media. The Raman-
Nath equations are no longer adequate and a new formulation is required. We have previously pre-
sented a plane wave analysis of AO interaction in anisotropic media.13 The analysis was patterned 
after that of Klienman19 used in the theory of nonlinear optics. Unlike the Raman-Nath equations 
wherein the optical plane waves are diffracted by an acoustic column, the analysis assumes that the 
acoustic wave is also a plane wave of infinite extent. Results of the plane wave AO interaction in aniso-
tropic media are summarized as follows.

The AO interaction can be viewed as a parametric process where the incident optical plane wave 
mixes with the acoustic wave to generate a number of polarization waves, which in turn generate new 
optical plane waves at various diffraction orders. Let the angular frequency and optical wavevector 
of the incident optical wave be denoted by wm and 

�
ko , respectively, and those of the acoustic waves 

by wa and 
�
ka . The polarization waves and the diffracted optical waves consist of waves with angular 

frequencies wm = wo + mwa and wavevectors 
� � �
K k mkm o a= +  (m ±1, ±2, …). The diffracted optical waves 

are new normal modes of the interaction medium with the angular frequencies wm = wo + mwa and 
wavevectors 

�
km making angles qm with the z axis.

The total electric field of the incident and diffracted light be expanded in plane waves as

 
� � �
E r t e E z j t k rm m m m( , ) ˆ ( )exp ( ) . .= − ⋅ +∑1

2
ω c c  (10)

where êm is a unit vector of the electric field of the mth wave, Em is the slowly varying amplitude of 
the electric field and c.c. stands for the complex conjugate. The electric field of the optical wave sat-
isfies the wave equation, 

  ∇ × ∇ × + ⋅
⎛

⎝⎜
⎞
⎠⎟

= −
� �

� �
E

c

E

t

P

to

1
2

2

2

2

2
ε ∂

∂
μ ∂

∂
  (11)

where 
�
ε  is the relative dielectric tensor and 

�
P is the acoustically induced polarization. Based on 

Pockels’ theory of the elasto-optic effect,

 
� � � �
P r t S r t E r to( , ) ( , ) ( , )= ε χ  (12)

where
�
χ is the elasto-optical susceptibility tensor defined in Eq. (7). 

�
S r t( , ) is the strain of the 

acoustic wave

 
� � �
S r t sSe j t k ra a( , ) / (ˆ . )( )= +− ⋅1 2 ω c c  (13)

where ŝ  is a unit strain tensor of the acoustic wave and S is the acoustic wave amplitude. Substituting 
Eqs. (10), (12), and (13) into Eq. (11) and neglecting the second-order derivatives of electric-field 
amplitudes, we obtain the coupled wave equations for AO Bragg diffraction. 

 
dE

dz

j c

k
SE em o

m m
m m

j k r
m

m= +−
− ⋅( / )

cos
(

ω
γ

χ χ
2

14
Δ
� �

++ +
⋅+

1 1
1S E em

j k rm∗ Δ
� �

)  (14) 

where χm m m mn n p= −
2

1
2 , p e p s em m m= −

ˆ ˆ ,⋅⋅ ⋅⋅ ⋅⋅
� �

1  γ m is the angle between 
�
km and the z axis, and 

Δ
� � � � � �
k K k k mk km m m o a m= − = + −  is the momentum mismatch between the optical polarization waves 

and mth-order normal modes of the medium. Equation (14) is the coupled wave equation describ-
ing the AO interaction in an anisotropic medium. Solution of the equation gives the field of the 
optical waves in various diffraction orders. 
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6.8  MODULATORS

Two-Wave AO Interaction In the Bragg limit, the coupled wave equation reduces to the two-wave 
interaction between the incident and the first-order diffracted light (m = 0, 1):

 
dE

dz

j n n p
SE ed i d e

o o
i

j k z=
π
λ γ

2

2 cos
ˆΔ
�
⋅  (15)

 
dE

dz

j n n p
S E ei d i e

o o
d

j k z= −π
λ γ

2

2 cos
ˆ∗ ⋅Δ
�

 (16)

where ni and nd are the refractive indices for the incident and diffracted light,
 
p e p s ee d i= ˆ ˆ ˆ ˆ⋅ ⋅ ⋅  is the 

effective elasto-optic constant for the particular mode of AO interaction, go is the angle between 
the z axis and the median of incident and diffracted light and, Δ Δ

�
k z kz⋅ ˆ =  is the component of the 

momentum mismatch Δ
�
k along the z axis, and Δ

�
k  is the momentum mismatch between the polar-

ization wave 
�
Kd and the free wave 

�
kd of the diffracted light. 

  Δ
� � � � � �
k K k k k kd d i a d= − = + −    (17)

Equations (15) and (16) admit simple analytic solutions. At z = L, the intensity of the first-order dif-
fracted light (normalized to the incident light) is

 I
I L

I
k Ld

i

z
1

2
2

0
1

2
= = +

⎛
⎝⎜

⎞
⎠⎟

⎛

⎝⎜
⎞

⎠⎟
( )

( )
η

π ηsinc Δ
11 2/

 (18)

where sinc (x) = (sinp x)/p x, and

  η π
λ

π
λ

=
⎛
⎝⎜

⎞
⎠⎟

=
⎛
⎝⎜

⎞
⎠⎟

2

2

6 2
2 2

2

2 22 2 2o o
a

n p
S L M P

L
H

  (19)

In the above equation, we have used the relation Pa = rV3 S2 LH/2, where Pa is the acoustic power, H is 
the acoustic beam height, r is the mass density, V is the acoustic wave velocity, and M2 = n6p2/rV3 is 
a material figure of merit. 

Far Bragg Regime Equation (18) shows that in the far-field limit (L → ∞) the diffracted light will 
build up finite amplitude only when the exact phase matching is met. When Δk = 0, the diffracted 
light intensity becomes 

 I1
2= sin η  (20)

where h << 1, I1 ≈ h and the diffraction efficiency is linearly proportional to acoustic power. This 
is referred to as the weak interaction approximation (or low efficiency regime). As acoustic power 
increases, the diffraction efficiency approaches 100 percent. However, the acoustic power required is 
about 2.5 times that predicted by the low efficiency regime. 

Near Bragg Regime In the near field the growth of the diffraction is determined by the accumulated 
phase mismatch over the interaction length. The fractional diffracted light I1 can be approximated by 

 I1 = h sin c2 y (21)
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ACOUSTO-OPTIC DEVICES  6.9

where y = Δkz L/2p is the phase mismatch (normalized to 2p). In the following, we shall discuss first 
AO diffraction in the far Bragg limit, that is, when exact phase matching is satisfied. 

Phase Matching

Particle Picture of AO Diffraction In the far Bragg limit (L → ∞), the diffracted light will build up 
finite amplitude only when the exact phase matching is met.

 
� � �
k k kd i a= ±  (22)

In this limit case, the AO diffraction can be viewed as the interaction of optical and acoustic plane 
waves of infinite extent. To analyze AO interaction, it is more conveniently to use the particle picture 
of plane waves. The optical and acoustic plane waves can be thought of as made of photons and 
phonons of well-defined momentum and energy. Equation (22) simply states the principle of con-
servation of total momentum in the collision process. The principle of conservation of energy may 
be written as 

 ω ω ωd i a= ±  (23)

The optical frequency of the diffracted light is shifted by the frequency of the acoustic wave. In ana-
log to the Doppler effect, the optical frequency is up or down shifted if the direction of the acoustic 
wave is the same as or opposite to that of light wave.

In the following, we shall apply the conservation principles to derive the basic characteristics of 
light diffraction by acoustic wave in the plane wave formulation. For the general case of AO interac-
tion in an anisotropic medium, the magnitudes of the incident optical wavevector can be written as

 k
n

ni
i

o

=
2π

λ
    k

n

nd
d

o

=
2π

λ
    ka = 2π

Λ
 (24)

where l = lo/no is the wavelength of the o-wave in the medium, ni and nd are refractive indices for 
the incident and diffracted light, Λ = V/f is the acoustic wavelength and V and f are the acoustic 
velocity and frequency, respectively. Since the acoustic frequency is typically below 10-4 of the opti-
cal frequency, the small optical frequency difference (due to acoustic frequency shift) of the incident 
and diffracted light beams are neglected in Eq. (24).

Isotropic Diffraction Consider first the case of isotropic diffraction. Figure 1a shows the wavevec-
tor interaction geometry in the interaction plane. The loci of the incident and diffracted optical 
wavevectors fall on a circle of radius no. The principle of momentum conservation requires that the 
acoustic and optical wavevectors form a closed triangle. For isotropic AO diffraction the triangle is 
isosceles, and the incident and diffracted optical wavevectors make the same angle with the acoustic 
wavefront at the Bragg angle qb

 sinθ λ λ
b

o

o

f

n V
= =

2 2Λ
 (25)

Consider, for example, the diffraction of a laser beam at 633 nm by a longitudinal mode acoustic 
wave in TeO2, n = 2.216, V = 4.2 mm/μsec, Eq. (25) yields qb = 1.9° at an acoustic frequency f = 500 MHz. 
For all practical purpose the Bragg angle qb is small and the incident optical beam is always nearly 
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6.10  MODULATORS

perpendicular to the acoustic wavefront. Thus, for an isotropic AO diffraction the primary effect of the 
acoustically driving polarization is to provide a transverse spatial light modulation (SLM). Similar to a 
grating, the transverse SLM acts as an acoustically driven optical beam deflector that scans the output 
light beam as the acoustic frequency is changed. The deflection angle qD, defined as the angle of separa-
tion between the incident and diffraction light, is given by (in the small-angle approximation) 

 θ λ λ
D

f
V

= =
Λ

  (26)

Anisotropic Diffraction Next, consider the AO diffraction in an optically anisotropic medium 
such as a birefringent crystal. In this case there are two distinct loci of the optical wavevectors (normal 
surfaces), an ordinary optical wave (polarized perpendicular to the c axis) and an extraordinary 
optical wave (polarized parallel to the c axis). The refraction indices are in general dependent on the 
propagation direction and polarization of the optical wave. The acoustic wave could couple the inci-
dent and diffracted optical wave of the same polarization (o ↔ o, e ↔ e) or orthogonal polarization 
(o ↔ e). In the latter case, the AO diffraction occurs between two loci of unequal refractive indices; 
this process is referred as the birefringent diffraction. 

Phase Matching Equations Consider the AO interaction in a positive uniaxial crystal. Figure 1b 
shows the wavevector diagram for o ↔ e type birefringent diffraction in the interaction plane. 
Applying the law of cosine to the triangle yields the following pair of equations for the incident and 
diffraction angle.

  sinθ
λ

λi
o

i o
i dn

n n= + −( )⎡

⎣
⎢

⎤

⎦
⎥2

1
2

2
2 2

Λ
Λ

  (27)

  sinθ
λ

λd
o

d o
i dn

n n= − −( )⎡

⎣
⎢

⎤

⎦
⎥2

1
2

2
2 2

Λ
Λ

  (28)

where ni and nd are the refractive indices for the incident and diffracted light, respectively. 
Equations (27) and (28) were first derived by Dixon8 for AO diffraction in a uniaxial crystal wherein 
the interaction plane is perpendicular to the c axis. The wavevector loci for the ordinary polarized 
light (o-wave) and the extraordinary polarized light (e-wave) are concentric circles; thus the two 

FIGURE 1 Vector diagram of acousto-optic interaction: 
(a) isotropic diffraction and (b) birefringent diffraction.
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ACOUSTO-OPTIC DEVICES  6.11

equations can be separately solved. In general the refractive index for an extraordinary polarized 
light (e-wave) is a function of the polar angle of the incident and diffracted light. Thus, Dixon’s 
equations are not applicable in practice since Eqs. (27) and (28) are coupled. 

In order to decouple the input and diffracted angles from this pair of equations, we have chosen 
to express the wavevectors in the exact momentum matching condition using an elliptical parametric 
representation. Since the polarization is switched in the birefringent diffraction, the output char-
acteristics of the diffracted light are same as the input characteristics of the incident light with the 
orthogonal polarization. Therefore, we need to consider only the input frequency-angle characteris-
tics of the birefringent diffraction. The phase matching equations may be written in a form similar to 
the Dixon equations 

    e o→ :    ˆ ˆ ( )s se a
e

e⋅ = + −
⎡

⎣
⎢

⎤

⎦
⎥

λ
μ λ

μ
2

1 1
2

2
2

Λ
Λ

   (29) 

  o e→ :    
� � � �
σ σ λ σ

λ
σo a a o⋅ = + −

⎡

⎣
⎢

⎤

⎦
⎥2

12
2

2
2

Λ
Λ

( )   (30)

where 

  ˆ (cos , sin )sa a a= θ θ   ˆ (cos , sin )se e e= θ θ   μ θ θe e ee= + − −(cos sin ) /2 2 2 1 2   

  �σ θ θa a ae= −(cos , sin )1   �
σ θ θo o oe= −(cos , sin )1   (31)

where e = nc/no is the ratio of the principal refractive indices, qa, qo, and qe are the polar angles of the 
acoustic wave, ordinary, and extraordinary optical wave, respectively. The phase matching Eqs. (29) 
and (30) are the basic equations for AO diffraction in the Bragg regime. 

To proceed with the analysis we introduce a dimensionless parameter a, defined as the ratio of 
optical wavelength (inside the medium) to the acoustic wavelength, a = l/Λ. In terms of the wave-
length ratio Eqs. (29) and (30) can be written in the form of quadratic equations.

 q a a a s seo e e a e( ) (ˆ ˆ )= − + − =2 22 1 0μ μ⋅  (32)

 q a a aoe a a o o( ) ( )= − + − =
� � � �
σ σ σ σ2 2 22 1 0⋅  (33)

Equations (32) and (33) may be considered the dispersion relations for the acousto-optic “grating” 
for an extraordinary and ordinary light input, respectively. Consider, for example, the diffraction of 
an extraordinary wave into an ordinary wave in a uniaxial crystal. Solving the quadratic equation 
[Eq. (32)] yields the wavelength ratio a for the e → o type diffraction 

 a e i i e= ± − −{ }−μ θ θ μsin sin ( )2 21  (34)

where qi = qe – qa – p /2 is the incidence angle. Equation (34) admits two real roots if |sin | .θ μi e≥ − −1 2  
Depending on the separation of the two roots, the AO diffraction can be classified into two regimes; 
referred as transverse and longitudinal spatial modulation.20

Transverse Spatial Modulation By selecting the incidence angle near its critical value, the two roots 
are close to each other. This happens when direction of the acoustic wave is nearly perpendicular to 
that of the optical waves. The acoustically driven polarization provides a transverse spatial modula-
tion (TSM) to the incident light beam. Similar to isotropic AO diffraction, the TSM acts as an optical 
beam deflector. 
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6.12  MODULATORS

The characteristics birefringent diffraction can be utilized to provide significant performance 
advantages for of the AO deflector are. For instance, when the light beam is chosen to incident at 
the critical angle, Eq. (32) yields two equal roots and the acoustic roots. The AO diffraction is said to 
operate at the tangential phase matching (TPM) since acoustic wavevector is tangential to the locus 
of the diffracted wavevector. At TPM the AO deflector acquires a wideband frequency characteristics 
since a range of acoustic frequencies nearly satisfy the exact phase matching condition. The optic and 
acoustic wavelengths at TPM are related by 

  λ μ θo t e t o en n= − ≈Λ Λ Δ2 1 2 sin   (35)

where Δn = no(e – 1) is the birefringence. At qe = 90°, the acoustic frequency reaches a maximum value. 

  λo t on n≈ Λ Δ2   (36)

Longitudinal Spatial Modulation By selecting the optical incidence much larger than the critical 
angle, the two terms in Eq. (34) are about equal. Only the solution that corresponds to the difference 
of the two terms yields a low acoustic frequency near its minimum value. In this case the acoustic 
wavevector has a larger component along the direction of the optical wave, the AO diffraction thus 
provides a longitudinal spatial modulation (LSM) to the incident light. Unlike the previous case the 
LSM acts as an acoustically tuned optical bandpass filter. When the acoustic frequency is changed, 
the passband wavelength is tuned accordingly while the diffracted optical beam remains at a fixed 
deflection. This LSM-based AO device forms the basis of the acousto-optic tunable filter (AOTF).

Since the wavelength ratio is small, in this case the second order in Eq. (32) or (33) can be neglected. 
For an incident light with either polarization, an approximate solution of the center wavelength the 
AOTF passband is 

  λ
θ

θ θo
o

a o

n
≈

−
ΛΔ sin

cos( )

2

  (37)

where Δn = ne – no is the birefringence. At qa = 90°, the incident and diffracted optical waves are 
collinear with the acoustic wave, Eq. (37) reduced to 

  λo n= ΛΔ   (38)

Equation (38) is the momentum-matching condition for the collinear AOTF.

Frequency Characteristics of AO Interaction

In the near-Bragg regime, the AO diffraction is determined by the z-component of phase mismatch 
function y = Δkz L/2p = Δsz L. In our analysis, this z-component mismatch is caused by the devia-
tion of the light incidence from exact momentum matching. Based on this model it can be shown 
that the momentum mismatch (normalized to 2p) is Δsz = (no/2)q, where q is defined in Eqs. (32) 
and (33) for e → o and o → e type diffraction, respectively. Substituting y = Lnoq/2 from Eq. (32) 
or (33) into Eq. (21), the bandpass function of AO diffraction can be expressed as a function of the 
variation of the acoustic angle qa and acoustic frequency f. It is convenient to normalize the acoustic 
frequency to a center frequency fo (wavelength Λo). In terms of the normalized acoustic frequency 
(F = f/fo), the phase mismatch y can be written as

  ψ = − +l
F FF Fm t2

2 2( )    (39)
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where 

  l L Lo= /   L no o o= Λ2/λ   F nm o o o e i= 2( ) sinΛ /λ μ θ   F f ft t o= /  (40)

Isotropic Diffraction Bandshape By choosing Fm = 1 + (ΔF/2)2, the bandshape function W(y) has 
equal loss at the two ends of the passband F1 = 1 + (ΔF/2), where ΔF is the fractional bandwidth of 
the AO interaction. The diffraction efficiency reduces to 0.5, where y = 0.45. This corresponds to a 
fractional bandwidth

 ΔF = 1.8/l (41)

To realize octave bandwidth, (ΔF = 2/3) for instance, the normalized interaction length l is equal 
to 2.7. Figure 2a shows the bandshape of isotropic AO diffraction.

Birefringent Diffraction Bandshape For e → o diffraction, it is possible to obtain a wide 
bandpass response by operating near tangential phase matching (TPM). At TPM the two 

FIGURE 2 Acousto-optic bandshapes: (a) isotropic diffraction and (b) birefringent diffraction.
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6.14  MODULATORS

phase-matching frequencies coincide and the AO bandpass exhibits a flat-top shape with a 
bandwidth 

 Δ Δ
F

l
= ƒ

ƒ
≈

⎛
⎝⎜

⎞
⎠⎟

3 6
1 2

.
/

 (42)

For octave bandwidth (ΔF = 2/3) the normalized interaction length l is equal to 8.1. This represents 
an efficiency advantage factor of 3 compared to isotropic AO diffraction. Figure 2b shows the band-
shape of the birefringent AO diffraction.

Acousto-Optic Interaction of Finite Geometry

The plane wave analysis of AO interaction in the Bragg regime appears to be inadequate for real 
devices since the interaction geometry usually involves optical and acoustic beams of finite sizes with 
nonuniform amplitude distributions, for example, a Gaussian optical beam and a divergent acous-
tic beam. Gordon6 considered the AO diffraction in finite interaction geometry using the Green’s 
function solution for the wave equation. To make the approach analytically tractable, the first-order 
Born’s approximation is used, which is same as the weak interaction assumption. 

Instead of the Green’s function solution, an equivalent approach is to decompose the optical and acoustic 
waves into angular spectrum of plane waves (ASW) and add all the spatial frequency components of the 
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ACOUSTO-OPTIC DEVICES  6.15

diffracted light that satisfy the exact phase-matching condition.21,22 Since the AO interaction is mod-
eled as a filtering process in the spatial frequency domain, this approach is referred to as the frequency 
domain analysis. 

As an example we use the frequency domain approach to determine the frequency and angular 
characteristics of an AO deflector. To simplify the analysis we will make a two-dimensional model 
for AO interaction in the interaction (x-z) plane. The reduction of diffraction efficiency in the height 
(y-z) plane will be calculated in the real domain as an overlapping integral of the acoustic and optical 
beams in the transverse plane along the height direction.

In the case of weak interaction, there is negligible depletion of the incident light. Assume that the 
incident light amplitude is a constant, Eq. (15) can be integrated to yield

 E j S E k j Sd a i i i a a( ) ( ) ( ) ( ) (
� � � � � � �
σ κ σ σ δ σ σ κ σ= − − = )) ( )Ei aσ σ−

�
 (43)

where 
�
σ , 
�
σ i, and 

�
σa are the wavevector components in the interaction plane for the diffracted light, 

incident light and the acoustic waves, respectively.
We assume that the acoustic beam consists of acoustic plane waves propagating along the x axis in 

the interaction (x-z) plane. It is generated by an acoustic transducer with a top electrode of effective 
length L along the z axis and height H along the y axis. We also assume that the incident light beam 
consists of optical plane waves propagating in the x-z plane at an angle of incidence gi with the z axis. 
The incident light beam has a Gaussian with a beam waist 2w1 and 2w2 at e–2 of the intensity profile 
in the interaction and height plane, respectively. By expanding the optical and acoustic field in terms 
of their spatial frequency components in the interaction plane and applying Eq. (43), the total power 
spectrum of the diffracted light intensity can be written as 

 Id (F, x) = hW(F) U(x) • J (44)

where h is the small signal diffraction efficiency given by Eq. (19). The next three multiplying factors 
are briefly discussed as fellows.

Overlapping Integral The overlapping integral J of optical and acoustic profile in the height plane 
is given by 

 J V x y e ey x D

H

H

= − − −

−

2

1 2

2 2

2

2
2
2 2

1
2

πω ω
ω ω( , ) / ( / ) /

/

/22

0
∫∫

D

dydx  (45)

where V(x, y) is the acoustic field distribution and can be determined by the Fresnel integral

 V x y
jB x

j y y

B x
dyo

o( , ) exp
( )= −⎛

⎝⎜
⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥

−

1 2

Λ Λ
π

HH

H

/

/

2

2

∫  (46)

where B is the curvature of the acoustic slowness surface in the transverse plane. The overlapping 
integral represents a reduction of diffraction efficiency of the AO diffraction due to acoustic dif-
fraction in the transverse plane along the height direction. For a transducer of height H, the acous-
tic radiation in a region near the transducer is approximately collimated. This collimated region, 
known as the near field, extends a distance D from transducer and is given by

 H B D V B fo = =Λ τ /   (47)

Numerical calculation of the overlapping integral J in Eq. (43) shows its value is on the order of 
unity if the transducer height H is chosen to be equal to Ho given by Eq. (47).

Bandpass Response The bandpass function W (F) as a function of the normalized frequency F is 
equal to the magnitude square of the Fourier transform, that is, the power spectrum of the acoustic 
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6.16  MODULATORS

field along the z axis. For a standard rectangular window of the transducer field, the bandpass func-
tion is same as that given by 

 W c( ) sin ( )ψ ψ= 2  (48)

where y   = Δs z L = (no/2)q is the phase mismatch along optical direction (z axis) and is given by 
Eq. (39) as a function of the normalized frequency F.

Spatial Frequency Spectrum The spatial frequency spectrum U(x) expressed as a function of spa-
tial frequency component x signal direction (x axis) is determined by the power spectrum of the 
incident optical beam profile along the x axis, the direction perpendicular to the optical direction. 
For input Gaussian light with a beam waist 2w1 along the z axis in the interaction plane, the spatial 
frequency spectrum U(x ) is given by

 
U x( ) exp –( )ξ σ π ω= Δ 2 2

1
2/  (49)

where Δsx = x – si sin qi – sa, x is the spatial frequency of the diffracted light along x axis.

6.4 ACOUSTO-OPTIC MATERIALS

The significant progress of AO devices has been due largely to the development of superior materi-
als such as TeO2 and GaP. In this section we shall review the material issues related to AO device 
applications. A comprehensive list of tables summarizing the properties of AO materials is presented 
at the end of this section. The AO material issues and the selection guidelines have been discussed in 
a previous publication.12 

The selection of AO materials depends on the specific device application.23 An AO material suited 
for one type of device may not even be applicable for another. For example, GaP is perhaps the best 
choice for making wideband AO deflectors or modulators. However, since GaP is optically isotropic, 
it cannot be used for tunable filter purposes.

Some of the requirements for materials’ properties apply to the more general cases of optical 
device applications, for example, high optical transparency over wavelength range of interest, avail-
ability in large single crystals, and the like. We shall restrict the discussion to material properties that 
are particularly required for AO device applications

Acousto-Optic Figures of Merit

A large AO figure of merit is desired for device applications. There are several AO figures of merit that 
have been used for judging the usefulness of an AO material. The relevant one to be used depends on 
the specific applications. Several AO figures of merit are defined in the literature. These include

 M
n p

V
M

n p

V
M

n p

V
M

n p V
M

n
1

7 2

2

6 2

3 3

7 2

2 4

8 2

5

8

= = = = =
ρ ρ ρ ρ

pp

V

2

3ρ
 (50)

where n is the index of refraction, p is the relevant elasto-optic coefficient, r is the density, and V is 
the acoustic wave velocity. These figures of merit are generally listed as the normalized quantities M 
(normalized to values for fused silica).

The figure of merit M2 relates the diffraction efficiency h, to the acoustic power Pa for a given device 
aspect ratio L/H in accordance with Eq. (18). M2 is the AO figure of merit most often referred to in the 
literature and is widely used for the comparison of AO materials. This is a misconception, since from the 
viewpoint of device applications, M2 is usually not appropriate. Comparison of AO materials (or modes) 
based on M2 can lead to erroneous conclusions. M2 is used only when efficiency is the only parameter of 

Bass_v5ch06_p001-048.indd 6.16 9/11/09 2:21:26 PM

DO
 N

OT
 D

UP
LI

CA
TE



ACOUSTO-OPTIC DEVICES  6.17

concern. In most practical cases, other parameters such as bandwidth and resolution must also be consid-
ered. To optimize the efficiency bandwidth product, the relevant figure of merit is M1 = nV2M2.

In the design of AO deflectors, or Bragg cells, besides efficiency and bandwidth, a third parameter 
of interest is the aperture time t. A minimum acoustic beam height H must be chosen to ensure that 
the aperture is within the near field of the acoustic radiation. With is choice, the relevant figure of 
merit for optimized efficiency for a specified bandwidth and aperture time is M3 = nVM2.

For wideband AO modulators, the acoustic power density Pd is often the limiting factor. The 
appropriate AO figure of merit is then M4, that is, M4 = nV2M1.

In the design of AO tunable filters, the parameters to be optimized are the product of efficiency h, 
the resolving power lo/Δl, and the solid angular aperture ΔΩ. In this case the appropriate AO figure 
of merit is M5 = n2M2.

Acoustic Propagation and Attenuation

The performance of AO devices also depends on the acoustic properties of the interaction medium. 
As seen from the figures of merit listed above, a low acoustic velocity is one of the most important 
desired material parameters for AO devices. It not only provides the advantage of lower drive power, 
but it also allows the realization of large resolution for AO deflectors and tunable filters for a specified 
maximum crystal length.

The anisotropic acoustic propagation characteristic also plays an important role in the perfor-
mance of AO devices. For instance, the small curvature of slowness surface of the transverse plane in 
GaP allows a smaller transducer height and greatly lowers the drive power. The use of large acoustic 
beam walk-off in TeO2 allows the realization of a preferred interaction geometry to extend interaction 
length or optical aperture.

A low acoustic attenuation is also desired for increased resolution of deflectors or aperture of tunable 
filters. Generally, at room temperature wtth << 1, where w is the angular frequency of the acoustic wave 
and tth is the thermal phonon relaxation, the dominant contribution to acoustic attenuation is due to 
Akhieser loss caused by relaxation of the thermal phonon distribution toward equilibrium. A widely used 
result of this theory is the relation derived by Woodruff and Erhenrich. It states that acoustic attenuation 
measured in nepers per unit time is given by12 a = g 2f 2 k T/rV 4, where g is the Grüneisen constant, T 
is the temperature, and k is the thermal conductivity. From this relation, it is seen that the AO figure of 
merit and the acoustic attenuation approximately follow an inverse relation. Notice also that the acoustic 
attenuation has a quadratic frequency-dependence for most crystals. In practice, in some crystals (such 
as GaP), it has been found that the frequency dependence of attenuation a ~ f n, where n varies from 1 
to 2 as the frequency increases ranges. The deviation from a quadratic dependence may be attributed to 
the additional extrinsic attenuation caused by scattering from lattice imperfections.

Optical Birefringence

Optical birefringence is a requirement for materials used in AO tunable filters. The requirement is 
met by optically birefringent crystals so that the AO filter interaction can operate as a longitudinal 
spatial modulator (LSM). For AO deflectors and modulators, optical birefringence is not necessary. 
AO devices with high efficiency, wide bandwidth, and large resolution are realizable with superior 
isotropic materials such as GaP. However, in an optically birefringent crystal it is possible to operate 
at tangential phase matching (TPM), which provides an enhancement of interaction length l for a 
given fractional bandwidth. The optical birefringence in LiNbO3 and TeO2 has been largely respon-
sible for the superior device performance.

Tabulation of Acousto-Optic Material Properties

To aid in the selection of AO materials, the relevant properties of some promising materials are 
listed below. Table 1 lists the values of elasto-optical tensor components. Table 2, taken from Ref. 24 
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6.22  MODULATORS

lists the relevant properties of selected AO materials. The listed figures of merit M1, M2, and M3 are 
normalized relative to that of fused silica, which has the following absolute values:

 M1 = 7.83 × 10−7 [cm2sg−1]

 M2 = 1.51 × 10−18 [s3g−1]

 M3 = 1.3 × 10−12 [cm2s2g−1]

6.5 ACOUSTO-OPTIC DEFLECTOR

Acousto-optic interaction provides a simple means to deflect an optical beam in a sequential or 
random-access manner. As the driving frequency of the acoustic wave is changed, the direction of 
the diffracted beam can also be varied. The angle between the first-order diffracted beam and the 
incident beam for a frequency range Δf is approximately given by 

 Δ Δθ λ
d

f
V

=  (51)

In a deflector, the most important performance parameters are resolution and speed. The resolution, 
or the maximum number of resolvable spots, is defined as the ratio of the range of deflection angle 
divided by the angular spread of the diffracted beam, that is,

 N d

o

=
Δθ
δθ

 (52)

The angular divergence of the incident optical beam is given by

  δθ ξ λ
o D

=   (53) 

where D is the width of the incident beam and x is the a factor (near unity) that depends on the 
incident beam’s amplitude distribution. For a nontruncated Gaussian beam x = 4/p. From Eqs. (51), 
(52), and (53) it follows

 N ≈ t Δf (54)

where t = D/V cos qo is the acoustic-transit time across the optical aperture. Notice that the 
acoustic-transit time also represents the (random) access time and is a measure of the speed 
of the deflector. Equation (54) shows that the resolution is equal to time (aperture) bandwidth 
product. This is the basic tradeoff relation between resolution and speed (or bandwidth) of AO 
deflectors. 

It is instructive to specify the interaction geometry for AO deflectors using a dimensionless 
parameter A, the ratio of divergence angle between the optical and acoustic beams. For an acoustic 
wave generated from a flat transducer of width L, the acoustic beam divergence is given by

 δθa L
= Λ

 (55)
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ACOUSTO-OPTIC DEVICES  6.23

From the above equations, the divergence ratio A and resolution N are related by

 A
l F
N

o

a

= =
δθ
δθ

Δ
 (56)

where l = L/Lo is the normalized interaction length and ΔF = Δf/fo is the fractional bandwidth. For 
isotropic AO diffraction F, lΔF = 1.8. Thus, an AO deflector is characterized by the requirement 
A << 1. As an example, to realize a high resolution AO deflector with 1000 resolvable spots, the 
divergence ratio must be less than 0.002. The use of expanded incident beam with diffracted limited 
optics becomes the most critical requirement in the design high-resolution AO deflectors.

In summary, the AO deflector can be viewed as a transverse spatial light modulator (SLM) with a 
large number of resolvable angular channels. Based on the primary performance goals and the inter-
action geometry the AO deflector can be further divided into type I-laser beam scanners and type 
II-signal processing Bragg cells. Table 3 lists the range of the divergence ratio and the key performance 
requirements for the two types of AO deflectors.

Deflector Interaction Geometry

Principle of Operation

Isotropic AO diffraction In the following we consider the design of AO deflectors.25 Figure 3a 
and b shows the device geometry of an AO deflector in the interaction plane and transverse plane, 
respectively. A piezoelectric transducer is bonded to the appropriate face of a selected AO medium, 
oriented for efficient interaction. A top electrode deposited on the transducer defines the active 
area with equivalent acoustic beam length L and height H. An optical beam generally truncated to 
an aperture width, D is incident in the interaction plane at a proper Bragg angle with respect to the 
acoustic wavefront. The incident beam has a Gaussian profile with a beam waist 2w1 at 1/e2 of the 
intensity in the interaction plane and a beam waist 2w2 at 1/e2 intensity in the transverse plane. 

In accordance to Eqs. (19) and (44) the peak diffraction efficiency of an AO diffraction under the 
weak interaction approximation is given by

 η π
λ

=
⎛
⎝⎜

⎞
⎠⎟

⋅
2

2 22 o
aM P

L
H

J  (57)

where L and H are the equivalent acoustic beam length and height and J is the overlapping integral 
given by Eq. (45). As an example, assume an optical Gaussian beam with a truncation ratio of 1.5 
and a rectangular shaped electrode, numerical calculation shows when the electrode height is chosen 
to be equal to Ho so that the interaction region coincide with the acoustic near field. With this choice 
by Eq. (47), so that the AO interaction regionextends from the transducer to the acoustic near field, 
the peak diffraction efficiency becomes

  η
π

λ τo
a

o

P

f

M

B
l=

⎛
⎝⎜

⎞
⎠⎟

⋅
2

3 3 2 1 2
3

2 / /
  (58)

TABLE 3 Interaction Geometry and Performance of AO Deflectors

Type I-Laser beam scanner
 Regime of AO diffraction: Transverse SLM
 Divergence ratio: A << 1, N >> 1
 Primary performance: High resolution, high peak efficiency

Type II-Signal processing Bragg cell
 Regime of AO diffraction: Transverse SLM
 Divergence ratio/Resolution: A << 1, N >> 1
 Primary performance: Wide bandwidth, large dynamic range
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6.24  MODULATORS

Equation (58) is the basic equation for the design of the deflector. The multiplying factor J/h in Eq. (58) 
depends on the the optical beam geometry and the transducer electrode pattern in the transverse 
plane. For example, for an optical Gaussian beam with a truncation ratio D/2w1 = 1.5, and rectangular 
electrode, the value of J/h exhibits a broad maximum about unity when h ≈ 0.7. The choice of 
normalized interaction length l = L/Lo is determined by the specified bandwidth. For isotropic 
diffraction it is related to the fractional bandwidth by, from Eq. (41):

  l
F

= 1 8.
Δ

  (59)

With the selection of l, all the key performance parameters can be determined. The frequency 
response and spatial frequency distribution are obtained from Eqs. (48) and (49).

Anisotropic acoustic beam collimation Equation (58) shows that increased diffraction efficiency 
can be obtained by selecting AO materials and modes with small slowness curvature B. This is referred 
to as anisotropic acoustic beam collimation. An example is the shear mode in GaP propagating 

FIGURE 3 Acousto-optic deflector configuration: (a) interaction plane and (b) transverse plane.
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ACOUSTO-OPTIC DEVICES  6.25

along [110] direction.26 In this case B = 0.026. Compared to an acoustically isotropic direction, the 
transducer height can be reduced by a factor of 6.2.

Resolution The resolution of the AO deflector obtainable is limited by the maximum available 
crystal size, requirement of large optics, and acoustic attenuation across the aperture. For most crys-
talline solids, the acoustic attenuation is proportional to f 2. If we allow a change of average attenua-
tion of £ (dB) across the band, the maximum deflector resolution is given by

 N
fo o

max = £
α

 (60)

where ao (dB/μsec-GHz2) is the acoustic attenuation coefficient.
It is instructive to estimate the maximum resolution achievable of AO deflectors. Consider, for 

example, a slow shear wave TeO2 AO deflector with the following parameters: the octave bandwidth 
fo = 1.5 Δf, acoustic velocity V = 0.62 mm/μsec, acoustic attenuation coefficient a o = 17.9 (dB/μsec-GHz2), 
maximum acoustic loss £ = 4 dB, aperture size D = 5 cm. From Eq. (60), the maximum resolution 
Nmax is estimated to be about 3000 resolvable spots. This is close to the limit of a practical single stage 
AO deflector.

Birefringent tangential phase matching The maximum interaction length is limited by the 
bandwidth requirement. One approach of increasing while maintaining the fractional bandwidth 
ΔF is the use of birefringent diffraction. It was shown in Sec. 6.3 that by choosing the birefringent 
AO interaction near the tangential phase matching (TPM), a large band of acoustic frequencies will 
simultaneously satisfy the momentum matching condition. Equivalently a larger l can be used with-
out narrowing the bandwidth. Under the birefringent TPM condition l is related to the fractional 
bandwidth by, from Eq. (42):

 
l

F
= 3 6

2

.

Δ
 (61)

Compared to isotropic diffraction, the birefringent phase matching achieves an efficiency advan-
tage factor of 2/ΔF, which becomes particularly significant for smaller fractional bandwidths. For 
instance, at 50 percent fractional bandwidth, the birefringent phase matching has an advantage 
factor of 4.

Since the first report on the use of birefringent TPM,27 this performance enhancement technique 
has been used in the design of high resolution AO deflectors. All of these TPM deflectors are based 
on the birefringent diffraction in TeO2 by a slow shear wave propagating on or near the [110] axis. 
Because of the exceptional low velocity and large figure of merit, these TeO2 deflectors can achieve a 
large number of resolvable spots with a relatively low drive power. 

The birefringent TPM deflectors can be classified as on-axis, optically rotated (OR) and acousti-
cally rotated (AR) types. The design of these high resolution (HR) AO deflectors shown are briefly 
discussed as follows.

ON-axis TPM The first TPM type of AO deflector uses a slow shear wave propagating along the 
[110] axis of the TeO2 crystal. This is referred as 90° or on-axis design, since the acoustic angle qa is 
chosen to be equal to 90°. For lowering TPM frequency, the AO diffraction birefringent diffraction 
uses circular birefringence in the TeO2 crystal along the c axis.28 Due to the slow velocity V = 0.62 mm/
μsec, large resolution is obtainable with a relatively small size crystal. For instance, a 70-μsec cell realize 
more than 2000 resolvable spots with an optical aperture size of only 4.3 cm.

The on-axis design has several drawbacks. First, operation of this mode requires the use of circular 
polarizers. Second, the tangential frequency ft is fixed and thus other performance parameters such as 
figure of merit cannot be independently chosen. Third, at the tangential phase-matching frequency, 
the second-order diffraction is also matched. The first-order diffracted light is rediffracted into the 
second order and results in a dip at the middle of the deflector passband.
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6.26  MODULATORS

To resolve this, two types of birefringent phase matching (TPM) are proposed. These include opti-
cally rotated (OR)25 and acoustically rotated (AR)29 TPM. For both types of phase-matching schemes 
the tangential matching frequency, ft = Ft fo, is given by, from Eq. (35):

 f
V

n nt
a

o
o e≈

( )
sin

θ
λ

θ2 Δ  (62)

Figure 4 shows the wavevector diagram for the two types of tangential phase matching. 

FIGURE 4 Wavevector diagram for tangential phase matching: 
(a) optically rotated geometry and (b) acoustically rotated geometry.
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ACOUSTO-OPTIC DEVICES  6.27

Optically rotated TPM The wavevector diagram shown in Fig. 4a describes the OR tangential 
phase matching. In this case the acoustic wavevector is chosen to be perpendicular to the optic axis. 
The incident light wavevector is allowed to rotate in different polar angles to achieve TPM at the 
selected frequency. Operation of this cell is more convenient than the on-axis device since the opti-
cal beam is linearly polarized. The OR type can realize long time aperture and higher efficiency since 
the acoustic wave is propagating along the isotropic direction. However, rediffraction into second 
order occurs since optical locus is symmetrical to the acoustic wave direction, the peak maximum 
efficiency remains limited by the dip in the center of the frequency response.

Acoustically rotated TPM Figure 4b shows the wavevector diagram for AR type of tangential 
phase matching. The constant azimuth plane is chosen as the interaction plane and the acoustic 
wavevector is rotated in the plane to be tangential to the locus of the diffracted light wavevector. 
Because of the rotation of the acoustic wavevector, the asymmetry of optical wavevector locus 
removes the degeneracy of the second-order diffraction. The dip in the bandpass is eliminated and 
thus can operate at the high-efficiency regime. This is the major advantage of the AR type cell. Since 
the acoustic wave is propagating along an anisotropic path, the large walk-off will reduce the optical 
aperture and thus limits the maximum resolution. A higher TPM frequency is chosen in order to 
achieve 2000 resolvable spots.

Phase array beam steering The birefringent type of tangential phase-matching technique is lim-
ited to AO diffraction in birefringent crystals. For isotropic materials such as wideband GaP Bragg cells 
an alternate technique for realizing TPM is to use acoustic beam steering.7 In this approach, a phase 
array of transducers is used so that the composite acoustic wavefront will effectively track the Bragg 
angle. The simplest phase array employs a fixed inter-relevant phase difference that corresponds to an 
acoustic delay of PΛ/2, where P is an integer. This is referred to as first-order beam steering and can 
be realized in either a stepped array7,30 or a planar configuration.31 The two types of phased array 
configuration are shown in Fig. 5. The stepped array configuration is more efficient, but fabrication 
difficulty makes it less practical. The following analysis addresses only the planar configuration of 
first-order beam steering.

Consider the simplest geometry of a planar first-order beam-steered transducer array where 
each element is driven with an inter-element phase difference of 180°. The acousto-optic bandpass 
response of this transmitter configuration is equal to the single-element bandshape multiplied by the 
interference (array) function,25

  W F
X

X
N Y

N Y
( )

sin sin
sin

=
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

π
π

π
π

2 2

  (63)

  X
l F

F Fe
b= −

2
( )   (64)

  Y
d

F F F
db

= − +{ }2
1

( )   (65)

where le = Le/Lo, d = D/Lo, Le is the length of one element, N is the number of elements, and D is the 
center-to-center distance between adjacent elements. Since radiation pattern for a single element is 
broad, the bandpass function is primarily determined by the array functions. The bandpass char-
acteristics of the phased array are similar to birefringent diffraction with an equivalent interaction 
length � = Nd and tangential matching frequency F dt = 1/ .

Referring to Eq. (59), notice that at the peak of the grating lobe for the phase-array radiation, the 
value of the single element radiation sinc2 x is approximately equal to 0.5. There is thus an additional 
3 dB loss due to the planar phase array. This is the major disadvantage of the phase array approach.

Since the power density is proportional to �2 for both types of TPM techniques, the increase of � 

will significantly reduce the power density. This is of practical importance, since high power density 
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FIGURE 5 Acoustic beam steering using phased array: (a) stepped 
phased array and (b) planar phased array.
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ACOUSTO-OPTIC DEVICES  6.29

has been the dominant factor for performance degradation and even catastrophic device failure due 
to thermal gradient, nonlinear acoustics and overheating of transducers.

Birefringent phased array An interesting design combining the two performance enhancement 
techniques was reported in birefringent AO device using phased-array transducers.32 Theoretical 
analysis of the new interaction geometry was described and experimentally demonstrated in a wide-
band Bragg cell. The new approach provides design flexibility in the choice of acoustic and optic 
modes for increased efficiency, bandwidth, suppression of nonlinear effects, and optimizing other 
performance characteristics. The approach was further explored in the design of AO deflectors for 
specific performance improvement. By applying the birefringent phased array design to on-axis,33

OR and AR configuration,34 some of the deficiencies in each configuration can be removed. The 
design flexibility of this approach was also utilized to improve other key performance features, 
including, for example, the development of wide angle AO Bragg cells.35

AO Laser Beam Scanner The early development of AO deflectors was aimed at laser beam scan-
ning applications. The primary goal is to provide a simple solid-state laser scanner that eliminates 
the inherent drawbacks of mechanical scanners due to moving parts, such as facet errors and 
the requirement of realignment because of bearing wear. For certain applications, such as beam-
addressed optical memory, the rapid random access capability of AO deflectors offers a distinct 
advantage. 

High Resolution AO Deflector The AO device for laser beam scanning is referred as the high reso-
lution (HR) or type I AO deflector. As shown in Table 3, the primary design objective is to realize 
high resolution with the choice of a long-time aperture. Another key performance specification is 
high throughput or peak diffraction efficiency. Table 4 lists the performance of a few representative 
HR AO deflectors operated in the visible range. To satisfy the high peak efficiency specification, the 
degradation due to in-band dip must be minimized if OR type TPM rediffraction at high efficiency.

Resolution and Scan Rate In the design of the AO deflector for linear scanning, the most impor-
tant system specification is the resolution, or maximum number of resolvable spots, N. Another key 
system parameter to specify is the scan time required to scan a single line and the flyback time. The 
acoustic transit time across the optical aperture sets the minimum flyback time for the scanner. The 
finite scan rate also degrades the resolution of the AO deflector. When the acoustic transit time t
(which is equal to flyback time) becomes an appreciable portion of the scan time T, there is a reduc-
tion of the effective aperture by the factor 1 – t /T. This results in a resolvable number of spots for 
the scanning mode

N = t Δ f [1 – t /(T + t)] (66)

To minimize the loss of resolution, the transit time t should be much less than the scan time T.

TABLE 4 Performance of High Resolution AO Deflectors

Material 
(Mode)

Center Frequency 
(MHz)

Bandwidth 
(MHz)

Aperture 
(μs) TB Product

Efficiency
(%/W)

TeO2(S) 50 30  70 2100 200

TeO2(S) 90 50  40 2000 110

TeO2(S) 160 100  20 2000 95

GaP(S) 300 200  2.5 500 50
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6.30  MODULATORS

Resolution Enhancement One early design for increased resolution involves the use of cascaded 
deflectors.36 Another technique is to use higher-order AO diffraction. One interesting design was 
to utilize the second-order diffraction in an OR-type birefringent cell.37 Since both the first- and 
second-order diffractions are degenerately phase-matched, efficient rediffraction of the first order 
into the second order was obtained. However, the use of the second-order diffraction allows the 
deflector resolution to be doubled for a given bandwidth and time aperture.

AO Signal Processing Bragg Cell The deflection of an incident optical wave according to a single 
RF frequency input is just one of the characteristics of the acoustically driven transverse spatial 
modulator (TSM). More generally, the TSM encodes the light beam with the complete spectrum 
information contained in the RF signal. An AO deflector simultaneously driven by multifrequencies 
provides a simple but powerful technique for processing wideband electronic signals. This multifre-
quency AO device used for signal processing is referred to as the AO Bragg cell.

Dynamic Range The design of Bragg cells is similar to that of the AO deflector. However, instead 
of optimization of the peak diffraction efficiency, the primary objective of the Bragg cell design is 
to achieve a large dynamic range rather than the peak diffraction. The dynamic range is defined as 
the ratio of the intensity of the diffracted light to the intensity of the spurious light in the Bragg cell. 
The spurious optical beams are caused by the nonlinear mixing of various diffraction orders when 
multiple frequencies are simultaneously present. Hecht38 analyzed isotropic AO diffraction with 
multiple acoustic waves with different carrier frequencies based on the coupled wave theory. His 
analysis shows that the dominant in-band nonlinear signals for two simultaneous signals at f1 and f2 
are the third-order intermodulation (IM) products occurring at 2f1 – f2 and 2f2 – f1. The magnitude 
of this spurious signal due to multiple AO diffraction is 

  I
I I

AO( , )2 1
36
1
2

2− =  (67)

where I1 and I2 are the diffracted light efficiency at f1 and f2, respectively. To obtain a spurious-free 
dynamic range of 40 dB, for instance, the Bragg cell must be operated with diffraction efficiency less 
than 5 percent.

In our experimental work on wideband Bragg cells, we have found another type of IM product in 
the nonlinear response of Bragg cells.39 This second source of TM products is caused by the nonlinear 
acoustic (NA) interaction that occurs at high acoustic power densities. A key parameter for the NA 
type IM products process is the critical interaction length Lc = (p g2 f t), where g2 is the ratio of sec-
ond-order nonlinear elastic coefficient to the first-order elastic coefficient. The dominant NA modes 
are second harmonics and two-tone third-order IM product, which grow according to (Lc /L)2 P1

2 4/
and (Lc/L)4 P1

2 P2/9, respectively. Based on the new theory, the AO type of IM products dominates 
when the ratio Lc/L is small, as the acoustic power increases. The dynamic range of the Bragg cell is 
reduced by the NA type of IM product, initially by the successive AO diffraction from fundamental 
and second harmonics and finally by the single AO diffraction from the acoustic IM product. 

Wideband Bragg Cell Two candidate materials for wideband Bragg cells are GaP and LiNbO3. Both 
have very low acoustic attenuation and large M3

∗, making them ideal for this purpose. A number of 
high performance wideband cells using these two materials have been developed with bandwidth in 
excess of 1000 MHz. These include the AR-type birefringent LiNbO3 cell40 and the phased-array GaP 
cell.41 The best-known design is a LiNbO3 device, which uses a y-z propagating off-axis x-polarized 
shear wave. The device demonstrated an overall bandwidth of 2 GHz, a peak diffraction efficiency of 
6 percent per watt and about 600 resolvable spots. A summary of the representative wideband AO 
Bragg cells is shown in Table 5.

Multichannel Cell As an extension to the usual single-channel configuration there has been con-
siderable activity in the development of multichannel Bragg cells (MCBC). The MCBC uses a pattern 
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ACOUSTO-OPTIC DEVICES  6.31

of multiple individually addressed transducer electrodes in the transverse plane. In addition to the 
design rules used for single-channel cells, other performance parameters such as crosstalk, ampli-
tude, and phase tracking must be considered. 

Early work on MCBC uses the y-z cut shear-wave wideband LiNbO3 cell design.42 Good amplitude and 
phase tracking were obtained over the operating bandwidth of 1 GHz. The channel-to-channel isolation, 
typically about 25 dB, was limited by RF cross talk. In a later development of GaP MCBC,43 reduction of 
electrical crosstalk (to –40 dB) was obtained by using stripline interconnection structures. The use of the 
anisotropic collimating modes in GaP also brings the advantage of lowering acoustic crosstalk.

6.6 ACOUSTO-OPTIC MODULATOR

Acousto-optic interaction has also been used to modulate light. The AO modulator uses the transverse 
spatial modulation (TSM) of AO interaction to convert an amplitude modulated RF signal into an 
intensity modulation light beam. Unlike AO deflectors, however, at the output end the diffracted light 
spectral components are focused into one channel to reproduce the video information via a collinear 
mixing process. Functionally the most important requirement for the AO modulators is its temporal 
response. Thus a basic design consideration for AO modulator is the limitation of temporal response 
caused by the finite acoustic transit time across the light beam. To reduce the transit time effect on the 
fidelity of the input video information, the AO modulator is operated in a focused beam geometry. 

Following similar design procedure as the deflectors, we shall describe the characteristics of AO 
modulator by the basic parameters. As a modulator the key performance parameters are rise time or 
video modulation bandwidth, contrast ratio or rejection against the undeflected light beam, and the 
optical throughput, the diffracted light intensity integrated over the acceptance angular aperture. A 
thorough discussion on the tradeoff of key performance parameters of AO modulators is reviewed 
by Johnson.44

Based on the optics configuration AO modulators can be divided into type-I focused beam modu-
lator and type II-wide beam modulator. Table 6 lists the interaction geometry and key performance 
requirement for the two types of AO modulators.

TABLE 5 Performance of Acousto-Optic Bragg Cells (lo = 830 nm)

Material 
(Mode)

Center Frequency 
(MHz)

Bandwidth 
(MHz)

Aperture 
(μs)

TB 
Product

Efficiency 
(%/W)

GaP(S) 1000 500 2.0 1000  30

LiNbO3(S) 2500 1000 1.0 1000  10

GaP(L) 2500 1000 0.25 250  44

GaP(S) 3000 2000 0.25 500  8

LiNbO3(S) 3000 2000 0.30 600  6

TABLE 6 Interaction geometry and key performance parameters of AO modulators

Type I: Focused beam modulator
 Regime of AO diffraction: Transverse SLM
 Divergence ratio/Resolution: A = 1, N = 2
 Primary performance: Wide modulation bandwidth, large optical throughput

Type II: Wide beam modulator
 Regime of AO diffraction: Transverse SLM
 Divergence ratio: A << 1, N >> 1
 Prime performance: High peak efficiency, high rejection ratio 
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6.32  MODULATORS

Principle of Operation Figure 6 shows the diffraction geometry of a focused-beam AO modulator. 
Unlike the AO deflector the optical beam is focused in both directions into the interaction region 
near the transducer. For an incident Gaussian beam with a beam waist d, ideally the rise time (10 to 
90 percent) of the AO modulator response to a step function input pulse is given by

 tr = 0.64t (68)

where t = d/V is the acoustic transit time across the optical beam. To reduce rise time, the opti-
cal beam is focused to a spot size as small as possible. However, focusing of the optical beam will 
increase the optical beam divergence dqo, which may exceed the acoustic beam divergence dqa, 
A > 1. This will result in a decrease of the diffracted light since the Bragg condition will no longer be 
satisfied. To make a compromise between the frequency response (spatial frequency bandwidth) and 
temporal response (rise time or modulation bandwidth) the optical and acoustic divergence should 
be approximately equal, A = dqo /dqa ≈ 1. The actual value of the divergence ratio depends on the 
tradeoff between key performance parameters as dictated by the specific application. 

Analog Modulation In the following, we shall consider the design of a focused beam AO modula-
tor for analog modulation, the diffraction of an incident Gaussian beam by an amplitude-modulated 
(AM) acoustic wave. The carrier, upper, and lower sidebands of the AM acoustic wave will generate 
three correspondingly diffracted light waves traveling in separate directions. The modulated light 
intensity is determined by the overlapping collinear heterodyning of the diffracted optical carrier 
beam and the two sidebands. Using the frequency domain analysis, the diffracted light amplitudes of 
an AO modulator were calculated. The numerical results are summarized in the plot of modulation 
bandwidth and peak diffracted light intensity as a function of the optical to acoustic divergence ratio 
A.13 Design of the AO modulator based on the choice of the divergence ratio is discussed below.

Unity Divergence Ratio (A £ 1) The characteristics of the AO modulator can be best described by 
the modulation transfer function (MTF), defined as the frequency domain response to a sinusoidal 
video signal. In the limit of A ≤ 1, the MTF takes a simple form:

MTF( f ) = exp   – (p f t)2/8 (69)

Lens

Transducer
L

Incident
beam

Lens

Diffracted
beam

qo

dqo

Z

X

FIGURE 6 Diffraction geometry of acousto-optic modulator.
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The modulation bandwidth fm, the frequency at –3 dB is given by

fm = 0 75.
τ

  (70)

From Eqs. (62) and (64), the modulator rise time and the modulation bandwidth are related by

 f mtr = 0.48 (71)

Minimum Profile Distortion (0.5 < A < 0.67) Equation (70) shows that the modulation bandwidth 
can be increased by further reducing the acoustic transit time t. When the optical divergence d qo
exceeds the acoustic divergence d qa, that is, A > 1, the Bragg condition is no longer satisfied for all 
the optical plane waves. The light at the edges of the incident light beam will not be diffracted. This 
will result in an elliptically shaped diffracted beam. In many laser modulation systems this distor-
tion of the optical beam is not acceptable. The effect of the parameter A on the eccentricity of the 
diffracted beam was analyzed based on numerical calculation.45 The result shows that to limit the 
eccentricity to less than 10 percent, the divergence ratio value for A is about 0.67.

This distortion of the diffracted beam profile is caused by the finite acceptance angle of the isotropic AO 
diffraction. The limited angular aperture also results in the lowering the optical throughput. Based 
on curve fitting the numerical results the peak optical throughput can be expressed as a function of 
the divergence ratio44

 I1 (A) = 1 – 0.211A2 + 0.026A4 (72)

As an example, at A = 0.67, the peak throughput I1 is about 94.9 percent. However, with the choice of 
unity divergence ratio, A = 1, it reduces to 81.5 percent.

Digital Modulation (1.5 < A <2) Another important case is the digital, or pulse modulation. 
Maydan46 calculated the rise time and efficiency of pulsed AO modulators. His results show that an 
optimized choice of A is equal to 1.5, and that the corresponding rise time (10 to 90 percent) is

 tr = 0.85t (73) 

Contrast Ratio Another key performance parameter for AO modulator is the extinction ratio 
or the rejection against the undeflected light. To obtain an adequate extinction ratio, 30 dB, for 
instance, the angle of separation qD is chosen to be equal to twice that of the optical beam diver-
gence. It follows that the acoustic frequency must be greater than

fo = 8
πτ

  (74)

Comparing to Eq. (70), the center frequency of the AO modulator is about 4 times that of the mod-
ulation frequency. 

Birefringent Modulation In the above analysis of focused beam modulator it is assumed that the 
AO modulator is operated in the isotropic diffraction mode. Similar to the deflector case a large 
frequency bandwidth can be obtained by using birefringent diffraction. However, the input angular 
aperture according to Eq. (55) is proportional to 1/L, an increase of L will in effect reduce the mod-
ulation bandwidth as well as the optical throughput. Based on this argument, it was well recognized 
that the birefringent diffraction offers no advantage for AO modulators. A careful reexamination 
of this basic limitation shows that a wide angle AO modulation is obtainable if the birefringent dif-
fraction satisfies the noncritical phase matching (NPM) condition.48 The concept of NPM will be 
discussed in Sec. 6.7, “Acousto-Optic Tunable Filter.”
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6.34  MODULATORS

Focused Beam AO Modulator

Intensity modulator Simple intensity AO modulators using the focused beam interaction geom-
etry have been standard approach for external modulation of lasers. Since the development of laser 
diode with wideband internal modulation capability, the use of AO modulators has been limited 
to gas and solid-state lasers for moderate modulation bandwidth fm. Because of the high power 
requirement, in practice fm of AO modulators is limited to about 50 MHz. Table 7 lists a few selected 
AO modulators and typical performances.

Intracavity modulator Since AO diffraction occurs in all crystal or amorphous solids, high opti-
cal quality, low optical absorption AO materials are readily available for intracavity applications. 
These intracavity modulator applications include Q-switching, mode locker, and cavity dumping. 
All of these intracavity AO modulator have been discussed in the early review paper.13 In the follow-
ing we shall only briefly discuss the AO Q-switches.

Q-switching of YAG and other similar solid state lasers has been an importance requirement for 
indutral applications such as cutting, scribing, marking, and other material processing process. In a 
Q-switching operation, the optical loss introduced by the intracavity AO modulator keeps the laser 
below threhold. When the loss is suddenly removed by switching off the acoustic pulse, the laser bursts 
into a short pulse with extremely high intensity. During Q-switching, the AO modulator should add 
minimum loss to the laser cavity.

Besides low loss, other key performance requirement of the AO Q-switch include (a) high damage 
threshold, (b) fast pulse rise time, (c) good thermal and mechanical property, and (d) polarization-
insensitive. The last requirement is due to a special characteristics of YAG lasers that it reaches maxi-
mum gain when operated in a unploarized mode. To meet these requirement the standard design 
for high power laser is a shear wave AO modulator using UV grade fused silica as the interaction 
medium. Longitudinal mode Q-switch will have the advantage of lower drive power and faster rise 
time; however, since the diffracted efficiency for perpendicular polarization is five times that of the 
parallel polarization. the TAG laser will tend to operate in the mode with the lower diffraction effi-
ciency. Thus the use of longitidinal mode Q-switch is limited to lower power polarized laser. More 
efficient materials such as PbMoO4 or TeO2 have been used but because of lower damage threshold 
these crystal Q-switch is also limited to low power lasers.

Widebeam AO Modulator

Image (Scophony) AO Modulator The focused-beam-type AO modulator has certain disadvan-
tages. The diffraction spread associated with the narrow optical beam tends to lower the diffraction 
efficiency. More importantly, the focusing of the incident beam results in high peak intensity that 
can cause optical damage for even relatively low laser power levels. For these reasons, it is desirable 
to open up the optical aperture. Due to the basic issue of acoustic transit time, the temporal band-
width of the wide-beam AO modulator will be severely degraded.

TABLE 7 Performance of Acousto-Optic Modulators

Material 
Wavelength

(μm)
Center Frequency

(MHz)
Modulation 

Bandwidth (MHz)
Rise Time

(nsec)
Efficiency

(%)

TeO2 0.44–0.64 200 40 10 80

GaP 0.63–0.83 200 40 10 80

GaP 1.06 160 32 15 70

GaAs 1.3–1.55 120 24 20 70

Ge 10.6 100 20 25 70

Bass_v5ch06_p001-048.indd 6.34 9/21/09 4:31:38 PM

DO
 N

OT
 D

UP
LI

CA
TE



ACOUSTO-OPTIC DEVICES  6.35

In certain applications, such as the laser display system, it is possible to use a much broader optical 
beam in the modulator than that which would be allowed by the transit time limitation. The opera-
tion of the wide-beam modulator is based on the ingenious technique of Scophony light modulation. 
A brief description of the Scophony light modulator is given below; refer to Johnson47 for a thorough 
treatment. 

The Scophony technique is applicable to any system that scans a line at a uniform scan velocity. 
The basic idea is to illuminate a number of picture elements, or pixels, in the modulator (window) 
onto the output line, such that the moving video signal in the modulator produces a corresponding 
image of the pixels that travels across the beam at sound velocity. The image can be made stationary 
by directing the image through a deflector that scans with equal and opposite velocity. Now, if the 
window contains N spots, then N picture elements can be simultaneously exposed in the image at any 
instant, and each picture element will be built up over the access time of the window that is equal to 
N times the spot time. Since the spots are immobilized, there is no loss of resolution in the image, 
provided that the modulator bandwidth is sufficient to produce the required resolution. The design 
of the wide-beam AO modulator is thus the same as that of the Bragg cell.

Acousto-Optic Frequency Shifters Because of the frequency shift associated with the acousto-optic 
diffraction, the AO frequency shifter (AOFS) provides a capability of shifting the optical frequency 
of an incident light beam, a unique ability shared by no other technique. Usually the frequency shift 
specified is either fixed or tunable over a small frequency range. Since the AOFS is often intended 
for use in interferometry, an important requirement is to minimize the distortion of diffracted light 
beam profile. For isotropic AO diffraction the use of an input optics design with low divergence 
ratio A << 1 is the preferred choice. 

Another important requirement is the rejection of incident light, other diffraction order with 
opposite frequency shift, as well as various spurious signals caused by multiple acoustic reflections 
within the AO medium. To achieve high suppression of the residual AM components and obtain the 
ideal spectral purity, the acoustic wave reflection and diffraction in the medium must be considered 
in the device design and fabrications of the AOFS. Similar to focused beam AO modulator the wide 
angle design using birefringent phase array can provide large degree of freedom in the optimization 
of performance parameters such as the optical throughput. The use of crossed polarizers also pro-
vides the advantage of increased rejection ratio.

In the design of AOFS, the desired frequency shift fs is generally chosen to be near the center fre-
quency fo. This constraint is obviously impractical for small frequency shift fs << fo. The AOFS in this 
case is typically constructed by putting two copropagating AO cells in cascade so that the two frequen-
cies subtract to give the small frequency shift. The cascaded AO cells configuration can also be used to 
obtain variable frequency shifts without change of direction. For example, two counterpropagating AO 
cells can be configured so that the two frequencies are added while the directions cancel each other.

6.7 ACOUSTO-OPTIC TUNABLE FILTER

The acousto-optic tunable filter (AOTF) is an all-solid-state optical filter that operates on the prin-
ciple of acousto-optic diffraction in an anisotropic medium. The center wavelength of the filter 
passband can be rapidly tuned across a wide spectral range by changing the frequency of the applied 
radio frequency (RF) signal. In addition to the electronic tunability, other outstanding features of 
the AOTF include large angular aperture while maintaining high spectral resolution, inherent inten-
sity, and wavelength modulation capability. 

The first AOTF, proposed by Harris and Wallace9 used a configuration in which the interacting 
optical and acoustic waves were collinear. Later, Chang10 extended the AOTF concept to a noncol-
linear configuration. The theory and practice of the AOTF have been discussed in a review paper.49 

Based on the viewpoint of device physics, the AOTF is a new AO device of a fundamentally differ-
ent nature compared to AO deflectors and modulators. It operates on longitudinal spatial light modu-
lation (SLM) that occurs only in an anisotropic medium. In accordance with the interaction geometry 
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6.36  MODULATORS

and primary performance requirement the AOTF can be divided into two types. Type I noncritical 
phase matching (NPM) AOTF exhibits large angular aperture and high optical throughput, is best 
suited for spectral imaging applications. Type II critical phase matching (CPF) AOTF emphasizes 
high spectral resolution and low drive power, has shown to be best suited for use as a dynamic-
wavelength division multiplexing (WDM) component. Table 8 shows the range of divergence ratio 
and key performance requirements for the two types of AOTFs.

Principle of Operation

Collinear acousto-optic tunable filter Consider the collinear AO interaction in a birefringent 
crystal, a linearly polarized light beam will be diffracted into the orthogonal polarization if the 
momentum matching condition is satisfied. For a given acoustic frequency the diffracted light beam 
contains only for a small band of optical frequencies centered at the passband wavelength, 

  λo

V n
f

= Δ
  (75)

where Δn is the birefringence. Equation (75) shows that the passband wavelength of the filter can 
be tuned simply by changing the frequency of the RF signal. To separate the filtered light from the 
broadband incident light, a pair of orthogonal polarizers is used at the input and output of the filter. 
The spectral resolution of the collinear AOTF is given by 

 R
nL

o

= Δ
λ

 (76)

A significant feature of this type of electronically tunable filter is that the spectral resolution is main-
tained over a relatively large angular distribution of incident light. The total angular aperture (out-
side the medium) is 

  Δ
Δ

ψ
λ

= 2n
nL

o   (77)

where n is the refractive index for the incident light wave. 
This unique capability of collinear AOTF for obtaining high spectral resolution within a large angular 

aperture was experimentally demonstrated using a transmissive-type configuration shown in Fig. 7.50 
A longitudinal wave is mode converted at the prism interface into a shear wave that propagates down 
along the x axis of the CaMoO4 crystal. An incident light with a wavelength satisfying Eq. (75) 
is diffracted into the orthogonal polarization and is coupled out by the output polarizer. The center 
wavelength of the filter passband was changed from 400 to 700 nm when the RF frequency was tuned 
from 114 to 38 MHz. The full width at half-maximum (FWHM) of the filter passband was measured 
to be 8 Å with an input light cone angle of ±4.8° (F/6). This angular aperture is more than one order of 
magnitude larger than that of a grating for the same spectral resolution. 

Considering the potential of making electronically driven rapid-scan spectrometers, a dedicated effort 
was initiated to develop collinear AOTFs for the UV using quartz as the filter medium.51 Because of the col-
linear structure quartz AOTF demonstrated very high spectral resolution. With a 5-cm-long crystal, a filter 

TABLE 8 Interaction Geometry and Key Performance Goals of AO Tunable Filters

Regime of AO diffraction: Longitudinal SLM
Divergence ratio: a >> 1, R >> 1
Primary performance: Large angular aperture, high optical throughput
Type II Critical phase matching (CPM) AOTF
Regime of AO diffraction: Longitudinal SPM
Primary performance requirement: High resolution, low drive power
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FIGURE 7 Collinear acousto-optic tunable filter with transmissive configuration.

bandwidth of 0.39 nm was obtained at 250 nm. One limitation of this mode conversion type configuration 
is the complicated fabrication procedures in the filter construction. To resolve this issue, a simpler configu-
ration using acoustic beam walk-off was proposed and demonstrated.52 The walk-off AOTF allows the use 
of multiple transducers and thus could realize a wide tuning range. Experimentally, the passband wave-
length was tunable from about 250 to 650 nm by changing the acoustic frequency from 174 to 54 MHz. 
The simple structure of the walk-off filter is particularly attractive for manufacturing.

Noncollinear AOTF The collinearity requirement limits the AOTF materials to rather restricted 
classes of crystals. Some of the most efficient AO materials (e.g., TeO2) are excluded since the per-
tinent elasto-optic coefficient for collinear AO interaction is zero. Early work has demonstrated 
a noncollinear TeO2 AOTF operation using a S[110] on-axis design. However, since the phase-
matching condition of the noncollinear AO interaction is critically dependent on the direction of 
the incident angle of the light beam, this type of filter has a very small angular aperture (on the 
order of milliradians), and its use must be restricted to well-collimated light sources. To overcome 
this deficiency, a new method was proposed to obtain a large-angle filter operation in a noncollinear 
configuration. 

The basic concept of the noncollinear AOTF is shown in the wavevector diagram in Fig. 8. The 
acoustic wavevector is chosen so that the tangents to the incident and diffracted light wavevector loci 
are parallel. When the parallel tangents condition is met, the phase mismatch due to the change of 
angle incidence is compensated for by the angular change of birefringence. The AO diffraction thus 
becomes relatively insensitive to the angle of light incidence, a process referred to as the noncritical 
phase-matching (NPM) condition. The figure also shows the wavevector diagram for the collinear 
AOTF as a special case of noncritical phase-matching.

Figure 9 shows the schematic of a noncollinear acousto-optic tunable filter. The first experi-
mental demonstration of the noncollinear AOTF was reported for the visible spectral region using 
TeO2 as the filter medium. The filter had a FWHM of 4 nm at an F/6 aperture. The center wave-
length is tunable from 700 to 450 nm as the RF frequency is changed from 100 to 180 MHz. Nearly 
100 percent of the incident light is diffracted with a drive power of 120 mW. The filtered beam is 
separated from the incident beam with an angle of about 6°. The experimental result is in agreement 
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FIGURE 8 Wavevector diagram for noncollinear AOTF showing 
noncritical phase matching.
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FIGURE 9 Schematic of noncollinear AOTF.
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with a theoretical analysis.53 The early work on the theory and practice of the AOTF is given in a 
review paper.54

After the first noncollinear TeO2 AOTF, it was recognized that because of its larger aperture and 
simpler optical geometry, this new type of AOTF would be better suited to spectral imaging applica-
tions. A multispectral spectral experiment using a TeO2 AOTF was performed in the visible region.55 
The white light beam was spatially separated from the filtered light and blocked by an aperture stop 
in the immediate frequency plane. A resolution target was imaged through the AOTF and relayed 
onto the camera. At a few wavelengths in the visible region selected by the driving RF frequencies, the 
spectral imaging of the resolution was measured. The finest bar target had a horizontal resolution of 
144 lines/mm and a vertical resolution of 72 lines/mm. Figure 10 shows the measured spectral images 
of the lamp filament through the AOTF at a few selected wavelengths in the visible.

Other application concepts of the new AOTF have also been demonstrated. These include the 
detection of weak laser lines in the strong incoherent background radiation using the extreme dif-
ference in the temporal coherence56 and the operation of multiwavelength AOTF driven by multifre-
quencies simultaneously.57

It is instructive to summarize the advantages of the noncollinear AOTF: (a) it uses efficient AO 
materials; (b) it affords the design freedom of choosing the direction of optical and acoustic wave for 
optimizing efficiency, resolution, angular aperture, and so on; (c) it can be operated without the use 
of polarizers; and (d) it allows simple filter construction ease for manufacturing. As a result, practi-
cally all AOTFs are noncollinear types satisfying the NPM condition.

Noncritical Phase-Matching AOTF 

AOTF characteristics The key performance characteristics of the AOTF operated in the noncrit-
ical phase-matching (NPM) mode will be reviewed. These characteristics include tuning relation, 
angle of deflection and imaging resolution, passband response, spectral resolution, angular aperture, 
transmission and drive power, out-of-band rejection, and sidelobe suppression. 

Tuning relation For an AOTF operated at NPM, the tangents to the incident and diffracted 
optical wavevector surfaces must be parallel. The parallel tangent condition implies that the dif-
fracted extraordinary ray is collinear with the incident ordinary ray,19

 tan qe = e2 tan qo (78)

FIGURE 10 Color images of lamp filament through the first noncollinear AOTF.

Typical selected spectral image

Lens Lens

Main beam

Image plane

Object
plane

White light source

From
RF amplifier 

Bass_v5ch06_p001-048.indd 6.39 9/11/09 2:21:32 PM

DO
 N

OT
 D

UP
LI

CA
TE



6.40  MODULATORS

For a given incident light angle q t, the diffracted light angle qd is readily determined from the above 
equation. Thus, without loss of generality we can assume the incident optical beam to be either ordi-
nary or extraordinary polarized. To minimize wavelength dispersion an ordinary polarized light 
(o-wave) is chosen as the incident light in the following analysis.

Substituting Eq. (78) into the phase matching Eq. (22), the acoustic wave direction and center 
wavelength of the passband can be expressed as a function of the incident light angle. 

  tan qa = (cos qo + ro)/sin qo (79)

 λ θ ρ θ δρ θo o a a o on V f= − + −[ ( ) ][( ) cos ( ) sin/ 1 12 2
0

2 2
oo] /1 2  (80) 

where ro = (1 + d sin2qo)
1/2 and d = (e2 – 1)/2. The above expressions are exact. For small birefrin-

gence Δn = no |d | << no, Eqs. (81) and (82) yield the approximate solution for the acoustic wave 
direction and acoustic frequency:

 tan qa = 2/tan qo – (1 + d ) tan qo (81)

 λ θ θo a o oV n f= +( )(sin sin ) /Δ / 4 2 1 22  (82)

Angle of deflection In a noncollinear AOTF the diffracted light is spatially separated from the 
incident light. The deflection angle qD is defined as the deviation of the diffracted light from that of 
the incident light. For small birefringence, qD is approximately given by

 qD ≈ Δn sin 2qo (83)

Equation (83) shows that qD depends only on the input optical angle. It reaches maximum value Δn 
when qo = 45°. For instance, in a TeO2 AOTF operated at 633 nm, Δn ≈ 0.15, the maximum deflec-
tion angle for TeO2 AOTF is about 8.6°. As a result of the finite angle of deflection angle the noncol-
linear AOTF can operate without the use of polarizers.

Bandpass response For an acoustic column of uniform amplitude, the bandpass response is 
given by T(lo) = To sinc2 Δs  L, where To is the peak transmission at exact momentum matching, L is 
the interaction length, and Δs  is the momentum mismatch. It can be shown19 that

 Δσ θ θ= − Δ + Δ Δ +b n F Fi o osin ( ) ( )[ ( ) (sin2 2
1

2
22λ λ λ/ / θθ φ θi FΔ +) ( ) ]2

3
3Δ  (84)

where 

 F1 = 2 – 3sin2qo  F2 = 2 – sin2qo  F3 = – sin 2qo (85)

Δl, Δq, and Δf are deviations in wavelength, polar, and azimuth angles of the incident light beam, b 
is the dispersion constant defined by b n no o= −Δ Δλ δ δλ( )/ .

Resolution Equation (84) shows that half peak transmission occurs when Δs L ≈ 0.44. The full 
width at half-maximum (FWHM) of the AOTF is given by 

  Δλ λ θ= 0 9 2 2. / sino ibL   (86) 

The spectral resolution (i.e., longitudinal resolution) of the AOTF is given by 

 Rl = lo/Δl = ΔnL sin2qi/lo (87)
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Angular aperture The acceptance (half) angles in the polar plane (qo ≠ 54.7) and azimuth 
planes are given by

 Δ Δθ λ= ±n nLFo( ) // 1
1 2  (88)

 Δ Δφ λ= ±n nLFo( ) // 2
1 2  (89)

At qo ≈ 54.7, F1 = 0, and the angular aperture in the polar plane reaches a maximum.

  Δ Δθ λ= ±n nLo( ) // 1 3   (90)

As a general rule, the noncollinear AOTF is operated without the use of polarizers. Thus the deflec-
tion angle qD sets the upper limit for the angular aperture for the AOTF. Assuming the incident is a 
rectangular beam of width D. This yields a transverse or imaging resolution

 R
D n

t
D

o o
o= =

θ
δθ λ

θΔ
sin2  (91)

Optical throughput The filter transmission for normalized input light distribution I (qi, øi) is 
obtained by integrating the plane-wave transmission over the solid angle aperture 

 I T I d dd i i i i i i
i i

( ) ( , , ) ( , )sin ,
,

Δ Δλ λ θ ϕ θ ϕ θ θ ϕ
α β

= ∫ ii  (92)

Transmission and drive power The peak transmission of an AOTF is given by

  T M P L
o

o
d=

⎛
⎝⎜

⎞
⎠⎟

sin

/

2
2

2 2
2

1 2

2

π
λ

  (93)

where Pd is the acoustic power density. Maximum transmission occurs when the drive power reaches 
the value

 p
A

M La
o=

λ 2

2
22

 (94)

where A is the optical aperture. Because of the λo
2 dependence, the drive power of an AOTF increases 

rapidly as the wavelength increases. For instance, at lo = 4 μm, the required acoustic power for a 1 cm 
infrared TeO2 AOTF exceeds about 10 W. The required high drive power is perhaps the most severe 
limitation of the infrared AOTF. 

Sidelobe suppression As an optical filter, one of the most undesired characteristics of the AOTF 
is the nonuniform in-band frequency response and the high sidelobes/fall-off shape near the edge of 
the passband. The AOTF bandpass response is proportional to the amplitude square of the Fourier 
transform of the acoustic field. For uniform acoustic excitation, the AOTF exhibits a sinc2-type 
bandpass characteristic with many sidelobes. The nearest sidelobe is only about 13 dB below the main 
lobe. A more serious problem is that the envelope of the sidelobe decays slowly at a fall-off rate of 
–6 dB per octave. In principle, suppression of the high sidelobes can be obtained by the technique 
of amplitude apodization, a process that slowly reduces the acoustic amplitude profile at the trans-
ducer according to a prescribed weighting function. The real problem is the practicality of imple-
menting the apodization. A number of transducer apodization techniques have been experimentally 
investigated.58 These include (1) the use of segmented transducers weighted with designed resistive 
coupling or varying electrode area; and (2) tapered windows with an air gap or dielectric layer. 
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The effectiveness of each method varies depending on the size and thickness of the acoustic fre-
quency, among other factors. Typically, the highest sidelobes of apodized devices are about 20 to 
25 db below main peak. However, the result is very sensitive to the fabrication tolerance and design 
parameters. The price to pay is the reliability and high cost of the fabrication.

Spectral Tuning Range Prior to 1980, both the collinear and noncollinear types of AOTFs have 
been successfully demonstrated covering the spectral range from ultraviolet (UV) to long-wave 
infrared (LWIR). However, due to the various performance limitations such as polarization depen-
dence, limited optical aperture and resolution and in particular high drive power, the TeO2 AOTF is 
the only type that has been deployed in practical optical systems. Considerable effort were devoted 
to overcome the basic limitations of AOTF technology and extend the usable spectral range.58 The 
progress of AOTFs for the various spectral regions are summarized as follows.

Ultraviolet (UV) AOTF Until recently, collinear quartz AOTF has been the only type for the UV 
region. The performance limitations of the quartz filter include (1) limited UV operating range: due 
to the optical absorption of calcite polarizers, the short wavelength cutoff of the UV AOTF is about 
240 nm, (2) high drive power: because of the small figure of merit, the drive power is typically above 
10 W; and (3) low optical throughput: the fixed on-axis of the collinear interaction geometry lacks 
the design flexibility with typically small solid angle x aperture characteristics. To overcome these 
drawbacks, two noncollinear UV AOTFs were developed.59 

These include (1) A KDP UV AOTF operated without polarizers was demonstrated at 253.7 nm 
using a Hg lamp. The device was tunable from 190 to 340 nm. The measured result include a full-
width at half-maximum (FWHM) of 0.79 nm and a peak diffraction efficiency of 50 percent at 1.3 W 
input power. The deflection angle of the filtered light separated from the broadband incident light 
is 1.9°. (2) A Far UV AOTF made of MgF2 was tested at 196.03 nm from a hollow cathode lamp. A 
Brewster-type polarizer made of a pile of thin MgF2 plates was used in the test. The FWHM of the 
AOTF was about 3 nm. The diffracted light intensity was about 45 percent at a drive power of 6 W. 
Because of the UV transmission, the AOTF is extendable to 150 nm.

Mid-infrared AOTF The most severe technological issues that limit the extension of spectral 
range to thermal infrared region are (1) high drive power requirement due to the l2 dependence and 
(2) catastrophic device failure when operated at low temperatures. To resolve these critical issues a 
number of the TeO2 AOTFs feasibility models for the mid-wave infrared (MWIR) have been built 
and tested.60 Performance characteristics of the 1 cm2 size acoustically resonant AOTFs measured at 
3.39 μm include tuning range: 2.5 to 5 μm, bandwidth 15 nm, and drive power (at 80 percent effi-
ciency) less than 0.5 W, with a resonance gain about 20. Repeated operation of the low-power MWIR 
AOTF was obtainable for temperature above 150 K. However, because of the power thermal conduc-
tivity of TeO2 below the critical temperature the crystal or the transducer may crack. The reliability 
of the resonant AOTF operated at cryogenic temperature remains a major engineering issue.

Long wave infrared AOTF Operation of the AOTF were demonstrated in the LWIR region of 
8 to 12 μm were demonstrated prior to 1980. Stimulated by the important potential application for 
hyperspectral imaging, there has been considerable effort to develop practical LWIR AOTF for opti-
cal remote sensing systems.

For AOTF operated in the long-wave infrared (LWIR) the high drive power is even a much serious 
problem. Because of its high figure of merit Tl3AsSe3 (TAS) is considered to be the best LWIR AOTF 
material. Even with its exceedingly large AO figure of merit (>2000), the TAS AOTF has to operate 
on pulsed basis with low duty cycle. However, because of extremely low thermal conductivity and the 
brittle nature of the TAS crystals, the potential of practical TAS AOTF operated at low temperature 
does not appear promising.

Performance of NPM AOTF The AOTF possesses many salient features that make it attractive 
for a variety of optical system applications. To realize the benefits of these merits the limitations 
of the AOTF must be considered when compared with the competing technologies. Based on the 
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previous discussion of the usable spectral range, it appears that with the exception of possible new 
development in the UV, only the TeO2 AOTFs operated in the visible to SWIR can be considered as 
a matured technology ready for system deployment. Considering the primary niche, it is pertinent 
to improve the basic performance of the AOTFs for meeting the system requirement. Table 9 shows 
two selected high performance NPM AOTFs. These include (1) broadband imaging AOTF with two 
octave tuning range in a single unit and (2) high resolution high efficiency AOTF suited as rapid 
random access laser tuner.

The AOTF has the unique capability of being able to simultaneously and independently add or 
drop multiwavelength signals. As such, it can serve as a WDM cross-connect for routing multiwave-
length optical signals along a prescribed connection path determined by the signal’s wavelength. 
Because of this unique attractive feature, the AOTF appears to be suited for use as dynamical recon-
figurable components for the WDM network. However, due to the relatively high drive power and low 
resolution requirement, the AOTF has not been able to meet the requirement for dense wavelength 
division multiplexing (DWDM) applications. This basic drawback of the AOTF is the result of finite 
interaction length limited by the large acoustic beam walk-off in the TeO2 crystal. To overcome this 
intrinsic limitation, a new type of noncollinear AOTF showing significant improvement of resolu-
tion and diffraction efficiency was proposed and demonstrated.60,61 The filter is referred to as the 
collinear beam (CB) AOTF, since the group velocity of the acoustic wave and light beams are chosen 
to be collinear. An extended interaction length was realized in a TeO2 AOTF with narrow bandwidth 
and significantly lower drive power. Figure 11 shows the schematic of an in-line TeO2 CBAOTF using 
internal mode conversion.

An initial test of the CBAOTF was performed at 1532 nm using a HeNe laser as the light source.61 
Figure 12 shows the bandpass response of the CBAOTF obtained by monitoring the diffracted light 
intensity as the acoustic frequency was swept through the laser line. As shown in the figure, the slowly 
decaying bandpass response appears to be a Lorentzian shape with observable sidelobes. However, the 
falloff rate of the bandpass at –6 dB per octave wavelength change is the same as the envelope of the 
sinc2 response of the conventional AOTF. 

TABLE 9 Broadband and High Resolution Type NPM AOTF 

Type Broadband (8 × 8 mm) High-Resolution AOTF

Aperture 10 × 10 mm 5 × 5 mm

Wavelength 400–1100 700–2500 400–650 650–1100

Bandwidth (cm1) 25 20 5 7

Δl (nm) 1 5 0.12 0.5

At lo (μm) 633 1550 442 830

Efficiency (%) 80 70 95 95

RF power (W) 1 2 1  2

FIGURE 11 Collinear beam AOTF using internal mode conversion.
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The half-power bandwidth was measured to be 25 kHz, which corresponds to an optical FWHM 
of 1 nm or 4.3 cm–1. The diffracted light reaches a peak value of 95 percent when the drive power is 
increased to about 55 mW. Compared to the state-of-the-art high resolution NPM, the measured 
result showed that the drive power was about 50 times smaller. The low drive power advantage of the 
CBAOTF is most important for WDM application, which requires simultaneously a large number of 
channels. 

Although the CBAOTF has resolved the most basic limitation of high drive power requirement, 
to be used as a dynamic DWDM component, there still remains several critical technical bottleneck. 
For a 100-GHz (0.8 nm at 1550 nm) wavelength spacing system, the AOTF has to satisfy a set of 
performance goals. These include: polarization independent operation, full width at half-maximum 
(FWHM) of 0.4 nm, drive power of 150 mW per signal, and the sidelobe must be suppressed to be 
lower than at least 30 dB at 100 GHz away from the center wavelength. Significant progress has been 
made in the effort to overcome these critical issues. These are discussed below. 

Polarization independence The operation of AOTF is critically dependent on the polarization 
state of the incoming light beam. To make it polarization-independent, polarization diversity con-
figurations (PDL) are used.62 The scheme achieves polarization independence by dividing into two 
beams of orthogonal polarization, o- and e-rays with a polarization beam splitter (PBS) passing 
through two single polarization AOTFs in two paths, then combing the two diffracted o- and e-rays 
of selected wavelengths with a second PBS. Half-wave plates are used to convert the polarization of 
the light beam so that o-rays are incident onto the AOTF. 

Sidelobe suppression Due to low crosstalk requirement, the sidelobe at the channel must be 
sufficiently low (~35 dB). This is the most basic limitation and as such it will be discussed in some 
detail. There are three kinds of crosstalk. These include the interchannel crosstalk caused by the 

FIGURE 12 Bandpass of CBAOTF (RF swept through a 1.550-μm laser line).
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sidelobe level of the AOTF bandpass; and the extinction ratio, an intrachannel crosstalk due to the 
finite extinction ratio. The most severe crosstalk is the coherent type that originates from the mixing 
of sidelobe of light beam l1 shifted by frequencies ƒ1 and ƒ2. The optical interference of the two light 
beams will result in an amplitude-modulated type crosstalk at the difference frequency of ƒ1 − ƒ2. 
This type of interchannel crosstalk is much more severe since the modulation is proportional to the 
amplitude or square root of the sidelobe power level.

Several apodization techniques have been developed in order to suppress the high sidelobe. A 
simple approach of tilted configuration to simulate a various weighting function appears to be most 
practical.58 A major advantage of this approach is the design flexibility to obtain a desired tradeoff 
between sidelobe suppression and bandwidth.

Another technique for reducing the sidelobe is to use two or more AOTFs in an incoherent opti-
cal cascade. The bandpass response of the incoherently cascaded AOTFs is equal to the product of 
the single stage and thus can realize a significantly reduced sidelobe. This doubling of sidelevel by 
cascaded cells has been experimentally demonstrated.58

A number of prototype devices of polarization independent (PI) CBAOTF using the tilt configuration 
have been built. Typical measured results at 1550 nm include 1.0 nm FWHM, peak efficiency 95 percent 
at 80 mW drive power insertion loss; –3 dB polarization-independent loss; 0.1 dB polarization mode 
dispersion (PDL); 1 psec, and sidelobe below –27 dB at 3 nm from the center wavelength.58

To further reduce the half power bandwidth, a higher angle cut design was chosen in the follow-on 
experimental work. A 65°, apodized CBAOTF was designed and fabricated. The primary design goal 
was to meet the specified narrow bandwidth and accept the sidelobe level based on the tradeoff rela-
tion. Test results of the 65° devices measured at 1550 are summarized in Table 10. Except the sidelobe 
suppression goal, the 65° device essentially satisfies all other specifications. The specified sidelobe 
level of –35 dB for the 100-GHz channel spacing can be met by using two CBAOTFs in cascade.

In conclusion, it is instructive to emphasize the unique advantage of the AOTF. Because of its ran-
dom access wavelength tunability over large spectral range, the CBAOTF provides a low-cost imple-
mentation of a dynamic multiwavelength component for DWDM and other noncommunication 
type of application with nonuniform distribution of wavelengths.
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7.1 GLOSSARY

A, [A] general symmetric matrix

[a] orthogonal transformation matrix

 b electrode separation of the electro-optic modulator

 D displacement vector

 d width of the electro-optic crystal

 E electric fi eld

 H magnetic fi eld

IL insertion loss

 k wavevector, direction of phase propagation

 L length of the electro-optic crystal

 L/b aspect ratio

 N number of resolvable spots

 nm refractive index of modulation fi eld

 nx, ny, nz principal indices of refraction

 rijk third-rank linear electro-optic coeffi cient tensor

 S Poynting (ray) vector, direction of energy fl ow 

 Sijkl fourth-rank quadratic electro-optic coeffi cient tensor 

 T transmission or transmissivity 

 V applied voltage 

 Vp half-wave voltage 

 np phase velocity 

 nm modulation phase velocity 

7.1
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 ns ray velocity 

 w beamwidth 

 wo resonant frequency of an electro-optic modulator circuit 

 X position vector in cartesian coordinates 

 ′X  electrically perturbed position vector in cartesian coordinates 

 (x, y, z) unperturbed principal dielectric coordinate system 

 ( , , )′ ′ ′x y z  new electro-optically perturbed principal dielectric coordinate system

 ( , , )′′ ′′ ′′x y z  wavevector coordinate system 

 ( , , )′′′ ′′′ ′′′x y z  eigenpolarization coordinate system 

 β
1
 polarization angle between ′′′x  and ′′x  

 β
2
 polarization angle between ′′′y  and ′′x  

 Γ phase retardation 

 Γm amplitude modulation index 

 Δη electro-optically induced change in the index of refraction or birefringence 

 Δ( / )1 2η  electro-optically induced change in an impermeability tensor element 

 Δφ angular displacement of beam 

 Δv bandwidth of a lumped electro-optic modulator 

 δ  phase modulation index 

 [d] permittivity tensor 

 e0  permittivity of free space 

 [ ]d −1  inverse permittivity tensor 

 ε ε εx y z, ,  principal permittivities 

 [ ]�  dielectric constant tensor 

 [ ]� −1 inverse dielectric constant tensor 

 � � �x y z, ,  principal dielectric constants 

 ηm extinction ratio 

 θ  half-angle divergence 

 θ φk k,  orientation angles of the wavevector in the (x, y, z) coordinate system 

 ϑ  optic axis angle in biaxial crystals 

 λ wavelength of the light 

 [ ]λ  diagonal matrix 

 ν tw bandwidth of a traveling wave modulator 

 ξ  modulation effi ciency 

 ρ modulation index reduction factor 

 τ  transit time of modulation signal 

 φ  phase of the optical fi eld

 Ω plane rotation angle 

 ϖ  beam parameter for bulk scanners 

 ωd frequency deviation 

 ωe stored electric energy density 

 ωm modulation radian frequency 

 [ / ]1 2n ′ electro-optically perturbed impermeability tensor

 [ / ]1 2n  inverse dielectric constant (impermeability) tensor

 Γwg overlap correction factor

 b waveguide effective propagation constant
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7.2 INTRODUCTION

Electro-optic modulators are used to control the amplitude, phase, polarization state, or position of 
an optical beam, or light wave carrier, by application of an electric field. The electro-optic effect is 
one of several means to impose information on, or modulate, the light wave. Other means include 
acousto optic, magneto optic, thermo optic, electroabsorption, mechanical shutters, and moving 
mirror modulation and are not addressed in this chapter, although the fundamentals presented in 
this chapter may be applied to other crystal optics driven modulation techniques. 

There are basically two types of modulators: bulk and integrated optic. Bulk modulators are made 
of single pieces of optical crystals, whereas the integrated optic modulators are constructed using 
waveguides fabricated within or adjacent to the electro-optic material. Electro-optic devices have been 
developed for application in communications,l–4 analog and digital signal processing,5 information 
processing,6 optical computing,6,7 and sensing.5,7 Example devices include phase and amplitude mod-
ulators, multiplexers, switch arrays, couplers, polarization controllers, and deflectors.1,2 Given are rota-
tion devices,8 correlators,9 A/D converters,10 multichannel processors,11 matrix-matrix and matrix-
vector multipliers,11 sensors for detecting temperature, humidity, radio-frequency electrical signals,5,7 
and electro-optic sampling in ultrashort laser applications.12,13 The electro-optic effect allows for much 
higher modulation frequencies than other methods, such as mechanical shutters, moving mirrors, or 
acousto-optic devices, due to a faster electronic response time of the material. 

The basic idea behind electro-optic devices is to alter the optical properties of a material with an 
applied voltage in a controlled way. The direction dependent, electrically induced physical changes in 
the optical properties are mathematically described by changes in the second rank permittivity ten-
sor. The tensor can be geometrically interpreted using the index ellipsoid, which is specifically used to 
determine the refractive indices and polarization states for a given direction of phase propagation. The 
changes in the tensor properties translate into a modification of some parameter of a light wave carrier, 
such as phase, amplitude, frequency, polarization, or position of the light as it propagates through the 
device. Therefore, understanding how light propagates in these materials is necessary for the design and 
analysis of electro-optic devices. The following section gives an overview of light propagation in aniso-
tropic materials that are homogeneous, nonmagnetic, lossless, optically inactive, and nonconducting. 
Section 7.4 gives a geometrical and mathematical description of the linear and quadratic electro-optic 
effects. This section illustrates how the optical properties described by the index ellipsoid change with 
applied voltage. A mathematical approach is offered to determine the electrically perturbed principal 
dielectric axes and indices of refraction of any electro-optic material for any direction of the applied 
electric field as well as the phase velocity indices and eigenpolarization orientations for a given wave-
vector direction. Sections 7.5 and 7.6 describe basic bulk electro-optic modulators and integrated 
optic modulators, respectively. Finally, example applications, common materials, design considerations, 
and performance criteria are discussed. 

The discussion presented in this chapter applies to any electro-optic material, any direction of the 
applied voltage, and any direction of the wavevector. Therefore, no specific materials are described 
explicitly, although materials such as lithium niobate (LiNbO3), potassium dihydrogen phosphate 
(KDP), and gallium arsenide (GaAs) are just a few materials commonly used. Emphasis is placed on the 
general fundamentals of the electro-optic effect, bulk modulator devices, and practical applications. 

7.3 CRYSTAL OPTICS AND THE INDEX ELLIPSOID

With an applied electric field, a material’s anisotropic optical properties will be modified, or an 
isotropic material may become optically anisotropic. Therefore, it is necessary to understand light 
propagation in these materials. For any anisotropic (optically inactive) crystal class there are two 
allowed orthogonal linearly polarized waves propagating with differing phase velocities for a given 
wavevector k. Biaxial crystals represent the general case of anisotropy. Generally, the allowed waves 
exhibit extraordinary-like behavior; the wavevector and ray (Poynting) vector directions differ. 
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7.4  MODULATORS

In addition, the phase velocity, polarization orientation, and ray vector of each wave change distinctly 
with wavevector direction. For each allowed wave, the electric field E is not parallel to the displacement 
vector D (which defines polarization orientation) and, therefore, the ray vector S is not parallel to 
the wavevector k as shown in Fig. 1. The angle a1 between D and E is the same as the angle between 
k and S, but for a given k, α α1 2≠ . Furthermore, for each wave D ⊥ k ⊥ H and E ⊥ S ⊥ H, forming 
orthogonal sets of vectors. The vectors D, E, k, and S are coplanar for each wave.14 

The propagation characteristics of the two allowed orthogonal waves are directly related to the 
fact that the optical properties of an anisotropic material depend on direction. These properties are 
represented by the constitutive relation D = [ ]ε  E, where [ ]ε  is the permittivity tensor of the medium 
and E is the corresponding optical electric field vector. For a homogeneous, nonmagnetic, lossless, 
optically inactive, and nonconducting medium, the permittivity tensor has only real components. 
Moreover, the permittivity tensor and its inverse, [ ] / [ / ]ε ε− =1

0
21 1 n , where n is the refractive index, 

are symmetric for all crystal classes and for any orientation of the dielectric axes.15–17 Therefore the 
matrix representation of the permittivity tensor can be diagonalized, and in principal coordinates the 
constitutive equation has the form 
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where reduced subscript notation is used. The principal permittivities lie on the diagonal of [ ]ε .
The index ellipsoid is a construct with geometric characteristics representing the phase velocities 

and the vibration directions of D of the two allowed plane waves corresponding to a given optical 
wave-normal direction k in a crystal. The index ellipsoid is a quadric surface of the stored electric 
energy density ωe of a dielectric,15,18

 ω εe i j
ji

TE E= × = =∑∑1
2

1
2

1
2 0E D E Eεij ][�    i, j = x, y, z (2a)

where T indicates the transpose.

E2

D2, H1

S2

S2

S1

S1

E1

D1, H2

k

k

a1

a1

a2

ka2

FIGURE 1 The geometric relationships of the electric quanti-
ties D and E and the magnetic quantities B and H to the wavevector 
k and the ray vector S are shown for the two allowed extraordinary-
like waves propagating in an anisotropic medium.14
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In principal coordinates, that is, when the dielectric principal axes are parallel to the reference 
coordinate system, the ellipsoid is simply

 ω ε ε εe x x y y z zE E E= + +1
2 0

2 2 2( )�  (2b)

where the convention for the dielectric constant subscript is ε εxx = x, and so on. The stored energy 
density is positive for any value of electric field; therefore, the quadric surface is always given by an 
ellipsoid.15,18–20 

Substituting the constitutive equation, Eq. (2b) assumes the form ( / ) ( / ) ( / )D D Dx x y y z z
2 2 2ε ε+ + =�

e2ω ε. By substituting x Dx e= /( ) /2 0
1 2ω ε  and nx x

2 = ε  and similarly for y and z, the ellipsoid is expressed 
in cartesian principal coordinates as 

 x

n

y

n

z

nx y z

2

2

2

2

2

2
1+ + =  (3a)

In a general orthogonal coordinate system, that is, when the reference coordinate system is not 
aligned with the principal dielectric coordinate system, the index ellipsoid of Eq. (3a) can be written 
in summation or matrix notation as

 X n X n x y z

n n

i
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j
T( / ) [ / ] ( )

/ /

1 1

1 1
2 2
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∑∑ = =X X
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 (3b)

where X = [x, y, z]T, and all nine elements of the inverse dielectric constant tensor, or impermeability 
tensor, may be present. For sections that follow, the index ellipsoid in matrix notation will be par-
ticularly useful.

Equation (3b) is the general index ellipsoid for an optically biaxial crystal. If nxx = nyy, the surface 
becomes an ellipsoid of revolution, representing a uniaxial crystal. In this crystal, one of the two 
allowed eigenpolarizations will always be an ordinary wave with its Poynting vector parallel to the 
wavevector and E parallel to D for any direction of propagation. An isotropic crystal (nxx = nyy = nzz)
is represented by a sphere with the principal axes having equal length. Any wave propagating in this 
crystal will exhibit ordinary characteristics. The index ellipsoid for each of these three optical sym-
metries is shown in Fig. 2. 

For a general direction of phase propagation k, a cross section of the ellipsoid through the origin 
perpendicular to k is an ellipse, as shown in Fig. 2. The major and minor axes of the ellipse represent the 

z´ z

y

y´
y´

y

x´

x

Optic axisx´

x

Isotropic

z´
z

Uniaxial

ý

y

x

Optic axis

Optic axis

x´

ź
z

Biaxial

FIGURE 2 The index ellipsoids for the three crystal symmetries are shown in nonprincipal coordi-
nates (x′, y′, z′) relative to the principal coordinates (x, y, z). For isotropic crystals, the surface is a sphere. 
For uniaxial crystals, it is an ellipsoid of revolution. For biaxial crystals, it is a general ellipsoid.21
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orthogonal vibration directions of D for that particular direction of propagation. The lengths of these 
axes correspond to the phase velocity refractive indices. They are, therefore, referred to as the “fast” and 
“slow” axes. Figure 3b illustrates the field relationships with respect to the index ellipsoid. The line in the 
(k, Di) plane (i = l or 2) that is tangent to the ellipsoid at Di is parallel to the ray vector Si; the electric field 
Ei also lies in the (k, Di) plane and is normal to Si. The line length denoted by nSi

gives the ray velocity as 
v c ns si i

= /  for Si. The same relationships hold for either vibration, Dl or D2. 
In the general ellipsoid for a biaxial crystal there are two cross sections passing through the center 

that are circular. The normals to these cross sections are called the optic axes (denoted in Fig. 2 in a 
nonprincipal coordinate system), and they are coplanar and symmetric about the z principal axis in 
the x-z plane. The angle ϑ  of an optic axis with respect to the z axis in the x-z plane is 

 tanϑ =
−
−

n

n

n n

n n
z

x

y x

z y

2 2

2 2
 (4)

The phase velocities for Dl and D2 are equal for these two directions: v1 = v2 = c/ny. In an ellipsoid 
of revolution for a uniaxial crystal, there is one circular cross section perpendicular to the z principal 
axis. Therefore, the z axis is the optic axis, and ϑ = 0° in this case. 

7.4 THE ELECTRO-OPTIC EFFECT

At an atomic level, an electric field applied to certain crystals causes a redistribution of bond charges 
and possibly a slight deformation of the crystal lattice.16 In general, these alterations are not iso-
tropic; that is, the changes vary with direction in the crystal. Therefore, the dielectric tensor and its 
inverse, the impermeability tensor, change accordingly. The linear electro-optic effect, or Pockels, is 
a change in the impermeability tensor elements that is proportional to the magnitude of the externally 
applied electric field. Only crystals lacking a center of symmetry or macroscopically ordered dipolar 
molecules exhibit the Pockels effect. On the other hand, all materials, including amorphous materi-
als and liquids, exhibit a quadratic (Kerr) electro-optic effect. The changes in the impermeability 
tensor elements are proportional to the square of the applied field. When the linear effect is present, 
it generally dominates over the quadratic effect. 

z

k

y

nz

n1 or n2

ns1
or ns2

E1 or E2

(b)(a)

S1 or S2

zk
k

D1 or D2

xk or yk

a1 or a2

a1 or a2

ny

nx

x

D2

yk

n2

n1

D1

xk

zk

FIGURE 3 (a) The index ellipsoid cross section (crosshatched) that is normal to the wavevector k has 
the shape of an ellipse. The major and minor axes of this ellipse represent the directions of the allowed polar-
izations Dl and D2 and (b) for each eigenpolarization (l or 2) the vectors D, E, S, and k are coplanar.21
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Application of the electric field induces changes in the index ellipsoid and the impermeability 
tensor of Eq. (3b) according to

 X XT

n n

1 1
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2 2
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=Δ  (5)

where the perturbation is
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Since n is dimensionless, and the applied electric field components are in units of V/m, the units 
of the linear rijk coefficients are in m/V and the quadratic coefficients sijkl are in m2/V2.

The linear electro-optic effect is represented by a third rank tensor rijk with 33 = 27 independent 
elements, that if written out in full form, will form the shape of a cube. The permutation symmetry of 
this tensor is rijk = rikj, i, j, k = 1, 2, 3 and this symmetry reduces the number of independent ele-
ments to 18.22 Therefore, the tensor can be represented in contracted notation by a 6 × 3 matrix; that 
is, rijk ⇒ rij, i = 1, . . . , 6 and j = 1, 2, 3. The first suffix is the same in both the tensor and the contracted 
matrix notation, but the second two tensor suffixes are replaced by a single suffix according to the 
following relation.

Tensor notation  11 22 33 23,32 31,13 12,21
Matrix notation 1 2 3 4 5 6

Generally, the rij coefficients have very little dispersion in the optical transparent region of a crystal.23 
The electro-optic coefficient matrices for all crystal classes are given in Table 1. References 16, 23, 24, 
and 25, among others, contain extensive tables of numerical values for indices and electro-optic coef-
ficients for different materials. 

The quadratic electro-optic effect is represented by a fourth rank tensor sijkl. The permutation 
symmetry of this tensor is sijkl = sjikl = sijlk , i, j, k, l = 1, 2, 3. The tensor can be represented by a 6 × 

6 matrix; that is, sijkl ⇒ skl , k, l = 1, . . . , 6. The quadratic electro-optic coefficient matrices for all crystal 
classes are given in Table 2. Reference 16 contains a table of quadratic electro-optic coefficients for 
several materials. 

The Linear Electro-Optic Effect 

An electric field applied in a general direction to a noncentrosymmetric crystal produces a linear 
change in the constants ( / )1 2n

i due to the linear electro-optic effect according to 
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where rij is the ijth element of the linear electro-optic tensor in contracted notation. In matrix form 
Eq. (7) is 
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TABLE 1 The Linear Electro-Optic Coefficient Matrices in Contracted Form for All Crystal Symmetry Classes16

Centrosymmetric (1, 2/m, mmm, 4/m, 4/mmm, 3, 3 m6/m, 6/mmm, m3, m3m):
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7.8

∗The symbol over each matrix is the conventional symmetry-group designation.
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ELECTRO-OPTIC MODULATORS  7.9

TABLE 2 The Quadratic Electro-Optic Coefficient Matrices in Contracted Form for All Crystal Symmetry 
Classes16
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7.10  MODULATORS

Ex, Ey, and Ez are the components of the applied electric field in principal coordinates. The magni-
tude of Δ( / )1 2n  is typically on the order of less than 10–5. Therefore, these changes are mathematically 
referred to as perturbations. The new impermeability tensor [ / ]1 2n ′ in the presence of an applied elec-
tric field is no longer diagonal in the reference principal dielectric axes system. It is given by 

 [ / ]

/ ( / ) ( / ) ( / )

( /1

1 1 1 1
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 (9)

and is determined by the unperturbed principal refractive indices, the electro-optic coefficients, 
and the direction of the applied field relative to the principal coordinate system. However, the field-
induced perturbations are symmetric, so the symmetry of the tensor is not disturbed. The new index 
ellipsoid is now represented by 

 ( / ) ( / ) ( / ) ( / )1 1 1 2 12
1

2 2
2

2 2
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2 2
4n x n y n z n y′ + ′ + ′ + ′ zz n xz n xy+ ′ + ′ =2 1 2 1 12

5
2

6( / ) ( / )  (10)

or equivalently, X XT n[ / ]1 12 ′ = , where X = [x y z]T. 19,26 The presence of cross terms indicates that 
the ellipsoid is rotated and the lengths of the principal dielectric axes are changed. Determining the 
new orientation and shape of the ellipsoid requires that [ / ]1 2n ′ be diagonalized, thus determining 
its eigenvalues and eigenvectors. After diagonalization, in a suitably rotated new coordinate system 

′ = ′ ′ ′X [ ]x y z  the perturbed ellipsoid will then be represented by a square sum: 

 
′ + ′ + ′ =

′ ′ ′

x

n

y

n

z

nx y z

2

2

2

2

2

2
1  (11)

The eigenvalues of [ / ]1 2n ′ are 1 1 12 2 2/ , / , /n n nx y z′ ′ ′. The corresponding eigenvectors are x� = [ ]x y zx x x
T

′ ′ ′ , 
and y� = [ ]x y zz z z

T
′ ′ ′ , respectively.

TABLE 2 The Quadratic Electro-optic Coefficient Matrices in Contracted Form for All Crystal Symmetry 
Classes16 (Continued)
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ELECTRO-OPTIC MODULATORS  7.11

The Quadratic or Kerr Electro-Optic Effect 

An electric field applied in a general direction to any crystal, centrosymmetric or noncentrosym-
metric, produces a quadratic change in the constants ( / )1 2n i due to the quadratic electro-optic effect 
according to 
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 (12)

Ex, Ey, and Ez are the components of the applied electric field in principal coordinates. The per-
turbed impermeability tensor and the new index ellipsoid have the same form as Eqs. (9) and (10). 

Normally, there are two distinctions made when considering the Kerr effect: the ac Kerr effect and 
the dc Kerr effect. The induced changes in the optical properties of the material can occur as the result 
of a slowly varying applied electric field, or it can result from the electric field of the light itself. The 
former is the dc Kerr effect and the latter is the ac or optical Kerr effect. The dc Kerr effect is given by

 Δn = λKE2
 (13)

where K is the Kerr constant in units of m/V2 and l is the freespace wavelength. Some polar liquids 
such as nitrobenzene (C6H5NO2), which is poisonous, exhibit very large Kerr constants which are 
much greater than those of transparent crystals.27 In contrast to the linear Pockels electro-optic effect, 
larger voltages are required for any significant Kerr modulation.

The ac or optical Kerr effect occurs when a very intense beam of light modulates the optical mate-
rial. The optical Kerr effect is given by

 n n n Io= + 2  (14)

which describes the intensity dependent refractive index n, where no is the unmodulated refractive 
index, n2 is the second order nonlinear refractive index (m2/W), and I is the intensity of the wave (W). 
Equation 14 is derived from the expression for the electric field induced polarization in a material 
as a function of the linear and nonlinear susceptibilities. This intensity dependent refractive index is 
used as the basis for Kerr-lens mode-locking of ultrashort lasers. It is also responsible for nonlinear 
effects of self-focusing and self-phase modulation.28

A Mathematical Approach: The Jacobi Method

The analytical design and study of electro-optic modulators require robust mathematical techniques 
due to the small, anisotropic perturbations to the refractive index profile of a material. Especially 
with the newer organic crystals, polymers, and tailored nanostructured materials, the properties are 
often biaxial before and after applied voltages. The optimum modulator configuration may not be 
along principal axes. In addition, sensitivities in modulation characteristics of biaxial materials (nat-
ural and/or induced) can negatively impact something as simple as focusing a beam onto the mate-
rial. Studying the electro-optic effect is basically an eigenvalue problem.

Although the eigenvalue problem is a familiar one, obtaining accurate solutions has been the sub-
ject of extensive study.29–32 A number of formalisms are suggested in the literature to address the 
specific problem of finding the new set of principal dielectric axes relative to the zero-field principal 
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7.12  MODULATORS

dielectric axes. Most approaches, however, do not provide a consistent means of labeling the new axes. 
Also, some methods are highly susceptible to numerical instabilities when dealing with very small off-
diagonal elements as in the case of the electro-optic effect. In contrast to other methods,15,22,26,30,33,34 
a similarity transformation is an attractive approach for diagonalizing a symmetric matrix for the 
purpose of determining its eigenvalues and eigenvectors.21,29,30,32,35 

The Jacobi method utilizes the concepts of rigid-body rotation and the properties of ellipsoids to 
determine the principal axes and indices of a crystal by constructing a series of similarity transfor-
mations that consist of elementary plane rotations. The method produces accurate eigenvalues and 
orthogonal eigenvectors for matrices with very small off-diagonal elements, and it is a systematic 
procedure for ordering the solutions to provide consistent labeling of the principal axes.21,31 The 
sequence of transformations are applied to the perturbed index ellipsoid and convert from one set of 
orthogonal axes X = [x, y, z] to another set [ , , ]′ ′ ′x y z , until a set of axes coincides with the new prin-
cipal dielectric directions and the impermeability matrix is diagonalized. Since similarity is a transi-
tive property, several transformation matrices can be multiplied to generate the desired cumulative 
matrix.21,29 Thus, the problem of determining the new principal axes and indices of refraction of the 
index ellipsoid in the presence of an external electric field is analogous to the problem of finding the 
cumulative transformation matrix [ ] [ ] [ ][ ]a a a am= 	 2 1  that will diagonalize the perturbed imperme-
ability tensor. The transformation required matrix, [a], is simply the product of the elementary plane 
rotation matrices multiplied in the order in which they are applied.

When plane rotations are applied to the matrix representation of tensors, the magnitude of a phys-
ical property can be evaluated in any arbitrary direction. When the matrix is transformed to diagonal 
form, the eigenvalues lie on the diagonal and the eigenvectors are found in the rows or columns of 
the corresponding transformation matrices. Specifically, a symmetric matrix [A] can be reduced to 
diagonal form by the transformation [a][A][a]T = [l], where [l] is a 3 × 3 diagonal matrix and[a]
is the orthogonal transformation matrix. Since the eigenvalues of [A] are preserved under similarity 
transformation, they lie on the diagonal of [l], as in Eq. (1).

In terms of the index ellipsoid, first recall that the perturbed index ellipsoid in the original (zero 
field) coordinate system is X XT n[ / ]1 12 ′ = , where [ / ]1 2n ′ is given by Eq. (9). A suitable matrix, [a], will 
relate the “new” principal axes ′X  of the perturbed ellipsoid to the “old” coordinate system; that is, 

′ =X X[ ]a , or X X= ′[ ]a T . Substituting these relationships into the index ellipsoid results in

 

([ ] ) [ / ] [ ]

[ ][ / ] [ ]

a n a

a n a

T T T

T T

′ ′ ′ =

′ ′ ′

X X

X X

1 1

1

2

2 ==

′ ′′ ′ =

1

1 12X XT n[ / ]  (15)

where [ ][ / ] [ ] [ / ]a n a nT1 12 2′ = ′′ is the diagonalized impermeability matrix in the new coordinate sys-
tem and [a] is the cumulative transformation matrix. 

Using the Jacobi method, each simple elementary plane rotation that is applied at each step will 
zero an off-diagonal element of the impermeability tensor. The goal is to produce a diagonal matrix 
by minimizing the norm of the off-diagonal elements to within a desired level of accuracy. If m trans-
formations are required, each step is represented by

 [ / ] [ ][ / ] [ ]1 12 2
1n a n am m m m

T= −  (16)

To determine the form of each elementary plane rotation, the Jacobi method begins by first select-
ing the largest off-diagonal element (1/n2)ij and executing a rotation in the (i, j) plane, i < j, so as to 
zero that element. The required rotation angle Ω is given by 

 tan 2
/

/ /
( )

( )

( ) ( )
,Ω =

−

⎛

⎝
⎜

⎞

⎠
⎟

2 1

1 1

2

2 2

n

n n
i j

ij

ii jj

== 1 2 3, ,  (17)

Bass_v5ch07_p001-042.indd 7.12 9/11/09 7:40:02 PM

DO
 N

OT
 D

UP
LI

CA
TE



ELECTRO-OPTIC MODULATORS  7.13

For example, if the largest off-diagonal element is ( / ) ( / )1 112
2

21
2n n= , then the plane rotation is rep-

resented by 

 [ ]
cos sin
sin cosa = −

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

Ω Ω
Ω Ω

0
0

0 0 1
 (18)

which is a counter clockwise rotation about the three-axis. If ( / ) ( / )1 12 2n nii jj= , which can occur 
in isotropic and uniaxial crystals, then | |Ω  is taken to be 45°, and its sign is taken to be the same as 
the sign of ( / )1 2n ij. The impermeability matrix elements are updated with the following equations, 
which are calculated from the transformation of Eq. (15): 

 

( / ) ( / )

( / ) ( / )

( /

1 0 1

0 1 1

1

11
2

13
2

22
2

23
2

1

n n

n n

n

′ ′
′ ′

33
2

23
2

33
21 1

0

′ ′ ′

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟ =

−

) ( / ) ( / )

cos sin
s

n n

Ω Ω
iin cos

/ / /

/Ω Ω 0
0 0 1

1 1 1

1
11
2

12
2

13
2

12

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

n n n

n22
22
2

23
2

13
2

23
2

33
2

1 1

1 1 1

/ /

/ / /

cos
n n

n n n

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

ΩΩ Ω
Ω Ω

−⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

sin
sin cos

0
0

0 0 1

 (19)

Once the new elements are determined, the next iteration step is performed, selecting the new 
largest off-diagonal element and repeating the procedure with another suitable rotation matrix. 
The process is terminated when all of the off-diagonal elements are reduced below the desired level 
(typically 10–10). The next step is to determine the cumulative transformation matrix [a]. One way is 
to multiply the plane rotation matrices in order, either as [ ] [ ] [ ][ ]a a a am= � 2 1  or equivalently for the 
transpose of [a] as 

 [ ] [ ] [ ] [ ]a a a aT T T
m

T= 1 2 �   (20)

The set of Euler angles, which also defines the orientation of a rigid body, can be obtained from the 
cumulative transformation matrix [a].36,37 These angles are given in the Appendix. Several examples 
for using the Jacobi method are given in Ref. 21. 

Determining the Eigenpolarizations and 
Phase Velocity Indices of Refraction 

After the perturbed impermeability matrix is diagonalized, the polarization directions of the two 
allowed linear orthogonal waves D1 and D2 that propagate independently for a given wavevector 
direction k can be determined along with their respective phase velocity refractive indices nx″ and 
ny″. These waves are the only two that can propagate with unchanging orientation for the given 
wavevector direction. Figure 4a depicts these axes for a crystal in the absence of an applied field. 
Figure 4b depicts the ′′′x  and ′′′y  axes, which define the fast and slow axes, when an electric field is 
applied in a direction so as to reorient the index ellipsoid. The applied field, in general, rotates the 
allowed polarization directions in the plane perpendicular to the direction of phase propagation as 
shown in Fig. 4b. Determining these “eigenpolarizations,” that is, D1, D2, n1, and n2, is also an eigen-
value problem.
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7.14  MODULATORS

The perturbed index ellipsoid resulting from an external field was given by Eq. (10) in the original 
principal-axis coordinate system. For simplicity, the coefficients may be relabeled as 

 Ax By Cz Fyz Gxz Hxy2 2 2 2 2 2 1+ + + + + =

 
or

 

X XT

A H G
H B F
G F C

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

= 1  (21)

where x, y, and z represent the original dielectric axes with no applied field and XT = [x y z]. However, 
before the eigenpolarizations can be determined, the direction of light propagation, k, through the 
material whose index ellipsoid has been perturbed, must be defined. The problem is then to deter-
mine the allowed eigenpolarizations and phase velocity refractive indices associated with this direc-
tion of propagation. The optical wavevector direction k is conveniently specified by the spherical 
coordinates angles qk and fk in the (x, y, z) coordinate system as shown in Fig. 5. Given k, the cross 

z

x

Slow

(a)

k

y

z

x˝́

y˝́
x

ź

(b)

k

y, z˝

Slow

FastFast

FIGURE 4  (a) The cross-section ellipse for a wave propagating along the 
y principal axis is shown with no field applied to the crystal; (b) with an applied 
electric field the index ellipsoid is reoriented, and the eigenpolarizations in the 
plane transverse to k are rotated, indicated by ′′′x  and ′′′y .

z z˝

k

x

y˝

y

x˝

fk

qk

FIGURE 5 The coordinate system ( , , )′′ ′′ ′′x y z  of the 
wavevector k is defined with its angular relationship ( , )φ θk k

 
with respect to the unperturbed principal dielectric axes 
coordinate system (x, y, z).21
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ELECTRO-OPTIC MODULATORS  7.15

section ellipse through the center of the perturbed ellipsoid of Eq. (21) may be drawn. The directions 
of the semiaxes of this ellipse represent the fast and slow polarization directions of the two waves D1 
and D2 that propagate independently. The lengths of the semiaxes are the phase velocity indices of 
refraction. The problem is to determine the new polarization directions ′′′x  of D1 and ′′′y  of D2 rela-
tive to the ( , , )x y z  axes and the corresponding new indices of refraction nx ′′′ and ny′′′.

The first step is to do a transformation from the (x, y, z) (lab or principal axis) coordinate system 
to a coordinate system ( , , )′′ ′′ ′′x y z  aligned with the direction of phase propagation. In this example, 
( , , )′′ ′′ ′′x y z  is chosen such that ′′z || k, and ′′x  is lying in the ( , )z z′′  plane. The ( , , )′′ ′′ ′′x y z  system is, of 
course, different from the ( , , )′ ′ ′x y z  perturbed principal axes system. Using the spherical coordinate 
angles of k, the ( , , )′′ ′′ ′′x y z  system may be produced first by a counterclockwise rotation φk about the 
z axis followed by a counterclockwise rotation θk about ′′y  as shown in Fig. 5. This transformation is 
described by ′′ =X X[ ]a , or [ ]a T ′′ =X X and is explicitly,

 X
x
y
z

k k

k k=
⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

=
−⎛

⎝

⎜
cos sin

sin cos

φ φ
φ φ

0

0

0 0 1
⎜⎜

⎞

⎠

⎟
⎟

−⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

′′cos sin

sin cos

θ θ

θ θ

k k

k k

x0

0 1 0
0

′′′
′′

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

y
z

 (22)

The equation for the cross section ellipse normal to k is determined by substituting Eq. (22) into 
Eq. (21) and setting ′′ =z 0 or by matrix substitution as follows:

 

([ ] ) [ / ] ([ ] )

[ ][ / ] [

a n a

a n

T T T

T

′′ ′ ′′ =

′′ ′

X X

X

1 1

1

2

2 aa T

n

]

[ / ]1 2

1

′′

′′ =
 ��� �� X  (23)

which results in

′′ ′′ ′′ =X XT n[ / ]1 12

or

 ( )′′ ′′ ′′
′′ ′′ ′′
′′ ′′ ′′
′′ ′′ ′′

⎛

⎝
⎜
⎜

⎞
x y z

A H G
H B F
G F C ⎠⎠

⎟
⎟

′′
′′
′′

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

=
x
y
z

1 (24)

The coefficients of the cross section ellipse equation described by Eq. (24), with ′′z  set to zero, are 
used to determine the eigenpolarization directions and the associated phase velocity refractive indices 
for the chosen direction of propagation. The cross section ellipse normal to the wavevector direction 
k || ′′z  is represented by the 2 2×  submatrix of [ / ]1 2n ′′:

 ( )′′ ′′ ′′ ′′
′′ ′′

⎛
⎝⎜

⎞
⎠⎟

′′
′′

⎛
⎝⎜

⎞
⎠⎟

= ′′ ′x y
A H
H B

x
y

A ′′ + ′′ ′′ + ′′ ′′ ′′ =x B y H x y2 2 2 1  (25)

The polarization angle β1 of ′′′x  (Dl) with respect to ′′x , as shown in Fig. 6, is given by 

 β1
11

2
2= ′′
′′ − ′′

⎡
⎣⎢

⎤
⎦⎥

−tan
H

A B( )
 (26)

The polarization angle β2 of ′′′y  (D2) with respect to ′′x  is β π1 2+ / . The axes are related by a plane 
rotation ′′′ = ′′X X[ ]aβ1  or

 
′′
′′

⎛
⎝⎜

⎞
⎠⎟

=
−⎛

⎝⎜
⎞
⎠⎟

′′′x
y

cos sin
sin cos

β β
β β

1 1

1 1

xx
y′′′

⎛
⎝⎜

⎞
⎠⎟

 (27)
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7.16  MODULATORS

The refractive indices, nx ′′′ and ny′′′ may be found by performing one more rotation in the plane of 
the ellipse normal to k, using the angle b1 or b2 and the rotation of Eq. (27). The result is a new matrix 
that is diagonalized,

 [ / ]
/

/
[ ] [ /1

1 0

0 1
12 1n

n

n
a nx

y

T′′′ =
⎛

⎝⎜
⎞

⎠⎟
=′′′

′′′
β 22 1′′] [ ]aβ  (28)

The larger index corresponds to the slow axis and the smaller index to the fast axis. 

7.5 MODULATOR DEVICES

An electro-optic modulator is a device with operation based on an electrically induced change in index 
of refraction or change in natural birefringence. Depending on the device configuration, the follow-
ing properties of the light wave can be varied in a controlled way: phase, polarization, amplitude, fre-
quency, or direction of propagation. The device is typically designed for optimum performance at a 
single wavelength, with some degradation in performance with wideband or multimode lasers.16,38,39

Electro-optic devices can be used in analog or digital modulation formats. The choice is dictated 
by the system requirements and the characteristics of available components (optical fibers, sources/
detectors, etc.). Analog modulation requires large signal-to-noise ratios (SNR), thereby limiting its 
use to narrow-bandwidth, short-distance applications. Digital modulation, on the other hand, is 
more applicable to large-bandwidth, medium to long distance systems.38,39

Device Geometries

A bulk electro-optic modulator can be classified as one of two types, longitudinal or transverse, 
depending on how the voltage is applied relative to the direction of light propagation in the device. 
Basically a bulk modulator consists of an electro-optic crystal sandwiched between a pair of elec-
trodes and, therefore, can be modeled as a capacitor. In general, the input and output faces are parallel 
for the beam to undergo a uniform phase shift over the beam cross section.16 Waveguide modulators 
are discussed later in the section “Waveguide or Integrated-Optic Modulators” and have a variety of 
electrode configurations that are analogous to longitudinal and transverse orientations, although the 
distinction is not as well defined.

x˝

y˝́

X˝́

y˝

D1

D2

b1

b2

FIGURE 6 The polarization axes ( , )′′′ ′′′x y are the fast
and slow axes and are shown relative to the ( , )′′ ′′x y  axes of 
the wavevector coordinate system. The wavevector k and the 
axes z′′ and z′′′ are normal to the plane of the figure.21
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ELECTRO-OPTIC MODULATORS  7.17

In the bulk longitudinal configuration, the voltage is applied parallel to the wavevector direction 
as shown in Fig. 7a.16,25,40–43 The electrodes must be transparent to the light either by the choice of 
material used for them (metal-oxide coatings of SnO, InO, or CdO) or by leaving a small aperture 
at their center at each end of the electro-optic crystal.25,41–43 The ratio of the crystal length L to the 
electrode separation b is defined as the aspect ratio. For this configuration b = L, and, therefore, the 
aspect ratio is always unity. The magnitude of the applied electric field inside the crystal is E = V/L. 
The induced phase shift is proportional to V and the wavelength l of the light but not the physical 
dimensions of the device. Therefore, for longitudinal modulators, the required magnitude of the 
applied electric field for a desired degree of modulation cannot be reduced by changing the aspect 
ratio, and it increases with wavelength. However, these modulators can have a large acceptance area 
and are useful if the light beam has a large cross-sectional area. 

In the transverse configuration, the voltage is applied perpendicular to the direction of light 
propagation as shown in Fig. 7b.16,40–43 The electrodes do not obstruct the light as it passes through 
the crystal. For this case, the aspect ratio can be very large. The magnitude of the applied electric field 
is E = V/d, (b = d), and d can be reduced to increase E for a given applied voltage, thereby increasing 
the aspect ratio L/b. The induced phase shift is inversely proportional to the aspect ratio; therefore, 
the voltage necessary to achieve a desired degree of modulation can be greatly reduced. Furthermore, 

Light beam

Transparent
electrodes

(a) (b)

V

V

d

L

EO crystal

Light beam

Electrods

EO crystal

L
d

FIGURE 7 (a) A longitudinal electro-optic modulator has the voltage applied parallel to the 
direction of light propagation and (b) a transverse modulator has the voltage applied perpendicular 
to the direction of light propagation.16

L

Electro-optic
crystal

Polarizer

Modulation voltage

Phase-modulated
wave

Carrier
wave

dz

x́

ý

V

FIGURE 8 A longitudinal phase modulator is shown with the light polarized along the new ′x  
principal axis when the modulation voltage V is applied.16
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7.18  MODULATORS

the interaction length can be long for a given field strength. However, the transverse dimension d
is limited by the increase in capacitance, which affects the modulation bandwidth or speed of the 
device, and by diffraction for a given length L, since a beam with finite cross section diverges as it 
propagates.16,41,44

Bulk Modulators

The modulation of phase, polarization, amplitude, frequency, and position of light can be imple-
mented using an electro-optic bulk modulator with polarizers and passive birefringent elements. 
Three assumptions are made in this section. First, the modulating field is uniform throughout the 
length of the crystal; the change in index or birefringence is uniform unless otherwise stated. Second, 
the modulation voltage is dc or very low radian frequency wm ( / )ω π τm << 2 ; the light experiences 
the same induced Δn during its transit time t through the crystal of length L, and the capacitance is 
negligible. Finally, light propagation is taken to be along a principal axis, before and after the voltage 
is applied; therefore, the equations for the eigenpolarizations are presented in terms of the optical 
electric field E, rather than the displacement vector D, which is a common practice in various optical 
references. For other general configurations, the equations should be expressed in terms of the eigen-
polarizations Dl and D2. However, the electric field will determine the direction of energy flow, which 
is generally not in the same direction as the wavevector. References 16 and 41, among others, pro-
vide examples of modulator devices using potassium dihydrogen phosphate (KDP), lithium niobate 
(LiNbO3), lithium tantalate (LiTaO3), gallium arsenide (GaAs), and barium titanate (BaTiO3).

Phase Modulator A light wave can be phase modulated, without change in polarization or inten-
sity, using an electro-optic crystal and an input polarizer in the proper configuration. This is the 
simplest electro-optic modulator. As an example, consider a longitudinal device that is made of a 
LiNbO3 crystal as shown in Fig. 8, with the voltage applied in the z direction. In general, an applied 
voltage V will rotate the principal axes in the crystal cross section. However, for phase modulation, 
the input polarizer must be aligned parallel to one of the principal axes that will have a preserved 
orientation when the voltage is on or off. The LiNbO3 crystal is uniaxial with symmetry 3m, and it is 
a common material for electro-optic modulators. Substituting into Eq. (7) results in
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 (29)

Figure 8 indicates the polarizer along ′x  provides an input optical electric field E t E txin( ) cos .= ω  
The voltage is applied in the z direction and thus, has only one component, Ez. In this case, the per-
turbed index ellipsoid will be

 x n r E y n r E z n ro z o z e
2 2

13
2 2

13
2 2

31 1 1( / ) ( / ) ( /+ + + + + 33 1Ez ) =  (30)

where nx = ny = no is the ordinary refractive index and nz = ne is the extraordinary refractive index of 
this uniaxial crystal. The orientation of the principal axes remains unchanged, but the lengths of the 
axes, and hence the phase velocity refractive indices, have been modified by the applied electric field.  
The optical wave at the output of the crystal at z = L is 

 E t E txout( ) cos( )= −ω φ  (31)
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ELECTRO-OPTIC MODULATORS  7.19

where 

 φ π
λ

φ φ= + = +′ ′ ′ ′
2 ( )n n LX x o xΔ Δ  (32)

is the total phase shift consisting of a natural phase term φ π λo xLn= ′( / )2 , with nx ′ being the unper-
turbed index in the x′ (= x, in this example) direction, and an electrically induced phase term 
Δ Δφ π λ′ ′=x xL n( / )2  for a polarization along x′, The new ′x  axis has length 2nx ′, where

 ( / ) ( / )1 12 2
13n n r Ex o z′ = +  (33)

Using the derivative Δ Δ( / )1 22 3n n n′ = − −  results in 

 Δ ′ ≈ −n n r Ex o z( / )1 2 3
13  (34)

an approximation often seen in literature.
For a longitudinal modulator the applied electric field is Ez = V/L, and the induced phase shift 

is Δφ π λ′ ′=x xn rV/ 3 , which is independent of L and is linearly related to V. For a transverse modula-
tor E = V/d and the induced phase shift is Δφ π λ′ ′=x xn rV L d/ ( / )3 , which is a function of the aspect 
ratio L/d and V. The voltage that would produce an induced phase shift of Δφ π′ =x  is the half-wave
voltage. The half-wave voltage is V n rxπ λ= ′/ 3  for a longitudinal modulator and V n r d Lxπ λ= ′( / )( / )3  for 
a transverse modulator.

Whenever possible, it is desired to take advantage of the largest electro-optic coefficient. In LiNbO3, 
r13 = 10 and r33 = 32. To use r33, the optical input signal should be polarized in the z direction. 

If a dc applied voltage is used, one of two possibilities is required for a crystal and its orientation. 
The first possibility is a crystal having principal axes which will not rotate with applied voltage V; an 
example is LiNbO3 with V applied in the z direction and an input polarization along the ′ =x x axis 
propagating along ′ =z z. The second possibility is a crystal having a characteristic plane, that is, a 
plane exhibiting a constant refractive index perpendicular to the direction of propagation. If a field 
is applied such that the axes rotate in this plane, the input wave must be polarized along one of the 
new principal axes. Therefore, it will always be polarized along a principal axis, whether the voltage 
is on or off. An example is KDP with V along the z axis and an input wave polarized along the new 
principal axis ′x  and propagating along ′ =z z. Phase modulation is then achieved by turning the 
voltage on and off. 

If the applied modulation voltage is sinusoidal in time ( sin )V V tm m= ω , the corresponding electric 
field can be represented by E E tm m= sinω .

The magnitude of the field varies only with time, not space; it is a stationary wave applied in the 
same direction for all the time. In other words, this time-varying voltage signal is to be distinguished 
from a traveling wave voltage which will be discussed in the next section. In this case,
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The parameter δ π λ π π= =′( / ) /n rE L V Vx m m
3 , where Vπ  is the half-wave voltage for a given configura-

tion, is the phase modulation index or depth-of-phase modulation. By neglecting the constant phase term 
φo, applying the identity cos( sin ) sin( sin )δ ω δ ωm mt j t+ = exp [ sin ] ( ) [ ]j t J jl tm l lδ ω δ ω= ∑ =−∞

∞ exp , and 
equating the real and imaginary parts, the output light wave becomes 

 
E t E j t J t Jo i o l m( ) ( )cos ( )cos( ) ( )cos(= + + − −[ δ ω δ ω ω δ ω1 ωω

δ ω ω δ ω ω

m

m m

t

J t J t

)

( )cos( ) ( )cos( )+ + + − +2 22 2 �]  (36)
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7.20  MODULATORS

The output consists of components at frequencies w and ( ), , , .ω ω+ = ± ±n nm 1 2 …  For no modu-
lation, δ = 0 and J Jo n( ) , ( )0 1 0 0= =  for n ≠ 0 and E t E t E to i ix

( ) cos ( )= =
′

ω .16 For δ δ≈ =2 4048 00. , ( )J  
all the power is transferred to harmonic frequencies.41 For the case of small modulation index, d << 1, 
most of the power resides in the carrier frequency at ω and a small amount resides in the first two 
sidebands at frequencies ω ω± m. This condition makes phase modulators useful in laser mode-locking. 
Increasing d results in the presence of more sidebands.

Polarization Modulator (Dynamic Retardation) Polarization modulation involves the coherent 
addition of two orthogonal waves, resulting in a change of the input polarization state at the output. 
As with a phase modulator, the basic components for an electro-optic polarization modulator (or 
dynamic retardation plate or polarization state converter) is an electro-optic crystal and an input 
polarizer. The crystal and applied voltage V (dc assumed) are configured to produce dynamically the 
fast and slow axes in the crystal cross section. In this case, however, the polarizer is positioned such 
that the input light wave is decomposed equally into the two orthogonal linear eigenpolarizations 
along these axes as shown in Fig. 9. If the light is polarized along the x axis and propagates along the 
z principal axis, for example, the propagating fields are 

 
E E t n z

E E t n

x o x

y o

′

′

= −

= −

cos[ ( / ) ]

cos[ ( / )

ω π λ

ω π λ

2

2 yyz]  (37)

where the fast and slow axes are x′ and y′. The corresponding refractive indices are 

 

n n r n E n n

n n r n E n n

x x x x x x

y y y y y

′

′

≈ − = −

≈ − = −

1
2

1
2

3

3

Δ

Δ yy
 (38)

where n nx yand  are the indices in the absence of an applied field and r rx y,  are the appropriate electro-
optic coefficients for the material being used and the orientation of the applied voltage. As the two 
polarizations propagate at different speeds through the crystal, a phase difference (relative phase) or 
retardation Γ evolves between them as a function of length:

 

Γ = −

= − − −( )
′ ′

2

2 3 3

π
λ

π
λ

π
λ

( )

( )

n n L

n n L r n r n

x y

x y x x y y EEL o i= +Γ Γ  (39)
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FIGURE 9 A longitudinal polarization modulator is shown with the input polarizer oriented along the x principal 
axis at 45° with respect to the perturbed x′ and y′ axes.
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ELECTRO-OPTIC MODULATORS  7.21

where Γo is the natural phase retardation in the absence of an applied voltage and Γ i is the induced 
retardation linearly related to V. 

For a longitudinal modulator the applied electric field is E V L= / , and the induced retardation is 
Γ i x y x xr n r n V= =( / )( ) ,π λ 3 3  which is independent of L and linearly related to V. 

For a transverse modulator E V d= / , and the induced retardation is Γ i y y x xr n r n V L d= −( / )( ) ( / ),π λ 3 3  
which is dependent on the aspect ratio L d/  and V .

The optical fields at the output can be expressed in terms of Γ:

 
E t

E t

x

y

′

′

=

= −

cos

cos( )

ω

ω Γ  (40)

Therefore, the desired output polarization is obtained by applying the appropriate voltage magni-
tude. Figure 10 illustrates the evolution of the polarization state as a function of propagation distance 
z. In terms of an active device, Fig. 10 also can be interpreted as a change in polarization state as a 
function of applied voltage for fixed length. The eigenpolarizations Ex ′ and Ey′  are in phase at z = 0. 
They have the same frequency but different wavelengths. Light from one polarization gradually couples 
into the other. In the absence of natural birefringence, nx – ny = 0, the voltage that would produce 
a retardation of Γ Γ= =i π , such that a vertical polarization input becomes a horizontal polarization 

ý

z

z

x́

y´

Γ = 0
p
2

y

x´ x

Dý  || Eý

Dx́  || Ex́

z

Γ  = pΓ  =

FIGURE 10 The polarization state of an input vertical linear polarization is shown as a function of 
crystal length L or applied voltage V. The retardation Γ = π  for a given length Lp in a passive l/2 wave plate 
or applied voltage Vp in an electro-optic polarization modulator.16
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7.22  MODULATORS

output, is the half-wave voltage Vπ. For a longitudinal modulator V r n r nx x y yπ λ= −/( )3 3 , which is inde-
pendent of L. For a transverse modulator V r n r n d Lx x y yπ λ= −/( )( / )3 3 , which is dependent on the aspect 
ratio L/d. The total retardation in terms of Vp (calculated assuming no birefringence) is 

 Γ Γ= +
⎛
⎝⎜

⎞
⎠⎟o

v
v

π
π

 (41)

To cancel the effect of natural birefringence, the phase retardation Γo can be made a multiple of 
2p by slightly polishing the crystal to adjust the length or by applying a bias voltage. If birefringence is 
present, an effective Vp can be calculated that would give a total retardation of Γ = p. 

To achieve polarization modulation, a birefringence must exist in the crystal cross section. If the 
cross section is a characteristic plane, then the input polarization propagates through the crystal 
unchanged when V = 0. If an applied voltage causes the axes to rotate 45° in this cross section with 
respect to the input polarization, as in Fig. 9, then the input will decompose into two equal compo-
nents and change polarization state at the output. If the cross section has natural birefringence, then 
the input polarization state will change with V = 0 as well as with an applied voltage. 

Amplitude Modulator The intensity (optical energy) of a light wave can be modulated in several 
ways. Some possibilities include using (1) a dynamic retarder configuration with a crossed polar-
izer at the output, (2) a dynamic retarder configuration with a parallel polarizer at the output, (3) 
a phase modulator configuration in a branch of a Mach-Zehnder interferometer, or (4) a dynamic 
retarder with push-pull electrodes. The intensity modulator parameter of interest is the transmission 
T I Io i= / , the ratio of output to input intensity. 

An intensity modulator constructed using a dynamic retarder with crossed polarizers is shown in 
Fig. 11. The transmission for this modulator is 

 T V
V
V

o( ) sin sin= ⎛
⎝⎜

⎞
⎠⎟ = +

⎛
⎝⎜

⎞
⎠⎟

2 2

2 2 2
Γ Γ π

π
 (42)

For linear modulation, where the output is a replica of the modulating voltage signal, a fixed 
bias of Γo = π /2 must be introduced either by placing an additional phase retarder, a l/4 wave plate 
(Fig. 11), at the output of the electro-optic crystal or by applying an additional dc voltage of Vp /2. 
This bias produces a transmission of T = 0.5 in the absence of a modulating voltage. If the crystal 
cross section has natural birefringence, then a variable compensator (Babinet-Soleil) or a voltage 
less than Vp /2 must be used to tune the birefringence to give a fixed retardation of p/2. 

For a sinusoidal modulation voltage V V tm m= sinω , the retardation at the output of the crystal, 
including the bias, is 

 Γ Γ Γ Γ= + = +o i m mt
π ω
2

sin  (43)

where Γm mV V= π π/  is the amplitude modulation index or depth-of-amplitude modulation and Vp is 
the half-wave voltage. The transmission becomes 

 

T V tm
m

m

( ) sin sin

cos sin

= +
⎛
⎝⎜

⎞
⎠⎟

= − +

2

4 2

1
2

1
2

π ω

π

Γ

Γ ωωmt
⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥

 (44)

If the modulation voltage is small ( )Vm� 1 , then the modulation depth is small ( )Γm <<1  and 

 T V tm m( ) [ sin ]= +1
2

1 Γ ω  (45)
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ELECTRO-OPTIC MODULATORS  7.23

Therefore, the transmission or output intensity is linearly related to the modulating voltage. If the 
signal is large, then the output intensity becomes distorted and higher-order odd harmonics appear.16 

The dynamic retarder with parallel polarizers has a transmission of16

 

t tm
m

= ⎛
⎝⎜

⎞
⎠⎟ = +

⎛
⎝⎜

⎞
⎠⎟

= +

cos cos sin

c

2 2

2 4 2

1
2

1

Γ Γπ ω

oos sin
π ω
2

+
⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥

Γm mt  (46)
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FIGURE 11 A longitudinal intensity modulator is shown using crossed polarizers with the input 
polarization along the x principal axis. A l/4 wave plate is used as a bias to produce linear modulation.16
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7.24  MODULATORS

For small modulation, T V tm m( ) / [ sin ]= −1 2 Γ ω  and again, the output is a replica of the modulat-
ing voltage. 

Similarly, the output of a Mach-Zehnder interferometer is given by 

 I I I I I Io i o i i
o= + + + = ⎛

⎝⎜
⎞
⎠⎟1 2

1
2 2

[ cos ] cosΓ Γ  (47)

where Γo is the relative phase shift between the two branches. An intensity modulator is produced by 
placing a phase modulator in one branch as shown in Fig. 12. The total retardation is Γ Γ Γ= +o i, as 
before. The transmission is 

 T
I

I
o

i

= = ⎛
⎝⎜

⎞
⎠⎟cos2

2
Γ  (48)

The push-pull modulator is based on the Mach-Zehnder interferometer. In this case, a phase mod-
ulator is placed in each branch with opposite polarity voltages applied to the arms; the phase modu-
lators are driven 180° out of phase. This configuration requires lower drive voltages and provides a 
shorter transit time for the light for a defined degree of modulation.45 

Frequency Modulator In frequency modulation a shift or deviation in the frequency by ωd from 
the optical carrier instantaneous frequency ω  is desired. One approach to achieve a shift in fre-
quency is to use an intensity modulator configuration of an electro-optic crystal between left- and 
right-hand circular polarizers. The electrodes on the modulator must be designed to produce an 
applied circular electric field.46

A crystal and its orientation are selected such that there is no birefringence in the crystal cross section 
at zero voltage. When a circular electric field with frequency ωm, is applied; however, a birefringence is 
induced in the crystal cross section, and the induced principal axes rotate with angular velocity ωm /2 in 
the opposite sense with respect to the modulating field. The relative rotation between the axes and the 
modulating field creates a frequency shift in the optical electric field as it propagates through the crystal. 

An example of such a device46 is shown in Fig. 13. There are two sets of electrodes in the transverse 
configuration. The applied voltages are 90° out of phase to produce a left circular modulating field: 

 
E E t

E E t

x m m

y m m

=

=

cos

sin

ω

ω  (49)

The principal axes in the crystal cross section rotate through an angle 

 β ω1
1
2

( ) ( )t tm= − + Φ  (50)

where Φ is a fixed angle that depends on the electro-optic coefficients rij of the crystal and not on the 
electric field magnitude. 

L

V

1
2 IiIi I2

I1

Io

d

1
2 Ii

FIGURE 12 An intensity modulator is shown imple-
menting a Mach-Zehnder interferometer configuration 
with a phase modulator in one branch.42
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ELECTRO-OPTIC MODULATORS  7.25

The input optical wave (after the left circular polarizer) has field components 

 
E E t

E E t

i i

i i

x

y

=

=

cos

sin

ω

ω  (51)

The induced retardation Γ Γ Δi nL= = ( / )2π λ  is independent of time, since Δn is constant although 
the principal axes are rotating at constant angular velocity. The optical field components along the 
induced principal axes at the output of the crystal are 

 
E E t

E E t

o i

o i

x

y

′

′

= − +
⎛
⎝⎜

⎞
⎠⎟

= − +
⎛

cos

sin

ω β

ω β

1

1

2

2

Γ

Γ
⎝⎝⎜

⎞
⎠⎟

 (52)

In terms of the original stationary x, y axes, the optical field components at the output are 

 
E E t E to i i mx

= − + +cos( / )cos sin( / )sin[( )Γ Γ Φ2 2ω ω ω ]]

cos( / )sin sin( / )cos[( )E E t E to i i my
= − +Γ Γ2 2ω ω ω ++ Φ]  (53)

The first terms in Eox
 and Eoy

 represent left circular polarization at the original optical frequency 
ω  with constant amplitude Ei cos( / )Γ 2  and phase independent of the rotating principal axes (that is, 
of β1). The second terms represent right circular polarization at frequency ( )ω ω+ m

 with constant 
amplitude Ei sin( / )Γ 2  and phase proportional to 2 1β ω= mt. Therefore, the frequency shift ωd is the 
modulation frequency ωm. If the retardation Γ = π , the frequency of the light has complete deviation 
to ( )ω ω+ m . If Γ is very small, the component optical fields at frequency ( )ω ω+ m  are linearly related 
to Γ and therefore, to the applied voltage. 

A shift in frequency to ( )ω ω− m  is obtained if the optical and the applied modulating electric 
fields rotate in the opposite sense. 
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FIGURE 13 A frequency modulator using a phase modulator with two pairs of transverse electrodes 
set 90° out of phase to produce a circular applied electric field. The phase modulator is placed between left 
and right circular polarizers to create a frequency deviation in the output optical field.
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7.26  MODULATORS

Scanners The position of an optical beam can be changed dynamically by using an electro-optic 
deflecting device or scanner. Analog scanners are based on refraction phenomena: (1) refraction at 
a dielectric interface (prism) and (2) refraction by an index gradient that exists perpendicular to the 
direction of light propagation. Digital scanners or switches are based on birefringence. 

One of the most important parameters characterizing the performance of a scanner is its reso-
lution, the number of independent resolvable spots it can scan, which is limited by the diffraction 
occurring at the aperture of the device. The Rayleigh criterion states that two spots are just resolved 
when the angular displacement of the beam Δϕ  is equal to the half-angle divergence θ  due to diffrac-
tion.15 Therefore, the total number of resolvable spots is given by the ratio of the total deflection angle 
ϕ  to the half-angle divergence θ  

 N = ϕ
θ

 (54)

The half-angle divergence is θ ϖ= /w , where w is the beamwidth, v = 1 for a rectangular beam 
of uniform intensity, ϖ = 1 22.  for a circular beam of uniform intensity, and ϖ = 1 27.  for a beam of 
Gaussian intensity distribution.47 

An analog scanner can be constructed by a prism of electro-optic material with electrodes on the 
crystal faces as shown in Fig. 14. The resolution is maximum in this isosceles-shaped prism when the 
beam is transmitted through at the minimum deviation angle and is47,48 

 N n l w
W

= ⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟Δ

ϖλ
 (55)

where l is the base length of the prism and w/W is the ratio of the beamwidth to input aperture of 
the prism. This type of device typically requires a voltage much higher than the half-wave voltage Vπ 
to resolve N spots.42

An analog scanner based on a gradient index of refraction49 is shown in Fig. 15. The voltage is 
applied to a crystal such that the change in index is linear with distance perpendicular to the direction 
of light propagation; that is, n x n n W xo( ) ( / )= + 2Δ , where W is the width of the crystal. For linear 
gradient and small refraction angles, the wavefront remains planar. The (small) deflection angle of the 
ray after propagating a distance L in the crystal is approximated to be47

 ϕ = L
dn
dx

 (56)

and the resolution is

 N n L w
W

= = ⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

ϕ
θ ϖλ

2Δ  (57)
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FIGURE 14 An analog scanner can be constructed using an isosceles-shaped 
prism with the beam transmitted at the minimum deviation angle.48

Bass_v5ch07_p001-042.indd 7.26 9/11/09 7:40:09 PM

DO
 N

OT
 D

UP
LI

CA
TE



ELECTRO-OPTIC MODULATORS  7.27

A large crystal length L is needed to obtain appreciable deflection, since Δn is very small (~10–4). 
Laser beams, however, are very narrow to make such a device practical.

Digital light deflection can be implemented with a number of binary units,42,50 each of which 
consists of a polarization modulator followed by a birefringent crystal (or discriminator) as shown 
in Fig. 16. The polarizer is oriented to give a horizontal polarization input to the birefringent crystal, 
such as calcite, and passes through undeflected. With an applied voltage, the principal axes rotate 
45° and the input is then decomposed into orthogonal components of equal amplitude. The voltage 

w
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no + Δn

no – Δn

n

A O B
x

z = L

zInput
beam

Deflected
beam

A

z = 0

W

j

no

L

FIGURE 15 An analog scanner based on an index gradient is shown.49
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Electro-optic
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Birefringent
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FIGURE 16 The component of a digital scanner is a binary unit. It consists 
of a polarization modulator followed by a birefringent crystal which serves as a 
discriminator.42
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7.28  MODULATORS

magnitude is set to produce a retardation of π , thereby rotating the polarization by 90°. The vertical 
polarization then enters the birefringent crystal which deflects it.47,51

The number of binary units n would produce a deflector of 2n possible deflected positions at the 
output. An example of a three-stage deflector is shown in Fig. 17.50–52 The on-off states of the three 
voltages determine at what position the output beam would be deflected. For example, if all three 
voltages are off, the input polarization remains horizontal through the system and is undeflected at 
the output. However, if all three voltages are on, the horizontal input is rotated 90°, becoming vertical 
after the first polarization modulator, and is deflected. The polarization is rotated 90° after the second 
modulator, becoming horizontal, and therefore, propagates straight through the birefringent crystal. 
Finally, the polarization is rotated 90° after the third modulator, becoming vertical, and is deflected. 
The corresponding output represents a binary five, that is, 101.

Traveling Wave Modulators The bandwidth of bulk modulators is limited by the transit time of the 
light through the crystal compared to the modulation frequency. The transit time of the light is the time 
for it to pass through the crystal

 τ = nL
c

 (58)

where n is the index seen by the light. This parameter has no relevance for modulation frequencies 
ω π τm << 2 / ; the modulation field appears uniform in the crystal at very low frequencies. A rule of 
thumb for defining the limiting frequency such that τ  can be neglected is that the length of the 
crystal be less than one-tenth the wavelength of the modulating field53 or L c m<< 2π ω ε/ .41 The 
electro-optic crystal is modeled as a lumped capacitor at low frequencies. 

As the modulating frequency becomes larger, the transit time must be taken into account in evalu-
ating modulator performance. The modulation electric field has the form E E tm m= sinω , and the 
optical phase can no longer follow the time-varying index of refraction adiabatically. The result is a 
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FIGURE 17 A three-stage digital scanner produces 23 possible deflected positions at the output.50

Bass_v5ch07_p001-042.indd 7.28 9/11/09 7:40:09 PM

DO
 N

OT
 D

UP
LI

CA
TE
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reduction in the modulation index parameters, δ  for phase modulation and Γm for amplitude modu-
lation, by a factor16,41,44

 
ρ

ω τ

ω τ
=

( )sin 1
2

1
2

m

m
 (59)

Therefore, the phase modulation index at high frequencies becomes 

 
δ δ ρ δ

ω τ

ω τ
RF = ⋅ = ⋅
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⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

sin 1
2

1
2

m

m
 (60)

and the amplitude modulation index at high frequencies becomes 

 
Γ Γ Γm m m

m

m
RF

= ⋅ = ⋅
( )⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

ρ
ω τ

ω τ

sin 1
2

1
2

 (61)

If τ π ω= 2 / m such that the transit time of the light is equal to the time period of the modulation 
signal, then there is no retardation; the retardation produced in the first half of the crystal is exactly 
canceled by the retardation produced in the second half.41 The maximum modulation frequency for a 
given crystal length L is determined by the allowable r parameter set by the designer. 

The limitation of the transit time on the bandwidth of the modulator can be overcome by apply-
ing the voltage as a traveling wave, propagating collinearly with the optical wave. Figure 18 illustrates 
a transverse traveling wave configuration. The electrode is designed to be an extension of the driving 
transmission line to eliminate electrode charging time effects on the bandwidth. Therefore, the transit 
time problem is addressed by adjusting the phase velocity of the modulation signal to be equal to the 
phase velocity of the optical signal.16,41,44
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FIGURE 18 A transverse traveling wave modulator has a modulating voltage polarized in the 
same orientation as the input light and propagating collinearly.16
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7.30  MODULATORS

The applied modulation electric field has the form 

 E t z E t k zm m mRF( , ) sin( )= −ω  (62)

for propagation along the z axis of a crystal. The direction of field vibration is the direction of the 
applied field, not the direction it is traveling, and is along x in Fig. 18. The parameter km is the wave-
vector magnitude of the modulation field and is 

 k
v

n

cm
m

m

m m= =
ω ω

 (63)

where vm and nm = ε  are the phase velocity and index of refraction of the modulating signal. A 
mismatch in the phase velocities of the modulating signal and optical wave will produce a reduction 
in the modulation index δ  or Γm, by a factor 

 ρ

ω

ωtw

m
m

m
m

c
n n L

c
n n L

L=
−

⎡
⎣⎢

⎤
⎦⎥

−
=

sin ( )

( )

sin( )2

2

Δ
ΔΔL

 (64)

In the case of amplitude modulation, Eq. (64) holds only if there is no natural birefringence in 
the cross section of the crystal. The eigenpolarization magnitudes are functions of time and space. 
Therefore, they satisfy the coupled wave equations, which are more complicated when birefrin-
gence is present.16 

With no phase velocity mismatch, the phase modulation index is δ δRF =  and is linearly proportional 
to the crystal length L. Likewise, Γ ΓRF = m for amplitude modulation. With a mismatch, the maximum 
possible phase modulation index is δ δRFmax

= /( )ΔL  likewise for the amplitude modulation index ΓRFmax
. 

The modulation index becomes a sinusoidal function of L. This maximum index can be achieved for 
crystal lengths L = π π/ , /2 3 2Δ Δ, and so on. The ratio n nm/  is approximately 1/2 for LiNbO3, producing 
a walk-off between the optical and modulation waves.44 Therefore, for a given length L the modulation 
frequency is greatly affected by the velocity mismatch.

Waveguide or Integrated-Optic Modulators Electro-optic modulators are often fabricated as inte-
grated optical devices. Because of the small dimensions of the waveguides, these modulators require 
lower drive voltages and operate at higher frequencies than bulk modulators. However, the disadvan-
tages of integrated-optic modulators are that they have lower optical power handling capabilities; 
they present coupling difficulties when interfaced with free-space beams; and they are designed to 
operate at a specific wavelength or narrow spectral window rather than working with broad opti-
cal spectra. On the other hand, because of their size, they are compatible with single mode optical 
fibers, and as a result, they have globally transformed communications with optical data rates up to 
40 Gbps. Integrated-optic modulators can also find usage as sensors; such as gyroscopes, voltage sen-
sors, or other phase-sensitive applications.

Most integrated optic waveguide modulators are formed on crystalline wafer surfaces, such as 
LiNbO3, using standard photolithography techniques. The waveguides are formed by changing the 
refractive index in the guiding region using methods such as annealed proton exchange (APE) or tita-
nium in-diffusion, and then depositing electrodes on the wafer surface. Integrated optic modulators 
have also been made by applying organic electro-optic material over glass waveguides, such that the 
application of the RF signal voltage modulates the waveguide cladding, thereby changing the effective 
propagation constant of the guided mode.54
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ELECTRO-OPTIC MODULATORS  7.31

The basic operation principles of waveguide modulators are the same as for bulk modulators; 
except that the spatial electrical and optical fields may not overlap completely. Figure 19 illus-
trates schematic cross sections of two typical configurations of embedded optical waveguides, 
and Fig. 20 shows that the field lines can not be assumed uniform as in the case of bulk modu-
lators. Thus, the equation describing the electro-optically induced change in refractive index 
for a given configuration must include an overlap correction factor, Γwg.

55 For example, with a 
waveguide modulator, Eq. (34) would become

 Δ Δ Γ′ = = −n k n r Ex o zβ / /3
13 2wg  (65)

VElectrodes

Waveguide

V

FIGURE 19 Schematic cross sections of two typical configu-
rations of imbedded optical waveguides.

Insulator

Insulator

Waveguide

15 μm 15 μm 15 μm

1 μm

Copper

FIGURE 20 Electric field lines from electrodes across the embedded electro-optic waveguide. 
The electric field distribution can not be assumed to be uniform, as in bulk modulators.
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7.32  MODULATORS

where b is the propagation constant of the guided optical wave for a particular waveguide geometry. 
The overlap correction factor must be derived numerically. The total phase shift resulting from Δn 
over the propagation length L is again the sum of the natural phase shift and an electrically induced 
phase shift, but now includes a correction factor according to 

 φ β β π
λ

π
λ

= + = ′ + ′ = ′ −L L n n L n n r Ex x x o zΔ Δ Γ2 2 3
13( ) ( wg //2)L  (66)

Waveguide modulators can be either lumped circuit element modulators or traveling wave modu-
lators, based on their electrode configurations, which are illustrated by the phase modulators shown 
in Fig. 21. Similar to low frequency bulk modulators, lumped circuit element modulators have a 
modulation bandwidth that is limited by the parallel load resistance and electrode capacitance, which 
is proportional to the electrode length and gap. Decreasing the electrode length or increasing the elec-
trode gap will decrease capacitance, and hence the RC time constant, but at the expense of requiring a 
higher drive voltage for a given voltage-L product. Traveling wave modulators, on the other hand, are 
bandwidth limited by the velocity mismatch between the propagating optical wave and the traveling 
RF or microwave signal.

Figure 21 illustrates phase modulators; however, amplitude (intensity) modulators are prevalent 
in communications applications, where they have found widespread use in fiber optical telecommu-
nications and optical transmission of cable TV over fiber. Figure 22 shows a variety of electrode and 
waveguide configurations that implement intensity modulators. The Mach-Zehnder interferometer in 
Fig. 22a consists of traveling wave electrodes that modulate one or both arms and incur a phase differ-
ence between them. The phase-modulated optical signal recombines at the output Y-junction either 
constructively or destructively, so that intensity modulation results. There is an inherent 3 dB loss at the 
recombining Y-junction, due to an antisymmetric radiation mode that can not remain guided, which 
is a characteristic that does not exist for the bulk interferometric modulator. The directional coupler in 
Fig. 22b is designed to bring the two arms close to each other such that coupling occurs between the 
respective guided modes. Application of modulation controls the amount of cross coupling between the 
two guides and intensity modulation again results. In Fig. 22c, a device is shown that consists of a silicon 
substrate, a silica undercladding, and a doped-silica waveguide covered with an electro-optic polymer 
that has a refractive index slightly less than that of the core. When a voltage is applied to the electrodes, 
an electric field is produced through the electro-optic polymer and the passive optical waveguide, thus 
affecting the phase of the propagating light. 

R

RF
input

Z

R

Optical

RF
input

(a)

Optical

(b)

FIGURE 21 Electrode configurations on waveguides create either (a) lumped 
circuit element modulators or (b) traveling wave modulators.

Bass_v5ch07_p001-042.indd 7.32 9/11/09 7:40:11 PM

DO
 N

OT
 D

UP
LI

CA
TE



ELECTRO-OPTIC MODULATORS  7.33

Materials and Design Considerations 

Two fundamental considerations to design an electro-optic modulator are signal voltage (and Vp) 
and frequency response. The goal is to achieve a desired depth of modulation with the smallest 
amount of drive power and at the same time obtain the largest possible bandwidth. In general, when 
designing bulk modulators, the field of the modulation signal and optical wave are assumed to have 
100 percent overlap, whereas for waveguide modulators the overlap is not complete or uniform and 
a correction factor is needed. Bulk modulators are also capable of handling higher optical powers 
than waveguides, but at the expense of higher drive voltages and generally less modulation band-
width. These are the trades that must be considered in choosing an electro-optic modulator.

This section discusses the various materials used to make electro-optic modulators and how the 
properties of electro-optic materials can affect the device performance. The various criteria and 
parameters that describe device performance are summarized.

Choice of Material An electro-optic material must be selected that would perform ideally at a 
given wavelength or a broad spectral range, and in a given environment. The material should have 
a large electro-optic coefficient, good homogeneity, low absorption, low dispersion, high resistivity; 
and thermal, mechanical, and photochemical stability. The fabricated modulator should have good 
ohmic contacts, and the fabrication techniques should be economically and technically feasible. 

From a practical point of view, there are several limits on the performance of electro-optic modu-
lators that must be considered. For example, some materials with natural birefringence, such as KDP 
and ferroelectric LiTaO3 and LiNbO3, are sensitive to temperature variations and would induce a 
temperature-dependent phase shift in the light, called thermal drift. Some of these materials also 
have acoustic resonances due to the piezo-electric effect that cause undesirable peaks in the frequency 
response.24,45,52,56 The optical power handling capability, which is wavelength dependent, should be 
known so as not to induce photorefractive damage to the material. 

Electro-optic materials include inorganic crystals, organic crystals, semiconductors, macroscopically 
oriented amorphous organics (dye-doped polymers), and liquids. Each of these materials are suited to 
particular applications based on their material properties and are briefly summarized as follows:

1. Inorganic crystals have high optical power handling ability and superior optical quality. Lithium 
niobate, LiNbO3, continues to be the “workhorse” of electro-optic modulators, both as a bulk 
modulator and especially as a waveguide. For laser applications, such as Pockels cells, crystals 
with high optical power handling capabilities are used. KDP and BBO are typical Pockels cell 
crystals for visible to near infrared applications, while CdTe is used for longer wavelengths.

2. Organic crystals have been explored for their large electro-optic coefficients that exceed those of inor-
ganic crystals and their fast response time. The organic crystal 4-dimethylamino-4-stilbazolium tosylate 

+ +– + –
–

EO
material
cladding

Isotropic
waveguide

layer(c)(b)(a)

++

FIGURE 22 (a) Mach-Zehnder interferometer, (b) directional coupler, and (c) electro-optic cladding modulator.
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7.34  MODULATORS

(DAST) presently has the highest known electro-optic coefficient and is commercially grown. While 
the electro-optic coefficients are large, organic crystals cannot be grown into large single crystals like 
inorganics, and they generally have lower power handling capabilities. 

3. Semiconductors have been investigated as electro-optic materials because of the potential for 
these materials to be integrated with electronic integrated circuits and because of their trans-
parency in the infrared; however, the effect is typically weak. Materials that have been studied 
include GaAs, ZnSe, ZnTe, CdS, CdTe:InP, CuCl, InSb, InGaAsP, and CdHgTe.57

4. Ordered dye-doped polymers are a class of amorphous organic materials whose individual mol-
ecules display extremely large electro-optic properties. The electronic properties are based on 
field-induced delocalized p-electrons and additional donor and acceptor groups on opposite 
sides of the molecules. A mixture of these molecules does not exhibit a macroscopic electro-optic 
effect until the molecules have generally been oriented in the same direction. This is accom-
plished by several means: an electric field is applied to the assembly of molecules while above the 
glass transition temperature, then the material and orientation is solidified; or the orientation 
may be obtained by self-assembly techniques such as Langmuir-Blodgett. While the electro-
optic effect can be large in these materials, over time the ordering of assembly of molecules can 
degrade, causing the effect to weaken. Nevertheless, research in this area remains active.

5. Liquids can exhibit the Pockels effect under applied electric field if the molecules are dipolar with 
donor acceptor groups, similar to dye-doped polymers. Some liquids also have very large Kerr 
coefficients and are the basis of Kerr cells. 

Performance Criteria

The following parameters are indicators of modulator performance. Basically, the tradeoffs occur 
between the aspect ratio L/b, the drive voltage, and the electrode configuration (lumped or traveling 
wave) to achieve a desired depth of modulation with the smallest amount of power and at the same 
time obtain the largest possible bandwidth. 

Modulation Bandwidth The bandwidth is the difference between the two closest frequencies at 
which the modulation index, δ  or Γ, falls to 50 percent of the maximum value.55,58 Therefore, the 3 dB 
optical bandwidth is determined by setting the modulation reduction factor ρ or ρtw to 0.5.44,55,58 
Modulation speed depends on the electrode type, lumped or traveling wave, and the modulator 
capacitance per length, which depends on the RF dielectric constant ε and the geometry of the elec-
trodes. For a lumped modulator the bandwidth is limited by the optical ( / )c Ln  or electrical ( )c L/ ε  
transit time, whichever is smaller, or the time constant of the lumped-circuit parameters (1/RC),
where R is the resistance in the circuit and C is the capacitance of the modulator. For a traveling wave 
modulator the bandwidth v tw is limited by the velocity mismatch between the optical and modulation 
waves, v c Lntw = −/ ( / )1 3 η .16

Power per Unit Bandwidth (Specific Energy) and Resonant Circuits To apply the modulating signal 
efficiently to a lumped electro-optic modulator, a resonant RLC circuit can be created by adding an 
inductance and resistance in parallel to the modulator, which is modeled by a capacitor C.16,41 The 
terminating resistance R ensures that more of the voltage drop occurs over the modulator rather 
than the internal resistance of the source Rs.

The impedance of the resonant circuit is high over a bandwidth (determined by the RC time 
constant) of Δ Δv RCm= ω π π/ /2 1 2�  centered at the resonant frequency of ωo LC= 1/ , where 
the impedance of the parallel RLC circuit is exactly equal to R. A peak voltage Vm must be applied to 
achieve a desired peak retardation Γm mV V= π π/ . Therefore, V Vm m= Γ ( / )π π . The power required to 
achieve Γm is P V Rm= 2 2/ , where 1 2/ R C v= π Δ , giving 

 P v V Cm/Δ Γ= 1 2 2

π π  (67)
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ELECTRO-OPTIC MODULATORS  7.35

The power per unit bandwidth (mW/MHz) depends on the modulator capacitance C and the 
peak modulation voltage Vm to give the desired depth of modulation Γm. The required drive power 
increases with modulation frequency.41,55 Since the capacitance is a function of the modulator active 
area dimensions, the required power is also a function of the modulator dimensions.55 Furthermore, 
since Vπ is directly proportional to the wavelength λ, a higher input power (voltage) is required at 
longer wavelengths for a given peak retardation. 

Extinction Ratio The extinction ratio is the maximum depth of intensity modulation for a time-
varying voltage at the output when the optical bias is adjusted properly.56,58 If for no voltage the out-
put intensity is Io and for maximum applied voltage the output intensity is Im, then the extinction 
ratio is defined as58
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Material effects, such as crystal imperfections, temperature sensitivities, and birefringence, can degrade 
the extinction ratio,16,38,45 thereby affecting the signal-to-noise ratio at the detector.58 Another definition 
is in terms of the transmission T T Tm, /max minη = .42,59 In general, Tmax < 1 due to absorption, reflection, 
and scattering losses, and Tmin > 0 due to beam-divergence angle, residual crystal birefringence, crystal 
inhomogeneity, electric field uniformity, background scattered light, and polarizer-analyzer alignment.40 
Extinction ratio also can be applied to phase modulation, since phase changes can be related to equivalent 
changes in intensity.58 

Maximum Frequency Deviation A similar figure of merit as exists for intensity modulators likewise 
exists for frequency modulators. The maximum deviation of a frequency modulator is defined as55 

 D d
max =

−ω ω
ω

 (69)

where ωd is the frequency shift when the maximum voltage is applied. 

Percent Modulation Percent modulation is an intensity modulation parameter. Basically, it is the 
transmission T I Io i= /  times 100 percent at a specific wavelength. For a device with total retarda-
tion of Γ = π /2 radians at no voltage, the transmission T = 0.5. Then 70 percent modulation is 
achieved with an analog signal if a voltage is applied such that Γ = 2 radians; that is, sin2 (1) = 
0.70.58 Hundred percent intensity modulation is the output intensity varying between the input 
intensity and zero intensity.41 A peak voltage of V V= π /2 is required to achieve this level of perfor-
mance for a linear modulator. 

Another definition of percent modulation is the ratio of the peak output intensity at the modulation 
frequency to the maximum output intensity at dc voltage.56 Reference 45 defines percent modulation as 
the peak modulation voltage output per dc voltage output, assuming no temperature variations. 

Degree of Modulation For a sinusoidal reference of an optical electric field, E t E ti( ) sin= ω , an 
amplitude-modulated signal is typically expressed as 

 E t E m t ti m( ) ( sin )sin= +1 ω ω  (70)

where m is the degree of modulation at a specific wavelength.17 For m << 1 the intensity is 

 I E m ti m= +1
2

1 22( sin )ω  (71)
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7.36  MODULATORS

The amplitude modulation index is then Γm m= 2 , a function of the degree of modulation. The degree 
of modulation is often referred to as percent modulation for intensity modulation (70 to 100 percent 
nominal) and as modulation index for phase modulation (1 radian nominal).38

Modulation Efficiency Modulation efficiency is defined as the percentage of total power which 
conveys information.60,61 The total power of an amplitude-modulated optical carrier is a function 
of the modulation frequency and is proportional to 1 1 1 22 2 2+ 〈 〉 = +m t mmsin ( )ω / . Therefore, the 
modulation efficiency is60 

 
ξ =

+

1
2

1 1
2

2

2

m

m
 (72)

The maximum efficiency is achieved when m is maximum; that is, m V Vm= =( )1 2 2/ /Γ π π . In 
terms of the input power P  the modulation efficiency is61

 ξ = Γ2

P
 (73)

where Γ = π πV V/  for maximum efficiency. 

Optical Insertion Loss For an external modulator, in particular, the optical insertion loss must be 
minimized when coupling light into and out of the device. For an input light intensity I in the inser-
tion loss IL is58
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where Io and Im are the output intensities at no voltage and maximum voltage, respectively. If a 
beam has a large cross-sectional area, the modulator must have a large acceptance area to couple all 
or most of the light into the device. A longitudinal modulator typically has a large acceptance area. 
Minimizing insertion loss in a transverse modulator is more of a challenge due to its narrow width, 
particularly for wide beams. However, a transverse modulator requires less voltage for a desired 
degree of modulation. 

7.6 APPLICATIONS

Section 7.5 have discussed various device geometries and how the geometries translate into phase, 
amplitude, frequency, or displacement modulators. In this section, several applications of these 
modulators are discussed and examples are given. Waveguide modulators are discussed in another 
chapter of this Handbook and will not be further discussed here. Instead, high-speed electro-optic 
sampling, sensors applications, and laser mode-locking are discussed as classical application of both 
Pockels and Kerr electro-optic modulation.

Electro-Optic Sampling

Electro-optic sampling is a technique that can be used to sample ultrashort temporal phenomena 
that cannot be otherwise measured by conventional means. The sensing of terahertz radiation to 
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perform spectroscopy or to measure other short electrical phenomena in electrical circuits are two 
examples. The technique has been enabled by the advent of pulsed laser systems, creating picosec-
ond to femtosecond optical pulses of duration shorter than the electrical pulse to be measured. It 
consists of a “probe” pulsed optical light beam that is modulated by the temporary short electric 
field, both of which are coincident within an electro-optic crystal or material. Because the probe 
duration is less than the modulating electrical pulse (which may be a terahertz pulse or other elec-
trical transient), the probe polarization is modified through the electro-optic effect, the degree to 
which is based on the strength of the electric field at that instant of time. A polarizer is placed after 
the electro-optic crystal, so that the change in intensity of one particular polarization can be mea-
sured. The temporal position of the probe relative to the electrical signal is slowly varied. However, 
at a particular instant of time, many optical pulses are perturbed, thus permitting the use of slower 
speed detectors to measure the variation of the optical power. 

Figure 23a illustrates a typical terahertz time-domain spectroscopy (TDS) system that utilizes a 
pump-probe method of electro-sampling to measure terahertz pulses. A ZnTe crystal or an organic 
DAST crystal is used as the electric field sampling sensor. However, since these both are noncentro-
symmetric crystals, they can also be used to generate the terahertz pulse by the second-order process 
of optical rectification. Figure 23b shows the reconstructed terahertz pulse.

T
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FIGURE 23 (a) A terahertz TDS system uses a Ti:Sapphire laser to emit ultrashort optical pulses, which are split into 
a pump beam to generate terahertz pulses, and a probe beam used to sample the terahertz pulses. An electro-optic crystal is 
used as a sensor. (b) The terahertz pulse reconstructed by sampling the electric field strength at different points in time.
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Sensors

A practical commercial sensor based on the electro-optic effect is a high-voltage sensor. This sensor 
uses the Pockels effect to sense high voltages without contact with a conductor or a voltage source. It 
finds application in improving reliability of electric utility systems. In contrast to other modulators 
discussed in this chapter, wherein a low-drive voltage was desired, high-voltage sensors accurately 
measure voltages as high as 765 kV. The electro-optic material for the sensor is being used as a bulk 
modulator, and the excitation voltage is of low frequency. 

In contrast to the low-frequency high-voltage sensor just discussed, an integrated optic Mach 
Zehnder interferometer (MZI) can be used as a high-power microwave sensor or RF sensor. This 
device has been shown to operate over a wide frequency range of 200 MHz to 12 GHz.63

Laser Mode-Locking

Mode-locking is a resonant phenomenon that results in ultrashort laser pulses. Mode-locking 
occurs by a relatively weak modulation of the radiation passing through the resonator, which 
results in initiating a pulse that becomes shorter with each pass through the resonator. The pulse 
compression technique uses the Kerr nonlinearity of an optical medium. The pulses propagating 
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through the medium experience nonlinear phase shifts that lead to spectral broadening, result-
ing in a spread of frequencies, or chirp. The different frequency components are superimposed by 
propagation in a dispersive medium, or by reflection from a dispersive element. The effects of a fast 
saturable absorber to produce mode-locking can be simulated by Kerr focusing. The Kerr effect 
within the resonator causes the high-intensity part of the optical beam to be focused, whereas the 
low-intensity components remain unfocused. If an aperture is placed in the beam path, the low-
intensity parts are attenuated, and the pulse is shortened. This effect is now calld Kerr-lens mode-
locking (KLM).28 The KLM technique is commonly used for mode-locking of Ti:Sapphire lasers.

7.7 APPENDIX: EULER ANGLES 

Euler angles represent a set of three independent parameters which specify the orientation of a rigid 
body, in this case the index ellipsoid. Orthogonal transformations are used to convert from one set 
of axes (x, y, z) to another set (x′, y′, z′). The two sets of axes are related to each other by nine direc-
tion cosines. An orthogonal transformation matrix consisting of direction cosines and having a 
determinant of + 1 corresponds to defining the orientation of a rigid body. 

The transformation matrix is developed by a specific sequence of three plane rotations (not in 
principal planes) in a defined order. There are 12 possible conventions for defining a set of Euler 
angles in a right-handed coordinate system.36 One convention that has been proposed as a standard 
is the y convention.64 The transformation evolves by an initial counterclockwise rotation ζ  about 
the z axis, followed by a counterclockwise rotation η about the intermediate ′y  axis, and finally a 
counterclockwise rotation ω  about ′′z . The resulting transformation matrix is 
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To find the Euler angles ( , , )ζ η ω , Eq. (A.l) is rearranged as37 

 
cos sin
sin cos

ω ω
ω ω

−⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

0
0

0 0 1

11 12 13

21

a a a

a a222 23

31 32 33

0
0 1 0

0
a

a a a

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

=
−cos sin

sin c

η η

η oos

cos sin
sin cos

η

ζ ζ
ξ ζ

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

−
⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

0
0

0 0 1

 (A.2)

where a  is the cumulative transformation matrix of the normalized eigenvectors. Multiplying the 
matrices, the Euler angles are related to the elements of a:

 a a11 21cos sin cos cosω ω η ζ− =  (A.3a)

 a a12 22cos sin cos sinω ω η ζ− =  (A.3b)

 a a13 23cos sin sinω ω η− = −  (A.3c)

 a a11 21sin cos sinω ω ζ+ = −  (A.3d)

 a a12 22sin cos cosω ω ζ+ =  (A.3e)

 a a13 23 0sin cosω ω+ =  (A.3f )

 a31 = sin cosη ζ  (A.3g)

 a32 = sin sinη ζ  (A.3h)

 a33 = cosη  (A.3i)

From Eq. (A.3f), the angle ω is ω = −tan 1 (−a23/a13). From Eq. (A.3c), the angle η is η = −sin 1 
( sin cos )a a23 13ω ω− . From Eq. (A.3d), the angle ζ  is ζ ω ω= − −−sin ( sin cos )1

11 21a a .37
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LIQUID CRYSTALS
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Orlando, Florida

ABSTRACT

This chapter introduces the basic properties of liquid crystal materials, electro-optic properties of 
liquid crystal cells, and operation principles of liquid crystal display (LCD) devices, including the 
large screen thin-film-transistor LCD TVs and transflective LCDs for mobile displays. 

8.1 GLOSSARY

 Cii reduced elastic constants

 d liquid crystal thickness

 dR refl ective region cell gap

 dT transmissive region cell gap

 E activation energy 

 F Onsager reaction fi eld

 fi oscillator strength

 fc crossover frequency

 G isotropic intermolecular attraction energy

 Hfi heat fusion enthalpy

 h cavity fi eld factor

 I moment of inertia

 J mean-fi eld coupling constant

 Kii elastic constants

 k Boltzmann constant

 L length of the molecule

 l aspect ratio

8.1

8
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8.2  MODULATORS

 n liquid crystal director

 ne,o refractive indices

 N molecular packing density

 P4 order parameter of the fourth rank

 Ps spontaneous polarization 

 R gas constant

 p molecular length-to-width ratio

 S order parameter of the second rank (= P2)

 Tc clearing temperature

 Vn mole volume

 Vb bias voltage

 Vth threshold voltage

 Z number of electrons

 al,t molecular polarizability

 ai Leslie viscosity coeffi cients

 b angle between dipole and molecular axis

 g1 rotational viscosity

 d phase retardation

 e dielectric constant

 e0 vacuum permittivity

 Δe dielectric anisotropy

 Δn birefringence

 m dipole moment

 hi Miesowicz viscosity coeffi cient

 q twist angle

 Λ friction coeffi cient

 Φ volume fraction of the molecules

 l wavelength

 f tilt angle

 fs pretilt angle

 t response time

 w frequency

8.2 INTRODUCTION TO LIQUID CRYSTALS

Liquid crystal (LC) was discovered in 1888 when an Austrian botanist named Friedrich Reinitzer 
observed that a material known as cholesteryl benzoate exhibiting two distinct melting points.1 In 
his experiments, Reinitzer increased the temperature of a solid sample and observed that the crys-
tal changes into a hazy liquid. As he continued to increase the temperature further, the hazy liquid 
turned into a clear state. Because of this early work, Reinitzer is often credited as the discoverer 
of a new phase of matter—the LC phase which is also known as liquid crystalline or mesophase. 
Most people are familiar with the fact that matter can exist in three different states: solid, liquid, 
and gas (vapor). However, this is a simplification, and under extreme conditions other forms of 
matter can exist, for example, plasma at very high temperatures or superfluid helium at very low 
temperatures. The difference between these states of matter is the degree of order in the material, 
which is directly related to the surrounding temperature and pressure. If the temperature is raised, 
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LIQUID CRYSTALS  8.3

more energy is transferred into the system, leading to increasingly stronger vibrations. Finally, at 
the transition temperatures between the solid and liquid states, the long range positional order is 
broken and the constituents may move in a random fashion (Fig. 1), constantly bumping into one 
another and abruptly changing the direction of motion. However, the thermal energy is not high 
enough to completely overcome the attractive forces between the constituents, so there is still some 
positional order at short range. Because of the remaining cohesion, the density of the liquid is con-
stant even though the liquid takes the shape of its container, as opposed to a solid. The liquid and 
solid phases are called condensed phases. If we keep on raising the temperature until the next phase 
change, as shown in Fig. 1, the substance enters its gas (or vapor) state and its constituents are no 
longer bounded to each other. 

The molecular order of an LC lies between those of the isotropic liquid and the crystal. The clas-
sification of LC materials is based on the degree of orientational and positional order. When the LC 
molecules are sandwiched between two glass substrates with their inner surfaces coated by an align-
ment agent, such as rubbed polyimide, the LC molecules tend to form a statistically preferred direc-
tion called the director, denoted by the vector n. To specify the amount of orientational order in an 
LC phase, an order parameter is defined as

S P= 〈 〉 = 〈 − 〉2
22

3
1(cos ) cosθ θ  (1)

where < > denotes a thermal averaging and q is the angle between each molecule and the director n.
If the molecules are perfectly oriented (crystal state), that is, if q = 0 with the director, then S = 1. On 
the contrary, if the molecules are randomly oriented about n, that is, an isotropic state, then S = 0 
because there is no orientational order. So the higher the order parameter, the more ordered the liq-
uid crystal phase is. In a typical LC system, order parameter decreases as the temperature increases. 
Temperature dependence of the order parameter S is shown in Fig. 2. Most common values 

Crystal Liquid crystal Liquid Vapor

Temperature

FIGURE 1 Schematic arrangement of the molecules in different phases.
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FIGURE 2 Temperature dependent order parameter 
of the liquid crystal phase.
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Latch-like Disc-likeRod-like
(Calamitic)

FIGURE 3 Molecular geometry of different types of LC.

of S are between 0.3 and 0.8. The order parameter is typically determined by the measured macro-
scopic properties like optical birefringence or diamagnetism. At certain temperatures, the LC mate-
rial may gain a certain amount of positional order. When it happens, the center of mass of the LC 
molecules, although still forming a fluid, prefers to lie, on average, in layers as Fig. 1 depicts. This 
positional ordering may be described in terms of the density of the center of the mass of the 
molecules as

ρ ρ π( ) cosz z
d

= +
⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥0 1

2Ψ  (2)

where z is the coordinate parallel to the layer normal, the average density of the fluid is r0, d is the 
distance between layers, and ψ is the order parameter. The modulus of ψ, |ψ|, represents the ampli-
tude of the oscillation of the density. When |ψ| = 0, there is no layering, but if |ψ| > 0 then some 
amount of sinusoidal layering exists. Different LC phases are formed as a consequence, which has 
been described later in this chapter.

From a basic physics point of view, LC materials are of great interest and have contributed to the 
modern understanding of phase transitions and order phenomena in one, two, and three dimensions. 
To most of the people today, LC is almost synonymous to flat panel displays (LCDs) for computers, 
mobile phones, and other electronic equipments. However, there is a rapid development of the other 
types of applications. For example, there have been developments in telecommunications, pattern 
recognition, real time holography, light shutters, nonmechanical beam steering, and so on.2 Liquid 
crystals constitute a unique form of soft matter and are becoming increasingly more important in 
pure material science in the development of polymer materials and biomaterials. 

8.3 TYPES OF LIQUID CRYSTALS

Considering the geometrical structure of the mesogenic molecules, the liquid crystals can be clas-
sified into several types. The widespread LCDs are using rod-shaped nematic molecules, as shown 
in Fig. 3, where one molecular axis is much longer than the other two. These molecules are called 
calamitic liquid crystals. Molecules have to be rigid in one part (rigid core) and flexible in another 
(terminal flexible hydrocarbon chain). Different physical properties may be affected by exchanging 
one of the terminal chains with a group having different polarities. Liquid crystals formed by disc-
shaped molecules with one molecular axis much shorter than the other two are called discotic liquid 
crystals, as shown in Fig. 3. In this case, the rigid part of the molecule is disc-shaped, typically 
having multiple aromatic rings. There are some possible intermediates between rod-shaped and 
disc-shaped molecules known as lath-like LC molecules. Transition to the mesophase (liquid crystal-
line phase) may be caused by either temperature or influence of solvents. The LCs obtained from the 
former method are called thermotropic. If the influence of solvents induces the transition, the LCs 
are called lyotropic. The LC materials capable of forming thermotropic as well as lyotropic meso-
phases are called amphotropic liquid crystals, as Fig. 4 shows. The lyotropic liquid crystal phases are 
formed by dissolving amphiphilic molecules in a suitable solvent. Amphiphilic molecules consist of 
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hydrophobic group at one end and hydrophilic group at another. Such molecules form self-organized
structures in solvents with different polarities. A very good example is soap. When dissolved in 
water (polar solvent), hydrophobic tails face each other and hydrophilic parts face solvent, form-
ing a micelle. Another type, which is biologically important, is phospholipids which form bilayers. 
Such aggregations are the building units of biological membranes. Another important structure is 
liquid crystal polymers. As thermotropic mesogenes, these structures consist of mesogenic subunits 
(rod-like or disc-like) which are linked together with flexible linkage units, as shown in Fig. 5. If 
rigid mesogenic units are linked directly by flexible links, the main-chain polymer LC is formed. 
Mesogenic subunits can also be attached to the polymer chain as a side group which are known 
as side-chain polymer liquid crystals. Merged structure, called combined polymer liquid crystal has 
build-in main-chain as well as side-chain mesogenic units. Since the discovery of the first LC sub-
stances, there have been many research activities to determine what kind of structure forms desired 
liquid crystalline phase. Theory suggests that mesophases can be achieved when the molecules have 
elongated shape and some flexibility. Typically mesogenic molecules consist of several building 
blocks. If we concentrate on the most common calamitic LC block systems, it will contain elements 
shown in Fig. 6. As shown in Fig. 6, calamitic structures consist of a rigid rod formed by two (or 
more) ring systems (R1 and R2). These are connected together by a single bond or a linking group 
known as central bridge group. Molecular constituents at the ends of the rigid core (para position to 
the central group) are called terminal groups or chains. Usually at least one of the terminal groups 
must be a flexible carbon chain. Tables 1 to 3 show the most popular choices for the central bridge, 
ring systems, and terminal substituents. 

The introduction of a linking group into a mesogenic molecule often determines linearity, increases 
overall molecular length, and changes polarizability anisotropy, thus influences mesomorphic and 
physical properties in general. The presence of a central linking bridge often widens the temperature 
range of the mesophase by reducing the melting point. However, sometimes, this may also affect the 
thermal and photochemical stability by increasing p-electron conjugation of the molecules. In some 
cases, linking groups may induce coloration.

Hydrocarbon tail

O

ONa

Polar head

Micelle (cross section)

Revers micelle
(cross section)

Structure of lamellar
lyotropic phase

FIGURE 4 Examples of the lyotropic LCs.
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FIGURE 5 Types of LC polymeric materials.

R1 R2 BA Z

FIGURE 6 Building blocks of calamitic 
LCs. A-R1-Z-R2-B.

TABLE 1 Typical Central Bridge Groups

Central Bridge Group Central Bridge Group

CH2 n

alkane              

CH2

O

ether

C C

alkene (olefin)          

N N

azo

C C

alkyne (tolane, acetylene)            

N N

O

azoxy

O

O

ester

C C CC

diacetylene
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TABLE 2 Typical Ring Systems

 Ring System Ring System

n

n = 1 benzene
n = 2 biphenyl
n = 3 terphenyl bicyclooctane

naphthalene

N

pyridine

phenanthrene

N

N

pyrimidine

cyclohexane

O

O

dioxane

TABLE 3 Terminal Units

Terminal Unit A Terminal Unit B

 CnH2n+1 -F, -Cl, -Br, -I
 Alkyl Single elements

 OCnH2n+1 -CN, -NO2, -NCS
 Alkoxy Highly polar moieties

X
O

O

H O

O
X

H

FIGURE 7 Dimeric structure 
formed by 4-alkyl-benzoic acid.

Most calamitic liquid crystals possess aromatic and alicyclic rings in the molecular structures. 
These include single benzene ring (commonly 1,4-phenyl), alicyclic ring (commonly cyclohexane), 
heterocyclic ring (e.g., 1,3-pyrimidine), and a wide variety of the combinations. Individual benzene 
rings do not yield good mesogens. At least two rings are needed to create a rod-like LC. The exception 
is the 4-alkyl-benzoic acid, which forms a dimer by hydrogen bond, as depicted in Fig. 7. Beside the 
heterocyclic rings, ring systems of the rigid core could be laterally substituted by elements other than 
hydrogen (most popular are F and Cl) or groups of elements such as CH3, NH2, CN, and so on. This 
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8.8  MODULATORS

will reduce the melting point of a mesogen, however, increase its viscosity. Additionally, optical and 
dielectric anisotropies will be affected. In general, the core of the mesogen determines the mesogenic 
properties by establishing the primary shape of the molecule and its rigidity. Many terminal units 
(A, B) have been employed in the creation of mesogenic molecules. The most successful route is to use 
either small polar substituents or a fairly long, straight, hydrocarbon chain. The role of these groups 
is to act as either a flexible extension to the rigid core or as a dipolar moiety to introduce anisotropy 
in physical properties. Molecules can obtain chirality from the flexible chain if it is branched and 
chiral. Further, the terminal moieties are believed to be responsible for stabilizing the molecular order 
essential for the mesophase generation. All physical properties strongly depend on the terminal units 
employed in the molecular system of mesogenic molecules. Some of the typical calamitic LC single 
compounds are listed in Table 4.3

8.4 LIQUID CRYSTALS PHASES

In this section, we focus on the calamitic liquid crystals which have been widely used in display 
industries. Other LC materials, such as discotic LCs, polymeric LCs, and lyotropic LCs which have 
great scientific values will not be discussed further. By doing so, we do not intend to minimize the 
importance of these materials. For example, Kevlar reveals the importance of lyotropic LC polymer 
material, while others are important in the biological sciences. The readers can find more precise 
information about these groups of LCs in Ref. 4.

Calamitic Liquid Crystals

When classifying LC phases after G. Friedel,5 we first distinguish between two main types: one with 
nematic order and the other with smectic order (Fig. 8). In the nematic phase (of which tilted nem-
atic is known as the cholesteric phase and is a special case) the molecules are free to move in all 
directions (e.g., there is no positional order of the center of mass). But on average, they keep their 
long axes locally parallel. In a smectic state, a number of structural variations exist and there is a 
positional order along one dimension (some smectic phases have positional order in more than one 
dimensions). A smectic LC is a layered structure with the molecules oriented parallel or tilted rela-
tive to the layer normal. Two smectic phases, called smectic A and smectic C, have acquired a special 
importance and are now relatively well understood. They are characterized by an absence of posi-
tional order within the layers. The molecules have some freedom to move within the layers, as in all 
smectic phases, but are much less free to move between the layers. These smectics can therefore be 
described as stacks of two-dimensional fluids, but behave as crystalline across the layers. The absence 
of in-layer order contributes to their high potential for future electro-optic applications. There are 
several smectic phases different from one another in areas such as the tilt angle of the director with 
regard to the layer normal, and the arrangement of molecules within each layer. The simplest is the 
smectic A phase (Fig. 8) characterized by a director parallel to the layer normal and a random posi-
tional order within the plane. Substances featuring the A phase often exhibit the smectic C phase at 
a lower temperature (Fig. 8). In this phase, the molecules have the same random order within the 
layer but tilt relative to the layer normal. The tilt angle normally increases with decreasing tempera-
ture. The other smectic phases are even more crystalline as they also feature some positional order 
within the layers. They may, for instance, exhibit hexagonal packing of the molecules. 

Chiral Liquid Crystals

Molecules which are not identical to their mirror image are said to be chiral. A depiction of the sim-
ple concept of a chiral molecule is shown in Fig. 9. Another example is the human hand. Chiral mol-
ecules are able to form liquid crystals with structures related to those of nonchiral materials but with 
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TABLE 4 Physical Properties of Popular LC Compounds3

  Phase Transition 
 Compound Temperature(°C)

Rigid core

C5H11 CN cr 31 N 55 is

O

O

C5H11 CN
 cr 56 (N 52) is

C5H11 CN
 cr 31 N 55 is

N

N

C5H11 CN

 cr 71 (N 52) is

C5H11 CN cr 62 N 100 is

C5H11 CN
 cr 130 N 239 is

Central bridge link

C5H11 N CNC
H

 cr 46 N 75 is

C5H11 N CNN  cr 89 (N 87) is

CN

C5H11

O

O

 cr 65 (N 56) is

CN

C5H11

O
 cr 49 (N-20) is

CN

C5H11  cr 62 (N -24) is

(Continued)
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TABLE 4 Physical Properties of Popular LC Compounds3 (Continued)

  Phase Transition 
 Compound Temperature (°C)

CNC5H11 C C  cr 80 (N71) is

CNCHC5H11 CH  cr 55 N 101 is

Terminal moiety

C5H11

O

O

         cr 30 is

C5H11

O

O

CH3

 cr 48 (N 45) is

C5H11

O

O

OMe

 cr 41 N 71 is

C5H11

O

O

Br

 cr 78 (N 48) is

C5H11

O

O

CN

 cr 47 N 79 is

C5H11

O

O

NO2

 cr 53 (N 38) is

C5H11

O

O

NCS
 cr 87 (N 86) is
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different properties. The cholesteric (or chiral nematic) liquid crystal phase is typically composed of 
nematic mesogenic molecules containing a chiral center which produces intermolecular forces that 
favor alignment between molecules at a slight angle to one another. When the molecules that make 
up a nematic liquid crystal are chiral, the chiral nematic phase will exist instead of the normal nem-
atic. In this phase, the molecules prefer to lie next to each other in a slightly skewed orientation. This 
leads to the formation of a structure which can be visualized as a stack of very thin 2-D nematic-like 
layers with the director in each layer twisted with respect to those above and below, as Fig. 9 depicts. 
In this structure, the directors actually form a continuous helical pattern around the layer normal. 
The molecules shown here are merely representations of the many chiral nematic mesogens lying in 
the slabs of infinitesimal thickness with a distribution of orientation around the director. This is not 
to be confused with the planar arrangement found in smectic mesophases. 

An important characteristic of the cholesteric mesophase is the pitch. The pitch, p, is defined as the 
distance it takes for the director to rotate one full turn in the helix as illustrated in Fig. 9. A by-product 
of the helical structure of the chiral nematic phase is its ability to selectively reflect light with central 
wavelength located λ0 = ⋅ 〈 〉p n  and bandwidth Δ Δλ = ⋅p n, where 〈n〉 represents the average refrac-
tive index and Δn, the birefringence of the LC. The cholesteric display reflects color without using 
color filters. Thus, its brightness is about 3× higher than those using color filters. This Bragg reflec-
tion is established by the helical pitch of the cholesteric layers. The angle the LC director changes can 
be made larger by increasing the temperature of the sample, and thus tighten the pitch. Hence, more 
thermal energy will result from the increased temperature. Similarly, decreasing the temperature of 
the chiral sample increases the pitch length of the chiral nematic liquid crystal. Similar pitch changes 
are possible by applying electromagnetic field to aligned cholesteric samples. An interesting phenom-
enon of chiral nematic phase is that chirality can be introduced to the nonchiral nematic material by 
adding a small amount of chiral nematic mesogens. Not necessarily all the molecules have to be chiral. 
Sometimes, slightly below phase transition to the isotropic state (clearing point), some anomalous 
phases appear. They are known as blue phases (BPs).6,7 In many chiral compounds, with sufficiently 
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FIGURE 9 Chirality of the calamitic molecule and chiral 
nematic structure.
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FIGURE 8 Schematic arrangement of the molecules in basic nematic and smectic 
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8.12  MODULATORS

high twist, up to three distinct blue phases appear. The two low-temperature phases, blue phase I (BP-I) 
and blue phase II (BP-II), have cubic symmetry. The highest temperature phase (closest to the clear-
ing point), blue phase III (BP-III) appears to be amorphous. 

Similar to chiral nematics, there are chiral forms of smectic phases. The only untilted chiral 
smectic phase is SA∗. The most important feature of the chiral smectic phases with a tilted structure 
is ferroelectricity.8,9 Due to their low symmetry, chiral smectic phases are able to exhibit spontane-
ous polarization (PS) that is oriented perpendicular to the director n and parallel to the smectic 
layer plane. Ferroelectric smectic C∗ phase (SC∗) is the most known tilted chiral smectic phase. The 
structure of the SC∗ has layers of molecules which are tilted in each layer at a temperature-dependent 
angle (q) to the layer normal. Additionally, there is a slight and continuous change in the direction of 
the molecular tilt between adjacent layers as described in Fig. 10. In a macroscopic sample, without 
surfaces or external electric field, tilt will follow the helix and result in zero total spontaneous polar-
ization. However, if a strong electric field is applied, the helix is unwound and nonzero spontaneous 
polarization can be observed. Recently, more phases closely related to the ferroelectric SC∗ have been 
discovered. In these phases, the layer spacing and the polarization direction are related in a differ-
ent manner than in SC∗ phase. In an antiferroelectric smectic C∗ phase (SC∗anti),10 the spontaneous 
polarization and the molecular tilt in adjacent layers are pointing in alternating directions, as Fig. 11 
shows. Thus, for the macroscopic sample, both average spontaneous polarization and ideally, aver-
age molecular tilts are zero. Sufficiently strong electric fields will switch the antiferroelectric order 
to ferroelectric order. An important difference between ferroelectric and antiferroelectric smectic C∗

phase is that antiferrelectric repeats its helical structure every 180° of rotation about the layer normal, 
compared to 360° for the ferroelectric phase. Many existing ferroelectric phases are different in the 
proportion of number of the layers with opposite directions. Similar to blue phases in the chiral 
nematic, the twist grain boundary (TGB) phases appear in chiral smectics.6,11 Just like in the blue 
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FIGURE 11 Structure of the antiferroelectric smectic C∗ phase.
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phases, high chirality subtly changes the energy of the system leading to a different type of structure. 
In this case, the free energy is minimized by introducing grain boundaries at periodic intervals. We 
may observe different TGB phases depending on the base of the phase from which they were devel-
oped. For example, Smectic C∗ will generate a TGBC phase.6,12

8.5 PHYSICAL PROPERTIES

The molecular order existing in the liquid crystalline phases induces anisotropy in the system. 
What it means is that all directions in the system are not equivalent to each other due to the shape 
of the molecules and the molecular distribution along the director n. The anisotropy of the physi-
cal property is the most useful feature of liquid crystals and enables electro-optical application of 
LC materials. The physical properties can be divided into scalar and nonscalar quantities. Typical 
scalar properties are the thermodynamic transition parameters such as transition temperatures, 
transition enthalpy, and entropy changes. The dielectric, diamagnetic, optical, elastic, and viscous 
properties are the most important nonscalar properties. We will concentrate on the physical prop-
erties of the nematic phase because we commonly employ this phase and its properties in electro-
optical applications.

Phase Transitions

The difference in the transition temperatures between melting and clearing points give the range 
of stability of the mesophases. For polymorphous (more than one phase) substances, the higher 
ordered phase exhibits the lower transition temperatures. When a material melts, a change of state 
occurs from solid to liquid (mesophase) and this process requires energy (endothermic) from the 
surroundings. If several mesophases exist, then several transitions will occur. The melting transi-
tion has typically ~10× larger enthalpy change (30 to 40 kJ/mol) than a transition between differ-
ent mesophases (3 to 5kJ/mol). The large enthalpy change is due to the drastic structural changes 
during the melting process; however, there is only a small difference between the different meso-
phases. One of the richest polymorphism of the single LC compound is shown by Terephthalylidene-
bis-p-n-pentylaniline (TBPA) with six different mesophases, as shown in Fig. 12. A number of 
techniques (optical microscopy with hot stage, polarizing optical microscopy, differential thermal 
analysis, differential scanning calorimetry, etc.) may be used for determining the phase transition 
temperatures. Polarizing microscopy with hot stage and differential scanning calorimetry is par-
ticularly useful for the measurement of the phase transition temperatures. By using both methods, 
one can determine the number and type of mesophases and also the exact phase transitions, tem-
perature, and enthalpy change associated with each transition. These are the crucial parameters to 
determine the components of eutectic mixture formulation for devices. A majority of the single 
liquid crystal components do not possess adequate range of required mesophase. Therefore, the 
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FIGURE 12 Molecular structure and mesomorphic properties 
of the TBPA.
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8.14  MODULATORS

eutectic compositions are required to lower the melting point of the material. It is known that 
the melting point of a binary (or higher number components) mixture is less than either of its 
constituent compounds. Figure 13 shows the phase diagram of a binary mixture. The mesogenic 
range for components 1 and 2 are shown in the two boundary vertical axes. The horizontal axis 
represents the molar concentration (X2) of component 2. At a certain molar concentration, the 
melting point of the mixture will reach its minimum. Meanwhile, the clearing point of the mixture 
is linearly proportional to the molar concentration. The eutectic mixture calculation is based on 
the Schroder-Van Laar equation:13,14

T
H

H

T
R X

i

i

=
−

Δ
Δ

fi

fi

fi

ln( )
 (3)

where Ti is the temperature at which the pure component melts in the mixture, ΔHfi is the heat 
fusion enthalpy of the pure component i, Tfi is the melting point of the pure component i, R is the 
gas constant (1.98 cal/mol-K), and Xi is the mole fraction of the pure component i. The clearing 
point (Tc) of the eutectic mixture can be estimated from the clearing points (Tci) of the individual 
components (Xi) as 

T X Tc i
i

= ∑ ci  (4)

Dielectric Properties

It was already mentioned, that liquid crystals exhibit anisotropy in many of their physical proper-
ties. It is well known that liquid crystals as dielectric and diamagnetic materials are sensitive to the 
external electric and magnetic fields. Dielectric studies are in general concerned with the response 
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of materials to the application of an electric field. Dielectric constants and their anisotropy affect 
the sharpness of the voltage-dependent optical transmission curve of a LC device and its threshold 
voltage. 

The nematic liquid crystals are uniaxially symmetric to the axes of the director n, and the dielec-
tric constants differ in value along the preferred axis (e||) and perpendicular to this axis (e⊥). They are 
mainly determined by the dipole moment, m, its angle, q, with respect to the principal molecular axis, 
and order parameter, S. When the molecule has two (or more) polar groups with dipole moment m1
and m2, its effective dipole can be calculated by the vector addition method, see Fig. 14. In Fig. 14, the 
first dipole is along the principal molecular axis and the second dipole m2 is at an angle f with respect 
to the principal molecular axis (and m1). The resultant dipole moment mr can be calculated from fol-
lowing equation:

μ μ μ μ μ φr = + +( )1
2

2
2

1 2

1 2
2 cos

/
(5)

Maier and Meier15 have developed a mean field theory to correlate the microscopic molecular 
parameters with the macroscopic dielectric constants of anisotropic LCs: 

ε α μ θ� �= 〈 〉 + − −NhF F kT S{ ( / )[ ( cos ) ]}2 23 1 1 3  (6a)

ε α μ θ⊥ ⊥= 〈 〉 + + −NhF F kT S{ ( / )[ ( cos ) / ]}2 23 1 1 3 2  (6b)

Δε α α μ θ= 〈 〉 − 〈 〉 − −⊥NhF F kT S{( ) ( / )( cos ) }�
2 22 1 3  (6c)

where N is the molecular packing density, h = 3e/(2e + 1) is the cavity field factor, e = (e|| + 2e⊥)/3
is the averaged dielectric constant, F is the Onsager reaction field, 〈α||〉 and 〈α⊥〉 are the principal 
elements of the molecular polarizability tensor, b is the angle between the dipole moment m and the 
principal molecular axis, and S is the order parameter of the second rank. From Eq. (6), the dielec-
tric constants of anisotropic liquid crystals are influenced by the molecular structure, temperature, 
and frequency. These individual effects are discussed separately.

Structural Effect In general, Δe depends on the molecular constituents, temperature, and frequency. 
For a nonpolar liquid crystal compound, its dipole moment m ~ 0. Thus, its Δe is expected to be small 
and its magnitude is proportional to the differential molecular polarizability, similar to birefringence. 
On the other hand, for a LC molecule containing a polar group, such as cyano, isocyanate, fluoro, or 
chloro group, its Δe can be positive or negative depending on the position(s) of the polar group(s). If 
b ~ 0, that is, the dipole moment of the polar group is along the principal molecular axis, Δe is large 
and positive. Cyano-biphenyls are such examples. The Δe of 5CB is about 10 at T = 20°C and f = 1 kHz. 
These positive Δe materials are useful for parallel or twist alignment. On the contrary, if b > 55°, 1 − 3 
cos2b > 0 and Δe may become negative depending on the dipole moment as indicated in Eq. (6c). 
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FIGURE 14 Dipole moment of the simple mesogenic structure.
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8.16  MODULATORS

From Eq. (6c), for a nonpolar compound, m ~ 0 and its dielectric anisotropy is very small (Δe < 0.5). 
In this case, Δe is determined mainly by the differential molecular polarizability, that is, the first 
term in Eq. (6c). For a polar compound, the dielectric anisotropy depends on the dipole moment, 
angle q, temperature (T) and applied frequency. If a LC has more than one dipole, then the resul-
tant dipole moment is their vector summation. In a phenyl ring, the position of the dipole is defined as 

1

2 3

4

56

. From Eq. (6c), if a polar compound has an effective dipole at q < 55°, then its Δe is positive. 

On the other hand, Δe becomes negative if q > 55°.
Fluoro (F)16, cyano (CN)17, and isothiocyanato (NCS)18 are the three commonly employed polar 

groups. Among them, fluoro group possess a modest dipole moment (m ~ 1.5 Debye), high resistivity, 
and low viscosity. However, its strong negativity compresses the electron clouds and, subsequently, 
lowers the compound’s birefringence. For direct-view LCDs, the required birefringence is around 0.1, 
depending on the LC alignment and cell gap (d) employed. On the other hand, the cyano and isothio-
cyanato groups not only exhibit a large dipole moment (m ~ 3.9 Debye for C≡N and ~3.7 Debye for 
N=C=S) but also contribute to lengthen the p-electron conjugation. As a result, their birefringence is 
much higher than their fluorinated counterpart. High birefringence is favorable for long wavelength, 
such as infrared applications in order to use a thin cell gap to achieve the same phase change while 
keeping a fast response time. Under strong anchoring condition, the LC response time is proportional 
to d2. However, the CN compounds are more viscous than the corresponding NCS and fluoro com-
pounds. Therefore, their major applications are in low-end displays such as wrist watches and calcula-
tors where response time is not crucial.

Example 1: Positive Δe LCs Positive Δe LCs have been used in twisted nematic (TN)19 and in-plane 
switching (IPS)20,21 displays, although IPS can also use negative Δe LCs. For TFT LCD, the employed 
LC material must also possess a high resistivity (>1013 Ω-cm) in order to steadily hold the charges 
and avoid image flickering.22 The resistivity of a LC mixture depends heavily on the impurity 
contents, for example, ions. Purification process plays an important role in removing the ions for 
achieving high resistivity. Fluorinated compounds exhibit a high resistivity and are the natural 
choices for TFT LCDs.23,24

A typical fluorinated LC structure is shown below:

R1

(F)

F

(F)

(I)

Most liquid crystal compounds discovered so far possess at least two rings, either cyclohexane-
cyclohexane, cyclohexane-phenyl or phenyl-phenyl, and a flexible alkyl or alkoxy chain. The com-
pound shown in structure (I) has two cyclohexane and one phenyl rings. The R1 group represents a 
terminal alkyl chain, and a single or multiple fluoro substitutions take place in the phenyl ring. For 
multiple dipoles, the net dipole moment can be calculated from their vector sum. From Eq. (6c), 
to obtain the largest Δe for a given dipole, the best position for the fluoro substitution is along the 
principal molecular axis, that is, in the fourth position. The single fluoro compound should have 
Δe ~ 5. To further increase Δe, more fluoro groups can be added. For example, compound (I) has 
two more fluoro groups in the third and fifth positions.24 Its Δe is about 10, but its birefringence 
would slightly decrease (because of the lower molecular packing density) and viscosity increases 
substantially (because of the higher moment of inertia). The birefringence of compound (I) is 
around 0.07. If a higher birefringence is needed, the middle cyclohexane ring can be replaced by 
a phenyl ring. The elongated electron cloud will enhance the birefringence to approximately 0.12 
without increasing the viscosity noticeably. 

The phase transition temperatures of a LC compound are difficult to predict before the compound 
is synthesized. In general, the lateral fluoro substitution lowers the melting temperature of the parent 
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compound because the increased intermolecular separation leads to a weaker molecular association. 
Thus, a smaller thermal energy is able to separate the molecules which implies to a lower melting 
point. A drawback of the lateral substitution is the increased viscosity. 

Example 2: Negative Δe LCs From Eq. (6c), in order to obtain a negative dielectric anisotropy, the 
dipoles should be in the lateral (2,3) positions. For the interest of obtaining high resistivity, lateral 
difluoro group is a favorable choice. The negative Δe LCs are useful for vertical alignment.25 The VA 
cell exhibits an unprecedented contrast ratio when viewed at normal direction between two crossed 
linear polarizers.26,27 However, a single domain VA cell has a relatively narrow viewing angle and is 
only useful for projection displays. For wide-view LCDs, a multidomain (4 domains) vertical align-
ment (MVA) cell is required.28

The following structure is an example of the negative Δe LC:29

C3H7

F F

OC2H5
(II)

Compound (II) has two lateral fluoro groups in the (2,3) positions so that their dipoles in the horizontal 
components are perfectly cancelled whereas the vertical components add up. Thus, the net Δe is nega-
tive. A typical Δe of lateral difluoro compounds is −4. The neighboring alkoxy group also has a dipole in 
the vertical direction. Therefore, it contributes to enlarge the dielectric anisotropy (Δe ~ − 6). However, 
the alkoxy group has a higher viscosity than its alkyl counterpart and it also increases the melting point 
by ~20°.

Temperature Effect In general, as temperature rises e|| decreases but e⊥ increases gradually result-
ing in a decreasing Δe. From Eq. (6c) the temperature dependence of Δe is proportional to S for 
the nonpolar LCs and S/T for the polar LCs. At T > Tc, the isotropic phase is reached and dielectric 
anisotropy vanishes, as Fig. 14 shows. 

Frequency Effect From Eq. (6), two types of polarizations contribute to the dielectric constant: 
(1) induced polarization (the first term), and (2) orientation polarization (the dipole moment 
term). The field-induced polarization has a very fast response time, and it follows the alternating 
external field. But the permanent dipole moment associated orientation polarization exhibits a lon-
ger decay time, t. If the external electric field frequency is comparable to 1/t, the time lag between 
the average orientation of the dipole moments and the alternating field becomes noticeable. At a 
frequency w (=2pf ) which is much higher than 1/t, the orientation polarization cannot follow the 
variations of the external field any longer. Thus, the dielectric constant drops to e|| which is contrib-
uted solely by the induced polarization:30

ε ω ε
ε ε

ω τ�
�( ) = +
−

+∞
∞

1 2 2
 (7)

where e|| = e|| (w = 0) and e∞ = e|| (w = ∞) are the parallel component of the dielectric constant at 
static and high frequencies, respectively. 

In an aligned LC, the molecular rotation around their short axis is strongly hindered. Thus, the 
frequency dispersion occurs mainly at e||, while e⊥ remains almost constant up to mega-Hertz region. 
Figure 15 shows the frequency dependent dielectric constants of the M1 LC mixture (from Roche) at 
various temperatures.31 As the frequency increases e|| decreases and beyond the crossover frequency 
fc, Δe changes sign. The dielectric anisotropies of M1 are fairly symmetric at low and high frequencies. 
The crossover frequency is sensitive to the temperature. As temperature rises, the e|| and e⊥ of M1 
both decrease slightly. However, the frequency-dependent e|| is strongly dependent on the tempera-
ture, but e⊥ is inert. Thus, the crossover frequency increases exponentially with the temperature as: 
f kTc ~ exp( / )−E , where E is the activation energy. For M1 mixture, E = 0.96 eV.31
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Dual frequency effect is a useful technique for improving the response times of a LC device.32 In 
the dual frequency effect, a low frequency ( f < fc , where Δe > 0) an electric field is used to drive the 
device to its ON state, and during the decay period a high frequency (f > fc, where Δe < 0) electric field 
is applied to speed up the relaxation process. From material standpoint, a LC mixture with low fc and 
large |Δe | at both low and high frequencies is beneficial. But for a single LC substance (such as cyano-
biphenyls), its fc is usually too high (>106 Hz) to be practically employed. 

In such a high frequency regime, the imaginary part of dielectric constant (which is responsible for 
absorption) becomes so significant that the dielectric heating effect is amplified and heats up the LC. 
The electro-optic properties of the cell are then altered. The imaginary part of dielectric constant con-
tributes to heat. Thus, if a LC device is operated at MHz frequency region, significant heating effect 
due to the applied voltage will take place. This heating effect may be large enough to change all the 
physical properties of the LC. Dielectric heating is more severe if the crossover frequency is high.33–35

Thus, liquid crystals are useful electro-optic media in the spectral range covering from UV, visible, 
IR to microwave. Of course, in each spectral region, an appropriate LC material has to be selected. 
For instance, the totally saturated LC compounds should be chosen for UV application because of 
photostability. For flat panel displays, LCs with a modest conjugation are appropriate. On the other 
hand, highly conjugated LCs are favorable for IR and microwave applications for the interest of keep-
ing fast response time. 

Optical Properties

Refractive indices and absorption are fundamentally and practically important parameters of a LC 
compound or mixture.36 Almost all the light modulation mechanisms are involved with refractive 
index change. The absorption has a crucial impact on the photostability or lifetime of the liquid 
crystal devices. Both refractive indices and absorption are determined by the electronic structures of 
the liquid crystal studied. 

The major absorption of a LC compound occurs in ultraviolet (UV) and infrared (IR) regions. 
The s  → s ∗ electronic transitions take place in the vacuum UV (100 to 180 nm) region whereas the 
p → p ∗ electronic transitions occur in the UV (180 to 400 nm) region. Figure 16 shows the measured 
polarized UV absorption spectra of 5CB.37 The l1 band which is centered at ~200 nm consists of two 
closely overlapped bands. The Λ2 band shifts to ~282 nm. The l2 band should occur in the vacuum 
UV region (l0~120 nm) which is not shown in the figure.

Refractive Indices Refractive index has great impact on LC devices. Almost every electro-optic 
effect of LC modulators, no matter amplitude or phase modulation, involves refractive index 
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FIGURE 15 The frequency dependent dielectric constants of the M1 
LC mixture (from Roche). (Redrawn from Ref. 31.)

Bass_v5ch08_p001-040.indd 8.18 9/21/09 5:59:52 PM

DO
 N

OT
 D

UP
LI

CA
TE



LIQUID CRYSTALS  8.19

change. An aligned LC exhibits anisotropic properties, including dielectric, elastic, and optical 
anisotropies. Let us take a homogeneous alignment as an example.38 Assume a linearly polarized 
light is incident to the LC cell at normal direction. If the polarization axis is parallel to the LC 
alignment axis (i.e., LC director which represents an average molecular distribution axis), then the 
light experiences the extraordinary refractive index, ne. If the polarization is perpendicular to the 
LC directors, then the light sees the ordinary refractive index no. The difference between ne and no
is called birefringence, defined as Δn n ne o= − . Refractive indices are dependent on the wavelength 
and temperature. For a full-color LCD, RGB color filters are employed. Thus, the refractive indices 
at these wavelengths need to be known in order to optimize the device performance. Moreover, 
about 50 percent of the backlight is absorbed by the polarizer. The absorbed light turns into heat 
and causes the LCD panel’s temperature to increase. As the temperature increases, refractive indices 
decrease gradually. The following sections will describe how the wavelength and temperature affect 
the LC refractive indices. 

Wavelength Effect Based on the electronic absorption, a three-band model which takes one 
σ σ→ ∗ transition (the λ0 -band) and two π π→ ∗ transitions (the λ1 - and λ2 -bands) into consid-
eration has been developed. In the three band model, the refractive indices ( ne and no ) are expressed 
as follows:39,40
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 (8)

The three-band model clearly describes the origins of refractive indices of LC compounds. However, 
a commercial mixture usually consists of several compounds with different molecular structures in 
order to obtain a wide nematic range. The individual λi s’  are therefore different. Under such a cir-
cumstance, Eq. (8) would have too many unknowns to quantitatively describe the refractive indices 
of a LC mixture. 
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FIGURE 16 The measured polarized absorp-
tion spectra of 5CB. The middle trace is for unpo-
larized light. l1 ~ 200 nm and l2 ~ 282 nm.
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In the off-resonance region, the right three terms in Eq. (8) can be expanded by a power series 
to the λ −4 terms to form the extended Cauchy equations for describing the wavelength-dependent 
refractive indices of anisotropic LCs:40,41

n A
B C

e o e o
e o e o

, ,
, ,≅ + +

λ λ2 4
 (9)

In Eq. (9), Ae o, , Be o, , and Ce o,  are known as Cauchy coefficients. Although Eq. (9) is derived based on 
a LC compound, it can be extended easily to include eutectic mixtures by taking the superposition 
of each compound. From Eq. (9) if we measure the refractive indices at three wavelengths, the three 
Cauchy coefficients (A Be o e o, ,, , and Ce o, ) can be obtained by fitting the experimental results. Once these 
coefficients are determined, the refractive indices at any wavelength can be calculated. From Eq. (9) 
both refractive indices and birefringence decrease as the wavelength increases. In the long wavelength 
(IR and millimeter wave) region, ne and no are reduced to Ae and Ao, respectively. The coefficients Ae
and Ao are constants; they are independent of wavelength, but dependent on the temperature. That 
means, in the IR region the refractive indices are insensitive to wavelength, except for the resonance 
enhancement effect near the local molecular vibration bands. This prediction is consistent with many 
experimental evidences.42

Figure 17 depicts the wavelength-dependent refractive indices of E7 at T = 25°C. Open squares and 
circles represent the ne and no of E7 in the visible region while the downward- and upward-triangles 
stand for the measured data at l = 1.55 and 10.6 μm, respectively. Solid curves are fittings to the experi-
mental ne and no data in the visible spectrum by using the extended Cauchy equations [Eq. (9)]. The fit-
ting parameters are listed as follows: (Ae = 1.6933, Be = 0.0078 μm2, Ce = 0.0028 μm4) and (Ao = 1.4994, 
Bo = 0.0070 μm2,Co = 0.004 μm4). In Fig. 17, the extended Cauchy model is extrapolated to the near- and 
far-infrared regions. The extrapolated lines almost strike through the center of the experimental data 
measured at l = 1.55 and 10.6 μm. The largest difference between the extrapolated and experimental 
data is only 0.4 percent. 
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FIGURE 17 Wavelength-dependent refractive indices 
of E7 at T = 25°C. Open squares and circles are the ne and no

measured in the visible spectrum. Solid lines are fittings to the 
experimental data measured in the visible spectrum by using 
the extended Cauchy equation [Eq. (4.9)]. The downward- and 
upward-triangles are the ne and no measured at T = 25°C and 
l = 1.55 and 10.6 μm, respectively.
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Equation (9) applies equally well to both high and low birefringence LC materials in the off-
resonance region. For low birefringence (Δn < 0.12) LC mixtures, the λ −4 terms are insignificant 
and can be omitted and the extended Cauchy equations are simplified as:43

n A
B

e o e o
e o

, ,
,≅ +

λ 2
 (10) 

Thus, ne and no each has only two fitting parameters. By measuring the refractive indices at two 
wavelengths, we can determine Ae o,  and Be o, . Once these two parameters are determined, ne and no
can be calculated at any wavelength of interest. Because most of TFT LC mixtures have Δn ~ 0.1, 
the two-coefficient Cauchy model is adequate to describe the refractive index dispersions. Although 
the extended Cauchy equation fits experimental data well,44 its physical origin is not clear. A better 
physical meaning can be obtained by the three-band model which takes three major electronic tran-
sition bands into consideration. 

Temperature Effect The temperature effect is particularly important for projection displays.45 Due 
to the thermal effect of the lamp, the temperature of the display panel could reach 50°C. It is impor-
tant to know the LC properties at the anticipated operating temperature beforehand. 

Birefringence Δn is defined as the difference between the extraordinary and ordinary refractive 
indices, Δn n ne o= −  and the average refractive indices 〈 〉n  is defined as < > = +n n ne o( )/2 3. Based on 
these two definitions, ne and no can be rewritten as

n n ne = 〈 〉 + 2
3

Δ  (11)

n n no = 〈 〉 − 1
3

Δ  (12)

To describe the temperature dependent birefringence, the Haller approximation can be employed 
when the temperature is not too close to the clearing point: 

Δ Δn T n T To c( ) ( ) ( / )= −1 β  (13)

In Eq. (13), ( )Δn o  is the LC birefringence in the crystalline state (or T = 0 K), the exponent a is a 
material constant, and Tc is the clearing temperature of the LC material under investigation. On the 
other hand, the average refractive index decreases linearly with increasing temperature as46

< > = −n A BT  (14)

because the LC density decreases with increasing temperature. By substituting Eqs. (14) and (13) 
back to Eqs. (11) and (12), the 4-parameter model for describing the temperature dependence of the 
LC refractive indices is given as47

n T A BT
n T

Te
o

c

( )
( )

≈ − + −
⎛
⎝⎜

⎞
⎠⎟

2

3
1

Δ β

 (15)

n T A BT
n T

To
o

c

( )
( )

≈ − − −
⎛
⎝⎜

⎞
⎠⎟

Δ
3

1
β

 (16)

The parameters [A, B] and [( )Δn o, b] can be obtained separately by two-stage fittings. To obtain [A, B], 
one can fit the average refractive index 〈 〉 = +n n ne o( )/2 3 as a function of temperature using Eq. (14). To 
find [( )Δn o, b], one can fit the birefringence data as a function of temperature using Eq. (13). Therefore, 
these two sets of parameters can be obtained separately from the same set of refractive indices but at dif-
ferent forms.
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8.22  MODULATORS

Figure 18 is a plot of the temperature dependent refractive indices of 5CB at l = 546, 589, and 633 nm. 
As the temperature increases, ne decreases, but no gradually increases. In the isotropic state, n ne o=  and the 
refractive index decreases linearly as the temperature increases. This correlates with the density effect. 

Elastic Properties

The molecular order existing in liquid crystals has interesting consequences on the mechanical proper-
ties of these materials. They exhibit elastic behavior. Any attempt to deform the uniform alignments 
of the directors and the layered structures (in case of smectics) results in an elastic restoring force. The 
constants of proportionality between deformation and restoring stresses are known as elastic constants. 

Elastic Constants Both threshold voltage and response time are related to the elastic constant of the 
LC used. There are three basic elastic constants involved in the electro-optics of liquid crystals depend-
ing on the molecular alignment of the LC cell: the splay (K11), twist (K22), and bend (K33), as Fig. 19 
shows. Elastic constants affect the liquid crystal’s electro-optical cell in two aspects: the threshold voltage 
and the response time. The threshold voltage in the most common case of homogeneous electro-optical 
cell is expressed as follows:

V
K

th = π
ε ε

11

0Δ
 (17)

Several molecular theories have been developed for correlating the Frank elastic constants with 
molecular constituents. Here we only introduce two theories: (1) the mean-field theory,48,49 and 
(2) the generalized van der Waals theory.50

Mean-Field Theory In the mean-field theory, the three elastic constants are expressed as

K C V Sii ii n= −7 3 2/  (18a)

C Lmii ii= − −( / )( ) /3 2 1 2 1 3A χ  (18b)
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FIGURE 18 Temperature-dependent refractive indices of 
5CB at l = 546, 589, and 633 nm. Squares, circles, and triangles 
are experimental data for refractive indices measured at l =
546, 589, and 633 nm, respectively.
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where Cii is called the reduced elastic constant, Vn is the mole volume, L is the length of the molecule, m is 
the number of molecules in a steric unit in order to reduce the steric hindrance, χ11 = χ22 = z/x and χ33 =
(x/z)2, where x (y = x) and z are the molecular width and length, respectively, and A = 1.3 × 10−8 erg ⋅ cm6.

From Eq. (18), the ratio of K11: K22: K33 is equal to 1: 1: (z/x)2 and the temperature dependence of 
elastic constants is basically proportional to S2. This S2 dependence has been experimentally observed 
for many LCs. However, the prediction for the relative magnitude of Kii is correct only to the first 
order. Experimental results indicate that K22 often has the lowest value, and the ratio of K33/K11 can be 
either greater or less than unity. 

Generalized van der Waals Theory Gelbart and Ben-Shaul50 extended the generalized van der 
Waals theory for explaining the detailed relationship between elastic constants and molecular 
dimensions, polarizability, and temperature. They derived the following formula for nematic liquid 
crystals:

Kii = ai 〈P2〉〈P2〉 + bi 〈P2〉〈P4〉 (19)

where a
i
 and bi represent sums of contributions of the energy and the entropy terms; they depend 

linearly on temperature, 〈P2〉 (=S) and 〈P4〉 are the order parameter of the second and the fourth 
rank, respectively. In general, the second term may not be negligible in comparison with the S2 term 
depending on the value of 〈P4〉. As temperature increases, both S and 〈P4〉 decrease. If the 〈P4〉 of a 
LC is much smaller than S in its nematic range, Eq. (19) is reduced to the mean-field theory, or 
Kii ~ S2. The second term in Eq. (19) is responsible for the difference between K11 and K33.

Viscosities

The resistance of fluid system to flow when subjected to a shear stress is known as viscosity. In liquid 
crystals several anisotropic viscosity coefficients may result, depending on the relative orientation 

Splay

Twist

Bend

FIGURE 19 Elastic constants of the liquid 
crystals.
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8.24  MODULATORS

of the director with respect to the flow of the LC material. When an oriented nematic liquid crystal 
is placed between two plates which are then sheared, four cases shown in Fig. 20 are to be studied. 
Three, are known as Miesowicz viscosity coefficients. They are h1—when director of LC is perpen-
dicular to the flow pattern and parallel to the velocity gradient, h2—when director is parallel to the 
flow pattern and perpendicular to the velocity gradient and h3—when director is perpendicular to 
the flow pattern and to the velocity gradient. Viscosity, especially rotational viscosity g1, plays a cru-
cial role in the liquid crystals displays (LCD) response time. The response time of a nematic liquid 
crystals device is linearly proportional to g1.

The rotational viscosity of an aligned LC is a complicated function of molecular shape, moment 
of inertia, activation energy, and temperature. Several theories, including both rigorous and semi-
empirical, have been developed in an attempt to account for the origin of the LC viscosity. However, 
owing to the complicated anisotropic attractive and steric repulsive interactions among LC molecules, 
these theoretical results are not yet completely satisfactory. Some models fit certain LCs, but fail to 
fit others.51 In the molecular theory developed by Osipov and Terentjev,52 all six Leslie viscosity coef-
ficients are expressed in terms of microscopic parameters:
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FIGURE 20 Anisotropic viscosity coefficients 
required to characterize a nematic.
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where N represents molecular packing density, p is the molecular length-to-width (w) ratio, J ≅ JoS
is the Maier-Saupe mean-field coupling constant; k is the Boltzmann constant, T is the Kelvin 
temperature, S and P4 are the nematic order parameters of the second and fourth order, respectively, 
and Λ is the friction coefficient of LC:

Λ ≅ 100 (1 − Φ)N2w6p−2 [(kT)5/G3] (I⊥/kT)1/2 ⋅ exp [3(G + Io)/kT] (21)

where Φ is the volume fraction of molecules (Φ = 0.5 to 0.6 for dense molecular liquids), G >> Io is 
the isotropic intermolecular attraction energy, and I⊥ and Io are the inertia tensors.

From the above analysis, the parameters affecting the rotational viscosity of a LC are53

1. Activation energy (Ea ~ 3G): a LC molecule with low activation energy leads to a low viscosity. 

2. Moment of inertia: a LC molecule with linear shape and low molecular weight would possess a 
small moment of inertia and exhibit a low viscosity. 

3. Inter-molecular association: a LC with weak inter-molecular association, for example, not form 
dimer, would reduce the viscosity significantly. 

4. Temperature: elevated temperature operation of a LC device may be the easiest way to lower viscosity. 
However, birefringence, elastic, and dielectric constants are all reduced as well. 

8.6 LIQUID CRYSTAL CELLS

Three kinds of LC cells have been widely used for display applications. They are (1) twisted-nematic 
(TN) cell, (2) in-plane switching (IPS) cell, and multidomain vertical alignment (MVA) cell. For phase-
only modulation, homogeneous cell is preferred. The TN cell dominates notebook market because of its 
high transmittance and low cost. However, its viewing angle is limited. For wide-view applications, for 
example, LCD TVs, optical film-compensated IPS and MVA are the two major camps. In this section, 
we will discuss the basic electro-optics of TN, IPS, and MVA cells. 

Twisted-Nematic (TN) Cell

The first liquid crystal displays that became successful on the market were the small displays in 
digital watches. These were simple twisted nematic (TN) devices with characteristics satisfactory 
for such simple applications.19 The basic operation principals are shown in Fig. 21. In the TN dis-
play, each LC cell consists of a LC material sandwiched between two glass plates separated by a gap 
of 5 to 8 μm. 

The inner surfaces of the plates are deposited with transparent electrodes made of conducting 
coatings of indium tin oxide (ITO). These transparent electrodes are overcoated with a thin layer of 
polyimide with a thickness of about 80 angstroms. The polyimide films are unidirectional rubbed 
with the rubbing direction of the lower substrate perpendicular to the rubbing direction of the upper 
surface. Thus, in the inactivated state (voltage OFF), the local director undergoes a continuous twist 
of 90° in the region between the plates. Sheet polarizers are laminated on the outer surfaces of the 
plates. The transmission axes of the polarizers are aligned parallel to the rubbing directions of the 
adjacent polyimide films. When light enters the cell, the first polarizer lets through only the compo-
nent oscillating parallel to the LC director next to the entrance substrate. During the passage through 
the cell, the polarization plane is turned along with the director helix, so that when the light wave 
arrives at the exit polarizer, it passes unobstructed. The cell is thus transparent in the OFF state; this 
mode is called normally white (NW). 

Figure 22 depicts the normalized voltage-dependent light transmittance (T⊥) of the 90° TN cell at 
three primary wavelengths: R = 650 nm, G = 550 nm, and B = 450 nm. Since human eye has the greatest 
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sensitivity at green, we normally optimize the cell design at l ~ 550 nm. To meet the Gooch-Tarry first 
minimum condition, for example, d nΔ = ( / )3 2 λ, the employed cell gap is 5-μm and the LC birefrin-
gence is Δn ~ 0.096. From Fig. 22, the wavelength effect on the transmittance at V = 0 is within 
8 percent. Therefore, the TN cell can be treated as an “achromatic” half-wave plate. 

The response time of a TN LCD depends on the cell gap and the γ 1 22/K  of the LC mixture 
employed. For a 5-μm cell gap, the optical response time is ~30 to 40 ms. At V = 5 Vrms, the contrast 
ratio (CR) reaches ~500:1. These performances, although not perfect, are acceptable for notebook 
computers. A major drawback of the TN cell is its narrow viewing angle and grayscale inversion origi-
nated from the LC directors tilting out of the plane. Because of this molecular tilt, the viewing angle 
in the vertical direction is narrow and asymmetric, and has grayscale inversion.54 Despite a relatively 
slow switching time and limited viewing angle, the TN cell is still widely used for many applications 
because of its simplicity and low cost. Recently, a fast-response (~2 ms gray-to-gray response time) 
TN notebook computer has been demonstrated by using a thin cell gap (2 μm), low viscosity LC 
mixture, and overdrive and undershoot voltage method. 

In-Plane Switching (IPS) Cell

In an IPS cell, the transmission axis of the polarizer is parallel to the LC director at the input plane.55

The optical wave traversing through the LC cell is an extraordinary wave whose polarization state 
remains unchanged. As a result, a good dark state is achieved since this linearly polarized light is 
completely absorbed by the crossed analyzer. When an electric field is applied to the LC cell, the LC 
directors are reoriented toward the electric field (along the y axis). This leads to a new director dis-
tribution with a twist f(z) in the xy plane as Fig. 23 shows. 

Figure 24 depicts the voltage-dependent light transmittance of an IPS cell. The LC employed is 
MLC-6686, whose Δe = 10 and Δn = 0.095, the electrode width is 4 μm, electrode gap 8 μm, and cell 

FIGURE 21 The basic operation 
principles of the TN cell.
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FIGURE 22 Voltage-dependent transmittance of a normally 
white 90° TN cell. dΔn = 480 nm.
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gap d = 3.6 μm. The threshold voltage occurs at Vth ~ 1.5 Vrms and maximum transmittance at ~5 Vrms
for both wavelengths. Due to absorption, the maximum transmittance of the two polarizers (without 
LC cell) is 35.4, 33.7, and 31.4 percent for RGB wavelengths, respectively. 

Vertical Alignment (VA) Cell

The vertically aligned LC cell exhibits an unprecedentedly high contrast ratio among all the LC 
modes developed.56 Moreover, its contrast ratio is insensitive to the incident light wavelength, cell 
thickness, and operating temperature. In principle, in voltage-OFF state the LC directors are per-
pendicular to the cell substrates, as Fig. 25 shows. Thus, its contrast ratio at normal angle is limited 
by the crossed polarizers. Application of a voltage to the ITO electrodes causes the directors to tilt 
away from the normal to the glass surfaces. This introduces birefringence and subsequently light 
transmittance because the refractive indices for the light polarized parallel and perpendicular to the 
directors are different. 

Figure 26 shows the voltage-dependent transmittance of a VA cell with dΔn = 350 nm between 
two crossed polarizers. Here, a single domain VA cell employing Merck high resistivity MLC-6608 
LC mixture is simulated. Some physical properties of MLC-6608 are listed as follows: ne = 1.562, no = 
1.479 (at l = 546 nm and T = 20°C); clearing temperature Tc = 90°C; Δe = −4.2, and rotational viscos-
ity g1 = 186 mPas at 20°C. 

From Fig. 26, an excellent dark state is obtained at normal incidence. As the applied voltage exceeds 
the Freederickz threshold voltage (Vth ~ 2.1 Vrms), LC directors are reoriented by the applied electric 
field resulting in light transmission from the crossed analyzer. From the figure, RGB wavelengths 
reach their peak at different voltages, blue at ~4 Vrms, and green at ~6 Vrms. The on-state dispersion is 
more forgiven than the dark state. A small light leakage in the dark state would degrade the contrast 
ratio significantly, but less noticeable from the bright state. 

It should be mentioned that in Figs. 25 and 26 only a single domain is considered, thus, its view-
ing angle is quite narrow. To achieve wide view, four domains with film compensation are required. 
Several approaches, such as Fujitsu’s MVA (multidomain VA) and Samsung’s PVA (Patterned VA), 

FIGURE 23 IPS mode LC display.
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FIGURE 24 Voltage-dependent light transmittance of the 
IPS cell. LC: MLC-6686, Δe = 10, electrode width = 4 μm, gap = 8 μm, 
and cell gap d = 3.6 μm.
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have been developed for obtaining four complementary domains. Figure 27 depicts the PVA structure 
developed by Samsung. 

As shown in Fig. 27, PVA has no pretilt angle. The four domains are induced by the fringe electric 
fields. On the other hand, in Fujitsu’s MVA, physical protrusions are used to provide initial pretilt 
direction for forming four domains. The protrusions not only reduce the aperture ratio but also cause 
light leakage in the dark state because the LCs on the edges of protrusions are tilted so that they exhibit 
birefringence. It would be desirable to eliminate protrusions for MVA and create a pretilt angle in each 
domain for both MVA and PVA to guide the LC reorientation direction. Based on this concept, surface 
polymer sustained alignment (PSA) technique has been developed.57 A very small percentage (~0.2 wt %) 
of reactive mesogen monomer and photoinitiator are mixed in a negative Δe LC host and injected 
into a LCD panel. While a voltage is applied to generate four domains, a UV light is used to cure the 
monomers. As a result, the monomers are adsorbed onto the surfaces. These cured polymers, although 
in low density, will provide a pretilt angle within each domain to guide the LC reorientation. Thus, the 
rise time is reduced by nearly 2× while the decay time remains more or less unchanged.58
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FIGURE 26 Voltage-dependent normalized transmit-
tance of a VA cell. LC: MLC-6608. dΔn = 350 nm. R = 650 nm, 
G = 550 nm, and B = 450 nm.FIGURE 25 VA mode LC display.

(a) (b)

FIGURE 27 (a) LC directors of PVA at V = 0 and (b) LC directors of PVA at a voltage-
on state. The fringe fields generated by the top and bottom slits create two opposite domains 
in this cross section. When the zigzag electrodes are used, four domains are generated.
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8.7 LIQUID CRYSTALS DISPLAYS

The most common and well recognized applications of liquid crystals nowadays are displays. It is 
the most natural way to utilize extraordinary electro-optical properties of liquid crystals together 
with its liquid-like behavior. All the other applications are called as nondisplay applications of liquid 
crystals. Nondisplay applications are based on the liquid crystals molecular order sensitivity to the 
external incentive. This can be an external electric and magnetic field, temperature, chemical agents, 
mechanical stress, pressure, irradiation by different electromagnetic wave, or radioactive agents. 
Liquid crystals sensitivity for such wide spectrum of factors results in tremendous diversity of non-
display applications. It starts from spatial light modulators for laser beam steering, adaptive optics 
through telecommunication area (light shutters, attenuators, and switches), cholesteric LC filters, 
LC thermometers, stress meters, dose meters to ends up with liquid crystals paints, and cosmetics. 
Another field of interest employing lyotropic liquid crystals is biomedicine where it plays an impor-
tant role as a basic unit of the living organisms by means of plasma membranes of the living cells. 
More about existing nondisplays applications can be found in preferred reading materials.

Three types of liquid crystal displays (LCDs) have been developed: (1) transmissive, (2) reflective, 
and (3) transflective. Each one has its own unique properties. In the following sections, we will intro-
duce the basic operation principles of these display devices. 

Transmissive TFT LCDs

A transmissive LCD uses a backlight to illuminate the LCD panel to achieve high brightness (300 
to 500 nits) and high contrast ratio (>2000:1). Some transmissive LCDs, such as twisted-nematic 
(TN), do not use phase compensation films or multidomain structures so that their viewing angle is 
limited and they are more suitable for single viewer applications, for example, mobile displays and 
notebook computers. With phase compensation films and multidomain structures, the direct-view 
transmissive LCDs exhibit a wide viewing angle and high contrast ratio, and have been widely used 
for desktop computers and televisions. However, the cost of direct-view large screen LCDs is still 
relatively expensive. To obtain a screen diagonal larger than 2.5 m, projection displays, such as data 
projector, using transmissive microdisplays are still a favorable choice. There, a high power arc lamp 
or light emitting diode (LED) arrays are used as light source. Using a projection lens, the displayed 
image is magnified by more than 50×. To reduce the size of optics and cost, the LCD panel is usually 
made small (<25 mm in diagonal) and each pixel size is ~20 to 40 μm. Thus, poly-silicon-based TFT 
LCD is the common choice.

Figure 28 shows the device structure of a transmissive thin-film-transistor (TFT) LCD using amor-
phous silicon (a-Si) transistors. LCD is a nonemissive display, that is, it does not emit light, instead, it 
functions as a two-dimensional spatial light modulator. Thus, a backlight is needed. A diffuser is used 
to homogenize the backlight in order to avoid hot spots. Some optical films are stacked to steer the 
Lambertian backlight to the central ±40° for improving display brightness. Since most LCDs require a 
linearly polarized light in order to obtain a high contrast ratio, two sheets of stretched dichroic polarizers 
are used for large size direct-view displays. The first glass substrate contains TFT arrays, which serve as 
independent light switches. Each display pixel is controlled by a TFT. Since TFT is sensitive and should 
be shielded from backlight illumination, the actual aperture ratio (the transparent ITO electrode area) is 
reduced to ~80 percent, depending on the pixel density. As the pixel density increases, the aperture ratio 
decreases. The LC layer is sandwiched between two ITO substrates whose inner surface is coated with a 
thin (80 to 100 nm) polyimide layer. Some LCDs (twisted-nematic, in-plane switching and fringe field 
switching) require rubbing but some (multidomain vertical alignment and patterned vertical alignment) 
do not. The cell gap is usually controlled at ~3.5 to 4.0 μm for a transmissive LCD. The performance 
of the display such as light throughput, response time, and viewing angle are all influenced by the LC 
configuration employed. 

For direct-view LCDs, compact size, lightweight, and low power consumption are equally important 
as viewing angle, color, and contrast ratio. For direct-view LCDs, color filters are embedded in the inner 
side of the top (second) substrate. Three subpixels (red, green, and blue) form a color pixel. The size of 
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each subpixel is ~80 μm × 240 μm. Each subpixel transmits only one color; the other colors are absorbed. 
Figure 29 depicts the emission spectra of a backlight (cold cathode fluorescent lamp, CCFL) and RGB 
light emitting diodes (LEDs), and the transmission spectra of RGB color filters. 

From Fig. 29, the transmission spectra of RGB color filters are relatively broad. The advantage is to 
transmit more light however its color purity is degraded. The peak transmission of the RGB color filters 
is ~70, 80, and 90 percent, respectively. Roughly speaking, each color filter only transmits ~25 percent 
of the incident white light. The rest ~75 percent is absorbed by the color pigments. Moreover, CCFL 
emits two unwanted lines: blue-green (~480 nm) and orange (~580 nm). The blue-green light will 
transmit through the blue and green color filters simultaneously. Similarly, the orange light will trans-
mit through the green and red color filters simultaneously. These leaked lights will downgrade the color 
purity (or color saturation) of the display. Therefore, the color gamut of a typical transmissive TFT 
LCD is ~75 percent of NTSC (National Television System Committee) standard. With improved CCFL 
spectra, the color gamut can reach ~92 percent. LEDs have narrower emission spectra that also match 
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FIGURE 29 Transmission spectra of RGB color filters 
(thick gray lines), and emission spectra of CCFL backlight 
(thin black lines) and LEDs (dashed lines).
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FIGURE 28 Device structure of a color pixel of a transmissive TFT LCD.

Bass_v5ch08_p001-040.indd 8.30 9/21/09 6:00:01 PM

DO
 N

OT
 D

UP
LI

CA
TE



LIQUID CRYSTALS  8.31

better with the transmission spectra of the color filters, thus the color gamut reaches ~120 percent.59

For a display device, a wider color gamut is not necessarily better; natural colors are also important. 
After all, display is an art where perception plays an important role. 

After taking into account the optical losses from polarizers, color filters, and TFT aperture ratio, the 
overall system optical efficiency is about 6 to 7 percent for a direct-view LCD. If wide view technology 
is included,60 the total light efficiency is decreased to ~5 percent. Low optical efficiency implies high 
power consumption and more heat generation inside the display chasse. For a thin LCD, thermal dissi-
pation is a critical issue. For portable displays, low power consumption is desirable because it lengthens 
the battery operating hours. Several approaches have been developed to reduce power consumption, 
for example, polarization conversion of backlight61 and two-dimensional LED backlight with local 
dimming capability.62–64 The use of LED backlight offers several additional advantages such as wide 
color gamut, high dynamic contrast ratio (>50,000:1), ~2× reduction in power consumption, and fast 
turn-on and off times (~10 ns) for reducing the motion picture image blurs.65 Some technological 
concerns are color and power drifting as the junction temperature changes, and cost. 

Reflective LCDs

Figure 30 shows a device structure of a TFT-based reflective LCD. The top linear polarizer and a broad-
band quarter-wave film forms an equivalent crossed polarizer for the incident and exit beams. This 
is because the LC modes work better under crossed-polarizer condition. The bumpy reflector not only 
reflects but also diffuses the ambient light to the observer in order to avoid specular reflection and widen 
the viewing angle. This is a critical part for reflective LCDs. The TFT is hidden beneath the bumpy reflec-
tor, thus the R-LCD can have a large aperture ratio (~90%). The light blocking layer (LBL) is used to 
absorb the scattered light from neighboring pixels. Two popular LCD modes have been widely used for 
R-LCDs: (1) VA cell, and (2) mixed-mode twisted nematic (MTN) cell. The VA cell utilizes the phase retar-
dation effect while the MTN cell uses the combination of polarization rotation and birefringence effects.

In a reflective LCD, there is no built-in backlight unit; instead, it utilizes ambient light for reading 
out the displayed images. In comparison to transmissive LCDs, reflective LCDs have advantages in 
lower power consumption, lighter weight, and better sunlight readability. However, a reflective LCD 
is inapplicable under low or dark ambient conditions. Therefore, the TFT-based reflective LCD is 
gradually losing its ground. 

TFTSource Drain
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Gate
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FIGURE 30  Device structure of a direct-view reflective LCD.
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Flexible reflective LCDs using cholesteric liquid crystal display (Ch-LCD) and bistable nematic are 
gaining momentum because they can be used as electronic papers. These reflective LCDs use ambient 
light to readout the displayed images. Ch-LCD has helical structure which reflects color so that the 
display does not require color filters, neither polarizer. Thus, the reflectance for a given color band 
which depends on the pitch length and refractive index of the employed LC is relatively high (~30%). 
Moreover, it does not require a backlight so that its weight is light and the total device thickness can be 
thinner than 200 μm. Therefore, it is a strong contender for color flexible displays. Ch-LCD is a bistable 
device so that its power consumption is low, provided that the device is not refreshed too frequently. 
A major drawback of a reflective direct-view LCD is its poor readability under low ambient light. 

Another reflective LCD developed for projection TVs is liquid-crystal-on-silicon (LCoS) micro-
display. Unlike a transmissive microdisplay, LCoS is a reflective device. Here the reflector employed is 
an aluminum metallic mirror. Crystalline silicon has high mobility so that the pixel size can be made 
small (<10 μm) and aperture ratio >90 percent. Therefore, the image not only has high resolution 
but also is seamless. By contrast, a transmissive microdisplay’s aperture ratio is about 65 percent. The 
light blocked by the black matrices show up in the screen as dark patterns (also known as screen door 
effect). Viewing angle of a LCD is less critical in projection than direct-view displays because in a pro-
jection display the polarizing beam splitter has a narrower acceptance angle than the employed LCD. 

Transflective LCDs

In a transflective liquid crystal display (TR-LCD), a pixel is divided into two parts: transmissive (T) 
and reflective (R). The T/R area ratio can vary from 80/20 to 20/80, depending on the applications. 
In dark ambient the backlight is on and the display works as a transmissive one, while at bright 
ambient the backlight is off and only the reflective mode is operational. 

Dual-Cell-Gap Transflective LCDs In a TR-LCD, the backlight traverses the LC layer once, but the 
ambient light passes through twice. As a result, the optical path length is unequal. To balance the 
optical path difference between the T and R regions for a TR-LCD, dual-cell-gap device concept is 
introduced. The basic requirement for a TR-LCD is to find equal phase retardation between the T 
and R modes, which is

d n d nT T R R( ) ( )Δ Δ= 2  (22) 

If T and R modes have the same effective birefringence, then the cell gap should be different. This is the 
so-called dual cell gap approach. On the other hand, if the cell gap is uniform (single cell gap approach), 
then we should find ways to make ( ) ( )Δ Δn nT R= 2 . Let us discuss the dual cell gap approaches first. 

Figure 31a shows the schematic device configuration of a dual-cell-gap TR-LCD. Each pixel is 
divided into a reflective region with cell gap dR and a transmissive region with cell gap dT . The LC 
employed could be homogeneous alignment (also known as ECB, electrically controlled birefringence) 
or vertical alignment, as long as it is a phase retardation type. To balance the phase retardation between 
the single and double pass of the T and R parts, we could set d dT R= 2 . Moreover, to balance the color 
saturation due to single and double-pass discrepancy, we could use thinner or holed color filters in the 
R part. The top quarter wave plate is needed mainly for the reflective mode to obtain a high contrast 
ratio. Therefore, in the T region, the optic axis of the bottom quarter-wave plate should be aligned 
perpendicular to that of the top one so that their phase retardations are canceled. 

A thin homogeneous cell is difficult to find a good common dark state for RGB wavelengths with-
out a compensation film.55 The compensation film can be designed into the top quarter-wave film 
shown in Fig. 31a to form a single film. Here, let us take a dual cell gap TR-LCD using VA (or MVA for 
wide-view) and MLC-6608 (Δe = −4.2, Δn = 0.083) as an example. We set dR = 2.25 μm in the R region 
and dT = 4.5 μm in the T region. Figure 31b depicts the voltage-dependent transmittance (VT) and 
reflectance (VR) curves at normal incidence. As expected, both VT and VR curves perfectly overlap 
with each other. Here d nRΔ = 186.8 nm and d nT Δ = 373.5 nm are intentionally designed to be larger 
than l/4 (137.5 nm) and l/2 (275 nm), respectively, in order to reduce the on-state voltage to ~5 Vrms.
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Three problems of dual-cell-gap TR-LCDs are encountered: (1) Due to the cell gap difference the 
LC alignment is distorted near the T and R boundaries. The distorted LCs will cause light scattering 
and degrade the device contrast ratio. Therefore, these regions should be covered by black matrices 
in order to retain a good contrast ratio. (2) The thicker cell gap in the T region results in a slower 
response time than the R region. Fortunately, the dynamic response requirement in mobile displays 
is not as strict as those for video applications. This response time difference, although not perfect, is 
still tolerable. (3) The view angle of the single-domain homogeneous cell mode is relatively narrow 
because the LC directors are tilted out of the plane by the longitudinal electric field. To improve view 
angle, a biaxial film66 or a hybrid aligned nematic polymeric film67 is needed. Because the manufac-
turing process is compatible with the LCD fabrication lines, the dual-cell-gap TR-LCD is widely used 
in commercial products, such as iPhones. 

Single-Cell-Gap Transflective LCDs As its name implies, the single-cell-gap TR-LCD has a uniform 
cell gap in the T and R regions. Therefore, we need to find device concepts to achieve ( ) ( ) .Δ Δn nT R= 2
Several approaches have been proposed to solve this problem. In this section, we will discuss two 
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FIGURE 31 (a) Schematic device configuration of the dual-cell-
gap TR-LCD. (b) Simulated VT and VR curves using VA (or MVA) cells. 
LC: MLC-6608, dT = 4.5 μm, dR = 2.25 μm, and l = 550 nm.
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examples: (1) dual-TFT method in which one TFT is used to drive the T mode and another TFT to 
drive the R mode at a lower voltage,68 and (2) divided-voltage method:69 to have multiple R parts and 
the superimposed VR curve matches the VT curve.

Example 3: Dual-TFT Method Figure 32a shows the device structure of a TR-LCD using two 
TFTs to separately control the gamma curves of the T and R parts. Here, TFT-1 is connected to 
the bumpy reflector and TFT-2 is connected to the ITO of the transmissive part. Because of the 
double passes, the VR curve has a sharper slope than the VT curve and it reaches the peak reflec-
tance at a lower voltage, as shown in Fig. 32b. Let us use a 4.5-μm vertically aligned LC layer with 
88° pretilt angle as an example. The LC mixture employed is Merck MLC-6608 and wavelength 
is l = 550 nm. From Fig. 32b, the peak reflectance occurs at 3 Vrms and transmittance at 5.5 Vrms.
Thus, the maximum voltage of TFT-1 should be set at 5.5 V and TFT-2 at 3 V. This driving scheme 
is also called double-gamma method.70 The major advantage of this dual-TFT approach is its sim-
plicity. However, each TFT takes up some real estate so that the aperture ratio for the T mode is 
reduced. 
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FIGURE 32 (a) Device structure of a dual-TFT TR-
LCD and (b) simulated VT and VR curves using a 4.5-μm, 
MLC-6608 LC layer.
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For a TR-LCD, the T mode should have priority over R mode. The major function of R mode is 
to preserve sunlight readability. In general, the viewing angle, color saturation, and contrast ratio of 
R mode are all inferior to T mode. In most lighting conditions except under direct sunlight, T mode 
is still the primary display. 

Example 4: Divided-Voltage Method Figure 33a shows the device structure of a TR-LCD using divided 
voltage method.71 The R region consists of two sub-regions: R-I and R-II. Between R-II and bottom ITO, 
there is a passivation layer to weaken the electric field in the R-II region. As plotted in Fig. 33b, the VR-II 
curve in the R-II region has a higher threshold voltage than the VT curve due to this voltage shielding 
effect. To better match the VT curve, a small area in the T region is also used for R-I. The bumpy reflec-
tor in the R-I region is connected to the bottom ITO through a channeled electrode. Because of the 
double passes of ambient light, the VR-I curve is sharper than the VT curve. By properly choosing the 
R-I and R-II areas, we can match the VT and VR curves well, as shown in Fig. 33b.
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FIGURE 33 A transflective LCD using divided-voltage 
approach. (a) Device structure and (b) VT and VR curves at 
different regions. Here, P: polarizer, R: bumpy reflector, and Pa: 
passivation layer. (Redrawn from Ref. 71.)
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8.8 POLYMER/LIQUID CRYSTAL COMPOSITES

Some types of liquid crystal display combine LC material and polymer material in a single 
device. Such LC/polymer composites are relatively new class of materials used for displays but 
also for light shutters or switchable windows. Typically LC/polymer components consist of 
calamitic low mass LCs and polymers and can be either polymer-dispersed liquid crystal (PDLC) 
or polymer-stabilized liquid crystals (PSLC).72–74 The basic difference between these two types 
comes from concentration ratio between LC and polymer. In case of PDLC there is typically 
around 1:1 percentage ratio of LC and polymer. In PSLC, the LC occupies 90 percent or more of 
the total composition. Such difference results in different phase separation process during com-
posites polymerization. For equal concentration of LC and polymer, the LC droplets will form. 
But in case the LC is a majority, polymer will build up only walls or strings which divide LC 
into randomly aligned domains. Both types of composites operate between transparent state and 
scattering state. There are two requirements on the polymer for PDLC or PSLC device to work. 
First, refraction index of the polymer, np, must be equal to the refraction index for light polarized 
perpendicular to the director of the liquid crystal, (ordinary refractive index of the LC). Second, 
the polymer must induce the director of the LC in the droplets (PDLC) or domains (PSLC) to 
orient parallel to the surface of the polymer (Fig. 34). In the voltage OFF state the LC molecules 
in the droplets are partially aligned. In addition, the average director orientation n of the droplets 
exhibits a random distribution of orientation within the cell. 
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FIGURE 34 Schematic view and working principles of polymer/LC composites.
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The incident unpolarized light is scattered if it goes through such a sample. When a sufficiently 
strong electric field (typically above 1 Vrms/μm) is applied to the cell, all the LC molecules align paral-
lel to the electric field. If the light is also propagating in the direction parallel to the field, then the 
beam of light is affected by ordinary refractive index of LC which is matched with refractive index of 
polymer, thus cell appears transparent. When the electric field is OFF, again the LC molecules go back 
to the previous random positions. A polymer mixed with a chiral liquid crystal is a special case of 
PSLC called as polymer stabilized cholesteric texture (PSCT). The ratio between polymer and liquid 
crystal remains similar to the one necessary for PSLC. When the voltage is not applied to the PSCT 
cell liquid crystals tends to have helical structure while the polymer network tends to keep LC direc-
tor parallel to it (normal-mode PSCT). Therefore, the material has a poly-domain structure, as Fig. 35 
shows. In this state the incident beam is scattered. When a sufficiently high electric field is applied
across the cell, the liquid crystal is switched to the homeotropic alignment and, as a result, the cell 
becomes transparent. 

8.9 SUMMARY

Liquid crystal was discovered more than 100 years ago and is finding widespread applications. This 
class of organic material exhibits some unique properties, such as good chemical and thermal sta-
bilities, low operation voltage and low power consumption, and excellent compatibility with semi-
conductor fabrication processing. Therefore, it has dominated direct-view and projection display 
markets. The forecasted annual TFT LCD market is going to exceed $100 billion by year 2011. 
However, there are still some technical challenges need to be overcome, for example, (1) faster 
response time for reducing motion picture blurs, (2) higher optical efficiency for reducing power 
consumption and lengthening battery life, (3) smaller color shift when viewed at oblique angles, 
(4) wider viewing angle with higher contrast ratio (ideally its viewing characteristics should be 
as good as an emissive display), and (5) lower manufacturing cost, especially for large screen TVs. 
In addition to displays, LC materials also share an important part of emerging photonics applica-
tions, such as spatial light modulators for laser beam steering and adaptive optics, adaptive-focus 
lens, variable optical attenuator for fiber-optic telecommunications, and LC-infiltrated photonic 
crystal fibers, just to name a few. Often neglected, lyotropic liquid crystals are important materials 
in biochemistry of the cell membranes. 
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FIGURE 35 Schematic view of working principles of polymer-stabilized cholesteric LC 
light valve.
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9.1 INTRODUCTION

Basic elements of an optical fiber communication system include the transmitter [laser or light-
emitting diode (LED)], fiber (multimode, single-mode, or dispersion-shifted), and the receiver 
[positive-intrinsic-negative (PIN) diode, avalanche photodiode (APD) detectors, coherent 
detectors, optical preamplifiers, receiver electronics]. Receiver sensitivities of digital systems are 
compared on the basis of the number of photons per bit required to achieve a given bit error 
probability, and eye degradation and error floor phenomena are described. Laser relative inten-
sity noise and nonlinearities are shown to limit the performance of analog systems. Networking 
applications of optical amplifiers and wavelength-division multiplexing are considered, and 
future directions are discussed.

Although the light-guiding property of optical fibers has been known and used for many years, 
it is only relatively recently that optical fiber communications has become both a possibility and a 
reality.1 Following the first prediction in 19662 that fibers might have sufficiently low attenuation 
for telecommunications, the first low-loss fiber (20 dB/km) was achieved in 1970.3 The first semi-
conductor laser diode to radiate continuously at room temperature was also achieved in 1970.4 The 
1970s were a period of intense technology and system development, with the first systems coming 
into service at the end of the decade. The 1980s saw both the growth of applications (service on the 
first transatlantic cable in 1988) and continued advances in technology. This evolution continued 
in the 1990s with the advent of optical amplifiers and with the applications emphasis turning from 
point-to-point links to optical networks. The beginning of the 21st century has seen extensive fiber-
to-the-home deployment as well as continued technology advances.

This chapter provides an overview of the basic technology, systems, and applications of optical 
fiber communication. It is an update and compression of material presented at a 1994 North Atlantic 
Treaty Organization (NATO) Summer School.5 Although there have been significant advances in 
technology and applications in subsequent years, the basics have remained essentially the same.

9.3

9
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9.4  FIBER OPTICS

9.2 BASIC TECHNOLOGY

This section considers the basic technology components of an optical fiber communications link, 
namely the fiber, the transmitter, and the receiver, and discusses the principal parameters that deter-
mine communications performance.

Fiber

An optical fiber is a thin filament of glass with a central core having a slightly higher index of refrac-
tion than the surrounding cladding. From a physical optics standpoint, light is guided by total internal 
reflection at the core-cladding boundary. More precisely, the fiber is a dielectric waveguide in which 
there are a discrete number of propagating modes.6 If the core diameter and the index difference are 
sufficiently small, only a single mode will propagate. The condition for single-mode propagation is 
that the normalized frequency V be less than 2.405, where

 
V

a
n n= −2

1
2

2
2π

λ  (1)

and a is the core radius, l is the free space wavelength, and n1 and n2 are the indexes of refraction of 
the core and cladding, respectively. Multimode fibers typically have a fractional index difference (Δ) 
between core and cladding of between 1 and 1.5 percent and a core diameter of between 50 and 100 μm. 
Single-mode fibers typically have Δ ≈ 0.3 percent and a core diameter of between 8 and 10 μm.

The fiber numerical aperture (NA), which is the sine of the half-angle of the cone of acceptance, 
is given by

 
NA = − =n n n1

2
2
2

1 2Δ  (2)

Single-mode fibers typically have an NA of about 0.1, whereas the NA of multimode fibers is in the 
range of 0.2 to 0.3.

From a transmission system standpoint, the two most important fiber parameters are attenuation 
and bandwidth.

Attenuation There are three principal attenuation mechanisms in fiber: absorption, scattering, 
and radiative loss. Silicon dioxide has resonance absorption peaks in the ultraviolet (electronic tran-
sitions) and in the infrared beyond 1.6 μm (atomic vibrational transitions), but is highly transparent 
in the visible and near-infrared.

Radiative losses are generally kept small by using a sufficiently thick cladding (communication 
fibers have an outer diameter of 125 μm), a compressible coating to buffer the fiber from external 
forces, and a cable structure that prevents sharp bends.

In the absence of impurities and radiation losses, the fundamental attenuation mechanism is 
Rayleigh scattering from the irregular glass structure, which results in index of refraction fluctuations 
over distances that are small compared to the wavelength. This leads to a scattering loss

 α
λ

= ≈B
B

dB
4

40 9with
km

m. μ  (3)

for “best” fibers. Attenuation as a function of wavelength is shown in Fig. 1. The attenuation peak 
at λ = 1 4. μm is a resonance absorption due to small amounts of water in the fiber, although fibers 
are available in which this peak is absent. Initial systems operated at a wavelength around 0.85 μm 
owing to the availability of sources and detectors at this wavelength. Present systems (other than 
some short-distance data links) generally operate at wavelengths of 1.3 or 1.55 μm. The former, in 
addition to being low in attenuation (about 0.32 dB/km for best fibers), is the wavelength of mini-
mum intramodal dispersion (see next section) for standard single-mode fiber. Operation at 1.55 μm 
allows even lower attenuation (minimum is about 0.16 dB/km) and the use of erbium-doped-fiber 
amplifiers (see Sec. 9.5), which operate at this wavelength.
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OPTICAL FIBER COMMUNICATION TECHNOLOGY AND SYSTEM OVERVIEW  9.5

Dispersion Pulse spreading (dispersion) limits the maximum modulation bandwidth (or maximum 
pulse rate) that may be used with fibers. There are two principal forms of dispersion: intermodal 
dispersion and intramodal dispersion. In multimode fiber, the different modes experience different 
propagation delays resulting in pulse spreading. For graded-index fiber, the lowest dispersion per 
unit length is given approximately by7

 

δτ
L

n
c

= 1
2

10
Δ

 
(intermodal) (4)

[Grading of the index of refraction of the core in a nearly parabolic function results in an approxi-
mate equalization of the propagation delays. For a step-index fiber, the dispersion per unit length is 
δτ / ,L n c= 1Δ /  which for Δ = 0 01.  is 1000 times larger than that given by Eq. (4).]

Bandwidth is inversely proportional to dispersion, with the proportionally constant dependent on 
pulse shape and how bandwidth is defined. If the dispersed pulse is approximated by a Gaussian pulse 
with δτ  being the full width at the half-power point, then the –3-dB bandwidth B is given by

 B = 0 44. /δτ  (5)

Multimode fibers are generally specified by their bandwidth in a 1-km length. Typical specifi-
cations are in the range from 200 MHz to 1 GHz. Fiber bandwidth is a sensitive function of the 
index profile and is wavelength dependent, and the scaling with length depends on whether there is 
mode mixing.8 Also, for short-distance links, the bandwidth is dependent on the launch conditions. 
Multimode fibers are generally used only when the bit rates and distances are sufficiently small that 
accurate characterization of dispersion is not of concern, although this may be changing with the 
advent of graded-index plastic optical fiber for high-bit-rate short-distance data links.

Although there is no intermodal dispersion in single-mode fibers,∗ there is still dispersion within 
the single mode (intramodal dispersion) resulting from the finite spectral width of the source and the 
dependence of group velocity on wavelength. The intramodal dispersion per unit length is given by

 δτ δλ/L D=  for D ≠ 0

          = 0 2 2. ( )So δλ  for D = 0  (6)
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FIGURE 1 Fiber attenuation as a function of wavelength. Dashed 
curve shows Rayleigh scattering. Solid curve indicates total attenuation 
including resonance absorption at 1.38 μm from water and tail of infrared 
atomic resonances above 1.6 μm.

∗A single-mode fiber actually has two degenerate modes corresponding to the two principal polarizations. Any asymmetry 
in the transmission path removes this degeneracy and results in polarization dispersion. This is typically very small (in the range 
of 0.1 to 1 ps/km1/2), but is of concern in long-distance systems using linear repeaters.9
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9.6  FIBER OPTICS

where D is the dispersion coefficient of the fiber, δλ  is the spectral width of the source, and So is the 
dispersion slope

 
S

dD
d

Do = = =
λ

λ λ λat where0 0 0( )  (7)

If both intermodal and intramodal dispersion are present, the square of the total dispersion is the 
sum of the squares of the intermodal and intramodal dispersions. For typical digital systems, the total 
dispersion should be less than half the interpulse period T. From Eq. (5) this corresponds to an effec-
tive fiber bandwidth that is at least 0.88/T.

There are two sources of intramodal dispersion: material dispersion, which is a consequence of the 
index of refraction being a function of wavelength, and waveguide dispersion, which is a consequence 
of the propagation constant of the fiber waveguide being a function of wavelength.

For a material with index of refraction n(l), the material dispersion coefficient is given by

 
D

c
d n

dmat = − λ
λ

2

2  (8)

For silica-based glasses, Dmat has the general characteristics shown in Fig. 2. It is about –100 ps/km ⋅ nm 
at a wavelength of 820 nm, goes through zero at a wavelength near 1300 nm, and is about 20 ps/km ⋅ nm 
at 1550 nm. 

For step-index single-mode fibers, waveguide dispersion is given approximately by10 

 

D
a cnwg ≈ − 0 025

2
2

. λ
 (9)

For conventional single-mode fiber, waveguide dispersion is small (about –5 ps/km ⋅ nm at 1300 nm). 
The resultant D( )λ  is then slightly shifted (relative to the material dispersion curve) to longer wave-
lengths, but the zero-dispersion wavelength ( )λ0  remains in the vicinity of 1300 nm. However, if the 
waveguide dispersion is made larger negative by decreasing a or equivalently by tapering the index 
of refraction in the core the zero-dispersion wavelength may be shifted to the vicinity of 1550 nm 

FIGURE 2 Intramodal dispersion coefficient as a function of wavelength. 
Dotted curve shows Dmat; dashed curve shows Dwg to achieve D (solid curve) with 
zero dispersion at 1.55 μm.
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OPTICAL FIBER COMMUNICATION TECHNOLOGY AND SYSTEM OVERVIEW  9.7

(see Fig. 2). Such fibers are called dispersion-shifted fibers and are advantageous because of the lower 
fiber attenuation at this wavelength and the advent of erbium-doped-fiber amplifiers (see Sec. 9.5). 
Note that dispersion-shifted fibers have a smaller slope at the dispersion minimum ( .S0 0 06≈  ps/km 
⋅ nm2 compared to S0 0 09≈ .  ps/km ⋅ nm2 for conventional single-mode fiber).

With more complicated index of refraction profiles, it is possible, at least theoretically, to control 
the shape of the waveguide dispersion such that the total dispersion is small in both the 1300- and 
1550-nm bands, leading to dispersion-flattened fibers.11 

Transmitting Sources

Semiconductor light-emitting diodes (LEDs) or lasers are the primary light sources used in fiber-
optic transmission systems. The principal parameters of concern are the power coupled into the 
fiber, the modulation bandwidth, and (because of intramodal dispersion) the spectral width.

Light-Emitting Diodes (LEDs) LEDs are forward-biased positive-negative (PN) junctions in which 
carrier recombination results in spontaneous emission at a wavelength corresponding to the energy gap. 
Although several milliwatts may be radiated from high-radiance LEDs, the radiation is over a wide angu-
lar range, and consequently there is a large coupling loss from an LED to a fiber. Coupling efficiency (h = 
ratio of power coupled to power radiated) from an LED to a fiber is given approximately by12

 

η

η

≈ <

≈ >

( )

( ) ( )

NA for

/ NA for

2

2 2

r a

a r r a

s

s s
 (10)

where rs is the radius of the LED. Use of large-diameter, high-NA multimode fiber improves the 
coupling from LEDs to fiber. Typical coupling losses are 10 to 20 dB for multimode fibers and more 
than 30 dB for single-mode fibers. 

In addition to radiating over a large angle, LED radiation has a large spectral width (about 50 nm 
at λ = 850 nm and 100 nm at λ = 1300 nm) determined by thermal effects. Systems employing LEDs 
at 850 mm tend to be intramodal-dispersion-limited, whereas those at 1300 nm are intermodal-
dispersion-limited.

Owing to the relatively long time constant for spontaneous emission (typically several nanoseconds), 
the modulation bandwidths of LEDs are generally limited to several hundred MHz. Thus, LEDs are 
generally limited to relatively short-distance, low-bit-rate applications.

Lasers In a laser, population inversion between the ground and excited states results in stimu-
lated emission. In edge-emitting semiconductor lasers, this radiation is guided within the active 
region of the laser and is reflected at the end faces.∗ The combination of feedback and gain results 
in oscillation when the gain exceeds a threshold value. The spectral range over which the gain 
exceeds threshold (typically a few nanometers) is much narrower than the spectral width of an LED. 
Discrete wavelengths within this range, for which the optical length of the laser is an integer number 
of half-wavelengths, are radiated. Such a laser is termed a multilongitudinal mode Fabry-Perot laser. 
Radiation is confined to a much narrower angular range than for an LED, and consequently may be 
efficiently coupled into a small-NA fiber. Coupled power is typically about 1 mW.

The modulation bandwidth of lasers is determined by a resonance frequency caused by the inter-
action of the photon and electron concentrations.14 Although this resonance frequency was less than 
1 GHz in early semiconductor lasers, improvements in materials have led to semiconductor lasers 
with resonance frequencies (and consequently modulation bandwidths) in excess of 10 GHz. This not 
only is important for very high-speed digital systems, but now also allows semiconductor lasers to be 
directly modulated with microwave signals. Such applications are considered in Sec. 9.7.

∗In vertical cavity surface-emitting lasers (VCSELs), reflection is from internal “mirrors” grown within the semiconductor 
structure.13
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9.8  FIBER OPTICS

Although multilongitudinal-mode Fabry-Perot lasers have a narrower spectral spread than LEDs, 
this spread still limits the high-speed and long-distance capability of such lasers. For such applica-
tions, single-longitudinal-mode (SLM) lasers are used. SLM lasers may be achieved by having a suf-
ficiently short laser (less than 50 μm), by using coupled cavities (either external mirrors or cleaved 
coupled cavities15), or by incorporating a diffraction grating within the laser structure to select a spe-
cific wavelength. The latter has proven to be most practical for commercial application, and includes 
the distributed feedback (DFB) laser, in which the grating is within the laser active region, and the 
distributed Bragg reflector (DBR) laser, where the grating is external to the active region.16

There is still a finite line width for SLM lasers. For lasers without special stabilization, the line width 
is on the order of 0.1 nm. Expressed in terms of frequency, this corresponds to a frequency width of 
12.5 GHz at a wavelength of 1550 nm. (Wavelength and frequency spread are related by δ δλ λf f/ /= − , 
from which it follows that δ δλ λf c= − / .)2  Thus, unlike electrical communication systems, optical sys-
tems generally use sources with spectral widths that are large compared to the modulation bandwidth.

The finite line width (phase noise) of a laser is due to fluctuations of the phase of the optical field 
resulting from spontaneous emission. In addition to the phase noise contributed directly by the spon-
taneous emission, the interaction between the photon and electron concentrations in semiconductor 
lasers leads to a conversion of amplitude fluctuations to phase fluctuations, which increases the line 
width.17 If the intensity of a laser is changed, this same phenomenon gives rise to a change in the 
frequency of the laser (chirp). Uncontrolled, this causes a substantial increase in line width when the 
laser is modulated, which may cause difficulties in some system applications, possibly necessitating 
external modulation. However, the phenomenon can also be used to advantage. For appropriate lasers 
under small signal modulation, a change in frequency proportional to the input signal can be used to 
frequency-modulate and/or to tune the laser. Tunable lasers are of particular importance in network-
ing applications employing wavelength-division multiplexing (WDM).18

Photodetectors

Fiber-optic systems generally use PIN or APD photodetectors. In a reverse-biased PIN diode, absorp-
tion of light in the intrinsic region generates carriers that are swept out by the reverse-bias field. This 
results in a photocurrent (Ip) that is proportional to the incident optical power (PR), where the propor-
tionality constant is the responsivity (ℜ) of the photodetector; that is, ℜ = I PP R/ . Since the number of 
photons per second incident on the detector is power divided by the photon energy, and the number 
of electrons per second flowing in the external circuit is the photocurrent divided by the charge of the 
electron, it follows that the quantum efficiency (h = electrons/photons) is related to the responsivity by

 
η λ λ= = ⋅ ℜhc

q
I
P

p

R

1 24. ( )μm V
 (11)

For wavelengths shorter than 900 nm, silicon is an excellent photodetector, with quantum efficien-
cies of about 90 percent. For longer wavelengths, InGaAs is generally used, with quantum efficien-
cies typically around 70 percent. Very high bandwidths may be achieved with PIN photodetectors. 
Consequently, the photodetector does not generally limit the overall system bandwidth.

In an avalanche photodetector (APD), a larger reverse voltage accelerates carriers, causing addi-
tional carriers by impact ionization resulting in a current I MI pAPD = , where M is the current gain of 
the APD. As we will note in Sec. 9.3, this can result in an improvement in receiver sensitivity.

9.3 RECEIVER SENSITIVITY

The receiver in a direct-detection fiber-optic communication system consists of a photodetector 
followed by electrical amplification and signal-processing circuits intended to recover the com-
munications signal. Receiver sensitivity is defined as the average received optical power needed to 
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OPTICAL FIBER COMMUNICATION TECHNOLOGY AND SYSTEM OVERVIEW  9.9

achieve a given communication rate and performance. For analog communications, the communi-
cation rate is measured by the bandwidth of the electrical signal to be transmitted (B), and perfor-
mance is given by the signal-to-noise ratio (SNR) of the recovered signal. For digital systems, the 
communication rate is measured by the bit rate (Rb) and performance is measured by the bit error 
probability (Pe).

For a constant optical power transmitted, there are fluctuations of the received photocurrent 
about the average given by Eq. (11). The principal sources of these fluctuations are signal shot noise 
(quantum noise resulting from random arrival times of photons at the detector), receiver thermal 
noise, APD excess noise, and relative intensity noise (RIN) associated with fluctuations in intensity of 
the source and/or multiple reflections in the fiber medium.

Digital On-Off-Keying Receiver

It is instructive to define a normalized sensitivity as the average number of photons per bit ( )N p  to 
achieve a given error probability, which we take here to be Pe = −10 9. Given N p , the received power 
when a 1 is transmitted is obtained from 

 
P N R

hc
R p b= 2 λ  (12)

where the factor of 2 in Eq. (12) is because PR is the peak power, and N p is the average number of 
photons per bit.

Ideal Receiver In an ideal receiver individual photons may be counted, and the only source of 
noise is the fluctuation of the number of photons counted when a 1 is transmitted. This is a Poisson 
random variable with mean 2N p. No photons are received when a 0 is transmitted. Consequently, an 
error is made only when a 1 is transmitted and no photons are received. This leads to the following 
expression for the error probability

 
P Ne p= −1

2 2exp( )  (13)

from which it follows that N p = 10 for Pe = −10 9. This is termed the quantum limit.

PIN Receiver In a PIN receiver, the photodetector output is amplified, filtered, and sampled, and 
the sample is compared with a threshold to decide whether a 1 or 0 was transmitted. Let I be the 
sampled current at the input to the decision circuit scaled back to the corresponding value at the 
output of the photodetector. (It is convenient to refer all signal and noise levels to their equivalent 
values at the output of the photodetector.) I is then a random variable with means and variances 
given by

                               
μ1 = I p                               

μ0 0=  (14a)

 
σ1

2 2
4= +qI B

kTB
Rp

e    
σ 0

2 4= kTB
Re

 (14b)

where the subscripts 1 and 0 refer to the bit transmitted, kT is the thermal noise energy, and Re is the 
effective input noise resistance of the amplifier. Note that the noise values in the 1 and 0 states are 
different owing to the shot noise in the 1 state.

Calculation of error probability requires knowledge of the distribution of I under the two hypoth-
eses. Under the assumption that these distributions may be approximated by gaussian distributions 
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9.10  FIBER OPTICS

with means and variances given by Eq. (14), the error probability may be shown to be given by 
(Chap. 4 in Ref. 19)

 
P Ke =

−
+

⎛
⎝⎜

⎞
⎠⎟

μ μ
σ σ

1 0

1 0
 (15)

where

 
K Q dx x Q

Q
( ) exp( ) ( )= − =

∞

∫
1
2

2
1
2 22

π
/ erfc /  (16)

It can be shown from Eqs. (11), (12), (14), and (15) that 
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B
R

Q
Q

kTC
qp

b

e= +
⎡

⎣
⎢

⎤

⎦
⎥η

π2
21

1 8
 (17)

where 

 C
R Be

e
= 1

2π  (18)

is the effective noise capacitance of the receiver, and from Eq. (16), Q = 6 for Pe = −10 9. The mini-
mum bandwidth of the receiver is half the bit rate, but in practice B/Rb is generally about 0.7.

The gaussian approximation is expected to be good when the thermal noise is large compared to the 
shot noise. It is interesting, however, to note that Eq. (17) gives N p = 18, when C B Re b= = =0 0 5 1, . , ,/ η  
and Q = 6. Thus, even in the shot noise limit, the gaussian approximation gives a surprisingly close 
result to the value calculated from the correct Poisson distribution. It must be pointed out, however, 
that the location of the threshold calculated by the gaussian approximation is far from correct in this 
case. In general, the gaussian approximation is much better in estimating receiver sensitivity than in 
establishing where to set receiver thresholds.

Low-input-impedance amplifiers are generally required to achieve the high bandwidths required 
for high-bit-rate systems. However, a low input impedance results in high thermal noise and poor 
sensitivity. High-input-impedance amplifiers may be used, but this narrows the bandwidth, which 
must be compensated for by equalization following the first-stage amplifier. Although this may result 
in a highly sensitive receiver, the receiver will have a poor dynamic range owing to the high gains 
required in the equalizer.20 Receivers for digital systems are generally implemented with transimped-
ance amplifiers having a large feedback resistance. This reduces the effective input noise capacitance 
to below the capacitance of the photodiode, and practical receivers can be built with C pFe ≈ 0 1. . 
Using this value of capacitance and B Rb/ = 0 7. , η = 0 7. , and Q = 6, Eq. (17) gives N p ≈ 2600. Note 
that this is about 34 dB greater than the value given by the quantum limit.

APD Receiver In an APD receiver, there is additional shot noise owing to the excess noise factor F of 
the avalanche gain process. However, thermal noise is reduced because of the current multiplication 
gain M before thermal noise is introduced. This results in a receiver sensitivity given approximately by∗

 

N
B
R

Q F
Q

kTC
q Mp

b

e= +
⎡

⎣
⎢

⎤

⎦
⎥η

π2
2 2

1 8
 (19)

∗The gaussian approximation is not as good for an APD as for a PIN receiver owing to the nongaussian nature of the excess 
APD noise.

Bass_v5ch09_p001-020.indd 9.10 9/25/09 2:45:44 PM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICAL FIBER COMMUNICATION TECHNOLOGY AND SYSTEM OVERVIEW  9.11

The excess noise factor is an increasing function of M, which results in an optimum M to minimize 
N p.20 Good APD receivers at 1300 and 1550 nm typically have sensitivities of the order of 1000 photons 
per bit. Owing to the lower excess noise of silicon APDs, sensitivity of about 500 photons per bit can 
be achieved at 850 nm.

Impairments There are several sources of impairment that may degrade the sensitivity of receivers 
from the values given by Eqs. (17) and (19). These may be grouped into two general classes: eye deg-
radations and signal-dependent noise.

An eye diagram is the superposition of all possible received sequences. At the sampling point, there 
is a spread of the values of a received 1 and a received 0. The difference between the minimum value of a 
received 1 and the maximum value of the received 0 is known as the eye opening. This is given by ( )1− ε I p
where ε is the eye degradation. The two major sources of eye degradation are intersymbol interference 
and finite laser extinction ratio. Intersymbol interference results from dispersion, deviations from ideal 
shaping of the receiver filter, and low-frequency cutoff effects that result in direct current (DC) offsets.

Signal-dependent noises are phenomena that give a variance of the received photocurrent that 
is proportional to I p

2 and consequently lead to a maximum signal-to-noise ratio at the output of the 
receiver. Principal sources of signal-dependent noise are laser relative intensity noise (RIN), reflection-
induced noise, mode partition noise, and modal noise. RIN is a consequence of inherent fluctuations 
in laser intensity resulting from spontaneous emission. This is generally sufficiently small that it is not 
of concern in digital systems, but is an important limitation in analog systems requiring high signal-to-
noise ratios (see Sec. 9.7). Reflection-induced noise is the conversion of laser phase noise to intensity 
noise by multiple reflections from discontinuities (such as at imperfect connectors.) This may result 
in a substantial RIN enhancement that can seriously affect digital as well as analog systems.21 Mode 
partition noise occurs when Fabry-Perot lasers are used with dispersive fiber. Fiber dispersion results in 
changing phase relation between the various laser modes, which results in intensity fluctuations. The 
effect of mode partition noise is more serious than that of dispersion alone.22 Modal noise is a similar 
phenomenon that occurs in multimode fiber when relatively few modes are excited and these interfere.

Eye degradations are accounted for by replacing Eq. (14a) by 

 μ μ ε1 0 1− = −( )I p  (20a)

and signal-dependent noise by replacing Eq. (14b) by 

 σ α σ α1
2 2 2

0
2 2 22

4 4= + + = +qI B
kTB
R

I B
kTB
R

I Bp
e

p
e

p  (20b)

where α 2 is the relative spectral density of the signal-dependent noise. (It is assumed that the signal-
dependent noise has a large bandwidth compared to the signal bandwidth B.) With these modifica-
tions, the sensitivity of an APD receiver becomes 
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The sensitivity of a PIN receiver is obtained by setting F = 1 and M = 1 in Eq. (21). It follows from 
Eq. (21) that there is a minimum error probability (error floor) given by 

 P K Q Q
Be,min max max( )= = −

where
1 ε
α

 (22)

The existence of eye degradations and signal-dependent noise causes an increase in the receiver 
power (called power penalty) required to achieve a given error probability.
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9.12  FIBER OPTICS

9.4 BIT RATE AND DISTANCE LIMITS 

Bit rate and distance limitations of digital links are determined by loss and dispersion limitations. 
The following example is used to illustrate the calculation of the maximum distance for a given 
bit rate. Consider a 2.5 Gbit/s system at a wavelength of 1550 nm. Assume an average transmit-
ter power of 0 dBm coupled into the fiber. Receiver sensitivity is taken to be 3000 photons per bit, 
which from Eq. (12) corresponds to an average receiver power of –30.2 dBm. Allowing a total of 8 dB 
for margin and for connector and cabling losses at the two ends gives a loss allowance of 22.2 dB. If 
the cabled fiber loss, including splices, is 0.25 dB/km, this leads to a loss-limited transmission dis-
tance of 89 km.

Assuming that the fiber dispersion is D = ⋅15 ps/km nm  and source spectral width is 0.1 nm, this 
gives a dispersion per unit length of 1.5 ps/km. Taking the maximum allowed dispersion to be half the 
interpulse period, this gives a maximum dispersion of 200 ps, which then yields a maximum dispersion-
limited distance of 133 km. Thus, the loss-limited distance is controlling.

Consider what happens if the bit rate is increased to 10 Gbit/s. For the same number of photons 
per bit at the receiver, the receiver power must be 6 dB greater than that in the preceding example. This 
reduces the loss allowance by 6 dB, corresponding to a reduction of 24 km in the loss-limited distance. 
The loss-limited distance is now 65 km (assuming all other parameters are unchanged). However, 
dispersion-limited distance scales inversely with bit rate, and is now 22 km. The system is now disper-
sion-limited. Dispersion-shifted fiber would be required to be able to operate at the loss limit.

Increasing Bit Rate

There are two general approaches for increasing the bit rate transmitted on a fiber: time-division 
multiplexing (TDM), in which the serial transmission rate is increased, and wavelength-division 
multiplexing (WDM), in which separate wavelengths are used to transmit independent serial bit 
streams in parallel. TDM has the advantage of minimizing the quantity of active devices but requires 
higher-speed electronics as the bit rate is increased. Also, as indicated by the preceding example, dis-
persion limitations will be more severe. 

WDM allows use of existing lower-speed electronics, but requires multiple lasers and detec-
tors as well as optical filters for combining and separating the wavelengths. Technology advances, 
including tunable lasers, transmitter and detector arrays, high-resolution optical filters, and optical 
amplifiers (Sec. 9.5) have made WDM more attractive, particularly for networking applications 
(Sec. 9.6).

Longer Repeater Spacing

In principal, there are three approaches for achieving longer repeater spacing than that calculated 
in the preceding text: lower fiber loss, higher transmitter powers, and improved receiver sensitivity 
(smaller ( ).N p  Silica-based fiber is already essentially at the theoretical Rayleigh scattering loss limit. 
There has been research on new fiber materials that would allow operation at wavelengths longer 
than 1.6 μm, with consequent lower theoretical loss values.23 There are many reasons, however, why 
achieving such losses will be difficult, and progress in this area has been slow.

Higher transmitter powers are possible, but there are both nonlinearity and reliability issues 
that limit transmitter power. Since present receivers are more than 30 dB above the quantum limit, 
improved receiver sensitivity would appear to offer the greatest possibility. To improve the receiver 
sensitivity, it is necessary to increase the photocurrent at the output of the detector without introduc-
ing significant excess loss. There are two main approaches for doing so: optical amplification and 
optical mixing. Optical preamplifiers result in a theoretical sensitivity of 38 photons per bit24 (6 dB 
above the quantum limit), and experimental systems have been constructed with sensitivities of about 
100 photons per bit.25 This will be discussed further in Sec. 9.5. Optical mixing (coherent receivers) 
will be discussed briefly in the following text.
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OPTICAL FIBER COMMUNICATION TECHNOLOGY AND SYSTEM OVERVIEW  9.13

Coherent Systems A photodetector provides an output current proportional to the magnitude 
square of the electric field that is incident on the detector. If a strong optical signal (local oscillator) 
coherent in phase with the incoming optical signal is added prior to the photodetector, then the 
photocurrent will contain a component at the difference frequency between the incoming and 
local oscillator signals. The magnitude of this photocurrent, relative to the direct detection case, 
is increased by the ratio of the local oscillator to the incoming field strengths. Such a coherent 
receiver offers considerable improvement in receiver sensitivity. With on-off keying, a heterodyne 
receiver (signal and local oscillator frequencies different) has a theoretical sensitivity of 36 photons 
per bit, and a homodyne receiver (signal and local oscillator frequencies the same) has a sensitivity 
of 18 photons per bit. Phase-shift keying (possible with coherent systems) provides a further 3-dB 
improvement. Coherent systems, however, require very stable signal and local oscillator sources 
(spectral linewidths need to be small compared to the modulation bandwidth) and matching of 
the polarization of the signal and local oscillator fields.26 Differentially coherent systems (e.g., 
DPSK) in which the prior bit is used as a phase reference are simpler to implement and are begin-
ning to find application.27

An advantage of coherent systems, more so than improved receiver sensitivity, is that because the 
output of the photodetector is linear in the signal field, filtering for WDM demultiplexing may be 
done at the difference frequency (typically in the microwave range).∗ This allows considerably greater 
selectivity than is obtainable with optical filtering techniques. The advent of optical amplifiers has 
slowed the interest in coherent systems, but there has been renewed interest in recent years.28

9.5 OPTICAL AMPLIFIERS 

There are two types of optical amplifiers: laser amplifiers based on stimulated emission and para-
metric amplifiers based on nonlinear effects (Chap. 10 in Ref. 32). The former are currently of most 
interest in fiber-optic communications. A laser without reflecting end faces is an amplifier, but it is 
more difficult to obtain sufficient gain for amplification than it is (with feedback) to obtain oscilla-
tion. Thus, laser oscillators were available much earlier than laser amplifiers. 

Laser amplifiers are now available with gains in excess of 30 dB over a spectral range of more than 
30 mm. Output saturation powers in excess of 10 dBm are achievable. The amplified spontaneous 
emission (ASE) noise power at the output of the amplifier, in each of two orthogonal polarizations, 
is given by 

 P n
hc

B GoASE sp= −λ ( )1  (23)

where G is the amplifier gain, Bo is the bandwidth, and the spontaneous emission factor nsp is equal 
to 1 for ideal amplifiers with complete population inversion.

Comparison of Semiconductor and Fiber Amplifiers 

There are two principal types of laser amplifiers: semiconductor laser amplifiers (SLAs) and doped-
fiber amplifiers. The erbium-doped-fiber amplifier (EDFA), which operates at a wavelength of 
1.55 μm, is of most current interest.

The advantages of the SLA, similar to laser oscillators, are that it is pumped by a DC current, it may 
be designed for any wavelength of interest, and it can be integrated with electrooptic semiconductor 
components. 

∗The difference frequency must be large compared to the modulation bandwidth. As modulation bandwidths have increased 
beyond 10 GHz this may neccessitate difference frequencies greater than 100 GHz which may be difficult to implement.
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9.14  FIBER OPTICS

The advantages of the EDFA are that there is no coupling loss to the transmission fiber, it is polariza-
tion-insensitive, it has lower noise than SLAs, it can be operated at saturation with no intermodulation 
owing to the long time constant of the gain dynamics, and it can be integrated with fiber devices. However, 
it does require optical pumping, with the principal pump wavelengths being either 980 or 1480 nm. 

Communications Application of Optical Amplifiers 

There are four principal applications of optical amplifiers in communication systems.29,30

1. Transmitter power amplifiers 

2. Compensation for splitting loss in distribution networks 

3. Receiver preamplifiers 

4. Linear repeaters in long-distance systems 

The last application is of particular importance for long-distance networks (particularly under-
sea systems), where a bit-rate-independent linear repeater allows subsequent upgrading of system 
capacity (either TDM or WDM) with changes only at the system terminals. Although amplifier noise 
accumulates in such long-distance linear systems, transoceanic lengths are achievable with amplifier 
spacings of about 60 km corresponding to about 15-dB fiber attenuation between amplifiers.

However, in addition to the accumulation of ASE, there are other factors limiting the distance of 
linearly amplified systems, namely dispersion and the interaction of dispersion and nonlinearity.31 
There are two alternatives for achieving very long-distance, very high-bit-rate systems with linear 
repeaters: solitons, which are pulses that maintain their shape in a dispersive medium,32 and disper-
sion compensation.33

9.6 FIBER-OPTIC NETWORKS

Networks are communication systems used to interconnect a number of terminals within a defined 
geographic area—for example, local area networks (LANs), metropolitan area networks (MANs), and 
wide area networks (WANs). In addition to the transmission function discussed throughout the earlier 
portions of this chapter, networks also deal with the routing and switching aspects of communications. 

Passive optical networks utilize couplers to distribute signals to users. In an N × N ideal star cou-
pler, the signal on each input port is uniformly distributed among all output ports. If an average 
power PT is transmitted at a transmitting port, the power received at a receiving port (neglecting 
transmission losses) is

 P
P
NR

T
N= −( )1 δ  (24)

where δN is the excess loss of the coupler. If N is a power of 2, an N × N star may be implemented by 
log2 N stages of 2 × 2 couplers. Thus, it may be conservatively assumed that 

 1 1 2
12 2 2− = − = −δ δ δ

N
N N( )log log ( )  (25)

The maximum bit rate per user is given by the average received power divided by the product of 
the photon energy and the required number of photons per bit ( ).N p  The throughput Y is the product 
of the number of users and the bit rate per user, and from Eqs. (24) and (25) is therefore given by 

 Y
P
N hc

NT

P
= −λ δlog ( )2 21  (26)
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OPTICAL FIBER COMMUNICATION TECHNOLOGY AND SYSTEM OVERVIEW  9.15

Thus, the throughput (based on power considerations) is independent of N for ideal couplers 
( )δ2 0=  and decreases slowly with N N( ).−0 17  for 10 log ( ) .1 0 52− =δ dB. It follows from Eq. (26) that 
for a power of 1 mW at λ = 1 55. μm and with N p = 3000, the maximum throughput is 2.6 Tbit/s.

This may be contrasted with a tapped bus, where it may be shown that optimum tap weight to 
maximize throughput is given by 1/N, leading to a throughput given by34

 Y
P
N hc Ne

NT

P
= −λ δ1

22 exp( )  (27)

Thus, even for ideal ( )δ = 0  couplers, the throughput decreases inversely with the number of 
users. If there is excess coupler loss, the throughput decreases exponentially with the number of users 
and is considerably less than that given by Eq. (26). Consequently, for a power-limited transmission 
medium, the star architecture is much more suitable than the tapped bus. The same conclusion does 
not apply to metallic media, where bandwidth rather than power limits the maximum throughput.

Although the preceding text indicates the large throughput that may be achieved in principle 
with a passive star network, it doesn’t indicate how this can be realized. Most interest is in WDM 
networks.35 The simplest protocols are those for which fixed-wavelength receivers and tunable 
transmitters are used. However, the technology is simpler when fixed-wavelength transmitters and 
tunable receivers are used, since a tunable receiver may be implemented with a tunable optical filter 
preceding a wideband photodetector. Fixed-wavelength transmitters and receivers involving multiple 
passes through the network are also possible, but this requires utilization of terminals as relay points. 
Protocol, technology, and application considerations for gigabit networks (networks having access at 
gigabit rates and throughputs at terabit rates) is an extensive area of research.36

9.7 ANALOG TRANSMISSION ON FIBER 

Most interest in fiber-optic communications is centered around digital transmission, since fiber is 
generally a power-limited rather than a bandwidth-limited medium. There are applications, how-
ever, where it is desirable to transmit analog signals directly on fiber without converting them to dig-
ital signals. Examples are cable television (CATV) distribution and microwave links such as entrance 
links to antennas and interconnection of base stations in mobile radio systems.

Carrier-to-Noise Ratio (CNR)

Optical intensity modulation is generally the only practical modulation technique for incoherent-
detection fiber-optic systems. Let f(t) be the carrier signal that intensity modulates the optical source. 
For convenience, assume that the average value of f(t) is equal to 0, and that the magnitude of f(t) is 
normalized to be less than or equal to 1. The received optical power may then be expressed as 

 P t P mf to( ) [ ( )]= +1  (28)

where m is the optical modulation index 

 m
P P
P P

=
−
+

max min

max min
 (29)

The carrier-to-noise ratio is then given by 

 CNR
1
2

RIN < th

=
ℜ

ℜ + ℜ + >

m P

P B q P B i B
o

o o

2 2 2

2 2 22
 (30)
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9.16  FIBER OPTICS

where ℜ is the photodetector responsivity, RIN is the relative intensity noise spectral density (denoted 
by α 2 in Sec. 9.3), and < >thi2  is the thermal noise spectral density (expressed as 4kT Re/  in Sec. 9.3). 
CNR is plotted in Fig. 3 as a function of received optical power for a bandwidth of B = 4 MHz  
(single video channel), optical modulation index m = ℜ =0 05. , 0.8 A/W, RIN dB/Hz,= −155  
and < > pA/ Hzth

2i = 7 . At low received powers (typical of digital systems) the CNR is limited by 
thermal noise. However, to obtain the higher CNR generally needed by analog systems, shot noise and 
then ultimately laser RIN become limiting.

Analog Video Transmission on Fiber37

It is helpful to distinguish between single-channel and multiple-channel applications. For the single-
channel case, the video signal may directly modulate the laser intensity [amplitude-modulated 
(AM) system], or the video signal may be used to frequency-modulate an electrical subcarrier, with 
this subcarrier then intensity-modulating the optical source [frequency-modulated (FM) system]. 
Equation (30) gives the CNR of the recovered subcarrier. Subsequent demodulation of the FM signal 
gives an additional increase in signal-to-noise ratio. In addition to this FM improvement factor, 
larger optical modulation indexes may be used than in AM systems. Thus FM systems allow higher 
signal-to-noise ratios and longer transmission spans than AM systems.

Two approaches have been used to transmit multichannel video signals on fiber. In the first (AM sys-
tems), the video signals undergo electrical frequency-division multiplexing (FDM), and this combined 
FDM signal intensity modulates the optical source. This is conceptually the simplest system, since exist-
ing CATV multiplexing formats may be used. 

In FM systems, the individual video channels frequency-modulate separate microwave carriers (as 
in satellite systems). These carriers are linearly combined and the combined signal intensity modu-
lates a laser. Although FM systems are more tolerant than AM systems to intermodulation distortion 
and noise, the added electronics costs have made such systems less attractive than AM systems for 
CATV application.

Multichannel AM systems are of interest not only for CATV application but also for mobile radio 
applications to connect signals from a microcellular base station to a central processing station. 

FIGURE 3 CNR as a function of input power. Straight lines indicate thermal noise (-.-.-), 
shot noise (–), and RIN (.....) limits.
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OPTICAL FIBER COMMUNICATION TECHNOLOGY AND SYSTEM OVERVIEW  9.17

Relative to CATV applications, the mobile radio application has the additional complication of being 
required to accommodate signals over a wide dynamic power range.

Nonlinear Distortion 

In addition to CNR requirements, multichannel analog communication systems are subject to inter-
modulation distortion. If the input to the system consists of a number of tones at frequencies ωi , 
then nonlinearities result in intermodulation products at frequencies given by all sums and differ-
ences of the input frequencies. Second-order intermodulation gives intermodulation products at fre-
quencies ω ωi j± , whereas third-order intermodulation gives frequencies ω ω ωi j k± ± . If the signal 
frequency band is such that the maximum frequency is less than twice the minimum frequency, then 
all second-order intermodulation products fall outside the signal band, and third-order intermodu-
lation is the dominant nonlinearity. This condition is satisfied for the transport of microwave signals 
(e.g., mobile radio signals) on fiber, but is not satisfied for wideband CATV systems, where there are 
requirements on composite second-order (CSO) and composite triple-beat (CTB) distortion. 

The principal causes of intermodulation in multichannel fiber-optic systems are laser threshold 
nonlinearity,38 inherent laser gain nonlinearity, and the interaction of chirp and dispersion. 

9.8 TECHNOLOGY AND APPLICATIONS DIRECTIONS

Fiber-optic communication application in the United States began with metropolitan and short-distance 
intercity trunking at a bit rate of 45 Mbit/s, corresponding to the DS-3 rate of the North American digital 
hierarchy. Technological advances, primarily higher-capacity transmission and longer repeater spacings, 
extended the application to long-distance intercity transmission, both terrestrial and undersea. Also, trans-
mission formats are now based on the synchronous digital hierarchy (SDH), termed synchronous optical 
network (SONET) in the U.S. OC-192 system∗ operating at 10 Gbit/s are widely deployed, with OC-768 
40 Gbit/s systems also available. All of the signal processing in these systems (multiplexing, switching, per-
formance monitoring) is done electrically, with optics serving solely to provide point-to-point links.

For long-distance applications, 10 Gbit/s dense wavelength-division multiplexing (DWDM), with 
channel spacings of 50 GHz and with upward of 100 wavelength channels, has extended the bit rate 
capability of fiber to greater than 1 Tbit/s in commercial systems and more than 3 Tbit/s in laboratory 
trials.39 For local access, there is extensive interest in fiber directly to the premises40 as well as hybrid 
combinations of optical and electronic technologies and transmission media.41,42

The huge bandwidth capability of fiber optics (measured in tens of terahertz) is not likely to be 
utilized by time-division techniques alone, and DWDM technology and systems are receiving consid-
erable emphasis, although work is also under way on optical time-division multiplexing (OTDM) and 
optical code-division multiplexing (OCDM).

Nonlinear phenomena, when uncontrolled, generally lead to system impairments. However, con-
trolled nonlinearities are the basis of devices such as parametric amplifiers and switching and logic 
elements. Nonlinear optics will consequently continue to receive increased emphasis. 
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NONLINEAR EFFECTS 
IN OPTICAL FIBERS

John A. Buck 
Georgia Institute of Technology 
School of Electrical and Computer Engineering 
Atlanta, Georgia

Fiber nonlinearities are important in optical communications, both as useful attributes and as 
characteristics to be avoided. They must be considered when designing long-range high-data-rate 
systems that involve high optical power levels and in which signals at multiple wavelengths are 
transmitted. The consequences of nonlinear transmission can include (1) the generation of 
additional signal bandwidth within a given channel, (2) modifications of the phase and shape of 
pulses, (3) the generation of light at other wavelengths at the expense of power in the original 
signal, and (4) crosstalk between signals at different wavelengths and polarizations. The first two, 
arising from self-phase modulation, can be used to advantage in the generation of solitons—pulses 
whose nonlinear phase modulation compensates for linear group dispersion in the fiber link1 or in 
fiber gratings,2 leading to pulses that propagate without changing shape or width (see Chap. 22). 
The third and fourth effects arise from stimulated Raman or Brillouin scattering or four-wave 
mixing. These can be used to advantage when it is desired to generate or amplify additional wave-
lengths, but they must usually be avoided in systems.

10.1 KEY ISSUES IN NONLINEAR OPTICS IN FIBERS

Optical fiber waveguides, being of glass compositions, do not possess large nonlinear coefficients. 
Nonlinear processes can nevertheless occur with high efficiencies since intensities are high and prop-
agation distances are long. Even though power levels are usually modest (a few tens of milliwatts), 
intensities within the fiber are high due to the small cross-sectional areas involved. This is particularly 
true in single-mode fiber, where the LP01 mode typically presents an effective cross-sectional area of 
between 10 7−  and 10 8−  cm2, thus leading to intensities on the order of MW/cm2. Despite this, long 
interaction distances are usually necessary to achieve nonlinear mixing of any significance, so pro-
cesses must be phase matched, or nearly so. Strategies to avoid unwanted nonlinear effects usually 
involve placing upper limits on optical power levels, and if possible, choosing other parameters such 
that phase mismatching occurs. Such choices may include wavelengths or wavelength spacing in 
wavelength-division multiplexed systems, or may be involved in special fiber waveguide designs.3 

10.1

10
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10.2  FIBER OPTICS 

The generation of light through nonlinear mixing arises through polarization of the medium, 
which occurs through its interaction with intense light. The polarization consists of an array of 
phased dipoles in which the dipole moment is a nonlinear function of the applied field strength. 
In the classical picture, the dipoles, once formed, reradiate light to form the nonlinear output. The 
medium polarization is conveniently expressed through a power series expansion involving products 
of real electric fields:

 � = ⋅ + ⋅ + ⋅ + = +ε χ χ χ0
1 2[ . ]( ) ( )� �� ��� � �(3)

NL… L  (1)

in which the c terms are the linear, second-, and third-order susceptibilities. Nonlinear processes are 
described through the product of two or more optical fields to form the nonlinear polarization, �NL, 
consisting of all terms of second order and higher in Eq. (1).

The second-order term in Eq. (1) [involving χ( )]2  describes three-wave mixing phenomena, such 
as second-harmonic generation. The third-order term describes four-wave mixing (FWM) pro-
cesses and stimulated scattering phenomena. In the case of optical fibers, second-order processes 
are generally not possible, since these effects require noncentrosymmetric media.4 In amorphous 
fiber waveguides, third-order effects [involving χ( )]3  are usually seen exclusively, although second-
harmonic generation can be observed in special instances.5 

The interactions between fields and polarizations are described by the nonlinear wave equation: 

 ∇ + ∂
∂

=
∂

∂
2

0
2

0 0

2

2 0

2

�
� �

n
t t

μ ε μ NL
2

 (2)

where � and � are the sums of all electric fields and nonlinear polarizations that are present, and n0 
is the refractive index of the medium. The second-order differential equation is usually reduced to 
first order through the slowly varying envelope approximation (SVEA): 
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∂

<< ∂
∂

2

2

2E

z

E
z

π
λ

 (3)

where E is the complex field amplitude. The interpretation of the SVEA is that the changes in 
field amplitude that occur over distances on the order of a wavelength are very large compared to 
variations in the rate of change over the same distance. The wave equation will separate accord-
ing to frequencies or propagation directions, yielding sets of coupled differential equations that, 
under the SVEA, are first order. These describe the growth or decay of fields involved in the mixing 
process. 

The requirement for phase matching is that the nonlinear polarization wave and the elec-
tric field associated with the generated wave propagate with the same phase constant; that is, 
their phase velocities are equal. Phase-matched processes in fiber include those that involve 
(1) interacting waves at the same wavelength and polarization, such as self- and cross-phase mod-
ulation, as well as other degenerate Kerr-type interactions, and (2) stimulated scattering processes 
(Raman and Brillouin), in addition to cross-phase modulation involving two wavelengths. Four-
wave mixing processes involving light at different wavelengths can occur that are not precisely 
phase matched but that can nevertheless yield high efficiencies. Matters are further complicated 
by the fact that different nonlinear processes can occur simultaneously, with each affecting the 
performance of the other. Nonlinear effects are usually favored to occur under pulsed operation, 
since high peak powers can be achieved with comparatively modest average powers. Consequently, 
group velocity matching is desirable (although not always required) to achieve efficient mixing 
between pulses. 
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NONLINEAR EFFECTS IN OPTICAL FIBERS  10.3

10.2 SELF- AND CROSS-PHASE MODULATION 

Self-phase modulation (SPM) can occur whenever a signal having a time-varying amplitude is propa-
gated in a nonlinear material. The origin of the effect is the refractive index of the medium, which will 
change with the instantaneous signal intensity. The complex nonlinear polarization for the process is: 

 P E z t E z t i t zNL 0
2| |= −3

4 0
3

0ε χ ω β( ) ( , ) ( , )exp[ [ )]  (4)

where E0(t) is the time-varying electric field amplitude that describes the pulse or signal envelope, 
and where the frequency w is the same as that of the input light. Incorporating this polarization and 
the field into the wave equation leads to a modified refractive index over the original zero-field value 
n0. The net index becomes:6 

 n n n E z t= + ′0 2 0
2| |( , )  (5)

where the nonlinear refractive index is given by ′ =n n2 08Re{3 /(3)χ }. In fused silica it has the value 
′ = × −n2

23 2 2 76 1 10. .m /V  Equation (5) can also be expressed in terms of light intensity through 
n I n n I z t( ) ( , ),= +0 2  where n2

20 23 2 10= × −. .m /W In optical fibers the index is modified from the 
effective mode index of the single-mode fiber neff  (which assumes the role of n0).

The complex field as it propagates through the medium can be expressed as:

 E E z t i t n n I z t k z= − +0 0 2( , [ ( , }))exp( { )]0 0ω  (6)

which exhibits phase modulation that follows the shape of the intensity envelope. The instantaneous 
frequency is found through the time derivative of the phase: 

 ′ = − ∂
∂

ω ω0 2 0n k z
I
t

 (7)

The effects of self-phase modulation on pulse propagation can be qualitatively observed from 
Eqs. (6) and (7). First, additional frequency components are placed on the pulse, thus increasing its 
spectral width. Second, a frequency sweep (chirp) is imposed on the pulse, the direction of which 
depends on the sign of ∂ ∂I t/ . The latter feature is particularly important in optical fibers, since the 
imposed frequency sweep from SPM will either add to or subtract from the chirp imposed by linear 
group dispersion. If the chirp directions for self-phase modulation and group dispersion are oppo-
site, an effective cancellation may occur, leading to the formation of an optical soliton. In more con-
ventional systems in which solitons are not employed, SPM must be considered as a possible benefit 
or detriment to performance, as some pulse shaping (which could include broadening or compression) 
can occur;8,9 however, such systems can in theory yield excellent performance.10 Furthermore, in sys-
tems employing fiber amplifiers, the change in refractive index associated with the signal-induced 
upper state population in erbium has been shown to be an important performance factor.11 An addi-
tional effect can occur when pulse spectra lie within the anomalous group dispersion regime of the 
fiber; pulse breakup can occur as a result of modulation instability, in which the interplay between 
dispersive and nonlinear contributions to pulse shaping becomes unstable.12 

Cross-phase modulation (XPM) is similar to SPM, except that two overlapping but distinguish-
able pulses (having, for example, different frequencies or polarizations) are involved. One pulse will 
modulate the index of the medium, which then leads to phase modulation of an overlapping pulse. 
XPM thus becomes a cross-talk mechanism between two channels if phase encoding is employed or 
if intensity modulation is used in dispersive systems.13,14 No transfer of energy occurs between chan-
nels, however, which distinguishes the process from other crosstalk mechanisms in which growth 
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10.4  FIBER OPTICS 

of signal power in one channel occurs at the expense of power in another. The strength of the effect 
is enhanced by a factor of 2 over that which can be obtained by a single field acting on itself (the 
nonlinear refractive index n2 is effectively doubled in XPM). The XPM process, while twice as strong 
as SPM, is effectively weakened by the fact that pulses of differing frequencies or polarizations are 
generally not group velocity matched, and so cannot maintain overlap indefinitely. The efficiency is 
further reduced if the interaction occurs between cross-polarized waves; in this case the nonlinear 
tensor element (and thus the effective nonlinear index) is a factor of 1

3  less than the tensor element 
that describes copolarized waves.6

Self- and cross-phase modulation are analyzed by way of coupled equations of the nonlinear
Schrödinger form,16 which describes the evolution over time and position of the electric field enve-
lopes of two pulses, E a0 and E b0 , where SVEA is used and where pulse widths are on the order of 1 
ps or greater: 
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∂
∂
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In these equations, β1 j j a b( , )=  are the group delays of the pulses at the two frequencies or polar-
izations over a unit distance; β2 j are the group dispersion parameters associated with the two pulses; 
and γ ωj jn cA= ′2 /( ),eff  where Aeff  is the effective cross-sectional area of the fiber mode. The coefficient 
d is equal to 2 for copolarized pulses of different frequencies and is 2

3 if the pulses are cross-polarized. 
Propagation loss characterized by coefficients α j is assumed. The equation form that describes the 
propagation with SPM of a single pulse—E a0 , for example—is found from Eq. (8) by setting E b0 0= . 
The terms on the right sides of Eqs. (8) and (9) describe in order the effects of group dispersion, SPM, 
XPM, and loss. The equations can be solved using numerical techniques that are described in 
Refs. 15 and 16.

For subpicosecond pulses, the accuracy of Eqs. (8) and (9) begins to degrade as pulse band-widths 
increase with decreasing temporal width. Additional terms are usually incorporated in the equa-
tions as pulse widths are reduced to the vicinity of 100 fs. These embody (1) cubic dispersion, which 
becomes important as bandwidth increases, and (2) changes in group velocity with intensity. This 
latter effect can result in self-steepening, in which the pulse trailing edge shortens to the point of form-
ing an optical shock front under appropriate conditions. An additional consequence of broad pulse 
spectra is that power conversion from high-frequency components within a pulse to those at lower 
frequencies can occur via stimulated Raman scattering, provided the interacting components are suf-
ficiently separated in wavelength. The effect is an overall red shift of the spectrum. At sufficiently high 
intensities, cross-coupling between pulses having different center wavelengths can also occur through 
Raman scattering, regardless of pulse width. 

10.3 STIMULATED RAMAN SCATTERING

In stimulated Raman scattering (SRS), coupling occurs between copropagating light waves whose 
frequency difference is in the vicinity of resonances of certain molecular oscillation modes. In silica-
based fibers, stretch vibrational resonances occur between Si and O atoms in several possible modes 
within the glass matrix (see Ref. 17 for illustrations of the important modes in pure silica). In the 
Stokes process, light at frequency ω2 (pump wave) is downshifted to light at ω1 (Stokes wave), with 
the excess energy being absorbed by the lattice vibrational modes (manifested in the generation of 
optical phonons). The process is either spontaneous, in which the Stokes wave builds up from noise, 
or is stimulated, in which both waves are present in sufficient strength to generate a beat frequency 
that excites the oscillators and promotes coupling. A fiber Raman amplifier works on this principle, 
in which an input signal at ω1 experiences gain in the presence of pump light at ω2. Figure 1 shows 
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NONLINEAR EFFECTS IN OPTICAL FIBERS  10.5

the beam geometry in which an input wave at ω1 and intensity I10 can emerge at the far end with 
amplified value I L1 . This occurs in the presence of the pump wave at ω2 that has initial intensity I20 
and that emerges with depleted intensity I L2 .

Back-conversion from ω1 to ω2 (the inverse Raman effect) will also occur once the Stokes wave 
reaches sufficient intensity, but gain will only occur for the Stokes wave. Both processes are phase 
matched, and so occur with high efficiency in long fibers. The back-conversion process is to be distin-
guished from anti-Stokes scattering, in which pump light at ω2 is upshifted to frequency ω3, with the 
additional energy being supplied by optical phonons associated with the previously excited medium. 
The anti-Stokes process is rarely seen in fiber transmission because (1) it is phase mismatched and 
(2) it requires a substantial population of excited oscillators, which is not the case at thermal equi-
librium.

Figure 2 shows the measured Raman gain for the Stokes wave in fused silica. The gain is plotted as 
a function of difference frequency between the interacting waves measured in cm 1−  (to convert this 
to wavelength shift, use the formula Δ Δλ λ= −

p f2 ( ),cm 1  where λp is the pump wavelength). Other 
fiber constituents such as GeO2, P2O5, and B2O3 exhibit their own Raman resonances, which occur at 
successively greater wavelength shifts;19 the effects of these will be weak, since their concentration in 
the fiber is generally small. Thus the dominant Raman shifts in optical fiber are associated with SiO2, 
and occur within the range of 440 to 490 1cm− , as is evident in Fig. 2.

Nonlinear polarizations at frequencies ω1 and ω2 can be constructed that are proportional to 
products of the Stokes and pump fields, E1

1ω  and E2
2ω . These are of the form P E ENL

2| |ω ω ω1 2 1
2 1∝  (Stokes 

FIGURE 2 Raman gain spectrum in fused silica. (Adapted from 
Ref. 22. © 1980 IEEE.)
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FIGURE 1 Beam geometry for stimulated Raman scattering in an optical fiber.
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generation) and P E ENL
2 | |ω ω ω∝ 1

2
2

1 2 (the inverse Raman effect). Substituting these polarizations and the 
two fields into the wave equation, using the SVEA, and assuming copolarized fields leads to the fol-
lowing coupled equations involving the Stokes and pump wave intensities I1 and I2:18

 
dI

dz
g I I Ir

1
1 2 1= − α  (10)

           
dI

dz
g I I Ir

2 2

1
1 2 2= − −

ω
ω

α  (11)

where the loss terms involving a (the fiber loss per unit distance) are added phenomenologically. 
The Raman gain function gr is expressed in a general way as

 g
A

fr = −
λ

λ λ
2

1 2( )  (12)

where A is a function of the material parameters and f ( )λ λ1 2−  is a normalized line shape func-
tion, which is either derived from theory or experimentally measured (determined from Fig. 2, for 
example). With λ2 expressed in μm, A = × −−1 0 10 11. cm m/W.20μ  The solutions of Eqs. (10) and 
(11) are:

 I z I z r
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( ) exp( )= −
+
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ψ
 (13)
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( ) exp( )= −
+

α
ψ

 (14)

In these equations, I I I0 20 1 2 10= +( ) ,ω ω/  where I10 and I20 are the Stokes and pump intensities at 
the fiber input. The coupling parameter ψ r assumes different forms, depending upon whether the 
input Stokes intensity I10 is present or not. If I10 is present, and if its magnitude is much greater than 
light from spontaneous Raman scattering, we have: 

 ψ
ω
ωr

I

I
G= 1

2

10

20
0exp( )  (15)

When no Stokes input is present, the signal builds up from spontaneous Raman scattering, and the 
coupling parameter in this case becomes: 

 ψ
ω ω

πr
r

I A
G G= −� 2

20
2

1 2
2

4

1Δ

eff

/ exp( )  (16)

with the gain parameters defined through G g I Lr0 0= eff  and G g I Lr2 20= eff . The effective length of the 
fiber accounts for the reduction of Stokes and pump intensities as a result of loss, and is defined as 

 L z dz
LL

eff = − = − −
∫ exp( )

exp( )α α
α

1
0

 (17)

The effective area of a single-mode fiber Aeff  calculated through πr0
2 , where r0 is the mode field 

radius. For a multimode fiber, Aeff  is usually taken as the core area, assuming that the power is uni-
formly distributed over the core. The power in the fiber is then P I A1 2 1, , .= 2 eff  

Two basic issues concerning SRS are of interest in fiber communication systems. First, pump-to-
Stokes coupling provides a mechanism for crosstalk from short- to long-wavelength channels. This 
will occur most efficiently if the channel frequency spacing is in the vicinity of that associated with the 
maximum Raman gain. The Raman gain peak at approximately 500 cm−1 corresponds to a frequency 
spacing of 15 THz, meaning that operation at 1.55 μm produces a Stokes wave of about 1.67 μm 
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NONLINEAR EFFECTS IN OPTICAL FIBERS  10.7

wavelength. Two-channel operation at these wavelengths would lead to a maximum allowable signal 
level of about 50 mW.21 In WDM systems, within the 1.53- to 1.56-μm erbium-doped fiber amplifier 
window, channel spacings of 50 or 100 GHz are used. Raman gain is thus considerably reduced, but 
is still sufficient to cause appreciable crosstalk, which can lead to system penalties of between 1 and 
3 dB depending on the number of channels.22 Second, and of more importance to single-wavelength 
systems, is the conversion to Stokes power from the original signal—a mechanism by which signal 
power can be depleted. A related problem is walkoff23 occurring between the signal and Stokes pulses, 
since these will have different group delays. Walkoff is a means for aliasing to occur in digital trans-
mission, unless the signal is filtered at the output. If pulses are of subpicosecond widths, additional 
complications arise due to the increased importance of SPM and XPM.24 In any event, an upper 
limit must be placed on the signal power if significant conversion to Stokes power is to be avoided. 
In single-wavelength systems, where crosstalk is not an issue, pulse peak powers must be kept below 
about 500 mW to avoid significant SRS conversion.25 

A useful criterion is the so-called critical condition (or Raman threshold), defined as the condition 
under which the output Stokes and signal powers are equal. This occurs when ψ r = 1, which, from 
Eq. (16), leads to G2 16≈ . SRS can also be weakened by taking advantage of the gain reduction that 
occurs as signal (pump) wavelengths increase, as shown in Eq. (12). For example, operation at 1.55 μm 
yields less SRS for a given signal power than operation at 1.3 μm. 

Apart from the need to reduce SRS, the effect can be used to advantage in wavelength conversion 
and in amplification. Fiber Raman lasers have proven to be good sources of tunable radiation and 
operate at multiple Stokes wavelengths.26 Specifically, a Stokes wave can serve as a pump to generate 
an additional (higher-order) Stokes wave at a longer wavelength.27 Fiber Raman amplifiers are used 
routinely in long-haul systems.28 

10.4 STIMULATED BRILLOUIN SCATTERING 

The stimulated Brillouin scattering (SBS) process involves the input of a single intense optical wave 
at frequency ω2 , which initiates a copropagating acoustic wave at frequency ω p . The acoustic wave 
is manifested as a traveling index grating in the fiber, which back-diffracts a portion of the original 
input. The backward (Stokes) wave is Doppler-shifted to a lower frequency ω1 and is proportional 
to the phase conjugate of the input.29 The backward wave is amplified as it propagates, with the gain 
increasing with increasing input (pump) power. 

The beam interaction geometry is shown in Fig. 3. Usually, the Stokes wave builds up spontane-
ously, but can be inputted at the far end. The effect can be understood by considering a case in which 
counter-propagating Stokes and pump waves exist that together form a moving interference pattern 
whose velocity is proportional to the difference frequency ω ω2 1− . Coupling between the waves will 
occur via SBS when the interference pattern velocity is in the vicinity of the acoustic wave velocity 
v p . It is the interference pattern that forms and reinforces the acoustic wave through electrostriction. 

With a single input, spontaneous scattering from numerous shock waves occurs, with preferential 
feedback from the acoustic wave that matches the condition just described. With the Stokes wave gen-
erated (although it is initially weak), the acoustic wave is reinforced, and so backscattering increases. 

In terms of the wave vector magnitudes, the condition for phase matching is given by k k kp = +1 2. 
Since the sound frequency is much less than those of the two optical waves, we can write k kp ≈ 2 2. 
Then, since k vp p p=ω / , it follows that ω ωp pn v c≈ 2 2 / , where n is the refractive index (assumed to 

FIGURE 3 Beam geometry for stimulated Brillouin scattering in an optical fiber. 
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10.8  FIBER OPTICS 

be the same value at both optical frequencies). The Brillouin frequency shift under phase-matched 
conditions thus becomes 

 ω ω ω2 1 22− ≈ n
v

c
p

 (18)

This yields a value of about 11 GHz, with v p ≈ 6 km/s in fused silica and λ2 1 55= . μm.  
The process can be described by the nonlinear polarization produced by the product of complex 

fields, E E1 2, ,∗  and E2 ; this yields a polarization at ω1  that propagates with wavevector k1  in the 
direction of the Stokes wave. Another polarization, describing back-coupling from Stokes to pump, 
involves the product E E E1 1 2

∗ . Substituting fields and polarizations into the wave equation yields 
the following coupled equations that describe the evolution of the optical intensities with distance 
(pp. 287–290 of Ref. 18): 

 
dI

dz
g I I Ib

1
1 2 1= − + α  (19)

 
dI

dz
g I I Ib

2
1 2 2= − − α  (20)

where a is the linear loss coefficient. The Brillouin gain is given by 
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1
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α
 (21)

where ω10 is the Stokes frequency at precise phase matching, α p is the loss coefficient for the acous-
tic wave, and the peak gain gb0 is a function of the material parameters. The Brillouin line width, 
defined as the full width at half-maximum of gb , is Δω αb p pv= . In optical fibers, Δ Δfb b= ω π/2  is 

typically between 10 and 30 MHz and gb0
9 204 5 10= × −. .cm/W  Signal bandwidths in high-data-rate 

communication systems greatly exceed the Brillouin line width, and so SBS is typically too weak to 
be considered a source of noise or signal depletion. This is to be compared to stimulated Raman 
scattering, which supports considerable gain over approximately 5 THz. Consequently, SRS is a 
much more serious problem in high-data-rate systems. 

Using analysis methods similar to those employed in SRS, a critical condition (or threshold) can 
be defined for SBS, at which the backscattered power is equal to the input power:30 

 
ω ω

πω
1

20

3 2

4
1

k T

I A
G GB b

p

b b

Δ

eff

/− =exp( )  (22)

where kB is the Boltzmann’s constant and T is the temperature in Kelvin. The gain parameter is: 

 G g I Lb b= 20 eff  (23)

with Leff  as defined in Eq. (17). Equation (22) is approximately satisfied when Gb � 21 30.  In practice, 
the backscattered power will always be less than the input power, since pump depletion will occur. 
Nevertheless, this condition is used as a benchmark to determine the point at which SBS becomes 
excessive in a given system.31 In one study, it was found that Gb ≈ 21 yields the pump power required 
to produce an SBS output that is at the level of Rayleigh back-scattering.32 Pump powers required to 
achieve threshold can be on the order of a few milliwatts for CW or narrowband signals, but these 
increase substantially for broadband signals.33 Reduction of SBS is accomplished in practice by 
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NONLINEAR EFFECTS IN OPTICAL FIBERS  10.9

lowering the input signal power ( )I20  or by taking advantage of the reduction in gb that occurs when 
signal bandwidths (Δw) exceed the Brillouin line width. Specifically, if Δ Δω ω>> b , 

 g gb b
b( )Δ

Δ
Δ

ω
ω
ω

≈  (24)

10.5 FOUR-WAVE MIXING 

The term four-wave mixing in fibers is generally applied to wave coupling through the electronic 
nonlinearity in which at least two frequencies are involved and in which frequency conversion is 
occurring. The fact that the electronic nonlinearity is involved distinguishes four-wave mixing inter-
actions from stimulated scattering processes because in the latter the medium was found to play an 
active role through the generation or absorption of optical phonons (in SRS) or acoustic phonons 
(in SBS). If the nonlinearity is electronic, bound electron distributions are modified according to the 
instantaneous optical field configurations. For example, with light at two frequencies present, elec-
tron positions can be modulated at the difference frequency, thus modulating the refractive index. 
Additional light will encounter the modulated index and can be up- or downshifted in frequency. In 
such cases, the medium plays a passive role in the interaction, as it does not absorb applied energy 
or release energy previously stored. The self- and cross-phase modulation processes also involve the 
electronic nonlinearity, but in those cases, power conversion between waves is not occurring—only 
phase modulation. 

As an illustration of the process, consider the interaction of two strong waves at frequencies ω1  
and ω2 , which mix to produce a downshifted (Stokes) wave at ω3 and an upshifted (anti-Stokes) wave 
at ω4. The frequencies have equal spacing, that is, ω ω ω ω ω ω1 3 2 1 4 2− = − = −  (Fig. 4). All fields assume 
the real form: 

 �j oj j jE i t z c c j= − + = −1
2

1 4exp[ ( ) . .ω β  (25)

The nonlinear polarization will be proportional to �3, where � � � � �= + + +1 2 3 4. With all fields 
copolarized, complex nonlinear polarizations at ω3 and ω4 appear that have the form: 

  P E E i t iNL
3ω ε χ ω ω− − −3

4
20

3
01
2

02 1 2
( ) exp[ ( ) ]exp[∗ (( ) ]2 1 2β βω ω− z  (26)

 P E E i t iNL
4ω ε χ ω ω− − −3

4
20

3
02
2

01 2 1
( ) exp[ ( ) ]exp[∗ (( ) ]2 2 1β βω ω− z  (27)

FIGURE 4 Frequency diagram for four-wave mixing, showing 
pump frequencies (ω1

 and ω2) and sideband frequencies (ω3 and ω4).
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10.10  FIBER OPTICS 

where ω ω ω ω ω ω3 1 2 1 12 2= − = −, 4 , and χ( )3  is proportional to the nonlinear refractive index ′n2. The 
significance of these polarizations lies not only in the fact that waves at the sideband frequencies ω3 
and ω4 can be generated, but that preexisting waves at those frequencies can experience gain in the 
presence of the two pump fields at ω1 and ω2 thus forming a parametric amplifier. The sideband 
waves will contain the amplitude and phase information on the pumps, thus making this process an 
important crosstalk mechanism in multiwavelength communication systems. Under phase-matched 
conditions, the gain associated with FWM is more than twice the peak gain in SRS.34 

The wave equation, when solved in steady state, yields the output intensity at either one of the 
sideband frequencies.35 For a medium of length L, having loss coefficient α, the sideband intensities 
are related to the pump intensities through 

 I
n L

I I L
m

ω ω ω

λ
η α3 2 12

2

2∝ eff
⎛
⎝⎜

⎞
⎠⎟

−( ) exp( )  (28)

 I
n L

I I L
m

ω ω ω

λ
η α4 1 22

2

2∝ eff
⎛
⎝⎜

⎞
⎠⎟

−( ) exp( )  (29)

where Leff  is defined in Eq. (17), and where 

 η α
α β

α β
α

=
+

+ −
− −

2

2 2

2

1
4 2

1Δ
Δexp( )sin ( )

( exp( )

L L

L

/
22

⎛
⎝⎜

⎞
⎠⎟

 (30)

Other FWM interactions can occur, involving products of intensities at three different frequencies 
rather than two as demonstrated here. In such cases, the output wave intensities are increased by a 
factor of 4 over those indicated in Eqs. (28) and (29). 

One method of suppressing four-wave mixing in WDM systems includes the use of unequal channel
spacing.36 This ensures, for example, that ω ω ω3 1 22≠ + , where ω ω1, ,2  and ω3 are assigned channel 
frequencies. More common methods involve phase-mismatching the process in some way. This is 
accomplished by increasing Δb, which has the effect of decreasing h in Eqs. (28) and (29). Note that in 
the low-loss limit, where a → 0, Eq. (30) reduces to η β β=(sin ( )/( ) .2 22 2Δ ΔL L/ /  The Δb expressions 
associated with wave generation at ω3 and ω4 are given by 

 Δβ ω β β βω ω ω( )3 2 1 2 3= − −  (31)

and

 Δβ ω β β βω ω ω( )4 2 2 1 4= − −  (32)

It is possible to express Eqs. (31) and (32) in terms of known fiber parameters by using a Taylor 
series for the propagation constant, where the expansion is about frequency ωm as indicated in Fig. 4, 
where ω ω ωm = +( )2 1 2/

 β β ω ω β ω ω β ω ω β≈ + − + − + −0 1
2

2
3

3

1
2

1
6

( ) ( ) ( )m m m  (33)

In Eq. (33), β β1, ,2  and β3 are, respectively, the first, second, and third derivatives of b 
with respect to w, evaluated at ωm . These in turn relate to the fiber dispersion parameter
D (ps/nm ⋅ km) and its first derivative with respect to wavelength through β λ π λ2

2 2= −( ) ( )m mc D/  and 
β λ π λ λ λ λ3

3 2 22 2= +( )[ ( ) ( )( ) ]m m mc D dD d
m

/ / / |  where λ π ωm mc= 2 / . Using these relations along with 
Eq. (33) in Eqs. (31) and (32) results in: 

 Δ Δ Δβ ω ω π λ
λ

λ λ
λ

λ( , ) ( )3

2

2
2

24 |≈ ±⎡
⎣
⎢

⎤
⎦
⎥c D

dD
d

m
m m  (34)
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NONLINEAR EFFECTS IN OPTICAL FIBERS  10.11

where the plus sign is used for Δβ ω( ),3  the minus sign is used for Δβ ω( ),4  and Δλ λ λ= −1 2. Phase 
matching is not completely described by Eq. (34), since cross-phase modulation plays a subtle role, 
as discussed in Ref. 16. Nevertheless, Eq. (34) does show that the retention of moderate values of dis-
persion D is a way to reduce FWM interactions that would occur, for example, in WDM systems. As 
such, modern commercial fiber intended for use in WDM applications will have values of D that are 
typically in the vicinity of 4 ps/nm ⋅ km.37 With WDM operation in conventional dispersion-shifted 
fiber (with the dispersion zero near 1.55 μm), having a single channel at the zero dispersion wave-
length can result in significant four-wave mixing.38 Methods that were found to reduce four-wave 
mixing in such cases include the use of cross-polarized signals in dispersion-managed links39 and 
operation within a longer-wavelength band near 1.6 μm40 at which dispersion is appreciable and 
where gain-shifted fiber amplifiers are used.41 

Examples of other cases involving four-wave mixing include single-wavelength systems, in which 
the effect has been successfully used in a demultiplexing technique for TDM signals.42 In another case, 
coupling through FWM can occur between a signal and broadband amplified spontaneous emission 
(ASE) in links containing erbium-doped fiber amplifiers.43 As a result, the signal becomes spectrally 
broadened and exhibits phase noise from the ASE. The phase noise becomes manifested as amplitude 
noise under the action of dispersion, producing a form of modulation instability. 

An interesting application of four-wave mixing is spectral inversion. Consider a case that involves 
the input of a strong single-frequency pump wave along with a relatively weak wave having a spec-
trum of finite width positioned on one side of the pump frequency. Four-wave mixing leads to the 
generation of a wave whose spectrum is the “mirror image” of that of the weak wave, in which the 
mirroring occurs about the pump frequency. Figure 5 depicts a representation of this, where four 
frequency components comprising a spectrum are shown along with their imaged counterparts. An 
important application of this is pulses that have experienced broadening with chirping after propa-
gating through a length of fiber exhibiting linear group dispersion.44 Inverting the spectrum of such 
a pulse using four-wave mixing has the effect of reversing the direction of the chirp (although the 
pulse center wavelength is displaced to a different value). When the spectrally inverted pulse is propa-
gated through an additional length of fiber having the same dispersive characteristics, the pulse will 
compress to nearly its original input width. Compensation for nonlinear distortion has also been 
demonstrated using this method.45 

10.6 CONCLUSION

An overview of fiber nonlinear effects has been presented here in which emphasis is placed on the 
basic concepts, principles, and perspectives on communication systems. Space is not available to 
cover the more subtle details of each effect or the interrelations between effects that often occur. The 

Pump

1 2 3 44' 3'2'1'

FIGURE 5 Frequency diagram for spectral inversion using four-
wave mixing with a single pump frequency. 
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10.12  FIBER OPTICS 

text by Agrawal16 is recommended for further in-depth study, which should be supplemented by the 
current literature. Nonlinear optics in fibers and in fiber communication systems comprises an area 
whose principles and implications are still not fully understood. It thus remains an important area 
of current research.
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11.1 GLOSSARY

 Ai nonlinear effective area of subregion i

 c velocity of light in vacuum

 d hole diameter

 D 
∂

∂
∂
∂ ∂λ

β
λ ω

1 2

vg

m=  the group velocity dispersion of mode m in engineering units (ps/nm ⋅ km)

 k vacuum wavevector 2π λ ω/ = / c

 ni
2 nonlinear refractive index of subregion i

 nmax maximum index supported by the PCF cladding (fundamental space-fi lling mode)

 nz z-component of refractive index

 nq
∞  /i i i i in A A∑ ∑2  the area-averaged refractive index of an arbitrary region q of a microstruc-

tured fi ber, where ni and Ai are respectively the refractive indices and total area of subregion i  

 V  k n nρ co cl
2 2−  the normalized frequency for a step-index fi ber

 Vgen  k n nΛ 1 2
2 2−  a generalized form of V  for a structure made from two materials of index n1 and n2

 β component of wavevector along the fi ber axis

 βm axial wavevector of guided mode

 βmax maximum possible axial component of wavevector in the PCF cladding

 Δ  ( −n n nco cl cl/) , where nco and ncl are, respectively, the core and cladding refractive indices of a 
conventional step-index fi ber

 Δ∞   ( )n n nco cl cl/∞ ∞ ∞− , where nco
∞  and ncl

∞ are the refractive indices of core and cladding in the long 
wavelength limit

 γ  W km− −1 1 nonlinear coeffi cient of an optical fi ber

 ε(rT ) relative dielectric constant of a PCF as a function of transverse position rT x y=( , )

 λ vacuum wavelength

 λeff
i  2 2 2 2π β/ k ni −  the effective transverse wavelength in subregion i

11.1

11
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11.2  FIBER OPTICS

 Λ interhole spacing, period, or pitch

 ρ core radius

 ω  angular frequency of light

11.2 INTRODUCTION

Photonic crystal fibers (PCFs)—fibers with a periodic transverse microstructure—have been in 
practical existence as low loss waveguides since early 1996.1–4 The initial demonstration took 4 years 
of technological development, and since then the fabrication techniques have become more and 
more sophisticated. It is now possible to manufacture the microstructure in air-glass PCF to accura-
cies of 10 nm on the scale of 1 μm, which allows remarkable control of key optical properties such as 
dispersion, birefringence, nonlinearity, and the position and width of the photonic bandgaps (PBGs) 
in the periodic “photonic crystal” cladding. PCF has in this way extended the range of possibilities in 
optical fibers, both by improving well-established properties and introducing new features such as 
low loss guidance in a hollow core.

Standard single-mode telecommunications fiber (SMF), with a normalized core-cladding refrac-
tive index difference Δ approximately percent,0 4.  a core radius of ρ approximately 4 5.  μm, and 
of course a very high optical clarity (better than 5 km/dB at 1550 nm), is actually quite limiting for 
many applications. Two major factors contribute to this. The first is the smallness of Δ, which causes 
bend loss (0.5 dB at 1550 nm in Corning SMF-28 for one turn around a mandrel 32 mm in diam-
eter10) and limits the degree to which group velocity dispersion and birefringence can be manipu-
lated. Although much higher values of Δ can be attained (modified chemical vapor deposition yields 
an index difference of 0.00146 per mol % GeO2, up to a maximum Δ ~ %10  for 100 mol %11), the 
single-mode core radius becomes very small and the attenuation rises through increased absorption 
and Rayleigh scattering. The second factor is the reliance on total internal reflection (TIR), so that 
guidance in a hollow core is impossible, however useful it would be in fields requiring elimination of 
glass-related nonlinearities or enhancement of laser interactions with dilute or gaseous media. PCF 
has made it possible to overcome these limitations, and as a result many new applications of optical 
fibers are emerging. 

Outline of Chapter

In the next section a brief history of PCF is given, and in Sec. 11.4 fabrication techniques are 
reviewed. Numerical modeling and analysis are covered in Sec. 11.5 and the optical properties of 
the periodic photonic crystal cladding in Sec. 11.6. The characteristics of guidance are discussed in 
Sec. 11.7. In Sec. 11.8 the nonlinear characteristics of guidance are reviewed and intrafiber devices 
(including cleaving and splicing) are discussed in Sec. 11.9. Brief conclusions, including a list of 
applications, are drawn in Sec. 11.10. 

11.3 BRIEF HISTORY

The original motivation for developing PCF was the creation of a new kind of dielectric waveguide—
one that guides light by means of a two-dimensional PBG. In 1991, the idea that the well-known 
“stop-bands” in multiply periodic structures (for a review see Ref. 12) could be extended to eliminate 
all photonic states13 was leading to attempts worldwide to fabricate three-dimensional PBG materi-
als. At that time the received wisdom was that the refractive index difference needed to create a PBG 

Bass_v5ch11_p001-034.indd 11.2 9/24/09 10:40:14 AM

DO
 N

OT
 D

UP
LI

CA
TE



PHOTONIC CRYSTAL FIBERS  11.3

in two dimensions was large—of order 2.2:1. It was not widely recognized that the refractive index 
difference requirements for PBG formation in two dimensions are greatly relaxed if, as in a fiber, 
propagation is predominantly along the third axis—the direction of invariance. 

Photonic Crystal Fibers

The original 1991 idea, then, was to trap light in a hollow core by means of a two-dimensional 
“photonic crystal” of microscopic air capillaries running along the entire length of a glass 
fiber.14 Appropriately designed, this array would support a PBG for incidence from air, prevent-
ing the escape of light from a hollow core into the photonic crystal cladding and avoiding the 
need for TIR.

The first 4 years of work on understanding and fabricating PCF were a journey of exploration. 
The task of solving Maxwell’s equations numerically made good progress, culminating in a 1995 
paper that showed that photonic bandgaps did indeed exist in two-dimensional silica-air structures 
for “conical” incidence from vacuum—this being an essential prerequisite for hollow-core guid-
ance.15 Developing a suitable fabrication technique took rather longer. After 4 years of trying dif-
ferent approaches, the first successful silica-air PCF structure was made in late 1995 by stacking 217 
silica capillaries (8 layers outside the central capillary), specially machined with hexagonal outer 
and a circular inner cross sections. The diameter-to-pitch ratio d/Λ of the holes in the final stack 
was approximately 0.2, which theory showed was too small for PBG guidance in a hollow core, so 
it was decided to make a PCF with a solid central core surrounded by 216 air channels (Fig. 1a).2,5,6 

(a) (b) (c)

(d) (e) (f)

FIGURE 1 Selection of scanning electron micrographs of PCF structures. (a) The first 
working PCF—the solid glass core is surrounded by a triangular array of 300 nm diameter air 
channels, spaced 2.3 μm apart;5,6 (b) detail of a low loss solid-core PCF (interhole spacing ~2 μm); 
(c) birefringent PCF (interhole spacing 2.5 μm); (d) the first hollow-core PCF (core diameter 
~10 μm);7 (e) a PCF extruded from Schott SF6 glass with a core approximately 2 μm in diameter;8 
and ( f ) PCF with very small core (diameter 800 nm) and zero GVD wavelength 560 nm.9
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11.4  FIBER OPTICS

This led to the discovery of endlessly single-mode PCF, which, if it guides at all, only supports the 
fundamental guided mode.16 The success of these initial experiments led rapidly to a whole series 
of new types of PCF—large mode area,17 dispersion-controlled,9,18 hollow core,7 birefringent,19 and 
multicore.20

These initial breakthroughs led quickly to applications, perhaps the most celebrated being the 
report in 2000 of supercontinuum generation from unamplified Ti:sapphire fs laser pulses in a PCF 
with a core small enough to give zero dispersion at 800 nm wavelength (subsection “Supercontinuum  
Generation” in Sec. 11.8).21

Bragg Fibers

In the late 1960s and early 1970s, theoretical proposals were made for another kind of fiber with 
a periodically structured cross section.22,23 This was a cylindrical “Bragg” fiber that confines light 
within an annular array of rings of high and low refractive index arranged concentrically around a 
central core. A group in France has made a solid-core version of this structure using modified chem-
ical vapor deposition.24 Employing a combination of polymer and chalcogenide glass, researchers in 
the United States have realized a hollow-core version of a similar structure,25 reporting 1 dB/m loss 
at 10 μm wavelength (the losses at telecom wavelengths are as yet unspecified). This structure guides 
light in the TE01 mode, used in microwave telecommunications because of its ultralow loss; the field 
moves away from the attenuating waveguide walls as the frequency increases, resulting in very low 
losses, although the guide must be kept very straight to avoid the fields entering the cladding and 
experiencing high absorption.

11.4 FABRICATION TECHNIQUES

Photonic crystal fiber (PCF) structures are currently produced in many laboratories worldwide 
using a variety of different techniques (see Fig. 2 for schematic drawings of some example struc-
tures). The first stage is to produce a “preform”—a macroscopic version of the planned microstruc-
ture in the drawn PCF. There are many ways to do this, including stacking of capillaries and rods,5 
extrusion,8,26–28 sol-gel casting,29 injection molding and drilling. The materials used range from silica 
to compound glasses, chalcogenide glasses, and polymers.30

The most widely used technique is stacking of circular capillaries (Fig. 3). Typically, meter-length 
capillaries with an outer diameter of approximately 1 mm are drawn from a starting tube of high-
purity synthetic silica with a diameter of approximately 20 mm. The inner/outer diameter of the 
starting tube, which typically lies in the range from 0.3 up to beyond 0.9, largely determines the d/Λ 
value in the drawn fiber. The uniformity in diameter and circularity of the capillaries must be con-
trolled to at least 1 percent of the diameter. They are stacked horizontally, in a suitably shaped jig, to 
form the desired crystalline arrangement. The stack is bound with wire before being inserted into a 
jacketing tube, and the whole assembly is then mounted in the preform feed unit for drawing down 
to fiber. Judicious use of pressure and vacuum during the draw allows some limited control over the 
final structural parameters, for example the d/Λ value.

Extrusion offers an alternative route to making PCF, or the starting tubes, from bulk glass; it 
permits formation of structures that are not readily made by stacking. While not suitable for 
silica (no die material has been identified that can withstand the ~2000°C processing temperatures 
without contaminating the glass), extrusion is useful for making PCF from compound silica glasses, 
tellurites, chalcogenides, and polymers—materials that melt at lower temperatures. Figure 1e shows
the cross section of a fiber extruded, through a metal die, from a commercially available glass (Schott SF6).8

PCF has also been extruded from tellurite glass, which has excellent IR transparency out to beyond 4 μm, 
although the reported fiber losses (a few dB/m) are as yet rather high.27,31–33 Polymer PCFs, first 
developed in Sydney, have been successfully made using many different approaches, for example 
extrusion, casting, molding, and drilling.30
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(a) (b) (c)

(h) (i) (j)

(d) (e) (f) (g)

FIGURE 2 Representative sketches of different types of PCF. The black regions are hollow, the white regions 
are pure glass, and the gray regions doped glass. (a) Endlessly single-mode solid core; (b) highly nonlinear (high 
air-filling fraction, small core, characteristically distorted holes next to the core); (c) birefringent; (d) dual-core; 
(e) all-solid glass with raised-index doped glass strands (colored gray) in the cladding; (f) double-clad PCF with 
off-set doped lasing core and high numerical aperture inner cladding for pumping (the photonic crystal cladding 
is held in place by thin webs of glass); (g) “carbon-ring” array of holes for PBG guidance in core with extra hole; 
(h) seven-cell hollow core; (i) 19-cell hollow core with high air-filling fraction (in a real fiber, surface tension 
smoothes out the bumps on the core surround); and (j) hollow-core with Kagomé lattice in the cladding. 

d b

a

c

FIGURE 3 Preform stack containing (a) birefringent solid 
core; (b) seven-cell hollow core; (c) solid isotropic core; and 
(d) doped core. The capillary diameters are approximately 1 mm—
large enough to ensure that they remain stiff for stacking.

11.5
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11.6  FIBER OPTICS

Design Approach

The successful design of a PCF for a particular application is not simply a matter of using numeri-
cal modeling (see next section) to calculate the parameters of a structure that yields the required 
performance. This is because the fiber drawing process is not lithographic, but introduces its own 
highly reproducible types of distortion through the effects of viscous flow, surface tension, and 
pressure. As a result, even if the initial preform stack precisely mimics the theoretically required 
structure, several modeling and fabrication iterations are usually needed before a successful design 
can be reached. 

11.5 MODELING AND ANALYSIS

The complex structure of PCF—in particular the large refractive index difference between glass 
and air—makes its electromagnetic analysis challenging. Maxwell’s equations must usually be 
solved numerically, using one of a number of specially developed techniques.15,34–38 Although 
standard optical fiber analyses and number of approximate models are occasionally helpful, 
these are only useful as rough guidelines to the exact behavior unless checked against accurate 
numerical solutions. 

Maxwell’s Equations

In most practical cases, a set of equal frequency modes is more useful than a set of modes of differ-
ent frequency sharing the same value of axial wavevector component β. It is therefore convenient to 
arrange Maxwell’s equations with β 2 as eigenvalue

 ∇ + + ∇⎡⎣ ⎤⎦∧ ∇∧( ) =2 2 2k T T T Tε ε β( ) ln ( )r r H H  (1)

where all the field vectors are taken in the form Q Q r e= −
T T

j z( ) ,β  εT T( )r  is the dielectric constant, 
rT x y= ( , ) is position in the transverse plane, and k c= /ω  is the vacuum wavevector. This form 
allows material dispersion to be easily included, something which is not possible if the equations are 
set up with k2 as eigenvalue. Written out explicitly in cartesian coordinates Eq. (1) yields two equa-
tions relating hx and hy
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and a third differential equation relating hx hy , and hz , which is however not required to solve Eq. (2). 

Scalar Approximation

In the paraxial scalar approximation the second term inside the operator in Eq. (1), which gives 
rise to the middle terms in Eq. (2) that couple between the vector components of the field, can be 
neglected, yielding a scalar wave equation

 ∇ + − =2 2 2 0H r HT T Tk[ ( ) ]ε β  (3)
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PHOTONIC CRYSTAL FIBERS  11.7

This leads to a scaling law, similar to the one used in standard analyses of step-index fiber,39 that 
can be used to parameterize the fields.40 Defining Λ as the interhole spacing and n1 and n2 the refrac-
tive indices of the two materials used to construct a particular geometrical shape of photonic crystal, 
the mathematical forms of the fields and the dispersion relations are identical provided the general-
ized V-parameter

 V k n ngen = −Λ 1
2

2
2  (4)

is held constant. This has the interesting (though in the limit not exactly practical) consequence that 
bandgaps can exist for vanishingly small index differences, provided the structure is made sufficiently 
large (see subsection “All-Solid Structures” in Sec. 11.7).

Numerical Techniques

A common technique for solving Eq. (1) employs a Fourier expansion to create a basis set of plane 
waves for the fields, which reduces the problem to the inversion of a matrix equation, suitable for 
numerical computation.37 Such an implicitly periodic approach is especially useful for the study 
of the intrinsic properties of PCF claddings. However, in contrast to versions of Maxwell’s equa-
tions with k2 as eigenvalue,41 Eq. (1) is non-Hermitian, which means that standard matrix inver-
sion methods for Hermitian problems cannot straightforwardly be applied. An efficient iterative 
scheme can, however, be used to calculate the inverse of the operator by means of fast Fourier 
transform steps. This method is useful for accurately finding the modes guided in a solid-core PCF, 
which are located at the upper edge of the eigenvalue spectrum of the inverted operator. In hollow-
core PCF, however (or other fibers relying on a cladding bandgap to confine the light), the modes 
of interest lie in the interior of the eigenvalue spectrum. A simple transformation can, however, be 
used to move the desired interior eigenvalues to the edge of the spectrum, greatly speeding up the 
calculations and allowing as many as a million basis waves to be incorporated.42,43 To treat PCFs 
with a central guiding core in an otherwise periodic lattice, a supercell is constructed, its dimen-
sions being large enough so that, once tiled, the guided modes in adjacent cores do not signifi-
cantly interact.

The choice of a suitable numerical method often depends on fiber geometry, as some methods can 
exploit symmetries or regularity of structure to increase efficiency. Other considerations are whether 
material dispersion is significant (more easily included in fixed-frequency methods), and whether 
leakage losses or a treatment of leaky modes (requiring suitable boundaries on the computational 
domain) are desired. If the PCF structure consists purely of circular holes, for example, the multipole 
or Rayleigh method is a particularly fast and efficient method.34,35 It uses Mie theory to evaluate the 
scattering of the field incident on each hole. Other numerical techniques include expanding the field 
in terms of Hermite-Gaussian functions,38,44 the use of finite-difference time-domain (FDTD) analy-
sis (a simple and versatile tool for exploring waveguide geometries45) or finite-difference method in 
the frequency domain,46 and the finite-element approach.47 Yet another approach is a source-model 
technique which uses two sets of fictitious elementary sources to approximate the fields inside and 
outside circular cylinders.48

11.6 CHARACTERISTICS OF PHOTONIC 
CRYSTAL CLADDING

The simplest photonic crystal cladding is a biaxially periodic, defect-free, composite material with 
its own well-defined dispersion and band structure. These properties determine the behavior of 
the guided modes that form at cores (or “structural defects” in the jargon of photonic crystals). 
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11.8  FIBER OPTICS

A convenient graphical tool is the propagation diagram—a map of the ranges of frequency and 
axial wavevector component β  where light is evanescent in all transverse directions regardless of 
its polarization state (Fig. 4).15 The vertical axis is the normalized frequency kΛ, and the horizontal 
axis is the normalized axial wavevector component βΛ. Light is unconditionally cutoff from propa-
gating (due to either TIR or a PBG) in the black regions.

In any subregion of isotropic material (glass or air) at fixed optical frequency, the maximum pos-
sible value of βΛ is given by k nΛ , where n is the refractive index (at that frequency) of the region 
under consideration. For β < kn light is free to propagate, for β > kn it is evanescent and at β = kn 
the critical angle is reached—denoting the onset of TIR for light incident from a medium of index 
larger than n.

The slanted guidelines (Fig. 4) denote the transitions from propagation to evanescence for 
air, the photonic crystal, and glass. At fixed optical frequency for β < k, light propagates freely in 
every subregion of the structure. For k kng< <β  (ng  is the index of the glass), light propagates in 
the glass substrands and is evanescent in the hollow regions. Under these conditions the “tight 
binding” approximation holds, and the structure may be viewed as an array of coupled glass 
waveguides.

The photonic bandgap “fingers” in Fig. 4 are most conveniently investigated by plotting the pho-
tonic density of states (DOS),43 which shows graphically the density of allowed modes in the PCF 
cladding relative to vacuum (Fig. 5). Regions of zero DOS are photonic bandgaps, and by plotting 
a quantity such as ( )β − k Λ  it is possible to see clearly how far a photonic bandgap extends below 
the light line.

FIGURE 4 Propagation diagram for a triangular array of circular air holes (radius 
ρ = 0 47. )Λ  in silica glass, giving an air-filling fraction of 80 percent. Note the different regions 
where light is (4) cutoff completely (dark), (3) able to propagate only in silica glass (light gray), 
(2) able to propagate also in the photonic crystal cladding (white), and (1) able to propagate in 
all regions (light gray). Guidance by total internal reflection in a silica core is possible at point 
A. The “fingers” indicate the positions of full two-dimensional photonic bandgaps, which can 
be used to guide light in air at positions such as B where a photonic bandgap crosses the light 
line k = β. 
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PHOTONIC CRYSTAL FIBERS  11.9

Maximum Refractive Index and Band Edges

The maximum axial refractive index n kmax max/= β  in the photonic crystal cladding lies in the range 
k kng< <β  as expected of a composite glass-air material. This value coincides with the z-pointing 

“peaks” of the dispersion surfaces in reciprocal space, where multiple values of transverse wavevec-
tor are allowed, one in each tiled Brillouin zone. For a constant value of β  slightly smaller than βmax, 
these wavevectors lie on small approximately circular loci, with a transverse component of group 
velocity that points normal to the circles in the direction of increasing frequency. Thus, light can 
travel in all directions in the transverse plane, even though its wavevectors are restricted to values 
lying on the circular loci. The real-space distribution of this field is shown in Fig. 6, together with 
the fields at two other band edges. 

The maximum axial refractive index nmax depends strongly on frequency, even though neither 
the air nor the glass are assumed dispersive in the analysis; microstructuring itself creates dispersion, 
through a balance between transverse energy storage and energy flow that is highly dependent upon 
frequency. 

By averaging the square of the refractive index in the photonic crystal cladding it is simple to 
show that

 n F n Fn kg amax → − − →( )1 02 2 Λ  (5)

in the long-wavelength limit for a scalar approximation, where F is the air-filling fraction and na is 
the index in the holes (which we take to be 1 for the rest of this subsection). 

As the wavelength of the light falls, the optical fields are better able to distinguish between the glass 
regions and the air. The light piles up more and more in the glass, causing the effective nmax “seen” by 

FIGURE 5 Photonic density of states (DOS) for the fiber structure described in Fig. 4, where 
black regions show zero DOS and lighter regions show higher DOS. The edges of full two-dimensional 
photonic bandgaps and the band edge of the fundamental space-filling mode are highlighted with thin 
dotted white lines. The vertical white line is the light line, and the labeled points mark band edges at 
the frequency of the thick dashed white line, discussed in the section “Maximum Refractive Index and 
Band Edges.”
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11.10  FIBER OPTICS

it to change. In the limit of small wavelength kΛ →∞ light is strongly excluded from the air holes by 
TIR, and the field profile “freezes” into a shape that is independent of wavelength. The variation of 
nmax with frequency may be estimated by expanding fields centered on the air holes in terms of Bessel 
functions and applying symmetry.16 Defining the normalized parameters

 u k n v k ng g= − = −Λ Λ2 2 2 2 1β  (6)

the analysis yields the polynomial fit (see Sec. 11.11): 

 
u v v v

v

( ) ( . . .

. .

= + +

− +

−0 00151 2 62 0 0155

0 000402 3

1

2 663 10 6 3 1× − −v )
 (7)

for d/ .Λ = 0 4 and ng =1 444. . This polynomial is accurate to better than 1 percent in the range 
0 50< <v . The resulting expression for nmax is plotted in Fig. 7 against the parameter v.

Transverse Effective Wavelength

The transverse effective wavelength in the ith material is defined as follows:

 λ π
βeff

i

ik n
=

−
2

2 2 2
 (8)

where ni  is its refractive index. This wavelength can be many times the vacuum value, tending to 
infinity at the critical angle β → kni , and being imaginary when β > kni . It is a measure of whether 
or not the light is likely to be resonant within a particular feature of the structure, for example, a 
hole or a strand of glass, and defines PCF as a wavelength-scale structure.

A B C

FIGURE 6 Plots showing the magnitude of the axial Poynting vector at band edges A, B, and C as shown in Fig. 5. 
White regions have large Poynting vector magnitude. A is the fundamental space-filling mode, for which the field ampli-
tudes are in phase between adjacent unit cells. In B (the “dielectric” edge) the field amplitudes change sign between anti-
nodes, and in C (the “air” edge) the central lobe has the opposite sign from the six surrounding lobes. 
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PHOTONIC CRYSTAL FIBERS  11.11

Photonic Bandgaps

Full two-dimensional PBGs exist in the black finger-shaped regions on Fig. 4. Some of these extend 
into the region β < k  where light is free to propagate in vacuum, confirming the feasibility of trap-
ping light within a hollow core. 

The bandgap edges coincide with points where resonances in the cladding unit cells switch on 
and off, that is, the eigenvalues of the unitary inter-unit-cell field transfer matrices change from 
exp(± )jφ  (propagation) to exp(± )γ  (evanescence). At these transitions, depending on the band 
edge, the light is to a greater or lesser degree preferentially redistributed into the low or high 
index subregions. For example, at fixed optical frequency and small values of β, leaky modes 
peaking in the low index channels form a pass-band that terminates when the standing wave 
pattern has 100 percent visibility (Fig. 6c). For the high index strands (Fig. 6a and b) on the 
other hand, the band of real states is bounded by a lower value of β  where the field amplitude 
changes sign between selected pairs of adjacent strands (depending on the lattice geometry), and 
an upper bound where the field amplitude does not change sign between the strands (this field 
distribution yields nmax).

11.7 LINEAR CHARACTERISTICS OF GUIDANCE

In SMF, guided modes form within the range of axial refractive indices n n nzcl co< < , when light is 
evanescent in the cladding ( ;n kz = β/  core and cladding indices are nco and ncl ). In PCF, three dis-
tinct guidance mechanisms exist: a modified form of TIR,16,49 photonic bandgap guidance7,50 and 
a low leakage mechanism based on a Kagomé cladding structure.51,52 In the following subsections 
we explore the role of resonance and antiresonance, and discuss chromatic dispersion, attenuation 
mechanisms, and guidance in cores with refractive indices raised and lowered relative to the “mean” 
cladding value. 

FIGURE 7 Maximum axial refractive index in the photonic crys-
tal cladding as a function of the normalized frequency parameter v for 
d/ .λ = 0 4  and ng =1 444. . For this filling fraction of air (14.5%), the 
value at long wavelength ( )v → 0  is nmax = 1 388. , in agreement with 
Eq. (5). The horizontal dashed gray line represents the case when the 
core is replaced with a glass of refractive index nco = 1 435.  (below that 
of silica), when guidance ceases for v > 20.
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11.12  FIBER OPTICS

Resonance and Antiresonance

It is helpful to view the guided modes as being confined (or not confined) by resonance and 
antiresonance in the unit cells of the cladding crystal. If the core mode finds no states in the 
cladding with which it is phase-matched, light cannot leak out. This is a familiar picture in 
many areas of photonics. What is perhaps not so familiar is the use of the concept in two 
dimensions, where a repeating unit is tiled to form a photonic crystal cladding. This allows 
the construction of an intuitive picture of “cages,” “bars,” and “windows” for light and actu-
ally leads to a blurring of the distinction between guidance by modified TIR and photonic 
bandgap effects.

Positive Core-Cladding Index Difference

This type of PCF may be defined as one where the mean cladding refractive index in the long wave-
length limit, k → 0, [Eq. (5)] is lower than the core index (in the same limit). Under the correct con-
ditions (high air-filling fraction), PBG guidance may also occur in this case, although experimentally 
the TIR-guided modes will dominate.

Controlling Number of Modes A striking feature of this type of PCF is that it is “endlessly single-
mode” (ESM), that is, the core does not become multimode in the experiments, no matter how short 
the wavelength of the light.16 Although the guidance in some respects resembles conventional TIR, it 
turns out to have some interesting and unique features that distinguish it markedly from step-index 
fiber. These are due to the piecewise discontinuous nature of the core boundary—sections where 
(for nz >1) air holes strongly block the escape of light are interspersed with regions of barrier-free 
glass. In fact, the cladding operates in a regime where the transverse effective wavelength, Eq. (8), in 
silica is comparable with the glass substructures in the cladding. The zone of operation in Fig. 4 is 
n n nz gmax < <  (point A).

In a solid-core PCF, taking the core radius ρ = Λ and using the analysis in Ref. 16, the effective 
V-parameter can be calculated. This yields the plot in Fig. 8, where the full behavior from very low to 
very high frequency is predicted (the glass index was kept constant at 1.444). As expected, the num-
ber of guided modes approximately PCFV 2 2/  is almost independent of wavelength at high frequencies; 

FIGURE 8 V-parameter for solid-core PCF (triangular lat-
tice) plotted against the ratio of hole spacing to vacuum wave-
length for different values of d/Λ. Numerical modeling shows that 
ESM behavior is maintained for VPCF ≤ 4 or d/Λ ≤ 0.43.
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PHOTONIC CRYSTAL FIBERS  11.13

the single-mode behavior is determined solely by the geometry. Numerical modeling shows that if 
d/ .Λ < 0 43 the fiber never supports any higher-order guided modes, that is, it is ESM.

This behavior can be understood by viewing the array of holes as a modal filter or “sieve” (Fig. 9). 
The fundamental mode in the glass core has a transverse effective wavelength λeff

g ≈ 4Λ. It is thus 
unable to “squeeze through” the glass channels between the holes, which are Λ −d wide and thus 
below the Rayleigh resolution limit ≈ =λeff

g / .2 2Λ  Provided the relative hole size d/Λ is small 
enough, higher-order modes are able to escape their transverse effective wavelength is shorter so 
they have higher resolving power. As the holes are made larger, successive higher-order modes 
become trapped. 

ESM behavior may also be viewed as being caused by strong wavelength dispersion in the 
photonic crystal cladding, which forces the core-cladding index step to fall as the wavelength gets 
shorter (Fig. 7).16,49 This counteracts the usual trend toward increasingly multimode behavior at 
short wavelengths. In the limit of very short wavelength the light strikes the glass-air interfaces at 
glancing incidence, and is strongly rejected from the air holes. In this regime the transverse single-
mode profile does not change with wavelength. As a consequence the angular divergence (roughly 
twice the numerical aperture) of the emerging light is proportional to wavelength; in SMFs it is 
approximately constant owing to the appearance of more and more higher-order guided modes as 
the frequency increases.

Thus, the refractive index of the photonic crystal cladding increases with optical frequency, tend-
ing toward the index of silica glass in the short wavelength limit. If the core is made from a glass of 
refractive index lower than that of silica (e.g., fluorine-doped silica), guidance is lost at wavelengths 
shorter than a certain threshold value (see Fig. 7).53 Such fibers have the unique ability to prevent 
transmission of short wavelength light—in contrast to conventional fibers which guide more and 
more modes as the wavelength falls. 

Ultra-Large Area Single-Mode The modal filtering in ESM-PCF is controlled only by the geometry 
(d/Λ for a triangular lattice). A corollary is that the behavior is quite independent of the absolute 
size of the structure, permitting single-mode fiber cores with arbitrarily large areas. A single-mode 
PCF with a core diameter of 22 μm at 458 nm was reported in 1998.17 In conventional step-index 
fibers, where V < 2 405.  for single-mode operation, this would require uniformity of core refractive 
index to approximately part in 105—very difficult to achieve if MCVD is used to form the doped 
core. Larger mode areas allow higher power to be carried before the onset of intensity-related non-
linearities or damage, and have obvious benefits for delivery of high laser power, fiber amplifiers, 
and fiber lasers. The bend-loss performance of such large-core PCFs is discussed in subsection 
“Bend Loss” in Sec. 11.7.

Fibers with Multiple Cores The stacking procedure makes it straightforward to produce mul-
ticore fiber. A preform stack is built up with a desired number of solid (or hollow) cores, and 
drawn down to fiber in the usual manner.20 The coupling strength between the cores depends on 

(a) (b) (c)

FIGURE 9 Schematic of modal filtering in a solid-core PCF: (a) The 
fundamental mode is trapped whereas (b) and (c) higher-order modes leak 
away through the gaps between the air holes.
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11.14  FIBER OPTICS

the sites chosen, because the evanescent decay rate of the fields changes with azimuthal direction. 
Applications include curvature sensing.54 More elaborate structures can be built up, such as fibers 
with a central single-mode core surrounded by a highly multimode cladding waveguide are useful 
in applications such as high power cladding-pumped fiber lasers55,56 and two-photon fluorescence 
sensors57 (see Fig. 2f ).

Negative Core-Cladding Index Difference

Since TIR cannot operate under these circumstances, low loss waveguiding is only possible if a PBG 
exists in the range β < knco. 

Hollow-Core Silica/Air In silica-air PCF, larger air-filling fractions and small interhole spac-
ings are necessary to achieve photonic bandgaps in the region β < k. The relevant operating 
region on Fig. 4 is to the left of the vacuum line, inside one of the bandgap fingers (point B). 
These conditions ensure that light is free to propagate, and form guided modes, within the 
hollow core while being unable to escape into the cladding. The number N  of such modes is 
controlled by the depth and width of the refractive index “potential well” and is approximately 
given by

 N k n n≈ −2 2 2 2 2ρ ( )/high low  (9)

where nhigh and nlow are the refractive indices at the edges of the PBG at fixed frequency and ρ  is 
the core radius. Since the bandgaps are quite narrow (n nhigh low

2 2−  is typically a few percent) the hol-
low core must be sufficiently large if a guided mode is to exist at all. In the first hollow-core PCF, 
reported in 1999,7 the core was formed by omitting seven capillaries from the preform stack (Fig. 1d). 
An electron micrograph of a more recent structure, with a hollow core made by removing 19 miss-
ing capillaries from the stack, is shown in Fig. 10.58

In hollow-core PCF, guidance can only occur when a photonic bandgap coincides with a core 
resonance. This means that only restricted bands of wavelength are guided. This feature can be very 
useful for suppressing parasitic transitions by filtering away the unwanted wavelengths, for example, 
in fiber lasers and in stimulated Raman scattering in gases.59

Higher Refractive Index Glass Achieving a bandgap in higher refractive index glasses for β < k 
presents at first glance a dilemma. Whereas a larger refractive index contrast generally yields wider 
bandgaps, the higher “mean” refractive index seems likely to make it more difficult to achieve bandgaps 

FIGURE 10 Scanning electron micrographs of a low loss hollow PCF 
(manufactured by BlazePhotonics Ltd.) with attenuation approximately 
1 dB/km at 1550 nm wavelength: (a) detail of the core (diameter 20.4 μm) 
and (b) the complete fiber cross section.
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PHOTONIC CRYSTAL FIBERS  11.15

for incidence from vacuum. Although this argument holds in the scalar approximation, the result of 
calculations show that vector effects become important at higher levels of refractive index contrast 
(e.g., 2:1 or higher) and a new species of bandgap appears for smaller filling fractions of air than 
in silica-based structures. The appearance of this new type of gap means that it is actually easier to 
obtain wide bandgaps with higher index glasses such as tellurites or chalcogenides.43 

Surface States on Core-Cladding Boundary The first PCF that guided by photonic bandgap effects 
consisted of a lattice of air holes arranged in the same way as the carbon rings in graphite. The core 
was formed by introducing an extra hole at the center of one of the rings, its low index precluding 
the possibility of TIR guidance.50 When white light was launched into the core region, a colored 
mode was transmitted—the colors being dependent on the absolute size to which the fiber was 
drawn. The modal patterns had six equally strong lobes, disposed in a flower-like pattern around the 
central hole. Closer examination revealed that the light was guided not in the air holes but in the six 
narrow regions of glass surrounding the core (Fig. 11). The light remained in these regions, despite 
the close proximity of large “rods” of silica, full of modes. This is because, for particular wavelengths, 
the phase velocity of the light in the core is not coincident with any of the phase velocities available 
in the transmission bands created by nearest-neighbor coupling between rod modes. Light is thus 
unable to couple over to them and so remains trapped in the core. 

Similar guided modes are commonly seen in hollow-core PCF, where they form surface states 
(analogous with electronic surface states in semiconductor crystals) on the rim of the core, confined 
on the cladding side by photonic bandgap effects. These surface states become phase-matched to the 
air-guided mode at certain wavelengths, and if the two modes share the same symmetry they couple 
to form an anticrossing on the frequency-wavevector diagram (Figs. 12 and 13). Within the anticross-
ing region, the modes share the characteristics of both an air-guided mode and a surface mode, and 
this consequently perturbs the group velocity dispersion and contributes additional attenuation (see 
subsection “Absorption and Scattering” in Sec. 11.7).60–62

All-Solid Structures In all-solid bandgap guiding fibers the core is made from low index glass and 
is surrounded by an array of high index glass strands.63–65 Since the mean core-cladding index con-
trast is negative, TIR cannot operate, and photonic bandgap effects are the only possible guidance 
mechanism. These structures have some similarities with one-dimensional “ARROW” structures, 
where antiresonance plays an important role.66 

When the cladding strands are antiresonant, light is confined to the central low index core by 
a mechanism not dissimilar to the modal filtering picture in subsection “Controlling Number of 

(a) (b)

FIGURE 11 (a) A PCF with a “carbon-ring” lattice of air holes and 
an extra central hole to form a low index core. (b) When white light is 
launched, only certain bands of wavelength are transmitted in the core—
here a six-lobed mode (in the center of the image, blue in the original near-
field image) emerges from the end-face.50
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11.16  FIBER OPTICS

Modes” in Sec. 11.7;52 the high index cores act as the “bars of a cage,” so that no features in the clad-
ding are resonant with the core mode, resulting in a low loss guided mode. Guidance is achieved over 
wavelength ranges that are punctuated with high loss windows where the cladding “bars” become 
resonant (Fig. 14). Remarkably, it is possible to achieve photonic bandgap guidance by this mecha-
nism even at index contrasts of 1 percent,63,67 with losses as low as 20 dB/km at 1550 nm.68

Low Leakage Guidance The transmission bands are greatly widened in hollow-core PCFs with a 
kagomé lattice in the cladding52 (Fig. 2j). The typical attenuation spectrum of such a fiber has a loss 
of order 1 dB/m over a bandwidth of 1000 nm or more. Numerical simulations show that, while the 
cladding structure supports no bandgaps, the density of states is greatly reduced near the vacuum 

(a)735 nm 746 nm 820 nm(b) (c)

FIGURE 12 Near-field end-face images of the light transmitted in hollow-core PCF designed for 800 nm 
transmission. For light launched in the core mode, at 735 nm an almost pure surface mode is transmitted, at 746 
nm a coupled surface-core mode, and at 820 nm an almost pure core mode.60 (The ring-shaped features are an 
artifact caused by converting from false color to gray scale; the intensity increases toward the dark centers of the 
rings.) (Images courtesy G. Humbert, University of Bath).60

FIGURE 13 Example mode trajectories showing the anticrossing of a core-
guided mode with a surface mode in a hollow-core PCF. The dotted lines show 
the approximate trajectories of the two modes in the absence of coupling (for 
instance if the modes are of different symmetries), and the vertical dashed line is 
the air line. The gray regions, within which the mode trajectories are not shown, 
are the band edges; the white region is the photonic bandgap. Points A, B, and C 
are the approximate positions of the modes shown in Fig. 12.
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line. The consequential poor overlap between the core states, together with the greatly reduced num-
ber of cladding states, appears to slow down the leakage of light—though the precise mechanism is 
still a matter of debate.52

Birefringence

The modes of a perfect sixfold symmetric core and cladding structure are not birefringent.69 In 
practice, however, the large glass-air index difference means that even slight accidental distortions 
in the structure yield a degree of birefringence. Therefore, if the core is deliberately distorted so as 
to become twofold symmetric, extremely high values of birefringence can be achieved. For example, 
by introducing capillaries with different wall thicknesses above and below a solid glass core (Figs. 1c 
and 2g), values of birefringence some 10 times larger than in conventional fibers can be obtained.70 
It is even possible to design and fabricate strictly single-polarization PCFs in which only one polar-
ization state is guided.71 By filling selected holes with a polymer, the birefringence can be thermally 
tuned.72 Hollow-core PCF with moderate levels of birefringence (~ )10 4−  can be realized either by 
forming an elliptical core or by adjusting the structural design of the core surround.73,74 

Experiments show that the birefringence in PCF is some 100 times less sensitive to temperature 
variations than in conventional fibers, which is important in many applications.75–77 This is because 
traditional “polarization maintaining” fibers (bow-tie, elliptical core, or Panda) contain at least two 
different glasses, each with a different thermal expansion coefficient. In such structures, the resulting 
temperature-dependent stresses make the birefringence a strong function of temperature. 
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FIGURE 14 Lower: Measured transmission spectrum (using a white-light 
supercontinuum source) for a PCF with a pure silica core and a cladding formed 
by an array of Ge-doped strands (d/ .Λ = 0 34 hole spacing ~7 μm, index contrast 
1.05:1). The transmission is strongly attenuated when the core mode becomes 
phase-matched to different LPnm “resonances” in the cladding strands. Upper: 
Experimental images [left to right, taken with blue (500 nm), green (550 nm), and 
red (650 nm) filters] of the near-field profiles in the cladding strands at three such 
wavelengths. The fundamental LP01 resonance occurs at approximately 820 nm and 
the four-lobed blue resonance lies off the edge of the graph.

Bass_v5ch11_p001-034.indd 11.17 9/24/09 10:40:22 AM

DO
 N

OT
 D

UP
LI

CA
TE



11.18  FIBER OPTICS

Group Velocity Dispersion

Group velocity dispersion (GVD)—which causes different frequencies of light to travel at different 
group velocities—is a factor crucial in the design of telecommunications systems and in all kinds of 
nonlinear optical experiments. PCF offers greatly enhanced control of the magnitude and sign of the 
GVD as a function of wavelength. In many ways this represents an even greater opportunity than a 
mere enhancement of the effective nonlinear coefficient.

Solid Core As the optical frequency increases, the GVD in SMF changes sign from anomalous 
( )D > 0  to normal ( )D < 0  at approximately 1.3 μm. In solid-core PCF as the holes get larger, the core 
becomes more and more isolated, until it resembles an isolated strand of silica glass (Fig. 15). If the 
whole structure is made very small (core diameters <1 μm have been made) the zero dispersion 
point of the fundamental guided mode can be shifted to wavelengths in the visible.9,18 For example, 
the PCF in Fig. 1f has a dispersion zero at 560 nm.

By careful design, the wavelength dependence of the GVD can also be reduced in PCFs at much 
lower air-filling fractions. Figure 16  shows the flattened GVD profiles of three PCFs with cores several 
μm in diameter.78,79 These fibers operate in the regime where SMF is multimoded. Although the fun-
damental modes in both SMF and PCF have similar dispersion profiles, the presence of higher-order 
modes (not guided in the PCF, which is endlessly single mode) makes the use of SMF impractical. 

A further degree of freedom in GVD design may be gained by working with multicomponent 
glasses, such as Schott SF6, where the intrinsic zero dispersion point occurs at approximately 1.8 μm.8 
In highly nonlinear small-core PCF, this shifts the whole dispersion landscape to longer wavelengths 
than in a silica-based PCF with the same core size and geometry.

Hollow Core Hollow-core fiber behaves in many respects rather like a circular-cylindrical hollow 
metal waveguide, which has anomalous dispersion (the group velocity increases as the frequency 
rises). The main difference, however, is that the dispersion changes sign at the high frequency 
edge, owing to the approach of the photonic band edge and the weakening of the confinement 
(Fig. 17).80

FIGURE 15 The calculated group velocity dispersion of three circular 
strands of silica glass, radii 0.25, 0.4, and 1.0 μm, compared with the dispersion 
of bulk glass. The narrower strands have two dispersion zeros within the trans-
parency window of silica.
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Attenuation Mechanisms

An advantage common to all fibers is the very large extension ratio from preform to fiber, which 
has the effect of smoothing out imperfections, resulting in a transverse structure that is extremely 
invariant with distance along the fiber. This is the chief reason for the ultralow attenuation displayed 
by fibers, compared to other waveguide structures. In PCF the losses are governed by two main 
parameters: the fraction of light in glass and the roughness at the glass-air interfaces. The light-in-
glass fraction can be controlled by judicious design, and ranges from close to 100 percent in solid 
core fibers to less than 1 percent in the best hollow-core fibers.

FIGURE 16 Group velocity dispersion profiles, against wavelength, for three 
different PCFs designed to have lowlevel ultraflattened GVD.78,79 The curve for 
Corning SMF-28 is included for comparison.
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FIGURE 17 Measured attenuation and GVD spectra for a hollow-core 
PCF designed for 850 nm transmission.80 The core is slightly elliptical, so the 
dispersion in each eigenstate of polarization is different.
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11.20  FIBER OPTICS

Absorption and Scattering The best reported loss in solid-core PCF, from a group in Japan, stands 
at 0.28 dB/km at 1550 nm, with a Rayleigh scattering coefficient of 0.85 dB km m⋅ ⋅− −1 4μ . A 100 km 
length of this fiber was used in the first PCF-based penalty-free dispersion-managed soliton trans-
mission system at 10 Gb/s.81,82 The slightly higher attenuation compared to SMF is due to roughness 
at the glass-air interfaces.61

It is hollow-core PCF, however, that has the greatest potential for extremely low loss, since the 
light is traveling predominantly in empty (or gas-filled) space. Although the best reported attenua-
tion in hollow-core PCF stands at 1.2 dB/km,58 values below 0.2 dB/km or even lower seem feasible 
with further development of the technology. The prospect of improving on conventional fiber, at the 
same time greatly reducing the nonlinearities associated with a solid glass core, is intriguing. By using 
infrared glasses, transmission can be extended into the infrared83 and recent work shows that silica 
hollow-core PCF can even be used with acceptable levels of loss in the mid-IR,84 owing to the very low 
overlap between the optical field and the glass.

In the latest hollow-core silica PCF, with loss levels approaching 1 dB/km at 1550 nm, very small effects 
can contribute significantly to the attenuation floor. The ultimate loss limit in such fibers is determined 
by surface roughness caused by thermally driven capillary waves, which are present at all length scales. 
These interface ripples freeze in when the fiber cools, introducing high scattering losses for modes that are 
concentrated at the interfaces, such as surface modes guided on the edge of the core. The pure core mode 
does not itself  “feel” the ripples very strongly, except at anticrossing wavelengths where it becomes phase-
matched to surface modes, causing light to move to the surface and experience enhanced scattering. 

The result is a transmission spectrum consisting of windows of high transparency punctuated 
with bands of high attenuation (Fig. 18). This picture has been confirmed by measurements of the 
surface roughness in hollow-core PCFs, the angular distribution of the power scattered out of the core, 
and the wavelength dependence of the minimum loss of fibers drawn to different scales.58 The thin 
glass shell surrounding the hollow core can be designed to be antiresonant with the core mode, per-
mitting further exclusion of light from the glass.85 

Ignoring material dispersion, the whole transmission landscape shifts linearly in wavelength in 
proportion to the overall size of the structure (a consequence of Maxwell’s equations). This means 
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FIGURE 18 Attenuation spectrum of a typical ultralow loss hollow-core PCF designed 
for operation in the 1550 nm telecommunications band (see micrographs in Fig. 10).
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that the smallest loss at a given wavelength will be obtained by drawing a fiber to a particular diameter. 
The optical overlap with the surface roughness scales inversely with the size with the fiber, and the 
scattering itself may be regarded as being governed by the density of states into which scattering can 
occur, which in three-dimensions scales as λ −2. Thus the wavelength of minimum loss scales as λ −3, in 
contrast to the λ −4 dependence of Rayleigh scattering in bulk glass. 

Bend Loss Conventional fibers suffer additional loss if bent beyond a certain critical radius Rc, 
which depends on wavelength, core-cladding refractive index step and—most notably—the third 
power of core radius ρ3.39 For wavelengths longer than a certain value (the “long wavelength bend 
edge”) all guidance is effectively lost. 

A starting point for understanding bend loss in solid core ESM-PCF (perhaps the most interesting 
case) is the long wavelength limit. ESM behavior occurs when d/ . ,Λ < 0 43  which sets the highest air-fill-
ing fraction at 16.8 percent and yields an area-averaged cladding refractive index of 1.388 (silica index 
of 1.444)—valid in the limit k → 0. This index step is some 10 times higher than in Corning SMF-28, 
making ESM-PCF relatively much less susceptible to bend loss at long wavelengths. For a step-index 
fiber with a Ge-doped core, 40 mol % of GeO2 would be needed to reach the same index step (assuming 
0.0014 index change per mol % GeO2).11 The result is that the long-wavelength bend edge in ESM-PCF 
is in the infrared beyond the transparency window of silica glass, even when the core radius is large.86

ESM-PCF also exhibits a short wavelength bend edge, caused by bend-induced coupling from the 
fundamental to higher-order modes, which of course leak out of the core.16 The critical bend radius 
for this loss varies as

 Rc ~ Λ3 2/λ  (10)

compared to Rc approximately λ for SMF. The reciprocal dependence on λ 2 makes it inevitable that 
a short-wavelength bend edge will appear in ESM-PCF. Following86 in taking the pre-factor in 
Eq. (10) as unity, Rc can be plotted against wavelength for different values of core radius (≈ interhole 
spacing). This is illustrated in Fig. 19. A step-index fiber, with the same core-cladding index step as 

FIGURE 19 Short-wavelength critical bend radii for ESM-PCF with d / .Λ = 0 4  plot-
ted against vacuum wavelength for different values of hole-spacing (approximately equal to 
the core radius). As the wavelength increases at constant core size, a step-index fiber with the 
same core:cladding index as the PCF in the long-wavelength limit [1.444:1.388 using Eq. (5)] 
becomes single-mode when the curves enter the shaded region. The step-index fiber is multi-
mode over wide parameter ranges where ESM-PCF has negligible short-wavelength bend loss.
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11.22  FIBER OPTICS

ESM-PCF in the long wavelength limit, is multimode over wide parameter ranges where ESM-PCF 
has negligible bend loss.

In contrast, hollow-core PCF is experimentally very insensitive to bend loss—in many cases no 
appreciable drop in transmission is observed until the fiber breaks. This is because the effective depth 
of “potential well” for the guided light (see section “Negative Core-Cladding Index Difference”), given 
by the distance Δβ between the edges of the photonic bandgap, is substantially larger than in SMF.

Confinement Loss The photonic crystal cladding in a realistic PCF is of course finite in extent. For a 
guided mode, the Bloch waves in the cladding are evanescent, just like the evanescent plane waves in the 
cladding of a conventional fiber. If the cladding is not thick enough, the evanescent field amplitudes at 
the cladding/coating boundary can be substantial, causing attenuation. In the solid core case for small 
values of d/Λ the resulting loss can be large unless a sufficiently large number of periods is used.78 

Very similar losses are observed in hollow-core fibers, where the “strength” of the photonic bandgap 
(closely related to its width in β) determines how many periods are needed to reduce confinement loss 
to acceptable levels. Numerical modeling is useful for giving an indication of how many periods are 
needed to reach a required loss level. The cladding field intensity in the ultralow loss PCF reported in58 
falls by approximately 9 dB per period, reaching −63 dB at the edge of the photonic crystal region. 

11.8 NONLINEAR CHARACTERISTICS OF GUIDANCE

The ability to enhance or reduce the effective nonlinear coefficients, and at the same time control 
the magnitude and wavelength dependence of the GVD, makes PCF a versatile vehicle for studies of 
nonlinear effects. 

Kerr Nonlinearities

The optical Kerr effect drives effects such as four-wave mixing, self-phase modulation, modulation 
instability, and soliton formation. To take account of the differing proportions of light in glass and 
air,87 it is necessary to derive an expression for the effective nonlinear γ  coefficient, which in the 
scalar approximation takes the form

 

γ
ψ

ψ
= ∫∫

∫

k n x y n x y x y dxdy

n x y dxdym
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where ψ  is the transverse field amplitude profile, n x y( , ) and n x y2( , ) are the linear and nonlinear refrac-
tive index profiles, and nm is the modal phase index. The integrals must be evaluated over the entire 
transverse plane, which in practice means over the area where the field amplitudes are nonnegligible. 
Equation (11) can be reexpressed for a composite PCF made from two or more homogeneous materials
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where ni
2 is the nonlinear refractive index of material i and Ai its nonlinear effective area
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where u x yi( , ) equals ni in regions made from material i and zero elsewhere. 
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The nonlinear refractive indices of silica glass and air are, respectively, 2 5 10 20 1. × − −m W2  and 
2 9 10 23 1. .× − −m W2  Multicomponent glasses typically have values an order of magnitude or more higher, 
and the hollow channels can of course be filled with another gas with a different nonlinear coefficient.

The highest nonlinear coefficient available in conventional step-index fibers is γ : 20 1 1W km− −  at 
1550 nm.88 By comparison, a solid-core PCF similar to the one in Fig. 1f  but with a core diameter 1 
μm has a nonlinearity of γ : 240 1 1W km− − , at 850 nm, and values as high as γ = − −550 1 1W km  at 1550 
nm have been measured for PCFs made from multicomponent glasses.89 In complete contrast, hol-
low-core PCF has extremely low levels of nonlinearity, owing to the small overlap between the glass 
and the light. In a recent example, a fiber was reported with a nonlinear coefficient γ = − −0 023 1 1. W km  
(some 104 × smaller than in a typical highly nonlinear solid-core PCF).90,91 

Although the level of nonlinearity is clearly important, the actual nonlinear effects that appear in a 
particular case are also strongly dependent on the magnitude, sign and wavelength dependence of the 
GVD as well as on the characteristics of the pump laser.92 They are determined by the relative values 
of the nonlinear length L Pnl = − −γ 1

0
1, where P0 is the peak power, the dispersion length LD = τ β2

2/| |, 
where τ  is the pulse duration and the effective fiber length L Leff /= − −[ exp( )]1 α α  where α m−1 is the 
power attenuation coefficient.93 For a solid-core PCF with γ : ,240 1 1W km− −  a peak power of 10 kW 
yields Lnl < 0 5.  mm. For typical values of loss (usually between 1 and 100 dB/km) L Leff nl>>  and the 
nonlinearity dominates. For dispersion values in the range − < <300 3002β  ps km2/  and pulse dura-
tions τ = 200 fs, LD > 0 1.  m. Since both these lengths are much longer than the nonlinear length, it is 
easy to observe strong nonlinear effects.

Supercontinuum Generation One of the most successful applications of nonlinear PCF is to super-
continuum (SC) generation from ps and fs laser pulses. When high power pulses travel through 
a material, their frequency spectrum can be broadened by a range of interconnected nonlinear 
effects.94 In bulk materials, the preferred pump laser is a regeneratively amplified Ti:sapphire system 
producing high (mJ) energy fs pulses at 800 nm wavelength and kHz repetition rate. Supercontinua 
have also previously been generated in SMF by pumping at 1064 or 1330 nm,95 the spectrum broad-
ening out to longer wavelengths mainly due to stimulated Raman scattering (SRS). Then in 2000, it 
was observed that highly nonlinear PCF, designed with zero GVD close to 800 nm, massively broad-
ens the spectrum of low (few nJ) energy unamplified Ti:sapphire pulses launched into just a few cm 
of fiber.21,96,97 Removal of the need for a power amplifier, the hugely increased (~100 MHz) repeti-
tion rate, and the spatial and temporal coherence of the light emerging from the core, makes this 
source unique. The broadening extends both to higher and to lower frequencies because four-wave 
mixing operates more efficiently than SRS when the dispersion profile is appropriately designed. 
This SC source has applications in optical coherence tomography,98,99 frequency metrology,100,101 and 
all kinds of spectroscopy. It is particularly useful as a bright lowcoherence source in measurements 
of group delay dispersion based on a Mach-Zehnder interferometer.

A comparison of the bandwidth and spectrum available from different broad-band light sources 
is shown in Fig. 20; the advantages of PCF-based SC sources are evident. Supercontinua have been 
generated in different PCFs at 532 nm,102 647 nm,103 1064 nm,104 and 1550 nm.8 Using inexpensive 
microchip lasers at 1064 or 532 nm with an appropriately designed PCF, compact SC sources are now 
available with important applications across many areas of science. A commercial ESM-PCF based 
source uses a 10-W fiber laser delivering 5 ps pulses at 50 MHz repetition rate, and produces an aver-
age spectral power density of approximately 4.5 mW/nm in the range 450 to 800 nm.105 The use of 
multicomponent glasses such as Schott SF6 or tellurite glass allows the balance of nonlinearity and 
dispersion to be adjusted, as well as offering extended transparency into the infrared.106

Parametric Amplifiers and Oscillators In step-index fibers the performance of optical parametric 
oscillators and amplifiers is severely constrained owing to the limited scope for GVD engineering. 
In PCF these constraints are lifted, permitting flattening of the dispersion profile and control of 
higher-order dispersion terms. The wide range of experimentally available group-velocity dispersion 
profiles has, for example, allowed studies of ultrashort pulse propagation in the 1550 nm wavelength 
band with flattened dispersion.78,79 The effects of higher-order dispersion in such PCFs are sub-
tle.107,108 Parametric devices have been designed for pumping at 647, 1064, and 1550 nm, the small 
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11.24  FIBER OPTICS

effective mode areas offering high gain for a given pump intensity, and PCF-based oscillators 
synchronously pumped by fs and ps pump pulses have been demonstrated at relatively low power 
levels.109–112 Dispersion-engineered PCF is being successfully used in the production of bright 
sources of correlated photon pairs, by allowing the signal and idler side-bands to lie well outside 
the noisy Raman band of the glass. In a recent example, a PCF with zero dispersion at 715 nm was 
pumped by a Ti:sapphire laser at 708 nm (normal dispersion).113 Under these conditions phase-
matching is satisfied by signal and idler waves at 587 and 897 nm, and 10 million photon pairs per 
second were generated and delivered via single-mode fiber to Si avalanche detectors, producing 
approximately 3.2 × 105 coincidences per second for a pump power of 0.5 mW. These results point 
the way to practical and efficient sources entangled photon pairs that can be used as building blocks 
in future multiphoton interference experiments.

Soliton Self-Frequency Shift Cancellation The ability to create PCFs with negative dispersion slope 
at the zero dispersion wavelength (in SMF the slope is positive, i.e., the dispersion becomes more 
anomalous as the wavelength increases) has made it possible to observe Č erenkov-like effects in 
which solitons (which form on the anomalous side of the dispersion zero) shed power into disper-
sive radiation at longer wavelengths on the normal side of the dispersion zero. This occurs because 
higher-order dispersion causes the edges of the soliton spectrum to phase-match to linear waves. 
The result is stabilization of the soliton self-frequency shift, at the cost of gradual loss of soliton 
energy.114 The behavior of solitons in the presence of wavelength-dependent dispersion is the sub-
ject of many recent studies.115.

Raman Scattering

The basic characteristics of glass-related Raman scattering in PCF, both stimulated and spontaneous, 
do not noticeably differ compared to SMF. One must of course take account of the differing propor-
tions of light in glass and air (see section “Kerr Nonlinearities”) to calculate the effective strength of 
the Raman response. A very small solid glass core allows one to enhance stimulated Raman scatter-
ing, whereas in a hollow core it is strongly suppressed.

FIGURE 20 Comparison of the brightness of various broad-band light sources 
(SLED—superluminescent light-emitting diode; ASE—amplified spontaneous emission; 
SC—supercontinuum). The microchip laser SC spectrum was obtained by pumping at 
1064 nm with 600 ps pulses. (Updated version of a plot by Hendrik Sabert.)

Bass_v5ch11_p001-034.indd 11.24 9/24/09 10:40:24 AM

DO
 N

OT
 D

UP
LI

CA
TE



PHOTONIC CRYSTAL FIBERS  11.25

Brillouin Scattering

The periodic micro/nanostructuring in ultrasmall core glass-air PCF strongly alters the acoustic 
properties compared to conventional SMF.116–119 Sound can be guided in the core both as leaky 
and as tightly confined acoustic modes. In addition, the complex geometry and “hard” boundar-
ies cause coupling between all three displacement components (radial, azimuthal, and axial), with 
the result that each acoustic mode has elements of both shear (S) or longitudinal (L) strain. This 
complex acoustic behavior strongly alters the characteristics of forward and backward Brillouin 
scattering.

Backward Scattering When a solid-core silica-air PCF has a core diameter of around 70 percent 
of the vacuum wavelength of the launched laser light, and the air-filling fraction in the cladding is 
very high, the spontaneous Brillouin signal displays multiple bands with Stokes frequency shifts in 
the 10 GHz range. These peaks are caused by discrete guided acoustic modes, each with different 
proportions of longitudinal and shear strain, strongly localized to the core.120 At the same time the 
threshold power for stimulated Brillouin scattering increases fivefold—a rather unexpected result, 
since conventionally one would assume that higher intensities yield lower nonlinear threshold pow-
ers. This occurs because the effective overlap between the tightly confined acoustic modes and the 
optical mode is actually smaller than in a conventional fiber core; the sound field contains a large 
proportion of shear strain, which does not contribute significantly to changes in refractive index. 
This is of direct practical relevance to parametric amplifiers, which can be pumped 5 times harder 
before stimulated Brillouin scattering appears. 

Forward Scattering The very high air-filling fraction in small-core PCF also permits sound at 
frequencies of a few GHz to be trapped purely in the transverse plane by phononic bandgap effects 
(Fig. 21). The ability to confine acoustic energy at zero axial wavevector βac = 0 means that the ratio 

Pump light

q-Raman (AS)

q-Raman (S)

Light
(slope c/n)

Trapped
phonons

Axial wavevector
0

Fr
eq

u
en

cy

wcutoff

2.5

2.0

1.5

1.0

40 60 80 100

Web thickness (nm)

120 140 160 180

Fr
eq

u
en

cy
 (

G
H

z)

(b)

(c)(a)

FIGURE 21 (a) Example of PCF used in studies of Brillouin scattering (core diameter 
1.1 μm); (b) the frequencies of full phononic bandgaps (in-plane propagation, pure in-plane 
motion) in the cladding of the PCF in (b); and (c) illustrating how a trapped acoustic phonon 
can phase-match to light at the acoustic cutoff frequency. The result is a quasi-Raman 
scattering process that is automatically phase-matched. (After Ref. 121.)
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of frequency ωac to wavevector βac becomes arbitrarily large as βac → 0, and thus can easily match 
the value for the light guided in the fiber, c n/ . This permits phase-matched interactions between the 
acoustic mode and two spatially identical optical modes of different frequency.121 Under these cir-
cumstances the acoustic mode has a well-defined cutoff frequency ωcutoff  above which its dispersion 
curve—plotted on an ( , )ω β  diagram—is flat, similar to the dispersion curve for optical phonons in 
diatomic lattices. The result is a scattering process that is Raman-like (i.e., the participating pho-
nons are optical-phonon-like), even though it makes use of acoustic phonons; Brillouin scattering 
is turned into Raman scattering, power being transferred into an optical mode of the same order, 
frequency shifted from the pump frequency by the cutoff frequency. Used in stimulated mode, this 
effect may permit generation of combs of frequencies spaced by approximately 2 GHz at 1550 nm 
wavelength. 

11.9 INTRAFIBER DEVICES, CUTTING, AND JOINING

As PCF becomes more widely used, there is an increasing need for effective cleaves, low loss splices, 
multiport couplers, intrafiber devices, and mode-area transformers. The air holes provide an oppor-
tunity not available in standard fibers: the creation of dramatic morphological changes by altering 
the hole size by collapse (under surface tension) or inflation (under internal overpressure) when 
heating to the softening temperature of the glass. Thus, not only can the fiber be stretched locally to 
reduce its cross-sectional area, but the microstructure can itself be radically altered.

Cleaving and Splicing

PCF cleaves cleanly using standard tools, showing slight end-face distortion only when the core 
crystal is extremely small (interhole spacing ~1 μm) and the air-filling fraction very high (>50%). 
Solid glass end-caps can be formed by collapsing the holes (or filling them with sol-gel glass) at the 
fiber end to form a core-less structure through which light can be launched into the fiber. Solid-core 
PCF can be fusion-spliced successfully both to itself and to step-index fiber using resistive heating 
elements (electric-arcs do not allow sufficient control). The two fiber ends are placed in intimate 
contact and heated to softening point. With careful control, they fuse together without distortion. 
Provided the mode areas are well matched, splice losses of <0.2 dB can normally be achieved except 
when the core is extremely small (<~1.5 μm). Fusion splicing hollow-core fiber is feasible when 
there is a thick solid glass outer sheath (e.g., as depicted in Fig. 10b), although very low splice losses 
can be obtained simply by placing identical fibers end-to-end and clamping them (the index-matching 
“fluid” for hollow-core PCF is vacuum). 

The ability to hermetically splice gas-filled hollow-core PCF to SMF has made it possible to pro-
duce in-line gas cells for stimulated Raman scattering in hydrogen and frequency measurement and 
stabilization (using acetylene). These developments may lead for the first time to practical miniature 
gas-laser devices that could even be coiled up inside a credit card.122

Mode Transformers

In many applications it is important to be able to change the mode area without losing light. This is 
done traditionally using miniature bulk optics—tiny lenses precisely designed to match to a desired 
numerical aperture and spot-size. In PCF an equivalent effect can be obtained by scanning a heat 
source (flame or carbon dioxide laser) along the fiber. This causes the holes to collapse, the degree of 
collapse depending on the dwell-time of the heat. Drawing the two fiber ends apart at the same time 
provides additional control. Graded transitions can fairly easily be made—mode diameter reduc-
tions as high as 5:1 have been realized with low loss. 
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Ferrule methods have been developed for making low loss interfaces between conventional 
single-mode fibers and photonic crystal fibers.123 Adapted from the fabrication of PCF preforms 
from stacked tubes and rods, these techniques avoid splicing and are versatile enough to inter-
face to virtually any type of index-guiding silica PCF. They are effective for coupling light into 
and out of all of the individual cores of a multicore fiber without input or output crosstalk. The 
technique also creates another opportunity—the use of taper transitions to couple light between a 
multimode fiber and several single-mode fibers. When the number of single-mode fibers matches 
the number of spatial modes in the multimode fiber, the transition can have low loss in both 
directions. This means that the high performance of single-mode fiber devices can be reached 
in multimode systems, for example a multimode fiber filter with the transmission spectrum of a 
single-mode fiber Bragg grating,124 a device that has applications in earth-based astronomy, where 
the high throughput of a multimode fiber can be retained while unwanted atmospheric emission 
lines are filtered out.

A further degree of freedom may be gained by pressurizing the holes during the taper process.125 
The resulting hole inflation permits radical changes in the guidance characteristics. It is possible for 
example to transform a PCF, with a relatively large core and small air-filling fraction, into a PCF with 
a very small core and a large air-filling fraction, the transitions having very low loss.126

Heating and stretching PCF can result in quite remarkable changes in the scale of the micro/nano 
structures, without significant distortion. Recently a solid-core PCF was reduced 5 times in linear 
scale, resulting in a core diameter of 500 nm (Fig. 22). This permitted formation of a PCF with a zero 
dispersion wavelength that matched the 532 nm emission wavelength of a frequency doubled Nd:
YAG laser102 (this is important for supercontinuum generation—as discussed in Sec. 11.8). A further 
compelling advantage of the tapering approach is that it neatly side-steps the difficulty of launching 
light into submicron sized cores; light is launched into the entry port (in this case with core diameter 
2.5 μm) and adiabatically evolves, with negligible loss, into the mode of the 500 nm core. 

In-Fiber Devices

Precise use of heat and pressure induces large changes in the optical characteristics of PCF, giving 
rise to a whole family of new intrafiber components. Microcouplers can be made in a PCF with 
two optically isolated cores by collapsing the holes so as to allow the mode fields to expand and 

FIGURE 22 Scanning electron micrographs (depicted to the same 
scale) of the fiber cross sections produced by tapering a solid-core PCF. The 
structure is very well preserved, even down to core diameters of 500 nm.102
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interact with each other, creating local coupling.127 Long period gratings, which scatter the core 
light into cladding modes within certain wavelength bands, can be made by periodic modulation of 
hole size.128 By rocking a birefringent PCF to and fro, while scanning a carbon dioxide laser along 
it, so-called “rocking filters” can be made, which transfer power from one polarization state to the 
other within a narrow band of wavelengths.129 All these components have one great advantage over 
equivalent devices made in conventional fiber: being formed by permanent changes in morphology, 
they are highly stable with temperature and over time.

11.10 CONCLUSIONS

In moving away from the constraints of conventional fibers, photonic crystal fibers have created new 
opportunities spanning many areas of science and technology. Some of the more important from an 
every widening range of applications (as of late 2006) are discussed in Ref. 1. Compact high bright-
ness supercontinuum sources and frequency comb systems for optical clocks are already available as 
commercial products. Emerging applications include constrained photochemistry or biochemistry 
and microfluidics, biophotonic and biomedical devices, medical imaging, astronomy, particle deliv-
ery, high power fiber lasers, gas-based fiber devices, and fiber delivery of high power laser light in 
manufacturing. The next decade should see many of these applications mature into fields of scien-
tific research or even commercial products. 

11.11 APPENDIX

The analysis in Ref. 16 to estimate nmax in a triangular lattice of air holes leads to the equation: 

 w I a w J bu Y a u J a u Y bu u In n n1 1 0 0 1 0( [ ( ) ( ) ( ) ( )]) − + (( [ ( ) ( ) ( ) ( )]a w J bu Y a u J a u Y bun n n) − =1 1 1 1 0  (14)

where a dn = / ,2Λ  b = ( / ) /3 2 1 2π  (needed to ensure the correct value of nmax in the long wavelength 
limit) and u w v2 2 2+ = . The leading root of Eq. (14), evaluated for an = 0 2.  and ng = 1.444 (i.e., 
neglecting dispersion), yields the polynomial fit (7).
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INFRARED FIBERS

James A. Harrington
Rutgers University 
Piscataway, New Jersey

12.1 INTRODUCTION

Infrared (IR) optical fibers may be defined as fiber optics transmitting radiation with wavelengths 
greater than approximately 2 μm. The first IR fibers were fabricated in the mid-1960s from chalcogen-
ide glasses such as arsenic trisulfide and had losses in excess of 10 dB/m.1 During the mid-1970s, the 
interest in developing an efficient and reliable IR fiber for short-haul applications increased, partly in 
response to the need for a fiber to link broadband, long-wavelength radiation to remote photodetec-
tors in military sensor applications. In addition, there was an ever-increasing need for a flexible fiber 
delivery system for transmitting CO2 laser radiation in surgical applications. Around 1975, a variety of 
IR materials and fibers were developed to meet these needs. These included the heavy metal fluoride 
glass (HMFG) and polycrystalline fibers as well as hollow rectangular waveguides. While none of these 
fibers had physical properties even approaching those of conventional silica fibers, they were neverthe-
less useful in lengths less than 2 to 3 m for a variety of IR sensor and power delivery applications.2

IR fiber optics may logically be divided into three broad categories: glass, crystalline, and hollow 
waveguides. These categories may be further subdivided based on fiber material, structure, or both, 
as shown in Table 1. Over the past 30 years many novel IR fibers have been made in an effort to fab-
ricate a fiber optic with properties as close as possible to those of silica, but only a relatively small 
number have survived. A good source of general information on these various IR fiber types may be 
found in the literature.2–6 In this review only the best, most viable, and, in most cases, commercially 
available IR fibers are discussed. In general, both the optical and mechanical properties of IR fibers 
remain inferior to those of silica fibers, and therefore the use of IR fibers is still limited primarily to 
nontelecommunication, short-haul applications requiring only tens of meters of fiber rather than the 
kilometer lengths common to telecommunication applications. The short-haul nature of IR fibers 
results from the fact that most IR fibers have losses in the range of a few decibels per meter. An excep-
tion is fluoride glass fibers, which can have losses as low as a few decibels per kilometer. In addition, 
IR fibers are much weaker than silica fiber and, therefore, more fragile. These deleterious features have 
slowed the acceptance of IR fibers and restricted their use today to applications in chemical sensing, 
thermometry, and laser power delivery.

A key feature of current IR fibers is their ability to transmit longer wavelengths than most oxide 
glass fibers can. In some cases the transmittance of the fiber can extend well beyond 20 μm, but most 
applications do not require the delivery of radiation longer than about 12 μm. In Fig. 1 we give the 
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attenuation values for some of the most common IR fibers as listed in Table 1. From the data it is 
clear that there is a wide variation in range of transmission for the different IR fibers and that there 
is significant extrinsic absorption that degrades the overall optical response. Most of these extrinsic 
bands can be attributed to various impurities, but, in the case of the hollow waveguides, they are due 
to interference effects resulting from the thin film coatings used to make the guides.

Some of the other physical properties of IR fibers are listed in Table 2. For comparison, the proper-
ties of silica fibers are also listed. The data in Table 2 and in Fig. 1 reveal that, compared to silica, IR 
fibers usually have higher losses, larger refractive indices and dn/dT values, lower melting or soften-
ing points, and greater thermal expansion. For example, chalcogenide and polycrystalline Ag halide 
fibers have refractive indices greater than 2. This means that the Fresnel loss exceeds 20 percent for 
two fiber ends. The higher dn/dT and low melting or softening point lead to thermal lensing and low 
laser-induced damage thresholds for some of the fibers. Finally, a number of these fibers do not have 
cladding analogous to clad oxide glass fibers. Nevertheless, core-only IR fibers such as sapphire and 
chalcogenide fibers can still be useful because their refractive indices are sufficiently high. For these 
high-index fibers, the energy is largely confined to the core of the fiber as long as the unprotected fiber 
core does not come in contact with an absorbing medium.12

The motivation to develop a viable IR fiber stems from many proposed applications. A summary 
of the most important current and future applications and the associated candidate IR fiber that will 
best meet each need is given in Table 3. We may note several trends from this table. The first is that 

TABLE 1 Categories of IR Fibers with a Common Example to Illustrate Each Subcategory

           Main Subcategory Examples

Glass Heavy metal fluoride (HMFG) ZrF -BaF -LaF -AlF -NAF(ZBLAN)4 32 3

 Germanate GeO -PbO2

 Chalcogenide As S and AsGeTeSe2 3

Crystal Polycrystalline (PC) AgBrCl
 Single crystal (SC) Sapphire
Hollow waveguide Metal/dielectric film Hollow glass waveguide
 Refractive index <1 Hollow sapphire at 10.6 μm
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FIGURE 1 Composite loss spectra for some common IR fiber optics: ZBLAN 
fluoride glass,7 SC sapphire,8 chalcogenide glass,9 PC AgBrCl,10 and hollow glass 
waveguide.11
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hollow waveguides are an ideal candidate for laser power delivery at all IR laser wavelengths. The air 
core of these special fibers or waveguides gives an inherent advantage over solid-core fibers, whose 
damage threshold is frequently very low for these IR-transmissive materials. The high refractive index 
of chalcogenide fibers is ideal for chemical sensing via evanescent wave coupling of a small portion of 
the light from the core into an IR-absorbing medium. For the measurement of temperature through 
the simple transmission of blackbody radiation, IR fibers that transmit beyond about 8 μm, such as 
the Ag halide, chalcogenide, and hollow waveguides, are excellent candidates for use in measuring 
temperatures below 50°C. This is because the peak for room-temperature blackbody radiation is 
about 10 μm.

12.2 NONOXIDE AND HEAVY-METAL OXIDE GLASS 
IR FIBERS

There are two IR-transmitting glass fiber systems that are relatively similar to conventional silica-
containing glass fibers. One is the HMFG and the other is heavy-metal germanate glass fibers based 
on GeO2. The germanate glass fibers generally do not contain fluoride compounds; instead, they 

TABLE 2 Selected Physical Properties of Key IR Fibers Compared to Conventional Silica Fiber

 Glass Crystal Hollow

  HMFG Chalcogenide PC SC Hollow Silica
                           Property Silica ZBLAN AsGeSeTe AgBrCl Sapphire Waveguide

Glass transition or melting point, °C 1175 265 245 412 2030 150 (usable T)
Thermal conductivity, W/m °C 1.38 0.628 0.2 1.1 36 1.38
Thermal expansion coefficient, 10−6 ° C−1 0.55 17.2 15 30 5 0.55
Young’s modulus, GPa 70.0 58.3 21.5 0.14 430 70.0
Density, g/cm3 2.20 4.33 4.88 6.39 3.97 2.20
Refractive index 1.455 1.499 2.9 2.2 1.71 NA
(λ, μm) (0.70) (0.589) (10.6) (10.6) (3.0) 
dn/dT, l0–5 °C–1 +1.2 −1.5 +10 −1.5 +1.4 NA
(λ, μm) (1.06) (1.06) (10.6) (10.6) (1.06) 
Fiber transmission range, μm 0.24–2.0 0.25–4.0 4–11 3–16 0.5–3.1 0.9–25
Loss* at 2.94 μm, dB/m ∼800 0.08 5 3 0.4 0.5
Loss* at 10.6 μm, dB/m NA NA 2 0.5 NA 0.4

∗Typical measured loss.
NA = not applicable.

TABLE 3 Examples of IR Fiber Candidates for Various Sensor and Power Delivery Applications

               Application Comments Suitable IR fibers

Fiber-optic chemical sensors Evanescent wave principle—liquids AgBrCl, sapphire, chalcogenide, HMFG
 Hollow core waveguides—gases Hollow glass waveguides
Radiometry Blackbody radiation, temperature  Hollow glass waveguides,
  measurements  AgBrCl, chalcogenide, sapphire
Er:YAG laser power delivery 3-μm transmitting fibers with high  Hollow glass waveguides, sapphire, 
  damage threshold  germanate glass
CO2 laser power delivery 10-μm transmitting fibers with  Hollow glass waveguides
  high damage threshold
Thermal imaging Coherent bundles HMFG, chalcogenide
Fiber amplifiers and lasers Doped IR glass fibers HMFG, chalcogenide
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contain heavy metal oxides to shift the IR absorption edge to longer wavelengths. The advantage of 
germanate fibers over HMFG fibers is that germanate glass has a higher glass transition temperature 
and, therefore, higher laser damage thresholds. But the level of loss for the HMFG fibers is lower. 
Finally, chalcogenide glass fibers made from chalcogen elements such as As, Ge, S, and Te contain no 
oxides or halides, making them a good choice for nonlaser power delivery applications.

HMFG Fibers

Poulain et al.13 discovered HMFGs or fluoride glasses accidentally in 1975 at the University of 
Rennes. In general, the typical fluoride glass has a glass transition temperature Tg four times less than 
that of silica, is considerably less stable than silica, and has failure strains of only a few percent com-
pared to greater than 5 percent for silica. While an enormous number of multicomponent fluoride 
glass compositions have been fabricated, comparably few have been drawn into fiber. This is because 
the temperature range for fiber drawing is normally too small in most HMFGs to permit fiberiza-
tion of the glass. The most popular HMFGs for fabrication into fibers are the fluorozirconate and 
fluoroaluminate glasses, of which the most common are ZrF4-BaF2-LaF3-AlF3-NaF (ZBLAN) and 
AlF3-ZrF4-BaF2-CaF2-YF3, respectively. The key physical properties of these glasses are summarized 
in Table 4. An important feature of the fluoroaluminate glass is its higher Tg, which largely accounts 
for the higher laser damage threshold for the fluoroaluminate glasses compared to ZBLAN at the Er:
YAG laser wavelength of 2.94 μm.

The fabrication of HMFG fiber is similar to any glass fiber drawing technology except that the pre-
forms are made using some type of melt-forming method rather than by a vapor deposition process 
as is common with silica fibers. Specifically, a casting method based on first forming a clad glass tube 
and then adding the molten core glass is used to form either multimode or single-mode fluorozir-
conate fiber preforms. The cladding tube is made either by a rotational casting technique in which 
the tube is spun in a metal mold or by merely inverting and pouring out most of the molten cladding 
glass contained in a metal mold to form a tube.14 The cladding tube is then filled with a higher-index 
core glass. Other preform fabrication techniques include rod-in-tube and crucible techniques. The 
fluoroaluminate fiber preforms have been made using an unusual extrusion technique in which core 
and cladding glass plates are extruded into a core-clad preform.15 All methods, however, involve fab-
rication from the melted glass rather than from the more pristine technique of vapor deposition used 
to form SiO2-based fibers. This process creates inherent problems such as the formation of bubbles, 
core-cladding interface irregularities, and small preform sizes. Most HMFG fiber drawing is done 
using preforms rather than the crucible method. A ZBLAN preform is drawn at about 310°C in a 
controlled atmosphere (to minimize contamination by moisture or oxygen impurities, which can 
significantly weaken the fiber) using a narrow heat zone compared to silica. Either ultraviolet (UV) 
acrylate or Teflon coatings are applied to the fiber. In the case of Teflon, heat-shrink Teflon (FEP) is 
generally applied to the glass preform prior to the draw.

The attenuation in HMFG fibers is predicted to be about 10 times less than that for silica fibers.16 
Based on extrapolations of the intrinsic losses resulting from Rayleigh scattering and multiphonon 

TABLE 4 Fluorozirconate vs. Fluoroaluminate Glasses

 Fluorozirconate Fluoroaluminate
                        Property (ZBLAN) (AlF3-ZrF4-BaF2-CaF2-YF3)

Glass transition temperature, °C 265 400
Durability Medium Excellent
Loss at 2.94 μm, dB/m 0.01 0.1
Er:YAG laser peak output energy, mJ 300 (300-μm core) 850 (500-μm core)

Comparison between fluorozirconate and fluoroaluminate glasses of some key properties that relate 
to laser power transmission and durability of the two HMFG fibers. Other physical properties are rela-
tively similar.
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INFRARED FIBERS  12.5

absorption, the minimum in the loss curves or V-curves is projected to be about 0.01 dB/km at 2.55 μm. 
Recent refinements of the scattering loss have modified this value slightly to be 0.024 dB/km, or about 
8 times less than that for silica fiber.7 In practice, however, extrinsic loss mechanisms still dominate 
fiber loss. In Fig. 2, losses for two ZBLAN fibers are shown. The data from British Telecom (BTRL) 
represents state-of-the-art fiber 110 m in length.7 The other curve is more typical of commercially 
available (Infrared Fiber Systems, Silver Spring, Maryland) ZBLAN fiber. More recently commercially 
available fiber (IRphotonics, Montreal, CA) has become available with a loss of 0.02 dB/m at 3 μm.17 
The lowest measured loss for a BTRL 60-m-long fiber is 0.45 dB/km at 2.3 μm. Some of the extrinsic 
absorption bands that contribute to the total loss shown in Fig. 2 for the BTRL fiber are Ho3+ (0.64 
and 1.95 μm), Nd3+ (0.74 and 0.81 μm), Cu2+ (0.97 μm), and OH– (2.87 μm). Scattering centers such 
as crystals, oxides, and bubbles have also been found in the HMFG fibers. In their analysis of the 
data in Fig. 2, the BTRL group separated the total minimum attenuation coefficient (0.65 dB/km 
at 2.59 μm) into an absorptive loss component equal to 0.3 dB/km and a scattering loss component 
equal to 0.35 dB/km. The losses for the fluoroaluminate glass fibers are also shown for comparison in 
Fig. 2.15 Clearly, the losses are not as low as for the BTRL-ZBLAN fiber, but the A1F3-based fluoride 
fibers do have the advantage of higher glass transition temperatures and therefore are better candidates 
for laser power delivery.

The reliability of HMFG fibers depends on protecting the fiber from attack by moisture and on 
pretreatment of the preform to reduce surface crystallization. In general, the HMFGs are much less 
durable than oxide glasses. The leach rates for ZBLAN glass range between 10–3 and 10–2 g/cm2/day. 
This is about five orders of magnitude higher than the leach rate for Pyrex glass. The fluoroaluminate 
glasses are more durable, with leach rates that are more than three times lower than those for the 
fluorozirconate glasses. The strength of HMFG fibers is less than that of silica fibers. From Table 2 we 
see that Young’s modulus E for fluoride glass is 51 GPa compared to 73 GPa for silica glass. Taking the 
theoretical strength to be about one-fifth that of Young’s modulus gives a theoretical value of strength 
of 11 GPa for fluoride glass. The largest bending strength measured has been about 1.4 GPa, well 
below the theoretical value. To estimate the bending radius R, we may use the approximate expression 
R r E=1 198. ( ),max/σ  where σ max is the maximum fracture stress and r is the fiber radius.18
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FIGURE 2 Losses in the best BTRL7 and typical (Infrared Fiber Systems, Silver 
Spring, Maryland) ZBLAN fluoride glass fibers compared to those for fluoroalumi-
nate glass fibers.15
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12.6  FIBER OPTICS 

Germanate Fibers

Heavy metal oxide glass fibers based on GeO2 have recently shown great promise as an alterna-
tive to HMFG fibers for 3-μm laser power delivery.19 Today, GeO2-based glass fibers are composed 
of GeO2 (30–76 percent)–RO (15–43 percent)-XO (3–20 percent), where R represents an alkaline 
earth metal and X represents an element of Group IIIA.20 In addition, small amounts of heavy 
metal fluorides may be added to the oxide mixture.21 The oxide-only germanate glasses have glass 
transition temperatures as high as 680°C, excellent durability, and a relatively high refractive index 
of 1.84. In Fig. 3, loss data is given for a typical germanate glass fiber. While the losses are not 
as low as they are for the fluoride glasses shown in Fig. 2, these fibers have an exceptionally high 
damage threshold at 3 μm. Specifically, over 20 W (2 J at 10 Hz) of Er:YAG laser power has been 
launched into these fibers.

Chalcogenide Fibers

Chalcogenide glass fibers were drawn into essentially the first IR fiber in the mid-1960s.1 
Chalcogenide fibers fall into three categories: sulfide, selenide, and telluride.22 One or more chal-
cogen elements are mixed with one or more elements such as As, Ge, P, Sb, Ga, Al, Si, and so on 
to form a glass having two or more components. From the data in Table 2 we see that the glasses 
have low softening temperatures more comparable to those of fluoride glass than to those of oxide 
glasses. Chalcogenide glasses are very stable, durable, and insensitive to moisture. A distinctive dif-
ference between these glasses and the other IR fiber glasses is that they do not transmit well in the 
visible region and their refractive indices are quite high. Additionally, most of the chalcogenide 
glasses, except for As2S3, have a rather large value of dn/dT.9 This fact limits the laser power handling 
capability of the fibers. In general, chalcogenide glass fibers have proven to be an excellent candidate 
for evanescent wave fiber sensors and for IR fiber image bundles.23

Chalcogenide glass is made by combining highly purified (>6 nines purity) raw elements in an 
ampoule that is heated in a rocking furnace for about 10 hours. After melting and mixing, the glass is 
quenched and a glass preform is fabricated using rod-in-tube or rotational casting methods. Preform 
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FIGURE 3 Germanate glass fiber manufactured by Infrared Fiber Systems, Silver 
Spring, Maryland.

Bass_v5ch12_p001-016.indd 12.6 9/7/09 12:21:03 PM

DO
 N

OT
 D

UP
LI

CA
TE



INFRARED FIBERS  12.7

fiber draws involve drawing a core-clad preform or a core-only preform. For the core-only preform 
draw, either a soft chalcogenide cladding can be extruded over the fiber as it is drawn or the preform 
can be Teflon clad. Crucible drawing is also possible.

The losses for the most important chalcogenide fibers are given in Fig. 4. Arsenic trisulfide (As2S3) 
fiber, one of the simplest and oldest chalcogenide fibers, has a transmission range from 0.7 to about 
6 μm.22 This fiber is red in color and therefore transmits furthest into the visible region but cuts off in 
the long-wavelength end well before the heavier chalcogenide fibers.9 Longer wavelengths are trans-
mitted through the addition of heavier elements like Te, Ge, and Se, as shown in Fig. 4. A key feature 
of essentially all chalcogenide glasses is the strong extrinsic absorption resulting from the bonding 
of contaminants such as hydrogen, H2O, and OH– to the elemental cations. In particular, absorption 
peaks between 4.0 and 4.6 μm are due to S-H or Se-H bonds, and those at 2.78 and 6.3 μm are due to 
OH− (2.78 μm) and/or molecular water. The hydride impurities are often especially strong and can 
be deleterious when these fibers are used in chemical sensing applications where the desired chemical 
signature falls in the region of extrinsic absorption. Another important feature of most of the chalco-
genide fibers is that their losses are in general much higher than those of the fluoride glasses. In fact, at 
the important CO2 laser wavelength of 10.6 μm, the lowest loss is still above 1 dB/m for the Se-based 
fibers.22 More recently single-mode chalcogenide fibers have been drawn from preforms made both 
using rotational casting and rod-in-tube methods.24 It is also possible to form a chalcohalide glass 
which is composed of both chalcogen elements and a halide usually I−. One example is the TeSeAsl 
glass which has been drawn into fiber by Lucas’ group in Rennes, France.25

12.3 CRYSTALLINE FIBERS

Crystalline IR fibers are an attractive alternative to glass IR fibers because most nonoxide crystal-
line materials can transmit longer-wavelength radiation than IR glasses and, in the case of sapphire, 
exhibit some superior physical properties as well.2 The disadvantage is that crystalline fibers are 
difficult to fabricate. There are two types of crystalline fiber: single-crystal (SC)8 and polycrystalline 
(PC).26,27 Historically, the first crystalline fiber made was hot-extruded KRS-5 fiber fabricated at 
Hughes Research Labs in 1975,28 KRS-5 or TIBrI was chosen because it is very ductile and because 
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FIGURE 4 Two common chalcogenide glass fibers: As2S3 and an AsGeSeTe fiber.9 

Note the many impurity bands pervasive in these fiber systems.
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12.8  FIBER OPTICS 

it can transmit beyond the 20-μm range required for the intended military surveillance satellite 
application. In fact, crystalline fibers such as KRS-5 and other halide crystals were initially thought 
to hold great potential as next-generation ultra-low-loss fibers because their intrinsic loss was pre-
dicted to be as low as 10−3 dB/m.28 Unfortunately, this loss was not only never achieved but not even 
approached experimentally.

PC Fibers

There are many halide crystals that have excellent IR transmission, but only a few have been fab-
ricated into fiber optics. The technique used to make PC fibers is hot extrusion. As a result, only 
the silver and thallium halides have the requisite physical properties (such as ductility, low melt-
ing point, and independent slip systems) to be successfully extruded into fiber. In the hot extrusion 
process, a single-crystal billet or preform is placed in a heated chamber and the fiber is extruded 
to net shape through a diamond or tungsten carbide die at a temperature equal to about half the 
melting point. The final PC fibers are usually from 500 to 900 μm in diameter with no buffer jacket. 
The polycrystalline structure of the fiber consists of grains on the order of 10 μm or larger in size. 
The billet may be clad using the rod-in-tube method. In this method, a mixed silver halide such as 
AgBrCl is used as the core and then a lower-index tube is formed using a Cl−-rich AgBrCl crystal. 
The extrusion of a core-clad fiber is not as easy to achieve as it is in glass drawing, but Artjushenko 
et al.10 at the General Physics Institute (GPI) in Moscow have achieved clad Ag halide fibers with 
losses nearly as low as those for the core-only Ag halide fiber. Single-mode PC fibers have been 
extruded from a rod-in-tube preform by Katzir and his group at Tel Aviv University. These fibers 
have a core diameter of 50 to 60 μm and they are single-mode at 10.6 μm.29 Today, the PC Ag halide 
fibers represent the best PC fibers. KRS-5 is no longer a viable candidate due largely to the toxicity 
of Tl and the greater flexibility of the Ag halide fibers.

The losses for the Ag halide fibers are shown in Fig. 5. Both the core-only and core-clad fibers 
are shown, and, as with the other IR fibers, we again see that there are several extrinsic absorption 
bands. Water is often present at 3 and 6.3 μm and there is sometimes an SO4

− absorption near 9.6 μm. 
Furthermore, we note the decreasing attenuation as the wavelength increases. This is a result of λ −2
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FIGURE 5 Losses in a typical PC silver halide fiber26 compared to those in recently 
developed core-clad silver halide fiber.10
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INFRARED FIBERS  12.9

scattering from strain-induced defects in the extruded fiber. An important feature of the data is that 
the loss at 10.6 μm can be as low as 0.2 dB/m for the core-only fiber and these fibers will transmit to 
almost 20 μm. These fibers have been used to transmit about 100 W of CO2 laser power, but the safe 
limit seems to be 20 to 25 W.30 This is due to the low melting point of the fibers.

There are several difficulties in handling and working with PC fibers. One is an unfortunate aging 
effect in which the fiber transmission is observed to decrease over time.31 Normally the aging loss, 
which increases uniformly over the entire IR region, is a result of strain relaxation and possible grain 
growth as the fiber is stored. Another problem is that Ag halides are photosensitive; exposure to visible 
or UV radiation creates colloidal Ag, which in turn leads to increased losses in the IR. Finally, AgBrCl 
is corrosive to many metals. Therefore, the fibers should be packaged in dark jackets and connector-
ized with materials such as Ti, Au, or ceramics.

The mechanical properties of these ductile fibers are quite different from those of glass fibers. 
The fibers are weak, with ultimate tensile strengths of about 80 MPa for a 50–50 mixture of AgBrCl. 
However, the main difference between the PC and glass fibers is that the PC fibers plastically 
deform well before fracture. This plastic deformation leads to increased loss as a result of increased 
scattering from separated grain boundaries. Therefore, in use, the fibers should not be bent beyond 
their yield point; too much bending can lead to permanent damage and a region of high loss in 
the fiber.

SC Fibers

Meter-long lengths of SC fibers have been made from only a small number of the over 80 IR transmis-
sive crystalline materials. Initially some SC fibers were grown by zone-refining methods from the same 
metal halides used to extrude PC fibers. The idea was that removal of the grain boundaries in the PC 
fibers would improve the optical properties of the fiber. This did not occur, so most of the crystalline 
materials chosen today for SC fiber fabrication have been oxides. Compared to halides, oxide materials 
like A12O3 (sapphire) have the advantage of high melting points, chemical inertness, and the ability to 
be conveniently melted and grown in air. Currently, sapphire is the most popular SC fiber.8,32,33

Sapphire is an insoluble, uniaxial crystal (trigonal structure) with a melting point of over 2000°C. 
It is an extremely hard and robust material with a usable fiber transmission from about 0.5 to 3.2 μm. 
Other important physical properties shown in Table 2 include a refractive index equal to 1.75 at 3 μm, 
a thermal expansion about 10 times higher than that of silica, and a Young’s modulus approximately 
six times greater than that of silica. These properties make sapphire an almost ideal IR fiber candidate 
for applications less than about 3.2 μm. In particular, this fiber has been used to deliver over 10 W of 
average power from an Er:YAG laser operating at 2.94 μm.34

Sapphire fibers are fabricated using either the edge-defined, film-fed growth (EFG) or the laser-
heated pedestal growth (LHPG) techniques.35 In either method, some or all of the starting sapphire 
material is melted and an SC fiber is pulled from the melt. In the EFG method, a capillary tube is 
used to conduct the molten sapphire to a seed fiber, which is drawn slowly into a long fiber. Multiple 
capillary tubes, which also serve to define the shape and diameter of the fiber, may be placed in one 
crucible of molten sapphire so that many fibers can be drawn at one time. The LHPG process is a 
crucibleless technique in which a small molten zone at the tip of an SC sapphire source rod (< 2 mm 
diameter) is created using a CO2 laser. A seed fiber slowly pulls the SC fiber as the source rod continu-
ously moves into the molten zone to replenish the molten material. Both SC fiber growth methods 
are very slow (several millimeters per minute) compared to glass fiber drawing. The EFG method, 
however, has an advantage over LHPG methods because more than one fiber can be continuously 
pulled at a time. LHPG methods, however, have produced the cleanest and lowest-loss fibers owing 
to the fact that no crucible is used that can contaminate the fiber. The sapphire fibers grown by these 
techniques are unclad, pure A12O3 with the C axis usually aligned along the fiber axis. Fiber diameters 
range from 100 to 300 μm and lengths are generally less than 2 m. Postcladding techniques mostly 
involve a Teflon coating using heat-shrink tubing.

The optical properties of the as-grown sapphire fibers are normally inferior to those of the bulk 
starting material. This is particularly evident in the visible region and is a result of color-center-type 
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12.10  FIBER OPTICS 

defect formation during the fiber drawing. These defects and the resulting absorption can be greatly 
reduced if the fibers are postannealed in air or oxygen at about 1000°C. In Fig. 6, the losses for LHPG 
fiber grown at Rutgers University8 and EFG fiber grown by Photran, Inc. (Milford, New Hampshire) 
are shown. Both fibers have been annealed at l000°C to reduce short-wavelength losses. We see that 
the LHPG fiber has the lowest overall loss. In particular, LHPG fiber loss at the important Er:YAG 
laser wavelength of 2.94 μm is less than 0.3 dB/m, compared to the intrinsic value of 0.15 dB/m. There 
are also several impurity absorptions beyond 3 μm that are believed to be due to transition metals 
like Ti or Fe. Sapphire fibers have been used at temperatures of up to 1400°C without any change in 
their transmission.

12.4 HOLLOW WAVEGUIDES

The first optical-frequency hollow waveguides were similar in design to microwave guides. Garmire 
et al.36 made a simple rectangular waveguide using aluminum strips spaced 0.5 mm apart by bronze 
shim stock. Even when the aluminum was not well polished, these guides worked surprisingly well. 
Losses at 10.6 μm were well below 1 dB/m, and Garmire early demonstrated the high power han-
dling capability of an air-core guide by delivering over 1 kW of CO2 laser power through this simple 
structure. These rectangular waveguides, however, never gained much popularity, primarily because 
their overall dimensions (about 0.5 × 10 mm) were quite large in comparison to circular-cross-
section guides and also because the rectangular guides cannot be bent uniformly in any direction. 
As a result, hollow circular waveguides with diameters of 1 mm or less fabricated using metal, glass, 
or plastic tubing are the most common guides today. In general, hollow waveguides are an attrac-
tive alternative to conventional solid-core IR fibers for laser power delivery because of the inherent 
advantage of their air core. Hollow waveguides not only enjoy the advantage of high laser power 
thresholds but also low insertion loss, no end reflection, ruggedness, and small beam divergence. A 
disadvantage, however, is a loss on bending, which varies as I/R where R is the bending radius. 
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FIGURE 6 SC sapphire fibers grown by the EFG35 (Saphikon, Inc., Milford, New 
Hampshire) and LHPG34 methods.
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In addition, the losses for these guides vary as 1/a3 where a is the radius of the bore; therefore the 
loss can be arbitrarily small for a sufficiently large core. The bore size and bending radius depen-
dence of all hollow waveguides are characteristics of these guides not shared by solid-core fibers. 
Initially these waveguides were developed for medical and industrial applications involving the 
delivery of CO2 laser radiation, but more recently they have been used to transmit incoherent light 
for broadband spectroscopic and radiometric applications.37–39 Today they are one of the best alter-
natives for power delivery in IR laser surgery and industrial laser delivery systems, with losses as low 
as 0.1 dB/m and transmitted CW laser powers as high as 2.7 kW.40

Hollow core waveguides may be grouped into two categories: (1) those whose inner core materi-
als have refractive indices greater than 1 (leaky guides) and (2) those whose inner wall materials have 
refractive indexes less than 1 [attenuated total reflectance (ATR) guides]. Leaky or n > 1 guides have 
metallic and dielectric films deposited on the inside of metallic,41 plastic,42 or glass11 tubing. ATR 
guides are made from dielectric materials with refractive indices of less than 1 in the wavelength 
region of interest.43 Therefore, n < 1 guides are fiber-like in that the core index ( )n ≈1  is greater than 
the clad index. Hollow sapphire fibers operating at 10.6 μm (n = 0.67) are an example of this class of 
hollow guide.44

Hollow Metal and Plastic Waveguides

The earliest circular-cross-section hollow guides were formed using metallic and plastic tubing as 
the structural members. Miyagi and colleagues in Japan used sputtering methods to deposit Ge,45 
ZnSe, and ZnS41 coatings on aluminum mandrels. Then a final layer of Ni was electroplated over 
these coatings before the aluminum mandrel was removed by chemical leaching. The final struc-
ture was then a flexible Ni tube with optically thick dielectric layers on the inner wall to enhance 
the reflectivity in the infrared. Croitoru and colleagues46 at Tel Aviv University applied Ag followed 
by AgI coatings on the inside of polyethylene and Teflon tubing to make a very flexible waveguide. 
Similar Ag and Ag halide coatings were deposited inside Ag tubes by Morrow and colleagues.47

Hollow Glass Waveguides

The most popular structure today is the hollow glass waveguide (HGW) developed initially at 
Rutgers University.48 The advantage of glass tubing is that it is much smoother than either metal and 
plastic tubing and, therefore, the scattering losses are less. HGWs are fabricated using wet chemistry 
methods to first deposit a layer of Ag on the inside of silica glass tubing and then to form a dielectric 
layer of AgI over the metallic film by converting some of the Ag to Agl. The silica tubing used has 
a polymer coating of UV acrylate or polyimide on the outside surface to preserve the mechanical 
strength. The thickness of the AgI is optimized to give high reflectivity at a particular laser wave-
length or range of wavelengths. Using these techniques, HGWs have been fabricated with lengths as 
long as 13 m and bore sizes ranging from 250 to 1300 μm.

The spectral loss for an HGW with a 530-μm bore is given in Fig. 2. This HGW was designed for 
an optimal response at 10 μm. The peaks at about 3 and 5 μm are not absorption peaks but rather 
interference bands due to thin-film optical effects. For broadband applications and shorter-wave-
length applications, a thinner AgI coating would be used to shift the interference peaks to shorter 
wavelengths. In fact, for the thinnest Agl films these HGWs not only transmit IR radiation but also 
shorter wavelengths down to nearly 0.5 μm.49 For such HGWs the optical response will be nearly 
flat without interference bands in the far IR fiber region of the spectrum. The data in Fig. 7 shows 
the straight loss measured using a CO2 and Er:YAG laser for different bore sizes. An important fea-
ture of this data is the 1/a3 dependence of loss on bore size predicted by the theory of Marcatili and 
Schmeltzer.50 In general, the losses are less than 0.5 dB/m at 10 μm for bore sizes larger than ~400 μm. 
Furthermore, the data at 10.6 μm agrees well with the calculated values, but at 3 μm the measured 
losses are somewhat above those predicted by Marcatili and Schmeltzer. This is a result of increased 
scattering at the shorter wavelengths from the metallic and dielectric films. The bending loss depends 
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12.12  FIBER OPTICS 

on many factors such as the quality of the films, the bore size, and the uniformity of the silica tubing. 
A typical bending loss curve for an HGW with a 530-μm bore measured with a CO2 laser is given in 
Fig. 8. The losses are seen to increase linearly with increasing curvature as predicted. It is important 
to note that while there is an additional loss on bending for any hollow guide, it does not necessarily 
mean that this restricts the use of hollow guides in power delivery or sensor applications. Normally 

0.0

0.5

1.0

1.5

2.0

2.5

200 300 400 500 600 700 800 900 1000

Bore size (μm)

Lo
ss

 (
dB

/m
)

Er:YAG laser—3 μm

CO2 laser—10.6 μm
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FIGURE 8 Additional loss on bending an HGW with a 530-μm bore, measured at 
10.6 μm. The loss is seen to increase as the curvature increases.
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most fiber delivery systems have rather large bend radii and therefore a minimal amount of the guide 
is under tight bending conditions and the bending loss is low. From the data in Fig. 8 one can calculate 
the bending loss contribution for an HGW link by assuming some modest bends over a small section 
of guide length. An additional important feature of hollow waveguides is that they are nearly single 
mode. This is a result of the strong dependence of loss on the fiber mode parameter. That is, the loss 
of high-order modes increases as the square of the mode parameter, so even though the guides are 
very multimode, in practice only the lowest-order modes propagate. This is particularly true for the 
small-bore (<300 μm) guides, in which virtually only the lowest-order HE11 mode is propagated.

HGWs have been used quite successfully in IR laser power delivery and, more recently, in some 
sensor applications. Modest CO2 and Er:YAG laser powers below about 80 W can be delivered without 
difficulty. At higher powers, water-cooling jackets have been placed around the guides to prevent laser 
damage. The highest CO2 laser power delivered through a water-cooled hollow metallic waveguide 
with a bore of 1800 μm was 2700 W, and the highest power through a water-cooled HGW with a 
700-μm bore was 1040 W.51 Sensor applications include gas and temperature measurements. A coiled 
HGW filled with gas can be used in place of a more complex and costly White cell to provide an effec-
tive means for gas analysis. Unlike evanescent wave spectroscopy, in which light is coupled out of a 
solid-core-only fiber into media in contact with the core, all of the light is passing through the gas 
in the hollow guide cell, making this a sensitive, quick-response fiber sensor. Temperature measure-
ments may be aided by using an HGW to transmit blackbody radiation from a remote site to an IR 
detector. Such an arrangement has been used to measure jet engine temperatures.

12.5 SUMMARY AND CONCLUSIONS

During the past 30 years of the development of IR fibers, there has been a great deal of fundamental 
research designed to produce a fiber with optical and mechanical properties close to those of silica. 
We can see that today we are still far from that Holy Grail, but some viable IR fibers have emerged 
that, as a class, can be used to address some of the needs for a fiber that can transmit greater than 
2 μm. Yet we are still limited with the current IR fiber technology by high loss and low strength. 
Nevertheless, more applications are being found for IR fibers as users become aware of their limita-
tions and, more importantly, how to design around their properties.

There are two near-term applications of IR fibers: laser power delivery and sensors. An important 
future application for these fibers, however, may be more in active fiber systems like the Er- and 
Pr-doped fluoride fibers and emerging doped chalcogenide fibers. In regards to power delivery fibers, 
the best choice seems to be hollow waveguides for CO2 lasers and SC sapphire, germanate glass, or 
HGWs for Er:YAG laser delivery. Chemical, temperature, and imaging bundles make use mostly of 
solid-core fibers. Evanescent wave spectroscopy (EWS) using chalcogenide and fluoride fibers is quite 
successful. A distinct advantage of an IR-fiber EWS sensor is that the signature of the analyte is often 
very strong in the infrared or fingerprint region of the spectrum. Temperature sensing generally 
involves the transmission of blackbody radiation. IR fibers can be very advantageous at low tempera-
tures, especially near room temperature, where the peak in the blackbody radiation is near 10 μm. Finally, 
there is an emerging interest in IR imaging using coherent bundles of IR fibers. Several thousand 
chalcogenide fibers have been bundled by Amorphous Materials (Garland, Texas) to make an image 
bundle for the 3- to 10-μm region.
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13.1 INTRODUCTION

Optical communication systems utilize fiber optics to transmit the light that carries the signals. Such 
systems require optoelectronic devices as sources and detectors of such light, and they need modu-
lators to impress the telecommunication signals onto the light. This chapter outlines the basics of 
these devices. Characteristics of devices designed for both high-performance, high-speed telecom-
munication systems (telecom) and low-cost, more modest performance local area networks (LAN) 
and data communication systems (datacom) are presented. Sources for telecom are edge-emitting 
laser diodes (LDs), including double heterostructure (DH), quantum well (QW), strained layer (SL), 
distributed feedback (DFB), and distributed Bragg reflector (DBR) laser diodes. Operating char-
acteristics of these edge-emitting LDs include threshold, light-out versus current-in, spatial, and 
spectral characteristics. The transient response includes relaxation oscillations, turn-on delay, and 
modulation response. The noise characteristics are described by relative intensity noise (RIN), signal-
to-noise ratio (SNR), mode partition noise (in multimode LDs), and phase noise (which determines 
linewidth). Frequency chirping broadens the linewidth, described in the small- and large-signal 
regime; external optical feedback may profoundly disturb the stability of the LDs and may lead to 
coherence collapse.

Semiconductor lasers usually have a laser cavity in the plane of the semiconductor device, with 
light emitted out through a cleaved edge in an elliptical output pattern. This output is not ideally 
suited to coupling into fibers, which have circular apertures. Low-cost systems, such as datacom, put 
a premium on simplicity in optical design. These systems typically use multimode fibers and surface-
emitting, light-emitting diodes (LEDs). The LEDs are less temperature dependent than LDs and are 
more robust, but they typically are slower and less efficient. Those LEDs applicable to fiber optics are 
described here, along with their operating and transient response characteristics. Edge-emitting LEDs 
have some niche fiber-optic applications and are briefly described along with the latest advance in 
LEDs, which is to incorporate a resonant cavity to narrow both the linewidth and increase the output 
efficiency that can couple into a fiber.

Vertical cavity surface-emitting lasers (VCSELs) have vertical laser cavities that emit light verti-
cally out of the plane of the semiconductor device. Fibers couple more easily to these surface-emitting 
sources, but VCSEL performance is usually degraded compared to that of the edge-emitting sources. 
This chapter outlines typical VCSEL designs (material, optical, and electrical); their spatial, spectral, and 
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polarization characteristics; and their light-out versus current-in characteristics. The most common 
VCSELs are based on gallium arsenide, operating from 750 to 980 nm, but longer wavelength VCSELs 
are becoming more practical with GalnNAs quantum wells on GaAs or five-component InAlGaAsP on 
indium phosphide (InP).

The most common modulators used in fiber-optic systems today are external lithium niobate 
modulators. These are usually used in Y-branch interferometers, creating intensity modulation as a 
result of phase modulation by the electro-optic effect. These modulators are introduced in this chapter 
along with a discussion of high-speed modulation, losses, and polarization dependence, as well as a 
brief description of optical damage and other modulator geometries. These devices provide chirpfree 
modulation that can be made very linear for applications such as cable TV.

A recent development in waveguide modulators is the multimode interference (MMI) modulator, 
based on interference between multiple in-plane spatial modes. This leads to ultra compact modulators, 
because of much reduced optical path length requirements.

Until recently, lithium niobate was the electro-optic material of choice. Recently polymers have 
become a viable option for some applications, particularly low-cost. These modulators can be ultra-
high-speed and have less insertion loss because of their lower refractive index. Initial challenges of 
long-term reliability are being met with additional research. 

An alternative modulator uses semiconductors, particularly QWs, which allow for more compact 
devices and monolithic integration. Typically, these are intensity modulators using electroabsorp-
tion. By careful design, the chirp in these modulators can be controlled and even used to counteract 
pulse spreading from chromatic dispersion in fibers. The quantum-confined Stark effect (QCSE) is 
described, along with the pin waveguides used as modulators and techniques for their integration 
with lasers. Their operating characteristics as intensity modulators, their chirp, and improvements 
available by using strained QWs are presented.

Some semiconductor modulators use phase change rather than absorption change. The electro-
optic effect in III-V semiconductors is discussed, along with the enhanced refractive index change 
that comes from the QCSE, termed electrorefraction. Particularly large refractive index changes occur 
if available quantum well states are filled by electrons. Phase-change modulators based on this prin-
ciple can be used in interferometers to yield intensity modulators.

Detectors used in fiber systems are primarily pin diodes, although short descriptions of avalanche 
photodetectors (APDs) and metal-semiconductor-metal (MSM) detectors are provided. The geometry, 
sensitivity, speed, dark current, and noise characteristics of the most important detectors used in fiber 
systems are described.

Most of the devices discussed in this chapter are based on semiconductors, and their produc-
tion relies on the ability to tailor the material to design specifications through epitaxial growth. This 
technology starts with a bulk crystal substrate (usually the binary compounds GaAs or InP) and 
employs the multilayered growth upon this substrate of a few micrometers of material with a differ-
ent composition, called a heterostructure. Ternary layers substitute a certain fraction x for one of the 
two binary components.

Thus, AlxGa1-xAs is a common ternary alloy used in laser diodes. Another common ternary is 
InxGa1-xAs. Layers are lattice-matched when the ternary layers have the same size lattice as the binary; 
otherwise, the epitaxial layer will have strain. Lattice-matched epitaxial layers require the substitut-
ing atom to have approximately the same size as the atom it replaces. This is true of Al and Ga, so 
that AlxGa1-xAs ternary layers are lattice-matched to GaAs. The lowest-cost lasers are those based on 
GaAs substrates with AlxGa1-xAs ternary layers surrounding the active layer. These lasers operate at 
wavelengths near the bandgap of GaAs, about 850 nm, and are typically used in low-cost data com-
munications (as well as in CD players).

The wavelengths required for laser sources in telecommunications applications are those at which 
the fiber has the lowest loss and/or dispersion, traditionally 1.55 and 1.3 μm. There is no binary semi-
conductor with a bandgap at these wavelengths, nor is there a lattice-matched ternary. The InxGa1-xAs 
ternary will be strained under compression when it is grown on either GaAs or InP, because indium is a 
much bigger atom than gallium, and arsenic is much bigger than phosphorous. The way to eliminate this 
strain is to use a fourth small atom to reduce the size of the lattice back to that of the binary. This forms 
a quaternary. The heterostructure most useful for fiber optics applications is based on InP substrates. 
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The quaternary InxGa1−xAsyP1−y is commonly used, with the compositions x and y chosen to simul-
taneously provide the desired wavelength and lattice match. These quaternary heterostructures are the 
basis for much of the long-wavelength technology: sources, modulators, and detectors.

Earlier volumes of this Handbook discuss the basics of lasers (Chap. 16, “Lasers,” Vol. II), LEDs 
(Chap. 17, “Light-Emitting Diodes,” Vol. II), modulators (Pt. 3, “Modulators,” Vol. V), and detectors 
(Pt. 5, “Detectors,” Vol. II). The reader is referred there for general information. This chapter is specific 
to characteristics that are important for fiber communication systems.

13.2 DOUBLE HETEROSTRUCTURE LASER DIODES

Telecommunication sources are usually edge-emitting lasers, grown with an active laser layer that 
has a bandgap near either 1.55 or 1.3 μm. The active layer has a quaternary composition consisting 
of InxGa1−xAsyP1−y, grown lattice-matched to InP. The materials growth and fabrication technology 
had to be developed specifically for telecommunication applications and is now mature. These LDs 
are more temperature sensitive than GaAs lasers, and this fact has to be incorporated into their use. 
For telecom applications they are often attached to a thermoelectric cooler and typically provided 
with a monitoring photodiode in the laser package in order to provide a signal for temperature and/
or current control.

Today’s telecom systems use single-mode fibers, which require lasers with a single spatial mode. 
In order to avoid dispersion over long distances, a single frequency mode is necessary. These require-
ments constrain the geometry of laser diodes used for telecom applications, as discussed in the next 
section. Following sections discuss the operating characteristics of these LDs and their transient 
response and noise characteristics, both as isolated diodes and when subject to small reflections from 
fiber facets. The modulation characteristics of these diodes are discussed, along with frequency chirp-
ing. Advanced laser concepts, such as quantum well lasers, strained layer lasers, and lasers with dis-
tributed reflection (DFB and DBR lasers) are also introduced.

A typical geometry of an edge-emitting InGaAsP/InP laser is shown in Fig. 1. The active quaternary 
laser region is shown cross-hatched. It is from this region that light will be emitted. Light travels back and 
forth between cleaved mirror facets, confined to the active InGaAsP region by the buried heterostructure, 
and is emitted out of the cross-hatched region, where it diffracts to the far field. The current is confined to 
the stripe region by the current-blocking npn structure on either side. Traditionally, the active regions have 
uniform composition and are lattice-matched to the substrate. More advanced laser diodes, often used for 
telecom applications, have active regions containing one or more quantum wells and may be grown to 
incorporate internal strain in the active region. Both these characteristics are described in Sec. 13.6.

The design of a double heterostructure laser diode requires optimization of the issues discussed 
in the following subsections.

InGaAsP active region

p-InGaAsP
p-InP

50 μm
250 μm

Electrode

Electrode

n-InP
p-InP
n-InP

n-InP substrate

FIGURE 1 Typical geometry for an edge-emitting long-
wavelength laser diode, as used in telecommunication systems.
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Injection of a Population Inversion into the Active Region

Stimulated emission requires a forward-biased diode, created by sandwiching the active region between
p and n layers. Electrons are injected into the active region from the n side and holes are injected from 
the p side; they become free carriers. Efficient electrical injection requires high-quality ohmic contacts 
attached to the n and p layers; electrical current through the junction then drives the laser.

Confinement of Carriers within the Plane 
of the Active Layer

Confinement is achieved by growing the n and p layers on either side of the active region with a 
larger bandgap, as shown in Fig. 2a. In quaternary lasers, wider bandgap material is provided by 
decreasing x and y relative to their values in the active region. Stimulated emission during electron-
hole recombination in the narrow bandgap active layer provides the laser light. The thinner the active 
layer, the higher its gain. When the active layer thickness is as small as a few 10s of nanometers, the 
free electron and hole energy levels become quantized in the growth direction, and the active layer 
becomes a quantum well. Quantum wells have higher gain than bulk semiconductor active layers, 
and thus one or more QWs are often used as the active layers (see Sec. 13.6).

Confinement of Light Near the Active Layer 

Stimulated emission gain is proportional to the product of the carrier and photon densities, so that 
edge-emitting lasers require the highest possible light intensity. This is done by containing the light 
in an optical waveguide, with a typical near-field light profile, as shown in Fig. 2b. To achieve optical 
confinement, the layers surrounding the waveguide must have lower refractive indices. It is fortu-
nate that higher-bandgap materials that confine carriers also have smaller refractive index, and so 
the active layer automatically becomes a waveguide.

Proper optical confinement requires a single waveguide mode. This means that the waveguide 
layer must be thinner than the cutoff value for higher-order modes. The waveguide thickness dg must 
be small enough that

 d k n n Vg o g c
2 2− ≡ <π  (1)

d

d

CB

VB VB

(a) (c)

(b) (d)

CB

CB

VB

dgdg

dg

FIGURE 2 Typical diode laser energy band structures and guided mode pro-
file: (a) conduction band (CB) and valence band (VB) of double heterostructure; 
(b) corresponding near-field spatial profile for light guided in layer of width dg; 
(c) separate confinement heterostructure (SCH); and (d) graded index separate 
confinement heterostructure (GRINSCH).
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where ng is the refractive index of the waveguide layer (usually the active layer), nc is the refractive index 
of the surrounding cladding (usually the p and n layers), and ko = 2p/l, where l is the free-space 
wavelength of the laser light. Typically, ng − nc ∼ 0.2 and dg < 0.56 μm for l = 1.3 μm. The parameter 
V is usually introduced to characterize a waveguide.

If the waveguide is too thin, however, the waveguided optical mode spreads out beyond the wave-
guide layer. The fraction of optical power Γg (called the waveguide confinement factor) that remains in 
the waveguide layer of thickness dg is given approximately by1

 Γ g

V

V
=

+

2

2 2
 (2)

As dg becomes small, the confinement factor becomes small. When the carriers are confined in 
very thin layers, such as in quantum wells, the electrical carrier confinement layer cannot serve as an 
effective optical waveguide because the confinement factor is too small. Then a thicker waveguide 
region is used to confine the photons, and the carriers are separately confined in a thinner active 
region, a geometry called a separate confinement heterostructure (SCH), as shown in Fig. 2c. In this 
case the optical confinement factor, defined by the fraction of photons in the active layer of thickness 
d, is Γ = Γg(d/dg).

The light can be more effectively focused into a thin active layer by grading the refractive index in 
the separate confinement region, called a graded index SCH (GRINSCH) laser, shown in Fig. 2d. This 
graded refractive index is produced by growing material with varying bandgaps within the waveguide 
layer. Grading can be achieved by several discrete layers, as shown, or by grading many ultrathin layers 
with slight compositional differences. In either case, the focusing property of a GRINSCH structure 
can be approximated by fitting the graded refractive index to a parabolic refractive index profile n(x) 
such that n(x)2 = ng

2(1 − x2/x0
2), where x0 is related to the curvature of the refractive index near x = 0: 

x0 = (ng/n″)1/2, where n″ ≡ ∂ 2n/∂x2 near x = 0. The mode guided by this profile has a gaussian beam-
intensity profile I(x) = Io exp (−x2/w2), where w2 = xo/kg and kg = 2png/l.

Limiting Carrier Injection to Stripe Geometry

Lasers are most efficient when the drive current is limited to the width of the optically active laser 
area. This requires defining a narrow stripe geometry electrode by means of a window etched in an 
isolating oxide layer or by ion implantation to render either side of the stripe resistive. More complex 
laser structures, such as those used in telecommunication applications, often define the conductive 
stripe electrode by using current-blocking npn layers grown on either side of the electrode, as shown 
in Fig. 1. The npn layers, consisting of back-to-back diodes, do not conduct current.

Injected carriers do not usually need lateral confinement, except to achieve the highest possible 
efficiency. Lateral free-carrier confinement may occur as a by-product of lateral optical confinement, 
which is discussed next.

Lateral Confinement of Light

The simplest laser diode structures do not specifically confine light laterally, except as the result of 
the stripe geometry carrier injection. These are called gain-guided because high gain in the stripe 
region, due to the presence of free carriers, introduces a complex refractive index that guides the 
light laterally. Gain-guided LDs tend to be multimode (both lateral spatial modes and longitudinal 
frequency modes) unless the stripe is very narrow (<10 μm). In this case, the spatial far-field pattern 
has “rabbit ears,” a double-lobed far-field pattern that is typically not very useful for coupling into 
single-mode fibers. Thus, gain-guided LDs are not usually used for telecommunications.

High-quality single-mode LDs for telecom applications typically require a real refractive index 
difference laterally across the laser. The lowest threshold lasers use buried heterostructure (BH) lasers, 
the geometry shown in Fig. 1. After most of the layers are grown, the sample is taken out of the 
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13.6  FIBER OPTICS

growth chamber and a stripe geometry mesa is etched. Then the sample is returned to the growth 
chamber, and one or more cladding layers with lower refractive index (higher bandgap) are grown, 
typically InP, as shown in Fig. 1. When the regrowth is planar, these are called planar buried hetero-
structure (PBH) lasers. The result is a real refractive index guide in the lateral dimension. The width 
of these index-guided laser stripes may be anything from 1 μm to more than 10 μm, depending on 
the refractive index difference between the active stripe and the lateral cladding material. Equation 
(1), which specifies the condition for single-mode, applies here, with dg as the width of the lateral 
index guide and nc defined by the regrown material. A typical lateral width for low-threshold BH 
lasers is 3 μm.

A laser geometry that is much simpler to fabricate and has a higher reliability in production than 
that of BH lasers is the ridge waveguide (RWG) laser, shown in Fig. 3. Light is confined to the region 
under the p-InP etched mesa by strip loading, which increases the effective refractive index in the 
waveguide region under the etched mesa. The fabrication starts with the growth of a separate confine-
ment heterostructure (sometimes with the addition of a thin etch-stop layer just after the top wave-
guide layer), followed by a stripe mesa etch down to the waveguide layer, finishing with planarization 
and contacting to the stripe. The etch leaves a ridge of p-cladding material above the waveguide layer, 
which causes strip loading, raising the effective refractive index locally in the stripe region, thereby 
creating lateral confinement of the light. Although the RWG laser is attractive because it requires only 
a single epitaxial growth, its threshold current is relatively high.

Retroreflection of Guided Light Along the Stripe

Light is usually reflected back and forth inside the laser cavity by Fresnel reflection from cleaved 
end facets. Since the waveguide refractive index is ng ∼ 3.5, the natural Fresnel reflectivity at an air 
interface, R = [(ng − 1)/(ng + 1)]2, is ∼ 0.3. This rather low reflectivity means that LDs are high gain, 
requiring enough amplification that 70 percent of the light is regenerated on each pass through the 
active medium.

Relying on Fresnel reflection means that both facets emit light. The light emitted out the back 
facet may be recovered by depositing a high-reflectivity multilayer coating on the back facet, as is typi-
cally done in most telecom lasers. Sometimes a coating is also provided on the front facet to alter its 
reflectivity, typically to lower it, which increases the output power (as long as the gain is high enough 
to overcome the large loss upon reflection). The reflectivities must be such that the laser can obey 
the laser operating condition, which states that in a single round-trip through a laser of length L, the 
increase in optical power from gain must balance the reduction from finite reflectivity, so that their 
product is unity. That is,

 
R R g LL1 2 2 1exp ( ) =  (3)

Electrode

InGaAsP

p+-InGaAs
SiO2

2 μmElectrode

Polyimide

n-InP substrate

p-InP
Active
layer

FIGURE 3 Geometry for a ridge waveguide 
(RWG) laser.
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SOURCES, MODULATORS, AND DETECTORS FOR FIBER OPTIC COMMUNICATION SYSTEMS  13.7

where R1 and R2 are the reflectivities of the two facets and gL is the modal gain per unit length (as 
experienced by the waveguided laser mode), with a subscript L to represent that the gain is measured 
with respect to length. If R1 = R2 = 0.3, then gLL = 1.2. Typical laser diodes have lengths of 400 μm, so 
gL ∼ 30 cm−1.

In-plane retroreflection can also be achieved by using distributed feedback created from a grat-
ing fabricated on top of the active layer. This method enables the construction of distributed feedback 
(DFB) lasers and distributed Bragg reflector (DBR) lasers, which are discussed in Sec. 13.5.

Mounting so that Light Is Edge-Emitted

Because the light is emitted out of the facet laterally, there must be a clear optical path for the light 
as it exits the laser. In many cases, the light is mounted with the active layer down, very close to its 
copper (or diamond) heat sink, in order to maximize cooling.2 In this case, the laser chip must be 
placed at the very edge of the heat-sink block, as shown in Fig. 4a.

In some cases, the laser is mounted with its active region up with its substrate next to the heat sink. 
The edge alignment is not so critical in this case, but of course the laser light will still be emitted in 
a direction parallel to the plane of the heat sink. Because the thermal conductivity of the heat sink is 
much higher than that of the substrate, only the lowest threshold lasers, operating at moderate power 
levels, are operated with the active region up.

Suitable Packaging in Hermetic Enclosure 

Water vapor can degrade bare facets of a semiconductor laser when it is operating; therefore, LDs 
are usually passivated (i.e., their facets are coated with protective layers) and/or they are placed in 
sealed packages. The LD may be placed in a standard three-pin semiconductor device package, such 
as a TO-46 can with an optical window replacing the top of the can, as shown in Fig. 4a. The LD will 
be situated near the package window because the light diverges rapidly after it is emitted from the 
laser facet. The package window should be antireflection coated because any light reflected back into 
the laser can have serious consequences on the stability of the output (see Sec. 13.5).

Many high-end applications require an on-chip power monitor and/or a controllable thermo-
electric cooler. In this case a more complex package will be used, typically a 14-pin “butterfly” 
package, often aligned to a fiber pigtail, such as shown in Fig. 4b. In the less expensive datacom 
applications, nonhermetic packages may be acceptable with proper capping and passivation of the 
laser surfaces.

(a) (b)

FIGURE 4 Packaging laser diodes: (a) typical hermetically sealed package showing heat sink and 
emission pattern for a laser diode with its active region placed down on a copper (or diamond) heat sink 
and (b) typical butterfly package, showing laser in the middle, monitoring photodiode (behind), and 
fiber alignment chuck in front, all mounted on a thermoelectric cooler. (Photo provided by Spectra-Diode 
Laboratories.)
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13.8  FIBER OPTICS

Fiber Pigtail Connection

Because light diverges at a rather large angle as it comes out of an edge-emitting laser (as discussed 
later), it is often desirable to use a laser provided with a fiber pigtail, which is a prealigned length of 
fiber that can be spliced or connected to the telecom fiber in the field. There will be an inevitable 
reduction in output power (compared to that of a laser with no pigtail) because of finite coupling 
efficiency into the pigtail, but the output will be immediately useful in a telecom system. The alter-
native to a fiber pigtail is the use of a microlens, often a graded index (GRIN) lens, discussed in 
Chap. 18 in this volume.

Long Life

Early lasers showed degradation with running time, but those problems have been solved, and 
the LDs used in telecom systems should last hundreds of thousands of hours. However, long life 
requires that care be taken in their use because large reverse-bias static voltages can break down the 
pn diode. Thus, protection from electrostatic shock while handling and from reflected reverse-bias 
electrical currents during operation should be maintained. In addition, if LDs are driven with too 
much forward-bias current, the optical output can be so large that the light may damage the facet 
out of which it is emitted. Since the threshold is strongly temperature dependent, a laser driven at 
constant current that becomes too cold can emit too much light, with resulting optical damage. 
Thus, many telecom lasers have monitoring photodiodes to control the laser output and ensure that 
it stays within acceptable bounds.

13.3 OPERATING CHARACTERISTICS 
OF LASER DIODES

The principles of semiconductor laser operation are shown in Chap. 19 in Vol. II of this Handbook. A 
forward-biased pn junction injects carriers into the active region. As the drive current increases, the 
carrier density in the active region increases. This reduces the absorption from an initially high value 
(at thermal equilibrium the absorption coefficient a ≈ 500 cm−1) to zero, at which point the active layer 
becomes transparent at the prospective laser wavelengths. An active layer is characterized by its carrier 
density at transparency, Ntr. Typically, Ntr ≈ 1018 cm−3. Above this carrier density, stimulated emission 
occurs, with a gain proportional to the diode carrier density above transparency. The gain depends on 
the detailed device design, taking into account the issues enumerated in the preceding section and the 
materials involved. The gain is sizeable only in direct-band semiconductors (semiconductors based on 
the III-V or II-VI columns of the periodic table).

Laser Threshold

Threshold is given by the requirement that the round-trip optical gain due to stimulated emission 
must equal the round-trip optical loss due to the sum of the transmission out the end facets and any 
residual distributed loss. Gain occurs only for light that is actually in the active region, and not for 
the fraction of waveguided light that extends outside the active region. Typically, the local gain per 
unit length GL is defined as that experienced locally by light inside the active region. (The modal gain 
per unit length is gL = Γ GL.) Near transparency, the local gain depends linearly on carrier density 
N: GL = aL (N – Ntr)/Ntr, where aL is the proportionality constant in units of length (aL ≡ N ∂GL/∂N 
near Ntr). Assuming GL is linear in N, an unpumped region (N = 0) has GL = − aL, which is its loss 
per unit length. Typically, aL ∼ 250 cm−1.

The current density (J) is related to the carrier density through J = eNd/t, where t is the life-
time of the electron-hole pairs. The transparency current density is 1200 A/cm2 when d = 0.15 μm, 
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SOURCES, MODULATORS, AND DETECTORS FOR FIBER OPTIC COMMUNICATION SYSTEMS  13.9

Ntr = 1018 cm−3, and t = 2 ns. The threshold condition on gain can be found by taking the natural 
logarithm of Eq. (3) to obtain gL,th = GL,th Γ = ai + am, where am is the mirror reflectivity amortized 
over length, such that 2amL = ln (1/R1R2); and ai represents any internal losses for the laser mode, 
also amortized over length. Combining these relations, along with the fact that the current I in a LD 
with stripe width w and length L is I = JwL, gives
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where the waveguide V parameter is from Eq. (1) with dg = d. Note that the threshold current is inde-
pendent of device length L when the internal losses are small. The longer the spontaneous lifetime, 
the lower the threshold current density (although this may lengthen the turn-on time, as discussed in 
Sec. 13.4). Finally, as expected by the relation between current and current density, a thinner stripe 
width w will lower the threshold current (consistent with appropriate spatial output, as discussed later). 
The current density at transparency Ntr is a basic property of the gain curve of the active region. It is 
smaller for QW lasers (Sec. 13.6) than for thicker active regions.

Because V is linearly proportional to d, there is an optimal active layer thickness, a trade-off 
between increasing the carrier density as much as possible, but not so much as to lose optical confine-
ment. The optimum thickness for l = 1.3-μm LDs is ~0.15 μm, and comparable for l = 1.55-μm LDs 
(0.15 to 0.18 μm). Threshold currents for broad-area DH lasers can be under 500 A/cm2 at l = 1.3 μm 
and ∼1000 A/cm2 at l = 1.55 μm. Confining carriers and light separately can beat this requirement, a 
trick used in designing QW lasers.

Light Out versus Current In (the L-I Curve)

Below laser threshold only spontaneous emission is observed, which is the regime of the LED, as 
discussed in Sec. 13.8. In the spontaneous regime, the output varies linearly with input current and 
is emitted in all directions within the active region. As a result, a negligible amount of light is cap-
tured by the single-mode fiber of telecom below threshold.

Above threshold, the electrical power is converted to optical power. In general, the light will come 
out of both facets, so the amount of light reflected out the front facet depends on the rear facet reflec-
tivity. When a 100 percent reflective mirror is deposited on the back facet, the optical power at photon 
energy hn (wavelength l = c/n) emitted out the front facet is

 P
hv

e
I I Im

m i
L iout th=

+
− −

α
α α

η( )  (5)

where hi is the internal quantum efficiency, which is the fraction of injected carriers that recombine 
by radiative recombination (usually close to unity in a well-designed semiconductor laser), and IL 
is any leakage current. This equation indicates a linear dependence between light out and current 
above threshold (for constant quantum efficiency). The power out will drop by a factor of 2 if the 
back facet has a reflectivity equal to that of the front facet, since half the light will leave out the back.

From Eq. (5) can be calculated the external slope efficiency of the LD, given by ∂Pout/∂I. This allows 
the differential quantum efficiency hD to be calculated in terms of the power out (both facets):
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∂
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out  (6)

The quantity hD is also called the external quantum efficiency. This efficiency depends on intrinsic 
loss, possibly due to scattering from roughness in the edges of the waveguide. In long-wavelength 
lasers, this loss is primarily due to intervalence band absorption. 
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13.10  FIBER OPTICS

The internal quantum efficiency hi depends on the way carriers recombine. The rate of carrier loss 
is the sum of spontaneous processes, expressed in terms of carrier density divided by a lifetime te, and 
stimulated emission, expressed in terms of local gain per unit time GT and local photon density P:

 R N
N

G N P
e

T( ) ( )= +
τ

 (7)

The spontaneous carrier lifetime is given by

 1 2

τ e

A BN CN= + +nr
 (8)

The term BN is due to spontaneous radiative recombination; its dependence on N results from need-
ing the simultaneous presence of both an electron and hole (which have the same charge densities 
because of charge neutrality in undoped active regions). The nonradiative recombination terms that 
decrease the quantum efficiency below unity are a constant term Anr (accounting for all background 
nonradiative recombination) and an Auger recombination term (with coefficient C) that depends 
on the square of the carrier density (Auger processes involve several carriers simultaneously). This 
term is particularly important in long-wavelength lasers where the Auger coefficient C is large.

Stimulated emission is accounted for by gain in the time domain GT, which depends on N (approxi-
mately linearly near threshold). The group velocity vg converts gain per unit length GL into a rate GT (gain 
per unit time), GT ≡ vgGL. We can define aT in the time domain by aT = vgaL so that GT = aT (N – Ntr)/Ntr. 

The internal quantum efficiency in a laser is the fraction of the recombination processes that emit 
light:

 ηi
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2 3
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 (9)

At high powers in well-designed lasers, the internal quantum efficiency approaches 1.
Figure 5 shows a typical experimental result3 for the light out of a LD as a function of applied 

current (the so-called L-I curve). It can be seen that the linear relation between light out and current 
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FIGURE 5 Typical experimental result for light out versus current in 
(the L-I curve). These results are for diodes operating at 1.3 μm, consist-
ing of strained layer multiple quantum well InGaAsP lasers measured at a 
series of elevated temperatures.3
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saturates as the current becomes large enough, particularly at high temperatures. The decrease in 
external slope efficiency with increasing current has contributions from the increase in leakage cur-
rent with injection current, from junction heating that reduces recombination lifetime and increases 
threshold current, and because the internal absorption increases with injection current.

When there is more than one mode (longitudinal or transverse) in the LD, the L-I curve 
has kinks at certain current levels. These are slight abrupt reductions in light out as the current 
increases. After a kink the external slope efficiency may be different, along with different spatial 
and spectral features of the laser. These multimode lasers may be acceptable for low-cost com-
munication systems, but high-quality systems require singlemode lasers that do not exhibit such 
kinks in their L-I curves.

Temperature Dependence of Laser Properties

Long-wavelength lasers are typically more sensitive to temperature than are GaAs lasers. This sensi-
tivity is usually expressed as an experimentally measured exponential dependence of threshold on 
temperature T through Ith(T) = Io exp (T/To), where To is a characteristic temperature (in kelvin) 
that expresses the measured thermal sensitivity. This formula is valid only over a limited temper-
ature range, because it has no real physical derivation, but it has proved convenient and is often 
quoted. The data in Fig. 5 correspond to To ≈ 80 K. 

The mechanisms for LD sensitivity to temperature depend on the material system. In InP-based 
long-wavelength DH lasers, To is dominated by Auger recombination. However, in short-wavelength 
GaAs lasers and in strained layer QWs, Auger recombination is suppressed, To is higher and is attrib-
uted to intervalence band absorption and/or carrier leakage over the heterostructure barrier, depend-
ing on the geometry. Typical long-wavelength DH lasers have To in the range of 50 to 70 K. Typical 
strained layer QW lasers have To in the range of 70 to 90 K, although higher To can be achieved by 
incorporating aluminum in the barriers, with as high as 143 K reported.4 This temperature depen-
dence limits the maximum optical power that can be obtained because of the phenomenon of ther-
mal runaway, as shown at the highest temperatures in Fig. 5. While increasing the current usually 
increases the power, the junction temperature also increases (due to ohmic losses), so the threshold 
may increase and the output power may tend to decrease.

Various means for increasing To have been explored; the most effective solution is an active layer 
of tensile strained QWs (discussed in Sec. 13.6). This has increased To from approximately 50 K to
as high as 140 K, comparable to that measured in GaAs. In double heterostructures, losses by carrier 
leakage can be reduced with a dual active region for double carrier confinement, which was demon-
strated to achieve To values as high as 180 K in 1.3-μm InP lasers.5

The temperature dependence of long-wavelength lasers may limit their performance at high tem-
peratures, which in turn limits where they can be used in the field. In practice, many long-wavelength 
lasers require thermoelectric coolers, particularly at higher power levels.

Spatial Characteristics of Emitted Light

Light is emitted out the facet of the laser diode after it has been waveguided in both directions. It 
will diverge by diffraction, more strongly in the out-of-plane dimension, where it has been more 
strongly guided. The diffracting output is sketched in Fig. 1. The spatial characteristics of the output 
can be estimated by fitting the guided light to a gaussian profile and then calculating the far-field 
pattern. The out-of-plane near-field profile for the lowest-order mode in an optical confinement 
layer of width dg has been fit to a gaussian distribution exp(−x2/w2) with6
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13.12  FIBER OPTICS

where V is from Eq. (1). The far-field diffraction angle qff has a slightly different gaussian fit, with a 
half-angle given by tan qff = l/pwo, with6
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Experimental data can be compared to the gaussian beam formulation by remembering that the full-
width half-maximum power FWHM = w(2 ln 2)1/2. For a typical strongly index-guided buried heterostruc-
ture laser, the far-field FWHM angle out-of-plane is approximately 1 rad and in-plane is approximately 
1/2 rad. These angles are independent of current for index-guided lasers. Separate confinement heterostruc-
ture (SCH) lasers can have smaller out-of-plane beam divergences, more typically approximately 30°.

Single-mode lasers that are index-guided in the lateral direction (buried heterostructure and 
ridge waveguide) will obey the preceding equations, with lateral divergence angles varying from 
30° to 10°, depending on design. This beam width will also be independent of current. When LDs 
are gain-guided laterally, the spatial variation of the gain leads to a complex refractive index and a 
curved wavefront. The result is that the equivalent gaussian lateral beam appears to have been emit-
ted from somewhere inside the laser facet. The out-of-plane beam, however, is still index-guided and 
will appear to be emitted from the end facet. This means that the output of a gain-guided laser has 
astigmatism, which must be compensated for by a suitably designed external lens if the laser is to be 
focused effectively into a fiber (as discussed elsewhere in this Handbook).

If the laser emits a diverging gaussian beam with waist w, a lens can be used to focus it into a fiber. 
An effective thin lens of focal length f  placed a distance d1 after the laser facet will focus to a new waist 
w′ given by

 ′ =
+

w w
f

b X
2 2

2

2
1
2

 (12)

where b ≡ pw2/l and X1 ≡ d1 − f.
The new waist will be located a distance d2 from the lens, where 

 X X
f

X b2 1

2
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2 2
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+

 (13)

and X2 ≡ d2 − f.
This new waist must be matched to the spatial mode of the fiber. Because of the large numerical 

aperture of LD emission, simple lenses may exhibit severe spherical aberration and typical coupling 
efficiencies may be only a few percent. Fiber systems usually utilize pigtailed fiber, butt-coupled as 
close as possible to the laser, without any intervening lens. Alternatively, a ball lens may be melted 
directly onto a fiber tip and placed near the laser facet. Sometimes graded index (GRIN) lenses are 
used to improve coupling into fibers.

Gain-guided LDs with electrode stripe widths of more than 5 μm usually emit multiple in-plane 
spatial modes that interfere laterally, producing a spatial output with multiple maxima and nulls. 
Such spatial profiles are suitable for multimode fiber applications, but cannot be efficiently coupled 
into single-mode fibers. They will diffract at an angle given by setting w equal to the minimum near-
field feature size. If the stripe is narrow enough, gain-guided LDs are always single-mode, but these 
devices have a double-lobed far-field spatial profile (from the complex refractive index in the gain 
medium) that cannot be conveniently coupled into single-mode fibers.

Spectral Characteristics of Laser Light 

In principle, a Fabry-Perot laser has many frequency modes with frequencies nm, given by requiring 
standing waves within the laser cavity. Since the mth mode obeys ml/2n = L, where n is the refractive 
index experienced by the guided laser mode, then nm = mc/2nL. Taking the differential, the frequency 
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difference between modes is Δn = c/2neffL, where the effective group refractive index neff = n + n(∂n/∂n). 
For typical semiconductor lasers, n = 3.5 and neff = 4, so that when L = 250 μm, the frequency dif-
ference between modes is Δn = 150 GHz, and since Δl = (l2/c)Δn, when l = 1.5 μm, the wavelength 
spacing is Δl ≈ 1 nm.

At any given instant in time, a single spatial mode emits only one spectral mode. However, in mul-
timode lasers, considerable mode hopping occurs, in which the LD jumps from one spectral mode to 
another very rapidly. Most spectral measurements are time averages and do not resolve this mode hop-
ping, which can occur in nanoseconds or less. Explanations for the mode hopping typically involve 
spatial hole burning or spectral hole burning. Hole burning occurs when the available carrier density 
is momentarily depleted, either spatially or spectrally. At that time an adjacent mode with a different 
(longitudinal or lateral) spatial profile providing a different resonance wavelength may be more advan-
tageous for laser action. Thus, the laser jumps to this new mode. The competition for available gain 
between different modes often induces semiconductor lasers to emit light at several frequencies.

One way to provide a single spectral mode is to ensure a single (lateral) spatial mode. It has been 
found that single spatial mode lasers usually have single spectral modes, at least at moderate power 
levels. However, this may change upon modulation. The only way to ensure a single-frequency LD is 
to ensure a single longitudinal mode by using distributed feedback, as discussed in Sec. 13.7.

Polarization

The light emitted from a typical LD is usually linearly polarized in the plane of the heterostructure. 
While gain in the semiconductor medium has no favored polarization dependence, the transverse 
electric (TE) waveguide mode (polarized in-plane) is favored for two reasons. First, the TE mode is 
slightly more confined than the transverse magnetic (TM) mode (polarized out-of-plane). Second, 
the Fresnel reflectivity off the cleaved end facets is strongly polarization sensitive. As waveguided 
light travels along the active stripe region, it can be considered to follow a zig-zag path, being totally 
internally reflected by the cladding layers. The total internal reflection angle for these waves is about 
10° off the normal to the cleaved facets of the laser. This is enough to cause the TM waveguide 
mode to experience less reflectivity, while the TE-polarized mode experiences higher reflectivity 
and has a lower threshold. Thus, laser light from LDs is traditionally polarized in the plane of the 
junction.

The introduction of strain (Sec. 13.6) in the active layer changes the polarization properties, and 
the particular polarization will depend on the details of device geometry. In addition, DFB and DBR 
lasers (Sec. 13.7) do not have strong polarization preferences, and they must be carefully designed and 
fabricated if well-defined single polarization is required.

13.4 TRANSIENT RESPONSE OF LASER DIODES

When laser diodes are operated by direct current, the output is constant and follows the L-I curve 
discussed previously. When the LD is rapidly switched, however, there are transient phenomena that 
must be taken into account. Such considerations are important for any high-speed communication 
system, especially digital systems. The study of these phenomena comes from solving the semicon-
ductor rate equations.7

Turn-On Delay

When a semiconductor laser is turned on abruptly by applying forward-biased current to the diode, 
it takes time for the carrier density to reach its threshold value and for the photon density to build up,
as shown in the experimental data of Fig. 6.8 This means that a laser has an unavoidable turn-on time. 
The delay time depends on applied current and on carrier lifetime, which depends on carrier density 
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13.14  FIBER OPTICS

N, as shown in Eq. (8). Using a differential analysis, the turn-on time for a laser that is switched from 
an initial current Ii just below threshold to I just above threshold is 

 τ τd
iN

I I

I I
= ′

−
−

( )th
th

th

 (14)

where t ′(N) is a differential carrier recombination given by 1/t ′ = Anr + 2BN + 3CN2. When the LD is 
initially off (Ii = 0) and I >> Ith, the turn-on delay has an inverse current dependence: td = te(Nth) Ith/I.

When radiative recombination dominates, then 1/te ≈ BN and 1/t ′ ≈ 2BN ≈ 2/te, as seen by com-
paring the middle terms of Eqs. (11) and (22). For a 1.3-μm laser, Anr = 108/s, B = 10−10 cm3/s, C = 3 × 
10−29 cm6/s, and Nth ≈ Ntr = 1018 cm−3. Thus, te = 5 ns and a typical turn-on time at 1.5 times threshold 
current is 3 ns. The increase in delay time as the current approaches threshold is clearly seen in the 
data of Fig. 6. To switch a laser rapidly, it is necessary to switch it from just below threshold to far 
above threshold. However, Fig. 6 shows that under these conditions there are large transient oscilla-
tions, discussed in the following section.

Relaxation Oscillations

An important characteristic of the output of any rapidly switched laser (not just LDs) is the relaxation 
oscillations that can be observed in Fig. 6. These overshoots and undershoots occur as the photon and 
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FIGURE 6 Experimental example of turn-on delay and relax-
ation oscillations in a laser diode when the operating current is sud-
denly switched from 6 mA below the threshold current of 177 mA 
to varying levels above threshold (from 2 to 10 mA). The GaAs laser 
diode was 50 μm long, with a SiO2-defined stripe 20 μm wide. Light 
output and current pulse are shown for each case.8
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SOURCES, MODULATORS, AND DETECTORS FOR FIBER OPTIC COMMUNICATION SYSTEMS  13.15

carrier dynamics are coming into equilibrium. Such oscillations are characteristic of the nonlinear 
coupled laser rate equations and can be found by simple perturbation theory. These relaxation oscil-
lations have a radian frequency ΩR given, to first order, by9

 ΩR
e p

I I

I
2 1= + −χ

τ τ
th

th

 (15)

where I is the current, Ith is the current at threshold, tp is the photon lifetime in the cavity, given by 
vgtp = (ai + am)−1, and c = ΓaLvgtp = ΓaTtp = Γ [aL/(ai + am)], where aL was previously defined and is 
approximately the unpumped absorption loss in the active medium. The factor c is then the ratio of 
the unpumped absorption loss to the cavity loss, typically 1 to 3 for semiconductor lasers. It can also 
be shown that c = Itr/(Ith − Itr), where Itr is the current at transparency.

At 50 percent above threshold, and when c ≈ 1, the time between successive relaxation oscilla-
tion maxima is approximately the geometric mean of the carrier and photon lifetimes: ΩR

2  ≈ 1/tetp. 
Typical LD numbers are te = 10 ns and tp = 3 ps, so at 1.5 times threshold current, the relaxation oscil-
lation frequency is fR = ΩR/2p = 1 GHz, and the time between relaxation oscillation peaks is 1 ns.

The decay rate of these relaxation oscillations gR is given by

 2 1 1 1 1 2τ γ χ χ τ τe R R e p

I I

I

I I

I
= +

−
= + +

−
= +th

tr

th

th

( ) Ω  (16)

and is roughly 2 ns at twice threshold for typical heterostructure lasers. At 1.5 times threshold and 
when c ≈ 1, Eq. (16) gives gR ≈ 1/te. The relaxation oscillations last approximately as long as the 
spontaneous emission lifetime of the carriers.

This first-order analysis has several assumptions that do not seriously affect the relaxation oscil-
lation frequency, but will overestimate the time that relaxation oscillations are present. The analysis 
ignores gain saturation, which reduces gain with increased photon density P and is important at high 
optical powers. It also ignores the rate of spontaneous emission in the cavity, Rsp, which is important 
at small optical powers. Finally, it ignores the impact of changing carrier density on spontaneous 
emission lifetime. A more typical experimental decay rate for lasers at 1.3 μm wavelength is g ≈ 3/te. 
A more exact theoretical formulation can be found in Ref. 10.

The number of relaxation oscillations (before they die out) in an LD at 1.5 times threshold is 
roughly ΩR/gR ∝ (te/tp)

1/2. Shorter carrier lifetimes mean fewer relaxation oscillations, because carri-
ers reach steady state more rapidly. Shorter carrier lifetimes also mean faster turn-on times. Carrier 
lifetimes are shortened by high carrier densities, an important regime for high-speed semiconductor 
lasers; high carrier densities can be achieved by using as small an active region as possible (such as 
QWs) and by reducing the reflectivity of the laser facets to raise the threshold carrier density.

The relaxation oscillations disappear if the current is just at threshold. However, we’ve also seen 
that under this situation the turn-on time becomes very long. It is more advantageous to turn the 
laser on fast, suffering the relaxation oscillations and using LDs designed to achieve a high decay rate, 
which means using LDs with the highest possible relaxation oscillation frequency.

The relaxation oscillation can also be expressed in terms of the photon density P inside the laser 
cavity, or in terms of the power out, Pout:

 
ΩR T T

T

m
T

a

m i

m

g g P
g P

g
P

hvV
2 = ′ =

′
= ′

+⎛
⎝⎜

⎞
⎠⎟τ

α α
α

out  (17)

where gT is the modal gain per unit time and ′gT  ≡ ∂gT/∂N = ΓaT/Ntr. This formulation makes use of 
the relationship between output power and internal photon density in a cavity of volume Va:

 P hv
P

V
m

aout =
⎛
⎝⎜

⎞
⎠⎟τ

 (18)
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13.16  FIBER OPTICS

where tm = (vgam)−1 is the time it takes light to bleed out the mirror. Note that the relaxation oscil-
lation frequency increases as the photon density increases, confirming that smaller laser dimensions 
are better for high-speed modulation.

Relaxation oscillations can be avoided by biasing the laser just below threshold (letting the laser 
“simmer”). Fiber optic systems are designed to reduce the impact of these relaxation oscillators, 
whether they are digital telecommunication systems, or high-speed analog CATV systems. Many 
communication applications avoid these issues by operating the LD at steady state with DC current 
applied and use external modulators.

Modulation Response and Gain Saturation

The modulation response describes the amplitude of the modulated optical output as a function of 
frequency under small-signal current modulation. Laser diodes have a resonance in the modulation 
response at the relaxation oscillation frequency, as indicated by the experimental data in Fig. 7.11 It is 
more difficult to modulate the laser above the relaxation oscillation frequency. Carrying out a small-
signal expansion of the rate equations around photon density P, the modulation response (in terms 
of current density J) is12

 ∂
∂

P

J

ed g P

g P
T e

T p e p

=
′ +

′ + −
( )( )

(

1/ /

/ /
sp

sp

β τ
τ β τ τ ω 22 1) ( )+ ′ +j g PT eω τ/

 (19)

where bsp is the fraction of spontaneous emission that radiates into the mode. This modulation 
response has the form of a second-order low-pass filter. Resonance occurs when ω τ2 /≈ =g PT p R′ Ω2  
(from Eq. (17), with negligible internal loss); that is, at the relaxation oscillation frequency.

The modulation response at a frequency well below the relaxation oscillation frequency can be 
expressed as ∂Pout/∂I using Eq. (19) in the limit when w → 0. From ∂P/∂J = tp/ed and using Eq. (18), 
the low frequency modulation response is
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∂
∂
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1
 (20)

which is expected from Eq. (5) for hi → 1. 
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FIGURE 7 Measured small-signal modulation response of 
a high-speed DFB laser at several bias levels. Zero-dB modula-
tion response is defined in terms of the low-frequency modulation 
response, Eq. (32).11

Bass_v5ch13_p001-076.indd 13.16 9/11/09 8:16:47 PM

DO
 N

OT
 D

UP
LI

CA
TE
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The 3-dB modulation radian frequency bandwidth wB can be expressed in terms of the relaxation 
oscillation parameters by13

 ω γ γ γB R R R R R R
2 = − + + +Ω Ω Ω2 2 2 2 2 42 (  (21)

The parameters are strongly power dependent and wB increases with optical power. When gR << ΩR, 
which means the time carriers remain in the active region is longer than the time photons remain in the 
cavity, the 3-dB bandwidth ωB R P≈ Ω ∝3 . At high optical powers the presence of gain saturation 
(reduced gain at high optical power densities) must be included; the modulation bandwidth saturates, 
and the limiting value depends on the way that the gain saturates with photon density. 

Using a heuristic expression for modal gain saturation of the form gT(N,P) = gT′(N – No)/(1 + P/Ps)
1/2, 

the limiting value of the modulation bandwidth at high optical powers is wB
2 = 3gT′ Ps/2tp, where Ps 

is the saturation photon density. A typical modulation bandwidth for an InGaAsP laser operating at 
1.55-μm wavelength is wB = 20 to 40 GHz.

Frequency Chirping

When the carrier density in the active region is rapidly changed, the refractive index n also changes 
rapidly, causing a frequency shift proportional to ∂n/∂t. This broadens the laser linewidth from its 
original width of approximately 100 MHz into a double-peaked profile with a gigahertz linewidth, 
as shown in the experimental results of Fig. 8.14 The frequency spread is directly proportional to the 
dependence of the refractive index n on carrier density N. This is a complex function that depends 
on wavelength and degree of excitation, but for simplicity a Taylor expansion around the steady-
state carrier density No can be assumed: n = no + n1(N − No), where n n N1 ≡ ∂ ∂/ . The (normalized) 
ratio of this slope to that of the modal gain per unit length gL is called the cavity linewidth enhance-
ment factor bc:

 βc o
L

o
L

k
n N
g N

k
n

g
≡ − = −

′
2 2 1∂ ∂

∂ ∂
/
/

 (22)

Sometimes the linewidth enhancement factor is called the a-factor. Typical values lie between 2 and 6.
The magnitude of the frequency spread between the double lobes of a chirped pulse, 2dwCH, can 

be estimated in the small-signal and large-signal regimes from analyzing the time dependence of a 
modulated pulse in terms of the sum of all frequency components, shown next.15

FIGURE 8 Time-averaged power spectra of 1.3-μm InGaAsP laser under sinu-
soidal modulation at 100 MHz. Horizontal scale is 0.05 nm per division. Spectrum 
broadens with increase in modulation current due to frequency chirping.14
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13.18  FIBER OPTICS

Small Signal Modulation For a modulation frequency wm that is less than the relaxation oscilla-
tion frequency, and assuming that the carrier lifetime is longer than the photon lifetime, gR << ΩR, a 
small modulation current Im will cause a frequency chirp of magnitude

 δω
β α

α α
ω γCH

out

=
+

⎛
⎝⎜

⎞
⎠⎟

+c m v m

m i
m p

I h

eP2
2 2  (23)

where gp = N/P(bsp/te) – (∂gT /∂P)P (remembering that ∂gT /∂P is negative). The origin of chirp is the 
linewidth enhancement factor bc. It will be largest for gain-guided devices where bc is the maximum. 
The chirp will be smaller in lasers with am<< ai, such as will occur for long lasers, where mirror loss 
is amortized over a longer length, but such lasers will have a smaller differential quantum efficiency 
and smaller relaxation oscillation frequency. Typical chirp bandwidths (using dlCH = l2dwCH/2pc) at 
25-mA modulation current can vary from dlCH = 0.2 nm for gain-guided lasers to dlCH = 0.03 nm 
for ridge waveguide lasers. At a wavelength of 1 micrometer in frequency units this would be 60 GHz 
for gain-guided lasers and 9 GHz for ridge waveguide lasers.

Large Signal Modulation There is a transient frequency shift during large-signal modulation 
given by

 δω
β

CH =
⎛
⎝⎜

⎞
⎠⎟

c

P

P

t2

1 ∂
∂

 (24)

When a gaussian shape pulse is assumed as exp (−t2/T 2), the chirp becomes dwCH ≈ bc/T. 
The importance of the linewidth enhancement factor bc is evident from this section; its existence 

will inevitably broaden modulated laser linewidths. Because it is a basic characteristic of the laser 
medium itself, there are no design freedoms to reduce chirp under large signal modulation.

13.5 NOISE CHARACTERISTICS OF LASER DIODES

Noise in LDs results from fluctuations in spontaneous emission and from the carrier generation-
recombination process (shot noise). To analyze the response of LDs to noise, one starts with rate 
equations, introduces Langevin noise sources as small perturbations, and linearizes (performs a 
small-signal analysis). Finally, one solves in the frequency domain using Fourier analysis.16,17 Only 
the results are given here.

Relative Intensity Noise

Noise at a given frequency is described in terms of relative intensity noise (RIN), defined by

 RIN
P0

=
×Δ 2

2PT

 (25)

where ΔP02 is the photon noise spectral density (noise per unit frequency interval), and PT is the 
total photon number, PT = PVa. The solution to the analysis for RIN in an LD is

 RIN
/ / /sp th

2
sp= ⋅

+ +2 1 2 2β τ ω βI

ePV

g N P V

a

T a′ ( ) ( )∂ ∂
[[( ) ][( ) ]Ω ΩR R R R− + + +ω γ ω γ2 22 2

 (26)

where bsp is the fraction of spontaneous emission emitted into the laser cavity. As before, the pho-
ton density P can be related to the optical power out both facets by Pout = (hn) PVa/tm. Note the sig-
nificant enhancement of noise near the relaxation oscillation frequency w = ΩR, where the noise has 
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SOURCES, MODULATORS, AND DETECTORS FOR FIBER OPTIC COMMUNICATION SYSTEMS  13.19

its maximum value. An example of RIN as a function of frequency w is shown in Fig. 9,18 for both 
low power and high power, showing that the RIN goes up as the total optical power decreases.

At low frequencies, and for gR << ΩR, the noise is proportional to the inverse fourth power of 
the relaxation oscillation frequency. Clearly, it is advantageous to use as high a relaxation oscillation 
frequency as possible to reduce RIN. Since the relaxation oscillation frequency is proportional to the 
square root of the power P, the RIN increases as 1/P3 as the power decreases. Inserting the expression 
for ΩR into Eq. (26) gives

 RIN
/lf

sp th= + ⎛2 1
2 2

3 2 2

β τ
τ

I V

eP g N
g

N

m a
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 (27)

where t ′ is the differential carrier recombination time and PT is the total photon number. Usually, 
the first term dominates. It can be seen that the volume of the active laser region Va should be as 
small as possible, consistent with maintaining a significant power out.

Signal-to-Noise Ratio

The signal-to-noise ratio (SNR) can be found in terms of the relaxation oscillation parameters using 
the simplified expression for RIN (which assumes teΩR >> gRΩR >> 1) and the total photon number:

 SNR
sp th sp tr

out
2

2 2
= =
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β

γ τ
β

R
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I
P

e

I hv
P  (28)

As expected, the SHR ratio increases linearly with output power and increases as the amount of 
spontaneous emission decreases. This expression can be simplified further by recalling that gR ≈ te/3.

Gain saturation at high optical powers eventually limits the SNR to about 30 dB; while at powers 
of a few milliwatts it is 20 dB, with intensity fluctuations typically close to 1 percent.

Mode Partition Noise in Multimode Laser Diodes

The preceding discussion of noise holds qualitatively for multimode lasers as long as all the laser 
modes are included. However, measurements made on any one mode show much more noise, par-
ticularly at low frequencies. This is due to the mode-hopping discussed previously, and is referred 
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FIGURE 9 Measured relative intensity noise as a function of 
frequency in a multiple quantum well 1.5-μm laser diode, for opti-
cal power near threshold and high above threshold. The shot noise 
level for the higher power measurement is also shown.18
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13.20  FIBER OPTICS

to as mode partition noise. That is, the power partitions itself between different laser modes in a way 
that keeps the overall intensity relatively constant, as shown by the solid line in Fig. 10. The power 
in each mode is not a steady function of time, because the power distribution among the modes 
changes with time. Whenever the distribution changes, the power output undergoes fluctuation, 
leading to a noise term on a nominally stable output. This leads to the enhanced RIN on the domi-
nant mode in Fig. 10.19 Even an output whose spectrum looks nominally single-mode, as shown 
in the inset of Fig. 10, can have a large RIN on the dominant mode. This is because the spectrum 
is time averaged. A sidemode does not contain 5 percent of the power all the time; for example, it 
contains 100 percent of the power for 5 percent of the time. This causes the very large RIN observed. 
The solution to avoiding this noise is to insist on a single longitudinal mode by using distributed 
feedback. Since lasers for telecommunication applications are typically single mode, we will not con-
sider mode partition noise further. It becomes important for data communications based on multi-
mode lasers, however.

Phase Noise—Linewidth

The fundamental linewidth of a laser is given by the stochastic process of spontaneous emission, 
as first derived by Schawlow and Townes in the very early days of lasers. In a laser diode, additional 
noise enters from the stochastic process of carrier injection. Because the refractive index is a func-
tion of the carrier density, changes in carrier density cause changes in refractive index, which in turn 
create phase noise.

The formula for the radian frequency linewidth of a LD includes the linewidth enhancement factor bc:

 δω β δω= +( )1 2
c o

 (29)
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FIGURE 10 Effect of mode partition noise on relative intensity 
noise in multimode lasers. Experimentally observed intensity-noise 
spectra in all modes (solid curve) or in dominant mode (dashed 
curve). Inset shows spectrum of average mode power.19
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where dwo the original Schawlow-Townes linewidth is given by

 δω
β τ

o

mI hv

eP
= sp th

out2
 (30)

Typical value of the linewidth enhancement factor is bc = 5. The linewidth decreases inversely as 
the laser power increases. However, as shown in the experimental data in Fig. 11a,20 at high enough 
power (above 10 mW) the linewidth narrowing saturates at approximately 1 to 10 MHz and then 
begins to broaden again at even higher power levels. It is also possible to reduce the linewidth by 
using QWs and increasing the cavity length (to decrease Nth and increase P).

External Optical Feedback and Coherence Collapse

Laser diodes are extremely sensitive to weak time-delayed feedback, such as from reflections off the 
front ends of fiber pigtails. These fed-back signals can result in mode hopping, strong excess noise, 
and chaotic behavior in the coherence collapse regime. Some of the features of feedback-induced 
noise are outlined here.

Various regimes of feedback can be characterized by a feedback parameter C:

 C f Ce
L

c= +ext
extτ

τ
β1 2  (31)

where fext is the fraction of the emitted power that is externally reflected back into the laser. The 

external coupling factor Ce = (1 − R)/ R , where R is the reflectivity of the laser facet and bc is the 
linewidth enhancement factor. The external round-trip time delay is text and the laser round-trip 
time is tL. Figure 11b21 gives an example of the linewidth of a semiconductor laser versus the exter-
nal coupling factor C in which various feedback regimes are indicated. 
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FIGURE 11 Linewidth of a laser diode: (a) DFB lasers as a function of inverse power, comparing bulk 
active regions and multiple quantum well active regions20 and (b) Fabry-Perot laser as a function of feed-
back parameter, with corresponding feedback regimes.21
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13.22  FIBER OPTICS

Regimes of Feedback The following provides a useful classification scheme:22

Regime I (C < 1): At the lowest levels of feedback, narrowing or broadening of the emission line 
is observed, depending on the phase of the feedback.

Regime II (C > 1): At higher levels of feedback, mode hopping between different external cavity 
modes may appear.

Regime III (C >> 1): Further increasing the levels of feedback, the laser is observed to operate in 
a mode with the smallest linewidth.

Regime IV (coherence collapse): At yet higher feedback levels, satellite modes appear, sepa-
rated from the main mode by the relaxation oscillation frequency. These grow as the feedback 
increases and the laser line eventually broadens, due to the collapse of the coherence of the laser. 
This regime does not depend on distance from the laser to the reflector.

Regime V (external cavity laser): This regime of stable operation can be reached only with an 
antireflection-coated laser output facet to ensure a two-mirror cavity with the largest possible 
coupling back into the laser, and is not of concern here.

A quantitative discussion of these regimes follows.21 Assume that the coupling efficiency from the 
laser into the fiber is h. Because feedback requires a double pass, the fraction of emitted light fed back 
into the laser is fext = h2Re, where Re is the reflectivity from the end of the fiber. The external reflection 
changes the overall cavity reflectivity and therefore the threshold gain, depending on its phase relative 
to the phase inside the cavity. Possible modes are defined by the threshold gain and the requirement 
that an effective round-trip phase = mp. But a change in the threshold gain also changes the refractive 
index and the phase through the linewidth enhancement factor bc.

Regime I For very weak feedback, there is only one solution when the laser phase is set equal to 
mp, so that the laser frequency w is at most slightly changed and its linewidth Δwo will be narrowed 
or broadened, as the external reflection adds to or subtracts from the output of the laser. The line-
width lies between extremes:

 Δ
Δ

Δω
ω

ωo o

C C( ) ( )1 12 2+
<< <<

−
 (32)

The system performance moves toward regime II as C → 1. Note that at C = 1 the maximum value 
predicts an infinite linewidth. This indicates that even very small feedback can cause wide spectral 
response, as long as C ∼ 1.

Regime II For higher feedback with C > 1, several solutions with the round-trip laser phase = 
mp may exist. Linewidth broadening occurs because the single external cavity mode now has split 
into a dual mode, accompanied by considerable phase noise. Mode hopping gives linewidth broad-
ening and intensity noise. This is a low-frequency noise with a cutoff frequency of about 10 MHz.

Regime III With increasing feedback, the mode splitting increases up to a frequency Δw = 1/text 
and the cutoff frequency for mode hopping noise decreases until only one of the split modes sur-
vives. To understand which mode survives, it is important to realize that in regime III, stable and 
unstable modes alternate with increasing phase. Because bc ≠ 0, the mode with the best phase stabil-
ity (corresponding to the minimum linewidth mode) does not coincide with the mode with mini-
mum threshold gain. The minimum linewidth mode predominates, due to its phase stability. This 
mode remains relatively stable and has the same emission frequency as the laser without feedback. 
This mode predominates as long as the inverse of the linewidth of the solitary laser is larger than the 
external cavity round-trip time. In this regime, the laser is stably phase locked by the feedback.

Regime IV The stable linewidth of regime III collapses as the fraction of power fed back fext 
increases to a critical value. There is considerable discussion of the physical mechanism that leads to 
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this coherence collapse. The existence of this regime has been demonstrated by simulation, through 
numerical solution of the rate equations. Fitting theoretical analyses to experimental results indi-
cates that the onset of coherence collapse occurs when the feedback factor is larger than a critical 
value given by23

 C C R
c

c

≥ =
+

crit ext2
1 2

2
γ τ

β
β

 (33)

where gR is the damping rate of the relaxation oscillations. As the feedback level approaches the 
critical value C, undamped relaxation oscillations appear and oscillations of carrier density through 
the linewidth enhancement factor bc induce the phase of the field to oscillate. This analytical result 
assumes that text >> 1/gR. An approximate solution for gR  gives Ccrit = text/te × (1 + b c

2)/bc
2.

Cavity Length Dependence and RIN In some regimes the stable regions depend on the length of 
the external cavity, that is, the distance from the extra reflection to the laser diode. These regions 
have been mapped out for two different laser diodes, as shown in Fig. 12.24 The qualitative depen-
dence on the distance of the laser to the reflection should be similar for all LDs.

The RIN is low for weak to moderate levels of feedback but increases tremendously in regime IV. The 
RIN and the linewidth are strongly related (see Fig. 11); the RIN is suppressed in regimes III and V.

Low-Frequency Fluctuations When a laser operating near threshold is subject to a moderate 
amount of feedback, chaotic behavior evolves into low-frequency fluctuations (LFF). During LFF 
the average laser intensity shows sudden dropouts, from which it gradually recovers, only to drop 
out again after some variable time, typically on the order of tens of external cavity round-trips. This 
occurs in regimes of parameter space where at least one stable external cavity mode exists, typi-
cally at the transition between regimes IV and V. Explanations differ as to the cause of LFF, but they 
appear to originate in strong-intensity pulses that occur during the build-up of average intensity, as 
a form of mode locking, being frustrated by the drive toward maximum gain. Typical frequencies 
for LFF are 20 to 100 MHz, although feedback from reflectors very close to the laser has caused LFF 
at frequencies as high as 1.6 GHz.
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FIGURE 12 Regimes of stable and unstable 
operation for two laser diodes (° and •) when sub-
ject to external feedback at varying distances and 
of varying amounts.24
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13.24  FIBER OPTICS

Conclusions A laser diode subject to optical feedback exhibits a rich and complex dynamic behav-
ior that can enhance or degrade the laser’s performance significantly. Feedback can occur through 
unwanted back reflections—for instance, from a fiber facet—and can lead to a severe degradation 
of the spectral and temporal characteristics, such as in the coherence collapse or in the LFF regime. 
In both regimes, the laser intensity fluctuates erratically and the optical spectrum broadens, showing 
large sidebands. Because these unstable regimes can occur for even minute levels of feedback, optical 
isolators or some other means of reflection prevention are often used in systems applications.

13.6 QUANTUM WELL AND STRAINED LASERS

Introducing quantum wells and strain into the active region of diode lasers has been shown to pro-
vide higher gain, greater efficiency, and lower threshold. Essentially all high-quality lasers for optical 
communications use one or both of these means to improve performance over bulk heterostructure 
lasers.

Quantum Well Lasers

We have seen that the optimum design for low-threshold LDs uses the thinnest possible active 
region to confine free carriers, as long as the laser light is waveguided. When the active layer has a 
thickness less than a few tens of nanometers (hundreds of angstroms), it becomes a quantum well. 
That is, the layer is so thin that the confined carriers have energies that are quantized in the growth 
direction z, as described in Chap. 19 in Vol. II of this Handbook. This changes the density of states 
and the gain (and absorption) spectrum. While bulk semiconductors have an absorption spectrum 
near the band edge that increases with photon energy above the bandgap energy Eg as (hn − Eg)

1/2, 
quantum wells have an absorption spectrum that is steplike in photon energy at each of the allowed 
quantum states. Riding on this steplike absorption is a series of exciton resonances at the absorption 
steps that occur because of the Coulomb interaction between free electrons and holes, which can be 
seen in the spectra of Fig. 13.25 These abrupt absorption features result in much higher gain for QW 
lasers than for bulk semiconductor lasers. The multiple spectra in Fig. 13 record the reduction in 
absorption as the QW states are filled with carriers. When the absorption goes to zero, transparency 
is reached. Figure 13 also shows that narrower wells push the bandgap to higher energies, a result 
of quantum confinement. The QW thickness is another design parameter in optimizing lasers for 
telecommunications.

Because a single quantum well (SQW) is so thin, its optical confinement factor is small. It is neces-
sary to use either multiple QWs (separated by heterostructure barriers that contain the electron wave 
functions within individual wells) or to use a guided wave structure that focuses the light into a SQW. 
The latter is usually a GRIN structure, as shown in Fig. 2d. Band diagrams as a function of distance 
in the growth direction for typical QW separate confinement heterostructures are shown in Fig. 14. 
The challenge is to properly confine carriers and light using materials that can be reliably grown and 
processed by common crystal growth methods.

Quantum wells have provided significant improvement over bulk active regions, as originally 
observed in GaAs lasers. In InP lasers, Auger recombination and other losses come into play at the 
high carrier densities that occur in quantum-confined structures. However, it has been found that 
strain in the active region can improve the performance of quaternary QW lasers to a level compa-
rable with GaAs lasers. Strained QW lasers are described in the following section.

The LD characteristics described in Secs. 13.2 to 13.5 hold for QW lasers as well as for bulk lasers. 
While the local gain is larger, the optical confinement factor will be much smaller. Equation (1) shows 
that the parameter V becomes very small when dg is small, and Eq. (2) shows Γg is likewise small. With 
multiple quantum wells (MQWs), dg can be the thickness of the entire region containing the MQWs and 
their barriers, but Γ must now be multiplied by the filling factor Γf of the QWs within the MQW region. 
If there are Nw wells, each of thickness dw, then Γf = Nwdw/dg. With a GRINSCH structure, the optical 
confinement factor depends on the curvature of its refractive gradient near the center of the guide.
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FIGURE 13 Absorption spectrum for multiple quantum wells of three different 
well sizes, for varying levels of optically induced carrier density, showing the decrease in 
absorption toward transparency. Note the stronger excitonic resonances and increased 
bandgap with smaller well size.25

Different geometries have subtle differences in performance, depending on how many QWs are used 
and the extent to which a GRINSCH structure is dominant. The lowest threshold current densities have 
been reported for the highest Q cavities (longest lengths or highest reflectivities) using SQWs. However, 
for lower Q cavities the lowest threshold current densities are achieved with MQWs, even though they 
require higher carrier densities to achieve threshold. This is presumably because Auger recombination 
depends on the cube of the carrier density, so that SQW lasers will have excess losses, due to their higher 
carrier densities. In general, MQWs are a better choice in long-wavelength lasers, while SQWs have the 
advantage in GaAs lasers. However, with MQW lasers it is important to realize that the transport of car-
riers moving from one well to the next during high-speed modulation must be taken into account. In 
addition, improved characteristics of strained layer QWs make SQW devices more attractive.
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Strained Layer Quantum Well Lasers

Active layers containing strained quantum wells have proven to be an extremely valuable advance in 
high-performance long-wavelength InP lasers. They have lower thresholds, enhanced differential 
quantum efficiency hD, larger characteristic temperature To, reduced linewidth enhancement factor 
bc (less chirp), and enhanced high-speed characteristics (larger relaxation oscillation frequency ΩR), 
compared to unstrained QW and bulk devices. This results from the effect of strain on the energy-
versus-momentum band diagram. Bulk semiconductors have two valence bands that are degener-
ate at the potential well minimum (at momentum kx = 0;), as shown in Fig. 15a. They are called 

(a) Ec

Ev

Ec

Ev

Ec

Ev

(b)

(c)

FIGURE 14 Typical band diagrams (energy of 
conduction band Ec and valence band Ev versus growth 
direction) for quantum wells in separate confinement laser 
heterostructures: (a) single quantum well; (b) multiple 
quantum wells; and (c) graded index separate confinement 
heterostructure (GRINSCH) and multiple quantum wells.
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FIGURE 15 The effect of strain on the band diagram 
(energy E versus in-plane momentum kx) of III-V semicon-
ductors: (a) no strain; (b) quantum wells; (c) compressive 
strain; and (d) tensile strain.
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heavy-hole (HH) and light-hole (LH) bands, since the smaller curvature means a heavier effective 
mass. Quantum wells lift this degeneracy, and interaction between the two bands near momentum 
k = 0 causes a local distortion in the formerly parabolic bands, also shown in Fig. 15b. There are now 
separately quantized conduction bands (C1 and C2) and a removal of the valence band degeneracy, 
with the lowest energy heavy holes HH1 no longer having the same energy as the lowest energy light 
holes LH1 at k = 0. The heavy hole effective mass becomes smaller, more nearly approaching that of 
the conduction band. This allows population inversion to become more efficient, increasing the dif-
ferential gain; this is one factor in the reduced threshold of QW lasers.26

Strain additionally alters this structure in a way that can improve performance even more. 
Compressive strain in the QW moves the heavy-hole and light-hole valence bands further apart and 
further reduces the hole effective mass (Fig. 15c). Strain also decreases the heavy-hole effective mass 
by a factor of 2 or more, further increasing the differential gain and reducing the threshold carrier 
density. Higher differential gain also results in a smaller linewidth enhancement factor. Tensile strain 
moves the heavy-hole and light-hole valence bands closer together (Fig. 15d). In fact, at one particu-
lar tensile strain value these bands become degenerate at k = 0. Further tensile strain results in the 
light hole having the lowest energy at k = 0. These lasers will be polarized TM, because of the angular 
momentum properties of the light-hole band. This polarization has a larger optical matrix element, 
which can enhance the gain within some wavelength regions.

In addition to the heavy- and light-hole bands, there is an additional, higher-energy valence band 
(called the split-off band, not shown in Fig. 15) which participates in Auger recombination and inter-
valence band absorption, both of which reduce quantum efficiency. In unstrained material there is a 
near-resonance between the bandgap energy and the difference in energy between the heavy-hole and 
split-off valence bands, which enhances these mechanisms for nonradiative recombination. Strain 
removes this near-resonance and reduces those losses that are caused by Auger recombination and 
intervalence band absorption. This means that incorporating strain is essential in long-wavelength 
laser diodes intended to be operated at high carrier densities. The reliability of strained layer QW 
lasers is excellent, when properly designed. However, strain does increase the intraband relaxation 
time, making the gain compression factor worse, so strained lasers tend to be more difficult to modu-
late at high-speed.

Specific performance parameters depend strongly on the specific material, amount of strain, size 
and number of QWs, and device geometry, as well as the quality of crystal growth. Calculations show 
that compressive strain provides the lowest transparency current density, but tensile strain provides 
the largest gain (at sufficiently high carrier densities), as shown in Fig. 16.27 The lowest threshold 
lasers, then, will typically be compressively strained. Nonetheless, calculations show that, far enough 
above the band edge, the differential gain is 4 times higher in tensile strain compared to compressive 
strain. This results in a smaller linewidth enhancement factor, even if the refractive index changes 
per carrier density are larger. It has also been found that tensile strain in the active region reduces 
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FIGURE 16 Modal gain at 1.55 μm in InGaAs QW 
lasers calculated as a function of the carrier density per 
unit area contained in the quantum well. Well widths 
were determined by specifying wavelength.27
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13.28  FIBER OPTICS

the Auger recombination, decreasing the losses introduced at higher temperatures. This means that 
To can increase with strain, particularly tensile strain. Strained QWs enable performance at 1.55 μm 
comparable with that of GaAs lasers. Deciding between compressively and tensilely strained QWs will 
be a matter of desired performance for specific applications.

Threshold current densities under 200 A/cm2 have been reported at 1.55 μm; To values on the order 
of 140 K have been reported—3 times better than bulk lasers. Strained QW lasers have improved 
modulation properties compared with bulk DH lasers. Because the gain coefficient can be almost 
double, the relaxation oscillation frequency is expected to be almost 50 percent higher, enhancing 
the modulation bandwidth and decreasing the relative intensity noise for the same output power. 
Even the frequency chirp under modulation will be less, because the linewidth enhancement factor is 
less. The typical laser geometry, operating characteristics, transient response, noise, frequency chirp-
ing, and the effects of external optical feedback are all similar in the strained QW lasers to what has 
been described previously for bulk lasers. Only the experimentally derived numerical parameters will 
be somewhat different; strained long-wavelength InP-based semiconductor lasers have performance 
parameters comparable to those of GaAs lasers. One difference is that the polarization of the light 
emitted from strained lasers may differ from that emitted from bulk lasers. As explained in Sec. 13.3, 
the gain in bulk semiconductors is independent of polarization, but lasers tend to be polarized in-
plane because of higher facet reflectivity for that polarization. The use of QWs causes the gain for the 
TE polarization to be slightly (∼10 percent) higher than for the TM polarization, so lattice-matched 
QW lasers operate with in-plane polarization. Compressive strain causes the TE polarization to have 
significantly more gain than the TM polarization (typically 50 to 100 percent more), so these lasers 
are also polarized in-plane. However, tensile strain severely depresses the TE gain, and these lasers 
have the potential to operate in TM polarization.

Typical 1.3- and 1.5-μm InP lasers today use from 5 to 15 wells that are grown with internal strain. 
By providing strain-compensating compressive barriers, there is no net buildup of strain. Typical 
threshold current densities today are ∼1000 A/cm2, threshold currents ∼10 mA, To ∼ 50 to 70 K, max-
imum powers ∼40 mW, differential efficiencies ∼0.3 W/A, and maximum operating temperatures 
∼70°C before the maximum power drops by 50 percent. There are trade-offs on all these parameters; 
some can be made better at the expense of some of the others.

13.7 DISTRIBUTED FEEDBACK AND DISTRIBUTED 
BRAGG REFLECTOR LASERS 

Rather than cleaved facets, some lasers use distributed reflection from corrugated waveguide sur-
faces. Each groove provides some slight reflectivity, which adds up coherently along the waveguide 
at the wavelength given by the corrugation. This has two advantages. First, it defines the wavelength 
(by choice of grating spacing) and can be used to fabricate single-mode lasers. Second, it is an in-
plane technology (no cleaves) and is therefore compatible with monolithic integration with modu-
lators and/or other devices.

Distributed Bragg Reflector Lasers

The distributed Bragg reflector (DBR) laser replaces one or both laser facet reflectors with a waveguide 
diffraction grating located outside the active region, as shown in Fig. 17.28 The reflectivity of a Bragg 
mirror is the square of the reflection coefficient (given here for the assumption of lossless mirrors):29

 r
iS

=
−

κ
δ coth( )SL

 (34)

where k is the coupling coefficient due to the corrugation (which is real for corrugations that modify the 
effective refractive index in the waveguide, but would be imaginary for periodic modulations in the gain 
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and could, indeed, be complex). Also, d is a detuning parameter that measures the offset of the optical 
wavelength l from the grating periodicity Λ. When the grating is used in the mth order, the detuning d 
relates to the optical wavelength l by 

 
δ

π
λ

π= −
2 n mg

Λ
 (35)

where ng is the effective group refractive index of the waveguide mode, and m is any integer. Also, 
S is given by S2 = k 2 − d 2. When detuning d > k, Eq. (34) is still valid, and is analytically evaluated 
with S as imaginary.

The Bragg mirror has its maximum reflectivity on resonance when d → 0 and the wavelength on 
resonance lm is determined by the mth order of the grating spacing through Λ = mlm/2ng. The reflec-
tion coefficient on resonance is rmax = −i tanh (KL), and the Bragg reflectivity on resonance is

 Rmax = tanh2(KL) (36)

where K is the coupling per unit length, K = |k |, and is larger for deeper corrugations or when the 
refractive index difference between the waveguide and the cladding is larger. The reflectivity falls off 
as the wavelength moves away from resonance and the detuning increases. Typical resonant reflec-
tivities are Rmax = 0.93 for KL = 2 and Rmax = 0.9987 for KL = 4.

A convenient formula for the shape of the reflectivity as a function of detuning near resonance is 
given by the reflection loss:

 1
1 2 2

2 2 2
− = −

−
R

L L

SL L L

( ) ( )

cosh ( ) ( ) ( )

δ κ
δ κ
/

/
 (37)

The reflection loss doubles when off resonance by an amount dL = 1.6 for kL = 2 and when dL = 2 
for kL = 4. The wavelength half-bandwidth is related to the detuning dL by Δl = lo

2(dL/2p)/ngL. 
The calculated FWHM of the resonance is 0.6 nm (when L = 500 μm, l = 1.3 μm) for a 99.9 percent 
reflective mirror. The wavelength of this narrow resonance is fixable by choosing the grating spacing 
and can be modulated by varying the refractive index (with, for example, carrier injection), properties 
that make the DBR laser very favorable for use in optical communication systems.

The characteristics of Fabry-Perot lasers described previously still hold for DBR lasers, except that 
the narrow resonance can ensure that these lasers are single-mode, even at high excitation levels.

Light
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etch stop

InGaAs/InGaAsP

InGaAsP

lg = 1.3 μm

MQW active

ILaser
p+ InGaAs

n+-InP substrate

p+-InP

IPhase

1st order

Corrugation

ITune

FIGURE 17 Schematic for DBR laser configuration in a geometry that includes a phase portion 
for phase tuning and a tunable DBR grating. Fixed-wavelength DBR lasers do not require this tuning 
region. Designed for 1.55-μm output, light is waveguided in the transparent layer below the MQW 
that has a bandgap at a wavelength of 1.3 μm. The guided wave reflects from the rear grating, sees 
gain in the MQW active region, and is partially emitted and partially reflected from the cleaved front 
facet. Fully planar integration is possible if the front cleave is replaced by another DBR grating.28
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Distributed Feedback Lasers

When the corrugation is put directly on the active region or its cladding, this is called distributed 
feedback (DFB). One typical BH example is shown in Fig. 18, with a buried grating waveguide that 
was grown on top of a grating-etched substrate, which forms the separate confinement hetero-
structure laser. The cross-hatched region contains the MQW active layer. A stripe mesa was etched 
and regrown to bury the heterostructure. Reflection from the cleaved facets must be suppressed by 
means of an antireflection coating. As before, the grating spacing is chosen such that, for a desired 
wavelength near lo, Λ = mlo/2nge, where nge is the effective group refractive index of the laser mode 
inside its waveguiding active region, and m is any integer. A laser operating under the action of this 
grating has feedback that is distributed throughout the laser gain medium. In this case, Eq. (34) is 
generalized to allow for the gain: d = do + igL, where gL is the laser gain and do = 2pnge/l − 2pnge/lo. 
Equations (34) to (37) remain valid, understanding that now d is complex.

The laser oscillation condition requires that after a round-trip inside the laser cavity, a wave must 
have the same phase that it started out with, so that successive reflections add in phase. Thus, the 
phase of the product of the complex reflection coefficients (which now include gain) must be an inte-
gral number of 2p. This forces r2 to be a positive real number. So, laser oscillation requires r2 > 0.

On resonance do = 0 and S go L
2 2= +κ 2 , so that So is pure real for simple corrugations (k real). Since 

the denominator in Eq. (34) is now pure imaginary, r2 is negative and the round-trip laser oscillation 
condition cannot be met. Thus, there is no on-resonance solution to a simple DFB laser with a cor-
rugated waveguide and/or a periodic refractive index. The DFB laser oscillates slightly off-resonance.

DFB Threshold We look for an off-resonance solution to the DFB. A laser requires sufficient gain 
that the reflection coefficient becomes infinite. That is, dth = iSth coth (SthL), where Sth th

2 2 2= −κ δ . By 
simple algebraic manipulation, the expression for dth can be inverted. For large gain, δ th

2 2>> K , so that 
Sth = idth = ido − gL, and the inverted equation becomes30

 exp ( )
( )

2
4

1
2

2
S

g i

Kth
L o−

= −
δ  (38)

This is a complex eigenvalue equation that has both a real and an imaginary part, which give both 
the detuning do and the required gain gL. 

The required laser gain is found from the magnitude of Eq. (38) through

 2 2 2 11
2

2 2
tan ( )− ⎛

⎝⎜
⎞
⎠⎟

− +
+

= +
δ

δ δ
δ

πo

L
o o

L o
g

L L
K

g
m  (39)

There is a series of solutions, depending on the value of m.
For the largest possible gains, doL = −(m + 1/2)p. There are two solutions, m = −1 and m = 0, 

giving doL = −p/2 and doL = +p/2. These are two modes equally spaced around the Bragg resonance. 

Active
region

Corrugated
waveguide

FIGURE 18 Geometry for a buried grating hetero-
structure DFB laser.
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Converting to wavelength units, the mode detuning becomes doL = −2pngL (dl/l2), where dl is the 
deviation from the Bragg wavelength. Considering doL = p/2, for L = 500 μm, ng = 3.5, and l = 1.55 μm, 
this corresponds to dl = 0.34 nm. The mode spacing is twice this, or 0.7 nm.

The required laser gain is found from the magnitude of Eq. (38) through

 
K

g L L g LL o L

2
2 2 2 2

4
2= + −( ) exp( )δ  (40)

For the required detuning doL = −p/2, the gain can be found by plotting Eq. (40) as a function of 
gain gL, which gives K(gL), which can be inverted to give gL(K).

These results show that there is a symmetry around do = 0, so that there will tend to be two modes, 
equally spaced around lo. Such a multimode laser is not useful for communication systems so some-
thing must be done about this. The first reality is that there are usually cleaved facets, at least at the 
output end of the DFB laser. This changes the analysis from that given here, requiring additional 
Fresnel reflection to be added to the analysis. The additional reflection will usually favor one mode 
over the other, and the DFB will end up as a single-mode. However, there is very little control over the 
exact positioning of these additional cleaved facets with respect to the grating, and this has not proven 
to be a reliable way to achieve single-mode operation. The most common solution to this multimode 
problem is to use a quarter-wavelength-shifted grating, as shown in Fig. 19. Midway along the grating, 
the phase is made to change by p/2 and the two-mode degeneracy is lifted. This is the way DFB lasers 
are made today.

Quarter-Wavelength-Shifted Grating Introducing an additional phase shift of p to the round-trip 
optical wave enables an on-resonance DFB laser. This is done by interjecting an additional phase 
region of length Λ/2, or l /4ng, as shown in Fig. 19. This provides an additional p/2 phase each way, 
so that the high-gain oscillation condition becomes doL = −mp. Now there is a unique solution at 
m = 0, given by Eq. (40) with do = 0:

 KL = gLL exp (−gLL) (41)

Given a value for the DFB coupling parameter KL, the gain can be calculated. Alternatively, the gain 
can be varied, and the coupling coefficient that must be used with that gain can be calculated. It can 
be seen that if there are internal losses ai, the laser must have sufficient gain to overcome them as 
well: gL → gL + ai.

Quarter-wavelength-shifted DFB lasers are commonly used in telecommunication applications. 
DFB corrugations can be placed in a variety of ways with respect to the active layer. Most common 
is to place the corrugations laterally on either side of the active region, where the evanescent wave of 
the guided mode experiences sufficient distributed feedback for threshold to be achieved. Alternative 
methods place the corrugations on a thin cladding above the active layer. Because the process of cor-
rugation may introduce defects, it is traditional to avoid corrugating the active layer directly. Once a 

Active region

Λ

Λ/2 = lg /4

FIGURE 19 Side view of a quarter-wavelength-shifted grating, etched into 
a separate confinement waveguide above the active laser region. Light with wave-
length in the medium lg sees a p/4 phase shift, resulting in a single-mode DFB 
laser operating on line-center.
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DFB laser has been properly designed, it will be single-mode at essentially all power levels and under 
all modulation conditions. Then the single-mode laser characteristics described in the early part of 
this chapter will be well satisfied. However, it is crucial to avoid reflections from fibers back into the 
laser, because instabilities may arise, and the output may cease to be single-mode.

A different technique that is sometimes used is to spatially modulate the gain. This renders k 
complex and enables an on-resonance solution for the DFB laser, since S will then be complex on-
resonance. Corrugation directly on the active region makes this possible, but care must be taken to 
avoid introducing centers for nonradiative recombination.

More than 35 years of research and development have gone into semiconductor lasers for tele-
communications. Today it appears that the optimal sources for these applications are strained QW 
distributed feedback lasers operating at 1.3 or 1.55 μm wavelength.

13.8 TUNABLE LASERS

The motivation to use tunable lasers in optical communication systems comes from wavelength divi-
sion multiplexing (WDM), in which a number of independent signals are transmitted simultaneously, 
each at a different wavelength. The first WDM systems used wavelengths far apart (so-called coarse
WDM) and settled on a standard of 20-nm wavelength spacing (∼2500 GHz). But interest grew rapidly 
toward dense wavelength division multiplication (DWDM), with much closer wavelength spacing. 
The International Telecommunications Union (ITU) defined a standard for a grid of optical frequen-
cies, each referring to a reference frequency which has been fixed at 193.10 THz (1552.5 nm). The grid 
separation can be as narrow as 12.5 GHz or as wide as 100 GHz. Tuning range can extend across the 
conventional erbium amplifier window C band (1530 to 1565 nm) and ideally extends to either side. 
Tuning to longer wavelengths will extend through the L band out to 1625 nm or even farther through 
the ultra-long U band to 1675 nm. On the short wavelength side, the S band goes to 1460 nm, after 
which the extended E band transmits only in fibers without water absorption. The original O band 
lies between 1260 and 1360 nm. An ideal tuning range would extend throughout all these optical fiber 
transmission bands.

Two kinds of tunable lasers have application to fiber optical communications. The first is a laser 
with a set of fixed wavelengths at the ITU frequencies that can be tuned to any wavelength on the grid 
and operated permanently at that frequency. This approach may be cost-effective because network 
operators do not have to stock-pile lasers at each of the ITU frequencies; they can purchase a few 
identical tunable lasers and set them to the required frequency when replacements are needed. The 
other kind of tunable laser is agile in frequency; it can be tuned in real time to whatever frequency is 
open to use within the system. These agile tunable lasers offer the greatest systems potential, perhaps 
someday enabling wavelength switching even at high-speed packet rates. These agile lasers also tend 
to be more expensive, and at the present time somewhat less reliable.

Most tunable laser diodes in fiber optics communications can be divided into three categories: 
an array of different frequency lasers with a moveable external mirror, a tunable external cavity laser 
(ECL), and a monolithic tunable laser. Each of these will be discussed in the following sections.

Array with External Mirror

Many applications do not require rapid change in frequency, such as for replacement lasers. In this 
case it is sufficient to have an array of DFB lasers, each operating at a different frequency on the 
ITU grid, and to move an external mirror to align the desired laser to the output fiber. Fujitsu, NTT, 
Furukawa, and Santur have all presented this approach at various conferences. A typical system might 
contain a collimating lens, a tilting mirror [often a MEMS (micro-electromechanical structure)] and 
a lens that focuses into the fiber. The challenge is to develop a miniature device that is cost-effective. 
A MEMS mirror may be fast enough to enable agile wavelength switching at the circuit level; speeds 
are typically milliseconds but may advance to a few tenths of a millisecond. 
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External Cavity Laser

Tunable lasers may consist of a single laser diode in a tiny, wavelength-tunable external cavity, as 
shown in Fig 20a. A tunable single-mode is achieved by inserting two etalons inside the cavity. One 
is set at the 50-GHz spacing of the ITU standard; the other provides tuning across the etalon grid, as 
shown in Fig. 20b. A tunable phase section is also required to ensure that the mode selected by the 
overall laser cavity length adds constructively to the mode selection from the etalon and mirror. The 
mechanism for tuning has varied from a liquid crystal mirror,31 to thermal tuning of two Fabry-Perot 
filters within the cavity, reported by researchers at Intel. Pirelli is another company that uses an ECL; 
they have not reported their method of tuning, but previous work from their laboratory suggests that 
a polished fiber coupler with variable core separation could be used to tune a laser wavelength.

An alternative tunable filter is acousto-optic, fabricated in lithium niobate, which has been shown 
to have a tuning range of 132 nm, covering the entire L, C, and S bands.32 Stable oscillation was 
achieved for 167 channels, each separated by 100 GHz, although there is no evidence that this has 
become a commercial device. 

The speed of tuning external cavity lasers to date is on the order of milliseconds, perhaps fast 
enough to enable circuit switching to different wavelengths; additional research is underway to 
achieve faster switching times. 

Monolithic Tunable Lasers

Integration of all elements on one substrate offers the greatest potential for compact, inexpensive 
devices that can switch rapidly from one wavelength to another. The aim is to tune across the entire 
ITU frequency grid, as far as the laser gain spectrum will allow. All monolithic tunable lasers reported 
to date involve some sort of grating vernier so that a small amount of tuning can result in a large 
spectral shift. When the periods of two reflection spectra are slightly mismatched, lasing will occur 
at that pair of reflectivity maxima that are aligned. Inducing a small index change in one mirror 

Tunable mirror

Etalon’s transmission peaks
50 GHz

Cavity spacing

Cavity

Output

Gain
section

Phase
section

Collimating
lens Etalon

Tunable mirror

(a)

(b)

FIGURE 20 Tunable external cavity laser: (a) geometry, showing etalon set at 
the ITU spacing of 50 GHz and a tunable mirror and (b) spectrum of mirror reflec-
tivity. Spectral maximum can be tuned to pick the desired etalon transmission maxi-
mum. The cavity spacing must match the two other maxima, which is done with the 
phase section. (Adapted from Ref. 31.)
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13.34  FIBER OPTICS

relative to the other causes adjacent reflectivity maxima to come into alignment, shifting the lasing 
wavelength a large amount for a small index change. However, to achieve continuous tuning between 
ITU grid frequencies, the phase within the two-mirror cavity must be adjusted so that its mode also 
matches the chosen ITU frequency. 

The refractive index in the gratings is usually changed by current injection, since changing the 
free-carrier density in a semiconductor alters its refractive index. Free-carrier injection also introduces 
loss, which is made up for by the semiconductor optical amplifier (SOA). In principle this modulation 
speed can be as fast as carriers can be injected and removed. Thermal tuning of the refractive index is 
an important alternative, because of the low thermal conductivity of InP-based materials. Local resis-
tive heating is enough to create the 0.2 percent change in refractive index needed for effective tuning. 
The electro-optic effect under reverse bias is not used at present, because the effect does not create 
large-enough index change at moderate voltages.

In order for the grating to be retroreflective, its periodicity must be half the wavelength of light in 
the medium (or an odd integral of that); this spacing was discussed in the section on DBR gratings 
(Sec. 13.7). The other requirement is that there be a periodicity Λ at a scale that provides a comb of 
possible frequencies at the ITU-T grid (like the etalon in the ECL). This is done in monolithic grating 
devices by installing an overall periodicity to the grating at the grid spacing. One way to do this is with 
a sampled grating (SG), as shown in Fig. 21a. Only samples of the grating are provided, periodically at 
frequency Λ; this is usually done by removing periodic regions of a continuous grating. A laser with 
DBR mirrors containing sampled gratings is called a sampled grating DBR (SG-DBR) laser. If the sam-
pling is abrupt, the reflectance spectrum of the overall comb of frequencies will have the conventional 
sinc function. The comb reflectance spectrum can be made flat by adding a semiconductor optical 
amplifier in-line with the DBR laser, or inserting an electroabsorption modulator (EAM) (which 
will be described in Sec. 13.12), or both, as shown in Fig. 21b.33 The EAM can be used to modulate 
the laser output, rather than using direct modulation of the laser. JDS Uniphase tunable diode lasers 
apparently have this geometry.

An alternative approach to achieving a flat spectrum over the tuning range has been to divide the 
grating into identical elements, each Λ long, and each containing its own structure.34 This concept has 
been titled the superstructure grating (SSG). The periodicity Λ provides the ITU grid frequencies. When 
the structure of each element is a phase grating that is chirped quadratically (Fig. 22a), the overall reflec-
tance spectrum is roughly constant and the number of frequencies can be very large. Without the qua-
dratic phase grating structure, the amplitude of the overall reflectance spectrum would have the typical 
sinc function. Figure 22b shows how the desired quadratic phase shift can be achieved with uneven 
spacing of the grating teeth, and Fig. 22c shows the resulting measured flat reflectance spectrum.34 

(a)

(b)

50 μm 3 μm

Light out
Q waveguideMQW active regionsSampled grating

Rear
mirror

Front
mirror

EA
modulatorAmplifierPhase Gain

SG-DBR laser

FIGURE 21 Sampled grating: (a) the geometry and 
(b) sampled grating DBR laser integrated with SOA and EAM.33 
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A relatively new tunable laser diode that can be tuned for DWDM throughout most of the C band 
contains a front SG-DBR and a rear SSG-DBR.35 Figure 22d shows the design of this device, with 
lengths given in micrometers (P represents a phase shift region 150 μm long). At the bottom is the 
spectral output of such a monolithic laser, tuned successively across each wavelength of the ITU 
grid. A short, low-reflectivity front mirror enables high output power, while keeping the minimum 
reflectivity that enables wavelength selection based on the Vernier mechanism. A long SSG-DBR was 
adopted as the rear mirror along with phase control inside the laser cavity, to provide a uniform 
reflectivity spectrum envelope with a high peak reflectivity (greater than 90%). This monolithic tun-
able laser includes an integrated SOA for high output power. 

A laser tunable for coarse WDM uses a rear reflector comprising a number of equal lengths of uni-
form phase grating separated by p-phase shifts and a single continuously chirped grating at the front.36 
By the correct choice of the number and positions of the phase shifts, the response of the grating can 
be tailored to produce flat comb of reflection peaks throughout the gain bandwidth. The phase grating 
was designed to provide seven reflection peaks, each with a 6.8-nm spacing. Over the 300-μm-long front 
grating is placed a series of short contacts for injecting current into different parts of the grating in a 
controlled way (Fig. 23). This enables the enhancement of the reflection at a desired wavelength simply 
by injecting current into a localized part of the chirped grating. The chirp rate was chosen to yield a 
total reflector bandwidth of around 70 nm. As with other devices, the monolithic chip includes a phase 
control region and a SOA. As seen in Fig. 23, the waveguide path through the SOA is curved to avoid 
retroreflection back into the laser cavity—a standard technique.

A different approach is to use a multimode interferometer (MMI) as a Y branch (which will be 
explained in Sec. 13.11 on modulators).37 This separates backward-going light into two branches, each 
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FIGURE 22 Sampled superstructure grating: One period of (a) quadratic phase shift 
and (b) quadratic phase superstructure; (c) SSG reflectance spectrum;34 (d) geometry for 
wide-bandwidth integrated tunable laser; and (e) measured tuning output spectrum.35
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13.36  FIBER OPTICS

reflecting from a grating of a different periodicity, as shown in Fig. 24. The Vernier effect extends the 
tuning range through parallel coupling of these two modulated grating (MG) reflectors with slightly 
different periods; both reflections are combined at the MMI. The aggregate reflection seen from the 
input port of the MMI coupler gives a large reflection only when the reflectivity peaks of both gratings 
align. A large tuning range (40 nm) is obtained for relatively small tuning of a single reflector (by an 
amount equal to the difference in peak separation). A phase section aligns a longitudinal cavity mode 
with the overlapping reflectivity peaks. Tunable high-speed direct modulation at 10 Gb/s has been 
demonstrated with low injection current, with low power consumption and little heat dissipation. 

Commercial tunable laser diodes for optical communications are still in their infancy; it is still 
unclear which of these technologies will be optimum for practical systems. The ultimate question is 
whether for any given application it is worth the added cost and complexity of tunability. 

13.9 LIGHT-EMITTING DIODES

Sources for low-cost fiber communication systems, such as used for communicating data, have tra-
ditionally used light-emitting diodes (LEDs). These may be edge-emitting LEDs (E-LEDs), which 
resemble laser diodes, or surface-emitting LEDs (S-LEDs), which emit light from the surface of the 
diode and can be butt-coupled to multimode fibers. The S-LEDs resemble today’s VCSELs, discussed 

FIGURE 23 Scanning electron microscope image of a monolithically 
integrated tunable laser for coarse WDM.36 

|||||||||||||||||||

|||||||||||||||||PhaseGain

MMI Vernier reflectorsCleaved
facet

reflector

FIGURE 24 Conceptual design of tunable modulated grating DBR 
laser, including multimode interferometric beam splitter as a Vernier.
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in the following section. The LED can be considered a laser diode operated below threshold, but it 
must be specially designed to maximize its output.

When a pn junction is forward biased, electrons are injected from the n region and holes are 
injected from the p region into the active region. When free electrons and free holes coexist with 
comparable momentum, they will combine and may emit photons of energy near that of the band-
gap, resulting in an LED. The process is called injection- or electroluminescence, since injected carriers 
recombine and emit light by spontaneous emission. A semiconductor laser diode below threshold acts 
as an LED. Indeed, a laser diode without mirrors is an LED. Because LEDs have no threshold, they 
usually are not as critical to operate and are often much less expensive because they do not require 
the fabrication step to provide optical feedback (in the form of cleaved facets or DFB). Because the 
LED operates by spontaneous emission, it is an incoherent light source, typically emitted from a larger 
aperture (out the top surface) with a wider far-field angle and a much wider wavelength range (30 to 
50 nm). In addition, LEDs are slower to modulate than laser diodes because stimulated emission 
does not remove carriers. Nonetheless, they can be excellent sources for inexpensive multimode fiber 
communication systems, as they use simpler drive circuitry. They are longer lived, exhibit more linear 
input-output characteristics, are less temperature sensitive, and are essentially noise-free electrical-
to-optical converters. The disadvantages are lower power output, smaller modulation bandwidths, 
and pulse distortion in fiber systems because of the wide wavelength band emitted. Some general 
characteristics of LEDs are discussed in Chap. 17 in Vol. II of this Handbook.

In fiber communication systems, LEDs are used for low-cost, high-reliability sources typically 
operating with graded index multimode fibers (core diameters approximately 62 μm) at data rates 
up to 622 Mb/s. For short fiber lengths they may be used with step-index plastic fibers. The emission 
wavelength will be at the bandgap of the active region in the LED; different alloys and materials have 
different bandgaps. For medium-range distances up to ∼10 km (limited by modal dispersion), LEDs 
of InxGayAs1−xP1−y grown on InP and operating at l = 1.3 μm offer low-cost, high-reliability transmit-
ters. For short-distance systems, up to 2 km, GaAs LEDs operating near l = 850 nm are used, because 
they have the lowest cost, both to fabricate and to operate, and the least temperature dependence. The 
link length is limited to ∼2 km because of chromatic dispersion in the fiber and the finite linewidth of 
the LED. For lower data rates (a few megabits per second) and short distances (a few tens of meters), 
very inexpensive systems consisting of red-emitting LEDs with AlxGa1−xAs or GaInyP1−y active regions 
emitting at 650 nm can be used with plastic fibers and standard silicon detectors. The 650-nm wave-
length is a window in the absorption in acrylic plastic fiber, where the loss is ∼0.3 dB/m; a number of 
companies now offer 650-nm LEDs.

A typical GaAs LED heterostructure is shown in Fig. 25, with (a) showing the device geometry 
and (b) showing the heterostructure bandgap under forward bias. The forward-biased pn junction 
injects electrons and holes into the narrowband GaAs active region. The AlxG1−xAs cladding layers 
confine the carriers in the active region. High-speed operation requires high levels of injection (and/
or doping) so that the spontaneous recombination rate of electrons and holes is very high. This means 
that the active region should be very thin. However, nonradiative recombination increases at high 
carrier concentrations, so there is a trade-off between internal quantum efficiency and speed. Under 
some conditions, LED performance is improved by using QWs or strained layers. The improvement 
is not as marked as with lasers, however.

Spontaneous emission causes light to be emitted in all directions inside the active layer, with an 
internal quantum efficiency that may approach 100 percent in these direct band semiconductors. 
However, only the light that gets out of the LED and into the fiber is useful in a communication 
system, as illustrated in Fig. 25a. The challenge, then, is to collect as much light as possible into the 
fiber end. The simplest approach is to butt-couple a multimode fiber to the S-LED surface as shown. 
Light emitted at too large an angle will not be guided in the fiber core, or will miss the core altogether. 
Light from the edge-emitting E-LED (in the geometry of Fig. 1, with antireflection-coated cleaved 
facets) is more directional and can be focused into a single-mode fiber. Its inexpensive fabrication and 
integration process makes the S-LED common for inexpensive data communication. The E-LED has 
a niche in its ability to couple with reasonable efficiency into single-mode fibers. Both LED types can 
be modulated at bit rates up to 622 Mbps, an asynchronous transfer mode (ATM) standard, but many 
commercial LEDs have considerably smaller modulation bandwidths.

Bass_v5ch13_p001-076.indd 13.37 9/11/09 8:16:55 PM

DO
 N

OT
 D

UP
LI

CA
TE



13.38  FIBER OPTICS

Surface-Emitting LEDs

The coupling efficiency of an S-LED butt-coupled to a multimode fiber (shown in Fig. 26a) is typically 
small, unless methods are employed to optimize it. Because light is spontaneously emitted in all internal 
directions, only half is emitted toward the top surface. In addition, light emitted at too great an angle to 
the surface normal is totally internally reflected back down and is lost (although it may be reabsorbed, 
creating more electron-hole pairs). The critical angle for total internal reflection between the semicon-
ductor of refractive index ns and the output medium (air or plastic encapsulant) of refractive index no is 
given by sin qc = no/ns. The refractive index of GaAs is ns ∼ 3.3, when the output medium is air, the critical 
angle qc ∼ 18°. Because this angle is so small, less than 2 percent of the total internal spontaneous emission 
can come out the top surface, at any angle. A butt-coupled fiber can accept only spontaneous emission at 
those external angles that are smaller than its numerical aperture. For a typical fiber NA ≈ 0.25, this cor-
responds to an external angle (in air) of 14°, which corresponds to only 4.4° inside the GaAs. This means 

(a)

(b)

p-side 

n-side

p–-AlGaAs n–-AlGaAs n+-GaAs
substrate

Multimode
fiber

Band diagram 

Ec

Ev

GaAs

FIGURE 25 GaAs light-emitting diode (LED) structure: 
(a) cross-section of surface-emitting LED aligned to a multimode 
fiber, showing rays that are guided by the fiber core and rays that 
cannot be captured by the fiber and (b) conduction band Ec and 
valence band Ev as a function of distance through the LED.

(a) (b) (c) (d)

FIGURE 26 Typical geometries for coupling from LEDs into 
fibers: (a) hemispherical lens attached with encapsulating plastic; 
(b) lensed fiber tip; (c) microlens aligned through use of an etched 
well; and (d) spherical semiconductor surface formed on the substrate 
side of the LED.
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that the cone of spontaneous emission that can be accepted by the fiber in this simple geometry is only 
∼0.2 percent of the entire spontaneous emission! Fresnel reflection losses make this number even smaller. 

For InP-based LEDs, operating in the 1.3- or 1.55-μm wavelength region, the substrate is trans-
parent and LED light can be emitted out the substrate. In this geometry the top contact to the p-type 
material no longer need be a ring; it can be solid and reflective, so light emitted backward can be 
reflected toward the substrate, increasing the efficiency by a factor of 2. 

The coupling efficiency can be increased in a variety of other ways, as shown in Fig. 26. The LED 
source is incoherent, a lambertian emitter, and follows the law of imaging optics: A lens can be used 
to reduce the angle of divergence of LED light, but this will enlarge the apparent source. The image of 
the LED source must be smaller than the fiber into which it is to be coupled. Unlike a laser, the LED 
has no modal interference and the output of a well-designed LED has a smooth intensity distribution 
that lends itself to imaging.

The LED can be encapsulated in materials such as plastic or epoxy, with direct attachment to a 
focusing lens (Fig. 26a). The output cone angle will depend on the design of this encapsulating lens. 
Even with a parabolic surface, the finite size of the emitting aperture and resulting aberrations will 
be the limiting consideration. In general, the user must know both the area of the emitting aperture 
and the angular divergence in order to optimize coupling efficiency into a fiber. Typical commercially 
available LEDs at l = 850 nm for fiber optic applications have external half-angles of ∼25° without a 
lens and ∼10° with a lens, suitable for butt-coupling to multimode fiber.

Improvement can also be achieved by lensing the pigtailed fiber to increase its acceptance angle 
(Fig. 26b); this example shows the light emitted through and out the substrate. Another alternative is to 
place a microlens between the LED and the fiber (Fig. 26c), possibly within an etched well. Substrate-side 
emission enables a very effective geometry for capturing light by means of a domed surface fabricated 
directly on the substrate, as shown in in Fig. 26d. Because the refractive index of encapsulating plastic is 
<1.5, compared to 3.3 of the semiconductor, only a dome etched within the semiconductor can entirely 
eliminate total internal reflection. Integrated semiconductor domes require advanced semiconductor 
fabrication technology, but have proven effective. In GaAs diodes the substrate is absorptive, but etch-
ing a well in the substrate and inserting a fiber can serve to collect backside emission. For any of these 
geometries, improvement in efficiency by as much as a factor of 2 can be obtained if a mirror is pro-
vided to reflect backward-emitted light. This mirror can be either metal or a dielecric stack deposited at 
the air-semiconductor interface, or even a DBR mirror grown within the semiconductor structure.

Current must be confined to the surface area of emission, which is typically 25 to 75 μm in diameter.
This is done by constricting the flow of injection current by mesa etching or by using an oxide-defined 
electrode. Regrowth using npn blocking layers or semi-insulating material in the surrounding areas 
(as in lasers) has the advantage of reducing thermal heating. Surface-emitting LEDs require that light be 
emitted out of the surface in a gaussian-like pattern; it must not be obscured by the contacting electrode. 
Typically, a highly conductive cap layer brings the current in from a ring electrode. In InP-based devices, 
when light is collected out of the substrate side, a solid top electrode can be reflective and electrical 
contact may be made to the substrate surrounding an optical output aperture. 

A typical S-LED at 1310-nm wavelength might couple 35 μW of light into a pigtailed multimode 
fiber of 62.5 μm diameter, if driven with 62-mA input current at ∼1-V forward bias, for an efficiency 
of less than 0.06 percent. The spectral width is 160 nm, and the rise or fall time of 3 ns means 200-MHz 
modulation capability. By contrast, a similar S-LED at 850-nm wavelength under similar drive condi-
tions has comparable power at half the modulation speed and a fifth the bandwidth.38

Improved performance has been obtained by sandwiching the active layer between DBR mirrors to 
form a resonant cavity (RC-LED). This reduces the spontaneous emission linewidth, thereby increas-
ing the modulation bandwidth that can be transmitted through dispersive fibers. The RC-LEDs look 
very much like VCSELs operated below threshold (see the following section). The resonant cavity 
promotes emission into resonances supported by the cavity while suppressing off-resonance emission. 
The cavity narrows the emission angles and increases the external quantum efficiency to greater than 
20 percent. By controlling reflectivities and drive current, the output can be tailored anywhere from a 
wide spectrum LED to a narrow spectrum laser. Below threshold the RC-LED will have the operating 
characteristics of a spontaneous LED, as described in this section. Above threshold, the resonant struc-
ture becomes a VCSEL. The more exacting fabrication of these devices increases their cost, however.
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A typical GaAs LED has a spectral width of 50 nm, while an RC-LED has a spectral width of 
6.7 nm and 5 times the output power when coupled into a multimode fiber. The narrower spectrum 
also means much less pulse-broadening in fiber communication systems. The RC-LED, with a spot 
size of 20 μm, will have an output power typically a quarter that of a VCSEL laser. In comparison, a 
typical VCSEL has a spot side of 8 μm and a spectral width of 3.2 nm.

RC-LEDs have enhanced modulation bandwidth compared to conventional LEDs, due to a higher 
carrier density for a given current, which leads to a reduction in the spontaneous lifetime. However, 
the RC-LEDs bandwidth is current dependent. The fastest modulation speed is obtained by lasers, of 
course, but they have a highly nonlinear light-current relationship, unlike LEDs.

Edge-Emitting LEDs 

Edge-emitting LEDs (E-LEDs or EELEDs) have a geometry that is similar to that of a conventional 
LD (Fig. 1), but without a feedback cavity. That is, light travels back and forth in the plane of the 
active region of an E-LED and is emitted out of one antireflection-coated cleaved end. As in a laser, 
the active layer is 0.1 to 0.2 μm thick. Because the light in an E-LED is waveguided in the out-of-plane 
dimension and is lambertian in-plane, the output radiation pattern will be elliptical, with the largest 
divergence in-plane with full width at half-maximum (FWHM) angle of 120°. The out-of-plane 
guided direction typically radiates with a 30° half-angle. An elliptical collimating lens will be needed 
to optimally couple light into a fiber. The efficiency can be doubled by depositing a reflector on the 
back facet of the E-LED, just as in the case of a laser.

Edge-emitting LEDs can be coupled into fibers with greater efficiency because their source area 
is smaller than that of a S-LED. However, the alignment and packaging is more cumbersome than 
with S-LEDs. Typically, E-LEDs can be obtained already pigtailed to fibers. Edge-emitting diodes can 
be coupled into single-mode fiber with modest efficiency. A single-mode fiber pigtailed to an E-LED 
can typically transmit 30 μW at 150-mA drive at 1 V, for an overall efficiency of 0.04 percent.39 This 
efficiency is comparable to the emission of surface-emitting lasers into multimode fiber (with an 
area 50 times larger than single-mode fibers). Because of their wide emission wavelength bandwidth, 
E-LEDs are typically used as low-coherence sources for fiber sensor applications, rather than in com-
munications applications.

Operating Characteristics of LEDs

In an LED, the output optical power Popt is linearly proportional to the drive current I; the relation 
defines the output efficiency h:

 P
hvI
eout = η

 (42)

This efficiency is affected by the geometry of the LED. The power coupled into a fiber is further 
reduced by the coupling efficiency between the LED emitter and the fiber, which depends on the 
location, size, and numerical aperture of the fiber as well as on the spatial distribution of the LED 
output light and the optics of any intervening lens. The internal quantum efficiency (ratio of emit-
ted photons to incident electrons) is usually close to 100 percent.

Figure 27 shows a typical result for power coupled into a graded index multimode fiber as a func-
tion of current for various temperatures. The nonlinearity in the light out versus current, which is 
much less than in a laser diode, nevertheless causes some nonlinearity in the modulation of LEDs. This 
LED nonlinearity arises from both material properties and device configuration; it may be made worse 
by ohmic heating at high drive currents. The residual nonlinearity is an important characteristic of 
any LED used in communication systems. Edge emitters are typically less linear because they operate 
nearer the amplified spontaneous limit.

The InP-based S-LED shows approximately 10 percent reduction in output power for a 25°C 
increase in temperature (compared to ∼50 percent reduction for a typical laser). Unlike a laser, there is 
no temperature-dependent threshold. Also, the geometric factors that determine the fraction of light 
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emitted from the LED are not temperature dependent. Nonetheless, InP-based LEDs have a stronger 
temperature dependence than GaAs-based LEDs, because of more nonradiative recombination, par-
ticularly at the high injection levels required by high-speed LEDs.

The spectrum of the incoherent light emitted from an LED has a roughly gaussian shape with an 
FWHM around 40 nm in the case of a typical GaAs/AlGaAs LED operating near l = 0.8 μm. This band-
width, along with chromatic dispersion in graded index fibers, limits the distance over which these LEDs 
can be used in fiber systems. InGaAsP/InP LEDs have wider linewidths (due to alloy scattering, heavy 
doping, and temperature fluctuations), which depend on the details of their design. As temperature 
increases, the peak of the spectrum shifts to longer wavelength and the spectrum widens. The variation 
of the central wavelength with temperature at l = 1.3 μm, is approximately 5 meV/°C. However, graded 
index fibers have negligible chromatic dispersion at this wavelength, so this is not usually a problem; if it 
is, heat sinking and/or cooling can be provided. Resonant cavity LEDs can provide narrower linewidths.

LEDs do not suffer from the catastrophic optical damage that lasers do, because of their lower opti-
cal power densities. However, they do degrade with time; 106 to 109 hours can be expected. Because 
degradation processes have an exponential dependence on temperature, LED life can be shortened by 
operating at excessive temperatures. Experiments with thermally accelerated life testing suggest that 
the power out P varies with time t as

 P(t) = P(0) exp (−qt) (43)

where q = qo exp (−Wa/kBT), with Wa as the activation energy, kB as Boltzman’s constant, and T as 
temperature. In GaAs LEDs, Wa is 0.6 to 1 eV. Of course this assumes that the LEDs are placed in a 
proper electrical circuit.

LED light is typically unpolarized, since there is no preferred polarization for spontaneous emission.

Transient Response Most LEDs respond in times faster than 1 μs; with optimization, they can reach the 
nanosecond response times needed for optical communication systems. To achieve the 125 Mb/s rate of 
the fiber distributed data interface (FDDI) standard requires maximum rise and fall times of 3.5 ns; to 
achieve the 622 Mb/s rate of the asynchronous transfer mode standard, the necessary times drop to 0.7 ns.

The speed of an LED is limited by the recombination time of injected carriers; it does not have 
the turn-on delay of lasers, nor any relaxation oscillations, but it also does not have the fast decay of 
stimulated emission. The LED intrinsic frequency response (defined as the ratio of the AC compo-
nents of the emitted light to the DC value) is41

 r(w) = (1 + w2t2)−1/2 (44)

where t is the minority carrier lifetime in the injected region. This shows that high-speed LEDs require 
small minority carrier lifetimes. The square-root dependence comes out of the rate equation solution.
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FIGURE 27 Optical power coupled from an InGaAsP S-LED into graded index 
fiber at 1.3-μm wavelength as a function of drive current, for several temperatures.40
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When the active region is doped higher than the injected carrier density, the lifetime tL decreases 
as the background doping density No increases:

 1
τ L

oBN=  (45)

The challenge is to provide high levels of doping without increasing the nonradiative recombination. 
Typical high-speed response is about 1 ns, although doping with beryllium (or carbon) at levels as 
high as 7 × 1019 cm−3 has allowed speeds to increase to as much as 0.1 ns, resulting in a cutoff 
frequency of 1.7 GHz (at the sacrifice of some efficiency).42

When operating in the high-injection regime, the injected carrier density N can be much larger 
than the doping density, and 1/tH = BN, where N is created by a current density J such that N = Jt/ed. 
Combining these two equations

 1
1 2

τ H

BJ
ed

= ⎛
⎝⎜

⎞
⎠⎟

/

 (46)

The recombination time may be reduced by thinning the active region and by increasing the drive 
current. However, too much injection may lead to thermal problems, which in turn may cause mod-
ulation nonlinearity. LEDs with thin active layers operated in the high-injection regime will have the 
fastest response. Bandwidths in excess of 1 GHz have been achieved in practical LEDs.

Because LEDs have such wide wavelength spectra, frequency chirping is negligible. Because LEDs 
do not have optical cavities, as do lasers, they will not have modal interference and noise. Also, there 
will not be strong feedback effects coming from external fiber facets, such as the coherence collapse. 
Because of their inherent light-current linearity at moderate drive levels, the modulation response of 
LEDs should be a direct measure of their frequency response. They add no noise to the circuit, and 
they add distortion only at the highest drive levels.

Drive Circuitry and Packaging The LED is operated under sufficient forward bias to flatten the 
bands of the pn junction. This voltage depends on the bandgap and doping and is typically between 
1 and 2 V. The current will be converted directly to light; typically a hundred milliamperes is required 
to produce a few milliwatts of output into a fiber, with a series resistor used to limit the current.

The LED is modulated by varying the drive current. A typical circuit might apply the signal to 
the base circuit of a transistor connected in series with the LED and a current-limiting resistor. The 
variation in current flowing through the LED (and therefore in the light out) is proportional to the 
input voltage in the base circuit. LEDs are typically mounted on standard headers such as TO-18 or 
TO-46 cans; SMA and ST connectors are also used. The header is covered by a metal cap with a clear 
glass top through which light can pass.

13.10 VERTICAL CAVITY SURFACE-EMITTING 
LASERS

The vertical cavity surface-emitting laser (VCSEL) has advantages for low-cost data transmission. 
The use of a laser means that multi-gigahertz modulation is possible, and the stimulated emission 
is directional, rather than the isotropic spontaneous emission of LEDs, leading to much higher effi-
ciencies. Because the light is emitted directly from the surface, a single or multimode fiber can be 
directly butt-coupled with an inexpensive mounting technology, and the coupling efficiency can 
be very high. VCSELs can be fabricated in linear arrays that can be coupled inexpensively to linear 
arrays of fibers for parallel fiber interconnects with aggregate bit rates of several gigabits per second, 
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amortizing the alignment cost over the number of elements in the array. VCSELs lend themselves to 
two-dimensional arrays as well, which makes them attractive to use with smart modulating pixels. 
The planar fabrication of VCSELs allows for wafer-scale testing, another cost saving.

Advantages of VCSELs include single longitudinal-mode operation and a circular emission pat-
tern that allows for better coupling into optical fiber without the need for beam-shaping optics. The 
planar structure also allows much easier fabrication and testing, resulting in higher device yield. 
VCSELs can also be fabricated in two-dimensional laser arrays with each laser operating at a slightly 
different frequency, for WDM.

The VCSEL requires mirrors on the top and bottom of the active layer, forming a vertical cavity, 
as shown in Fig. 28. These lasers use the fact that a DBR (or a multilayer quarter-wavelength dielectric 
stack) can achieve very high reflectance. Thus, the very short path length through a few QWs (at normal 
incidence to the plane) is sufficient to reach threshold.

The first VCSELs were based on GaAs: either GaAs active regions that emitted at l = 850 nm, or 
strained InGaAs active regions that emitted at l = 980 nm. The former are of greater interest in low-
cost communication systems because they are compatible with inexpensive silicon detectors. This 
section explains VCSEL concepts in terms of GaAs-based devices operating in the 850-nm region. 
With an active region of AlxInyGa1−x−yP, GaAs-based devices can be fabricated in the 650-nm wave-
length regime that is optimum for use with plastic fiber. Highly strained InGaAs QWs enable GaAs-
based devices to operate near the 1.3-μm wavelength zero-dispersion regime. The addition of a small 
amount of nitrogen in the active region extends GaAs-based devices to even longer wavelengths. The 
development of GaAs-based VCSELs has been relatively straightforward because of the existence of 
epitaxial GaAs/AlGaAs high-reflectivity DBR mirrors. 

VCSELs based on InP technology have been more challenging because the reflectivity of InP-
based DBR mirrors is quite low. Also, InP-based QWs have lower gain and significant free carrier 
absorption, especially in the p layers, Also, the quaternaries have poor thermal conductivity, so the 
active layer has a relatively high temperature. Several novel technologies have been developed that 
look like they might overcome these challenges, which will be described in subsequent sections. 

Number of Quantum Wells

A single quantum well of GaAs requires input current densities of approximately 100 A/cm2 to achieve 
transparency; N wells require N times this current. To keep the threshold current less than 1 kA/cm2, 
then, means active regions with less than 10 QWs. The VCSEL requires an optical standing wave that 
has a period of a half-wavelength, which is approximately 120 nm in GaAs. The gain region should be 
confined to the quarter-wavelength region at the peak of the optical standing wave, a region of about 
60 nm. Thus, a typical active region might consist of 3 QWs of 8 μm thickness, each separated by 
approximately 10 nm. Strained QWs have higher gain than unstrained QWs, and can be grown by 
adding indium or phosphorous into the composition.

InP-based QWs for 1.3 μm and 1.55 μm operation have somewhat lower gain, but typical geom-
etries still use 3 to 5 QWs; higher reflectivity mirrors compensate for lower gain. 

Active layer 

Bottom DBR
mirror 

Oxide
aperture

n electrical
contact

Substrate

p contact 

Output DBR mirror 

FIGURE 28 Cross-sectional view of an oxidized GaAs 
VCSEL. The oxidized AlAs layer aperture is shown in black, as 
is the active layer.43
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Mirror Reflectivity

When the mirror reflectivity R in a laser is close to 1, a simple expression for the threshold gain-
length product, GLL is

 GLL = (1 − R1)(1 − R2) (47)

Typical GaAs lasers have gains GL ∼ 1000 cm−1. For a quantum well thickness of 10 nm, the gain per 
quantum well is 10−3, so that with 3 QW, reflectivities of ∼98 percent for each mirror should be suf-
ficient to achieve threshold. Very often, however, in order to lower the threshold much higher reflec-
tivities are used, particularly on the back mirror.

The on-resonance Bragg mirror reflectivity is the square of the reflection coefficient r, given by

 r
n n n n

n n n n
f i l h

N

f i l h
N

=
−
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/ /

/ /
 (48)

where there are N pairs of quarter-wavelength layers that alternate high-index and low-index (nh and nl, 
respectively), and nf and ni are the refractive index of the final and initial media, respectively.44

For high-reflectance Bragg mirrors, the second term in the numerator and denominator is small, 
and the reflectivity can be simplified to
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⎛
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 (49)

Higher reflectivity (smaller e) is provided by either more layer pairs or a larger refractive index dif-
ference between the two compositions in the layer pairs. Also, Eq. (49) shows that internal mirrors 
(nf = ni) will have a smaller reflectivity than external mirrors (nf = 1), for the same number of layer 
pairs. If the layer pair consists of GaAs (n ∼ 3.6) and AlAs (n ∼ 3.0), a mirror of 15 layer pairs will 
have an internal reflectivity R = 98 percent and an external reflectivity R = 99.5 percent. Thirty 
layer pairs are required to increase the internal reflectivity to 99.96 percent. Bragg mirrors with a 
smaller fraction of AlAs in the low-index layers will require even more layer pairs to achieve the 
same reflectivity.

In long-wavelength InP-based VCSELs, the InxGa1−xAsyP1−y/InP refractive index difference is 
small and many layers are required to achieve sufficiently high reflectivity. Often the top DBR layer 
is replaced by a deposited mirror, such as alternating quarter-wave layers of ZnSe and MgF, or amor-
phous silicon and aluminum oxide. Hybrid mirrors use fewer dielectric layers and can terminate with 
a gold layer. Because the substrate is transparent, these devices are mounted upside-down, with the 
gold layer attaching to a thermal heat sink.

Another option has been to replace epitaxial InP-based DBR mirrors with fusion-bonded traditional 
GaAs-AlAs DBR mirrors that have been grown on GaAs substrates. Some commercial VCSELs have 
used this approach. Wafer fusion occurs when pressing the two wafers together (after removing oxide 
off their surfaces) at 15 atm and heating to 630°C under hydrogen for 20 min. Mirrors can be wafer-
fused on both sides of the VCSEL by etching away the InP substrate and one of the GaAs substrates.

Finally, new multicomponent compositions show promise of alternative mirrors, especially by 
adding aluminum. Forty lattice-matched pairs of AlxGayIn1−x−yAs and InP quarter-wave layers have 
been shown to yield a reflectivity of 99.9 percent.45 Some commercial VCSEL manufacturers have 
favored this all-epitaxial fabrication process.

An entirely different approach, which is not yet commercial, is to push GaAs-based devices out to 
longer wavelength. Adding dilute amounts of nitrogen yields an active layer of GaxIn1−xNyAs1−y, which 
has been shown to produce VCSELs near the 1.3-μm wavelength range. It turns out that adding a 
small amount of antimony produces QWs of higher quality. This has suggested that the five-compo-
nent material GaxIn1−xNyAszSb1−y−z has the potential to achieve even lower bandgaps; VCSELs of this 
composition have been demonstrated, but not yet as far out in wavelength as 1.55 μm.
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Electrical Injection and Current Confinement

As shown in Fig. 28, light is emitted through a window hole in the top electrode. It is difficult to 
inject carriers through the Bragg reflector because the wide bandwidth layers provide potential wells 
that trap carriers; but this can be overcome with increased operating voltage. Sometimes graded lay-
ers are used in the DBR structure to reduce carrier trapping. Current confinement to a finite area was 
originally done by proton implantation or by etching mesas and then planarizing with polyimide. 
VCSELs of fairly large diameter (>10 μm) are straight-forward to make and are useful when low 
threshold and single-mode are not required. Recently a selective oxidation technique has been devel-
oped that enables a small oxide-defined current aperture. A high-aluminum fraction AlxGa1−xAs layer 
(∼98%) is grown above the active layer and a mesa is etched to below that layer. Then a long, soaking, 
wet-oxidization process selectively creates a ring of native oxide that can stop carrier transport. The 
chemical reaction moves in from the side of the etched pillar and is stopped when the desired diam-
eter is achieved. Such a resistive aperture confines current only where needed, and can double the 
maximum conversion efficiency to almost 60 percent.

Threshold voltages less than 3 V are common in diameters ∼12 μm. The oxide-defined current 
channel increases the efficiency, but tends to cause multiple transverse modes due to relatively strong 
oxide-induced index guiding. This may introduce modal noise into fiber communication systems. 
Single-mode requirements force the diameter to be very small (below 4 to 5 μm) or for the design to 
incorporate additional features, as discussed in the following section.

Transverse injection eliminates the need for the current to travel through the DBR region, 
but typically requires even higher voltage. This approach has been proven useful when highly 
conductive layers are grown just above and below the active region. Because carriers have to 
travel farther with transverse injection, it is important that these layers have as high mobility as 
possible. This has been achieved by injecting carriers from both sides through n-type layers. Such 
a structure can still inject holes into the active layer if a buried tunnel junction is provided, as 
shown in Fig. 29. The tunnel junction consists of a single layer-pair of very thin highly doped n++ 
and p++ layers and must be located near the active layer so that its holes can be utilized. After the 
first As-based growth step, the tunnel junction is laterally structured by means of standard photo-
lithography and chemical dry etching. It is then regrown with phosphorous-containing n-layers. 
The lateral areas surrounding the tunnel junction contain an npn electronic structure and do not 
conduct electricity. Only within the area of the tunnel junction are electrons from the n-type InP 
spacer converted into holes.

1.3 or 1.5 μm light output 

n

p

n

InP substrate

Tunnel junction
Current flow

Active layer (AlGalnAs QWs)

AlGalnAs/InP DBR

InP spacer

a-Si/Al2O3 dielectric DBR

FIGURE 29 BHT geometry for single-mode VCSEL, showing flow of current. 
(Adapted from Ref. 45.)
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Spatial Characteristics of Emitted Light

Single transverse mode operation remains a challenge for VCSELs, particularly at the larger diam-
eters and higher current levels. When modulated, lateral spatial instabilities tend to set in and spatial 
hole burning causes transverse modes to jump. This can introduce considerable modal noise when 
coupling VCSEL light into fibers. 

The two most common methods to control transverse modes are the same as used to control 
current spreading: ion implantation and an internal oxidized aperature: Ion implantation keeps 
the threshold relatively low, but thermal lensing coupled with weak index guiding is insufficient to 
prevent multilateral-mode operation due to spatial hole burning; also the implanted geometry does 
not provide inherent polarization discrimination. The current confining aluminum oxide aperture 
formed by selective oxidization acts as a spatial filter and encourages the laser to operate in low-order 
modes. Devices with small oxide apertures (2 × 2 to 4 × 4 μm2) can operate in a single-mode. Devices 
with 3.5-μm diameters have achieved single-mode output powers on the order of 5 mW, but devices 
with larger apertures will rapidly operate in multiple transverse modes as the current is raised.46

VCSELs with small diameter are limited in the amount of power they can emit while remaining 
single-mode, and their efficiency falls off as the diameter becomes smaller. A variety of designs have 
been reported for larger-aperture VCSELs that emit single-mode. This section lists several approaches; 
some have become commercially available and others are presently at the research stage: (1) Ion 
implantation and oxide-defined spatial filters have been combined with some success at achieving 
single-mode. (2) Etched pillar mesas favor single-mode operation because they have sidewall scatter-
ing losses that are higher for higher-order modes. The requirement is that the mode selective losses 
must be large enough to overcome the effects of spatial hole burning.47 (3) As with traditional lasers, 
an etched pillar mesa can be overgrown to create a buried heterostructure (BH), providing a real 
index guide that can be structured to be single-mode.48 (4) A BH design can be combined with ion 
implantation and/or selectively oxidized apertures, for the greatest design flexibility. (5) Surface relief 
has been integrated on top of the cladding layer (before depositing a top dielectric mirror), physically 
structuring it so as to eliminate higher-order modes; the surface relief incorporates a quarter-wave 
ring structure that decreases the reflectivity for higher-order modes.49 (6) The VCSEL can be sur-
rounded with a second growth of higher refractive semiconductor material, which causes an antiguide 
that preferentially confines the lowest-order mode.50 (7) A photonic crystal has been incorporated 
under the top dielectric mirror, which provides an effective graded index structure that favors main-
taining a single-mode.51

All of these approaches can be used with current injection through the DBR mirrors, or with 
lateral injection, usually through an oxide aperture. A number of single-mode geometries use buried 
tunnel junctions (BTJ), which may be made with small enough area to create single-mode lasers 
without incorporating any other features.45 Often higher powers are achieved by combining wider 
area BTJ along with some of the other approaches outlined above.

Light Out versus Current In

The VCSEL will, in general, have similar L-I performance to edge-emitting laser diodes, with some 
small differences. Because the acceptance angle for the mode is higher than in edge-emitting diodes, 
there will be more spontaneous emission, which will show up as a more graceful turn-on of light out 
versus voltage in. As previously mentioned, the operating voltage is 2 to 3 times that of edge-emitting 
lasers. Thus, Eq. (5) must be modified to take into account the operating voltage drop across the resis-
tance R of the device. The operating power efficiency is

 η ηeff

op th

th op
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g

I I
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V I R
 (50)

Small diameter single-mode VCSELs would typically have a 5-μm radius, a carrier injection effi-
ciency of 80 to 90 percent, an internal optical absorption loss aiL of 0.003, an optical scattering loss 
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of 0.001, and a net transmission through the front mirror of 0.005 to 0.0095. Carrier losses reducing 
the quantum efficiency are typically due to spontaneous emission in the wells, spontaneous emis-
sion in the barriers, Auger recombination, and carrier leakage.

Typical commercial VCSELs designed for compatibility with single-mode fiber incorporate an 
8-μm proton implantation window and 10-μm-diameter window in the top contact. Such diodes may 
have threshold voltages of ∼3 V and threshold currents of a few milliamperes. These lasers may emit 
up to ∼2 mW maximum output power. Devices will operate in zero-order transverse spatial mode 
with gaussian near-field profile when operated with DC drive current less than about twice threshold. 
When there is more than one spatial mode, or both polarizations, there will usually be kinks in the L-I 
curve, as with multimode edge-emitting lasers.

Spectral Characteristics

Since the laser cavity is short, the longitudinal modes are much farther apart in wavelength than in 
a cleaved cavity laser, typically separated by 50 nm, so only one longitudinal mode will appear, and 
there is longitudinal mode purity. The problem is with lateral spatial modes, since at higher power 
levels the laser does not operate in a single spatial mode. Each spatial mode will have a slightly dif-
ferent wavelength, perhaps separated by 0.01 to 0.02 nm. Lasers that start out as single-mode and 
single frequency at threshold will often demonstrate frequency broadening at higher currents due to 
multiple modes, as shown in Fig. 30a.52

Even when the laser operates in a single spatial mode, it may have two orthogonal directions of 
polarization (discussed next), that will exhibit different frequencies, as shown in Fig. 30b.53 Thus both 
single-mode and polarization stability are required to obtain a true single-mode.
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FIGURE 30 VCSEL spectra: (a) emission spectra recorded at different injection currents for BH-VCSELs of 10 μm 
diameter52 and (b) different emission spectra due to different polarizations of a BJT single-mode VCSEL.53
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When a VCSEL is modulated, lateral spatial instabilities may set in and spatial hole burning may 
cause transverse modes to jump. This can broaden the spectrum. In addition, external reflections 
can cause instabilities and increased relative intensity noise, just as in edge-emitting lasers.54 For 
very short cavities, such as between the VCSEL and a butt-coupled fiber (with ∼4 percent reflectivity), 
instabilities do not set in, but the output power can be affected by the additional mirror, which 
forms a Fabry-Perot cavity with the output mirror and can reduce or increase its effective reflectivity, 
depending on the round-trip phase difference. When the external reflection comes from ∼1 cm away, 

bifurcations and chaos can be introduced with a feedback parameter F > 10−4, where F C fe= ext , 

with Ce and fext as defined in the discussion surrounding Eq. (31). For Ro = 0.995, Rext = 0.04, the feed-
back parameter F ∼ 10−3, instabilities can be observed if reflections get back into the VCSEL.

Polarization

A VCSEL with a circular aperture has no preferred polarization state. The output tends to oscil-
late in linear but random polarization states, which may wander with time (and temperature) and 
may have slightly different emission wavelengths (Fig. 30b). Polarization-preserving VCSELs require 
breaking the symmetry by introducing anisotropy in the optical gain or loss. Some polarization 
selection may arise from an elliptical current aperture. The strongest polarization selectivity has 
come from growth on (311) GaAs substrates, which causes anisotropic gain.

Commercial VCSELs

The most readily available VCSELs are GaAs-based, emitting at 850-nm wavelength. Commercial 
specifications for these devices list typical multimode output powers from 1 to 2.4 mW and single-
mode output powers from 0.5 to 2 mW, depending on design. Drive voltages vary from 1.8 to 3 V, 
with series resistance typically about 100 Ω. Spectral width for multimode lasers is about 0.1 nm, 
while for single-mode lasers it can be as narrow as 100 MHz. Beam divergence FWHM is typically 
18° to 25° for multimode lasers and 8° to 12° for single-mode VCSELs, with between 20 to 30 dB 
sidemode suppression.55

Red VCSELs, emitting at 665 nm, are available from fewer suppliers, and have output powers 
of 1 mW, threshold currents between 0.6 and 2.5 mA, and operating voltages of 2.8 to 3.5 V. Their 
divergence angle is 14° to 20° and slope efficiency is 0.9 mW/mA, with sidemode suppression between 
14 and 50 dB. Reported bandwidths are 3 to 3.5 GHz.56

Long-wavelength VCSELs have output powers between 0.7 and 1 mW, with threshold currents 
between 1.1 and 2.5 mA. Series resistance is 100 Ω, with operating voltage between 2 and 3 V. Single-
mode spectral width is 30 MHz and modulation bandwidth is 3 GHz. Sidemode suppression is 
between 30 and 40 dB, with slope efficiency of 0.2 mW/mA and an angular divergence between 9° 
and 20°.57

13.11 LITHIUM NIOBATE MODULATORS

The most direct way to create a modulated optical signal for communication application is to 
directly modulate the current driving the laser diode. However, as discussed in Secs. 13.4 and 13.5, 
this may cause turn-on delay, relaxation oscillation, mode-hopping, and/or chirping of the opti-
cal wavelength. Therefore, an alternative often used is to operate the laser in a continuous manner 
and to place a modulator after the laser. This modulator turns the laser light off and on without 
impacting the laser itself. The modulator can be butt-coupled directly to the laser, located in the 
laser chip package and optically coupled by a microlens, or remotely attached by means of a fiber 
pigtail between the laser and modulator.
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Lithium niobate modulators have become one of the main technologies used for high-speed mod-
ulation of continuous-wave (CW) diode lasers, particularly in applications (such as cable television) 
where extremely linear modulation is required, or where chirp is to be avoided at all costs. These 
modulators operate by the electro-optic effect, in which an applied electric field changes the refractive 
index. Integrated optic waveguide modulators are fabricated by diffusion into lithium niobate sub-
strates. The end faces are polished and butt-coupled (or lens-coupled) to a single-mode fiber pigtail 
(or to the laser driver itself). This section describes the electro-optic effect in lithium niobate, its use 
as a phase modulator and an intensity modulator, considerations for high-speed operation, and the 
difficulties in achieving polarization independence.58

Most common is the Y-branch interferometric modulator shown in Fig. 31, discussed in a follow-
ing subsection. The waveguides that are used for these modulators are fabricated in lithium niobate 
either by diffusing titanium into the substrate from a metallic titanium strip or by means of ion 
exchange. The waveguide pattern is obtained by photolithography. The standard thermal indiffusion 
process takes place in air at 1050°C over 10 hours. An 8-μm-wide, 50-nm thick strip of titanium cre-
ates a fiber-compatible single-mode at l = 1.3 μm. The process introduces ∼1.5 percent titanium at 
the surface, with a diffusion profile depth of ∼4 μm. The result is a waveguide with increased extraor-
dinary refractive index of 0.009 at the surface and an ordinary refractive index change of ∼0.006. A 
typical modulator will incorporate aluminum electrodes 2 cm long, deposited on either side of the 
waveguides, with a gap of 10 μm.

In the case of ion exchange, the lithium niobate sample is immersed in a melt containing a large 
proton concentration (typically benzoic acid or pyrophosphoric acid at >170°C), with nonwaveguide 
areas protected from diffusion by masking; the lithium near the surface of the substrate is replaced 
by protons, which increases the refractive index. Ion-exchange alters only the extraordinary polariza-
tion; that is, only light polarized parallel to the z axis is waveguided. Thus, it is possible in lithium 
niobate to construct a polarization-independent modulator with titanium indiffusion, but not with 
proton-exchange. Nonetheless, ion exchange creates a much larger refractive index change (∼0.12), 
which provides more flexibility in modulator design. Annealing after diffusion can reduce insertion 
loss and restore the degraded electro-optic effect. Interferometric modulators with moderate index 
changes (Δn < 0.02) are insensitive to aging at temperatures of 95°C or below. Using higher index 
change devices, or higher temperatures, may lead to some degradation with time. Tapered waveguides 
can be fabricated easily by ion exchange for high coupling efficiency.59

Electro-Optic Effect

The electro-optic effect is the change in refractive index that occurs in a noncentrosymmetric crys-
tal in the presence of an applied electric field. The linear electro-optic effect is represented by a 
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FIGURE 31 Y-branch interferometric modulator in the “push-pull” configuration. Center 
electrodes are grounded. Opposite polarity electrodes are placed on the outsides of the wave-
guides. Light is modulated by applying positive or negative voltage to the outer electrodes.
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third-rank tensor for the refractive index. However, using symmetry rules it is sufficient to define 
a reduced tensor rij, where i = 1,…, 6 and j = x, y, z, denoted as 1, 2, 3. Then, the linear electro-optic 
effect is traditionally expressed as a linear change in the inverse refractive index tensor squared (see
Chap. 7 in this volume):

Δ 1
2n

r E j x y z
i

ij
j

j

⎛
⎝⎜

⎞
⎠⎟ = =∑ , ,  (51)

where Ej is the component of the applied electric field in the jth direction. In isotropic materials, rij
is a diagonal tensor. An applied electric field can introduce off-diagonal terms in rij, as well as change 
the lengths of the principle dielectric axes. The general case is treated in Chap. 13, Vol. II. In lithium 
niobate (LiNbO3), the material of choice for electro-optic modulators, the equations are simplified 
because the only nonzero components and their magnitudes are60

r33 = 31 × 10−12 m/V r13 = r23 = 8.6 × 10−12 m/V

r51 = r 42 = 28 × 10−12 m/V r22 = −r12 = −r61 = 3.4 × 10−12 m/V

The crystal orientation is usually chosen so as to obtain the largest electro-optic effect. This means 
that if the applied electric field is along z, then light polarized along z sees the largest field-induced 
change in refractive index. Since Δ(1/n2)3 = Δ(1/nz)

2 = r33Ez, performing the difference gives

Δ = −n
n

r Ez
z

z

3

332
Γ  (52)

A filling factor Γ (also called an optical-electrical field overlap parameter) has been included due to 
the fact that the applied field may not be uniform as it overlaps the waveguide, resulting in an effective 
field that is somewhat less than 100 percent of the maximum field.

In the general case for the applied electric field along z, the tensor remains diagonal and Δ(1/n2)1 =
r13Ez = Δ(1/n2)2 = r23Ez, and Δ(1/n2)3 = r33Ez. This means that the index ellipsoid has not rotated, its 
axes have merely changed in length. Light polarized along any of these axes will see a pure phase 
modulation. Because r33 is largest, polarizing the light along z and providing the applied field along z
will provide the largest phase modulation for a given field. Light polarized along either x or y will have 
the same index change, which might be a better direction if polarization-independent modulation is 
desired. However, this would require light to enter along z, which is the direction in which the field is 
applied, so it is not practical.

As another example, consider the applied electric field along y. In this case the nonzero terms are

Δ
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=  (53)

There is now a yz cross-term, coming from r42. Diagonalization of the perturbed tensor finds new 
principal axes, only slightly rotated about the z axis. Therefore, the principal refractive index changes 
are essentially along the x and y axes, with the same values as Δ(1/n2)1 and Δ(1/n2)2 in Eq. (53). If 
light enters along the z axis without a field applied, both polarizations (x and y) see an ordinary 
refractive index. With a field applied, both polarizations experience the same phase change (but 
opposite sign). In a later section titled “Polarization Independence,” we describe an interferometric 
modulator that does not depend on the sign of the phase change. This modulator is polarization 
independent, using this crystal and applied-field orientation, at the expense of operating at some-
what higher voltages, because r22 < r33.

Since lithium niobate is an insulator, the direction of the applied field in the material depends on 
how the electrodes are applied. Figure 32 shows a simple phase modulator. Electrodes that straddle the 
modulator provide an in-plane field as the field lines intersect the waveguide, as shown in Fig. 32b.
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This requires the modulator to be y-cut LiNbO3 (the y axis is normal to the wafer plane), with the field 
lines along the z direction; x-cut LiNbO3 will perform similarly. Figure 32c shows a modulator in z-cut 
LiNbO3. In this case, the electrode is placed over the waveguide, with the electric field extending down-
ward through the waveguide (along the z direction). The field lines will come up at a second, more 
distant electrode. In either case, the field may be fringing and nonuniform, which is why the filling factor 
Γ has been introduced.

Phase Modulation

Applying a field to one of the geometries shown in Fig. 32 results in pure phase modulation. The 
field is roughly V/G, where G is the gap between the two electrodes. For an electrode length L, the 
phase shift is

 Δ Δ Γφ = = − ⎛
⎝⎜

⎞
⎠⎟n kL

n
r V

G
kLz

o
3

332
 (54)

The refractive index for bulk LiNbO3 is given by61
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Inserting numbers for l = 1.55 μm gives no = 2.21. When G = 10 μm and V = 5 V, a p phase shift is 
expected in a length L ∼ 1 cm.

It can be seen from Eq. (54) that the electro-optic phase shift depends on the product of the length 
and voltage. Longer modulators can use smaller voltages to achieve a p phase shift. Shorter modulators 
require higher voltages. Thus, the figure of merit for phase modulators is typically the product of the volt-
age required to reach p times the length. The modulator just discussed has a 5-V· cm figure of merit.

The electro-optic phase shift has a few direct uses, such as providing a frequency shifter (since 
∂f/∂t ∝ Δn). However, in communication systems this phase shift is generally used in an interfero-
metric configuration to provide intensity modulation, discussed in the following section. 

Y-Branch Interferometric (Mach-Zehnder) Modulator

The interferometric modulator is shown schematically in Fig. 31. This geometry allows waveguided 
light from the two branches to interfere, forming the basis of an intensity modulator. The amount of 
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FIGURE 32 (a) Geometry for phase modulation in lithium niobate with electrodes straddling the channel wave-
guide. (b) End view of (a), showing how the field in the channel is parallel to the surface. (c) End view of a geometry 
placing one electrode over the channel, showing how the field in the channel is essentially normal to the surface.
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interference is tunable by providing a relative phase shift on one arm with respect to the other. Light 
entering a single-mode waveguide is equally divided into the two branches at the Y junction, ini-
tially with zero relative phase difference. The guided light then enters the two arms of the waveguide 
interferometer, which are sufficiently separated that there is no coupling between them. If no voltage 
is applied to the electrodes, and the arms are exactly the same length, the two guided beams arrive 
at the second Y junction in phase and enter the output single-mode waveguide in phase. Except for 
small radiation losses, the output is equal in intensity to the input. However, if a p phase difference 
is introduced between the two beams via the electro-optic effect, the combined beam has a lateral 
amplitude profile of odd spatial symmetry. This is a second-order mode and is not supported in a 
single-mode waveguide. The light is thus forced to radiate into the substrate and is lost. In this way, 
the device operates as an electrically driven optical intensity on-off modulator. Assuming perfectly 
equal splitting and combining, the fraction of light transmitted is

 η φ= ⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥

cos Δ
2

2

 (55)

where Δf is the difference in phase experienced by the light in the different arms of the interferometer: 
Δf = ΔnkL, where k = 2p/l, Δn is the difference in refractive index between the two arms, and L is 
the path length of the field-induced refractive index difference. The voltage at which the transmission 
goes to zero (Δf = p) is usually called Vp. By operating in a push-pull manner, with the index change 
increasing in one arm and decreasing in the other, the index difference Δn is twice the index change in 
either arm. This halves the required voltage.

Note that the transmitted light is periodic in phase difference (and therefore voltage). The 
response depends only on the integrated phase shift and not on the details of its spatial evolution. 
Therefore, nonuniformities in the electro-optically induced index change that may occur along the 
interferometer arms do not affect the extinction ratio. This property has made the Mach Zehnder 
(MZ) modulator the device of choice in communication applications.

For analog applications, where linear modulation is required, the modulator is prebiased to the 
quarter-wave point (at voltage Vb = p/2), and the transmission efficiency becomes linear in V − Vb 
(for moderate excursions):

 η
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The electro-optic effect depends on the polarization. For the electrode configuration shown here, 
the applied field is in the plane of the lithium niobate wafer, and the polarization of the light to be 
modulated must also be in that plane. This will be the case if a TE-polarized laser diode is butt-
coupled (or lens-coupled) with the plane of its active region parallel to the plane of the lithium 
niobate wafer, and if the wafer is Y-cut. Polarization-independent modulation requires a different 
orientation, to be described later. First, however, we discuss the electrode requirements for high-
speed modulation.

High-Speed Operation

The optimal electrode design depends on how the modulator is to be driven. Because the elec-
trode is on the order of 1 cm long, the fastest devices require traveling-wave electrodes rather than 
lumped electrodes. Lower-speed modulators can use lumped electrodes, in which the modulator 
is driven as a capacitor terminated in a parallel resistor matched to the impedance of the source 
line. The modulation speed depends primarily on the RC time constant determined by the elec-
trode capacitance and the terminating resistance. To a smaller extent, the speed also depends on the 
resistivity of the electrode itself. The capacitance per unit length is a critical design parameter. This 
depends on the material dielectric constant, the electrode gap G and the electrode width W. With 
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increasing G, the capacitance per unit length decreases and the bandwidth-length product increases 
essentially logarithmically. In LiNbO3, when the electrode widths and gap are equal, the capacitance 
per unit length is 2.3 pF/cm and the bandwidth-length product is ΔfRCL = 2.5 GHz · cm. The trade-
off is between large G/W to reduce capacitance and small G/W to reduce drive voltage and electrode 
resistance. The ultimate speed of lumped electrode devices is limited by the electric signal transit 
time, with a bandwidth-length product of 2.2 GHz · cm. The way to achieve higher speed modula-
tion is to use traveling-wave electrodes.

The traveling-wave electrode is a miniature transmission line. Ideally, the impedance of this 
coplanar line is matched to the electrical drive line and is terminated in its characteristic impedance. 
In this case, the modulator bandwidth is determined by the difference in velocity between the optical 
and electrical signals (velocity mismatch or walk-off), and any electrical propagation loss. Because of 
competing requirements between a small gap to reduce drive voltage and a wide electrode width to 
reduce RF losses, as well as reflections at any impedance transition, subtle trade-offs must be consid-
ered in designing traveling-wave devices.

Lithium niobate MZ modulators operating out to 35 GHz at l = 1.55 μm are commercially avail-
able, with Vp = 10 V, with <5 dB insertion loss and >20 dB extinction ratio.62 To operate near quadra-
ture, which is the linear modulation point, a bias voltage of ∼4 V is required. Direct coupling from 
a laser or polarization-maintaining fiber is required, since these modulators operate on only one 
polarization. 

Insertion Loss

Modulator insertion loss can be due to Fresnel reflection at the lithium niobate-air interfaces, which 
can be reduced by antireflection coatings or index matching (which only helps, but does not eliminate 
this loss, because of the very high refractive index of lithium niobate). The other cause of insertion 
loss is mode mismatch. To match the spatial profile of the fiber mode, a deep and buried waveguide 
must be diffused. Typically, the waveguide will be 9 μm wide and 5 μm deep. While the in-plane mode 
can be gaussian and can match well to the fiber mode, the out-of-plane mode is asymmetric, and its 
depth must be carefully optimized. In an optimized modulator, the coupling loss per face is about 
0.35 dB and the propagation loss is about 0.3 dB/cm. This result includes a residual index-matched 
Fresnel loss of 0.12 dB.

Misalignment can also cause insertion loss. An offset of 2 μm typically increases the coupling loss 
by 0.25 dB. The angular misalignment must be maintained below 0.5° in order to keep the excess loss 
below 0.25 dB.63

Propagation loss comes about from absorption, metallic overlay, scattering from the volume or 
surface, bend loss, and excess loss in the Y-branches. Absorption loss at 1.3 and 1.55 μm wavelengths 
appears to be <0.1 dB/cm. Bend loss can be large, unless any curvature of guides is small. The attenu-
ation coefficient in a bend has the form a = C1 exp (−C2R), where C1 = 15 mm−1 and C2 = 0.4 mm−1 in 
titanium indiffused lithium niobate, at wavelengths around 1.3 to 1.5 μm. This means that a 5-mm-
long section of constant radius 20 mm will introduce only 0.1 dB of excess loss.63

A final source of loss in Y-branches is excess radiation introduced by sharp transitions at the 
Y junction.These junctions must be fabricated carefully to avoid such losses, since tolerances on wave-
guide roughness are critically small.

Polarization Independence

As previously shown, if the light is incident along the z axis and the field is along the y axis, then 
light polarized along x and y experience the same phase shift, but with opposite signs. This requires 
an x-cut crystal, with an in-plane field along y, which provides polarization-independent interfero-
metric modulation at the sacrifice of somewhat higher half-wave voltage (e.g., 17 V).64 Because of 
the difficulty of achieving exactly reproducible lengths in the two arms of the Y-branch interferom-
eter, it was found useful to do a postfabrication phase correction using laser ablation.
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Photorefractivity and Optical Damage

Lithium niobate exhibits photorefractivity, also called optical damage, when it is a nuisance. This phe-
nomenon is a change in refractive index as a result of photoconduction originating in weak absorp-
tion by deep traps and a subsequent redistribution of charges within the lithium niobate. Because 
the photoconductive crystal is electro-optic, the change in electric field resulting from charge 
motion shows up as a change in refractive index, altering the phase shift as well as the waveguiding 
properties. While photorefractivity seriously limits the performance of lithium niobate modulators 
at shorter wavelengths (even at 850 nm),65 it is not a serious concern at 1.3 μm and 1.55 μm.

However, partial screening by photocarriers may cause a drift in the required bias voltage of mod-
ulators, and systems designers may need to be sensitive to this.

Multimode Interferometric Mach-Zehnder Modulator

An alternative geometry has been developed for the waveguide Mach-Zehnder interferometer that 
replaces the Y branch by a multimode interferometric (MMI) power splitter, which is shown in Fig. 33. 
The MMI modulator works on the principle that there are distances at which light traveling down a 
step-index waveguide self-images. These self-imaging planes are analogous to Talbot planes for plane 
waves. The process of self-imaging is indicated in Fig. 33a.66 It can be seen that if light is incident in a 
spatial distribution localized to only one-half of the guide, at a distance of 1/2 (3Lp) the power will be 
split equally into two spatial distributions. This enables a simple power splitter, as shown in Fig 33b.66
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FIGURE 33 Multimode interferometric (MMI) devices as observed from above: 
(a) multimode waveguide showing the input field Ψ(y,0), a mirrored single image at 
(3Lp), a direct single image at 2(3Lp), and two-fold images at 1/2 (3Lp) and 3/2 (3Lp);66 
(b) power splitter, achieved at 1/2 (3Lp) with typical dimensions as shown in micrometers;66 
and (c) interference modulator, achieved at (3Lp), with voltage applied by the darkened 
electrode; ground plane is under the substrate.67
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In a step-index multimode guide, because the modes are equally spaced, the beat length Lp is given by 

 Lp = p/(bo − b1) ≈ 4ncoWe
2/3lo (57)

where We is the effective width of the guide, including Goos-Hanschen shifts. For We = 11 μm, this 
gives Lp ∼ 0.5 mm in semiconductors, so a power splitter could be less than a millimeter long.

Ultracompact modulators can be constructed by the method shown in Fig. 33c,67 with an electrode 
applied to only part of the structure, which will nonuniformly change the phases and destroy the 
coherent mixing that self-images the light to the output waveguide. Different electrode structures and 
electro-optic media have been demonstrated, including prism electrodes in electro-optic polymers.68

Electro-Optic Polymer Modulators

For a number of years researchers have been working to make polymer modulators a reality. Electro-
optic polymers contain nonlinear chromophores capable of providing large electro-optic effects at 
transmission wavelengths of 1.3 and 1.55 μm, with electro-optic coefficients of ∼70 pm/V, with the 
potential of ∼100 pm/V, which is 3 to 4 times greater than of lithium niobate. The technology typi-
cally involves spin coating of the polymer onto a silicon substrate, poling it, and applying electrodes. 
Electro-optic polymers are compatible with semiconductor fabrication methods and have low dielec-
tric constants, so they can be easily velocity matched when applying traveling-wave electrodes for 
high-speed switching. 

However, electro-optic polymers have had serious reliability issues. Gradual relaxation of the 
electro-optic coefficient is due to the slow misalignment of the chromophores, which form antipar-
allel pairs and effectively cancel out the electro-optic effect. This problem has been largely resolved 
using chemical anchoring schemes and/or poling in inert environments. There continues to be a 
problem with gradual changes in refractive index; however, some device designs are relatively robust 
to refractive index changes. The MMI is proposed to be such a structure, with simple design tolerance 
toward fluctuation of refractive indices. 

For these modulators, highly active chromophores are dispersed at high concentrations in host 
polymers. A traditional commercially available chromophore is Disperse Red 1 (DR1), while much 
higher activity chromophores have been researched and are rapidly becoming commercially available. 
The polymer host is amorphous polycarbonate or polysulfone. The chromophore-doped polymer 
is dissolved in cyclohexanone (CHN) and tetrahydrofuran and then spin coated on the substrate. 
Cladding is typically spun on using commercially available acrylate. Relief structures, such as ridge 
waveguides, are plasma-etched into the films. After electrodes are deposited, the chromophore-doped 
polymer is made electro-optic by poling. In this process the sample is heated (e.g., at 130°C for 
15 min) with a constant voltage applied (e.g., 600 V) between the bottom and the top electrodes. The 
temperature is dropped back to room temperature with the electric field still applied to ensure that 
the chromophores are oriented to achieve noncentrosymetric alignment.69

13.12 ELECTROABSORPTION MODULATORS 

Semiconductors exhibit field-dependent absorption and refractive index. Such modulators can be inte-
grated directly on the same chip as the laser, or placed external to the laser chip. External modulators may 
be butt-coupled to the laser, coupled by means of a microlens or by means of a fiber pigtail.

Electroabsorption

The electric field dependence of the absorption near the band edge of a semiconductor is called elec-
troabsorption, and is particularly strong in quantum wells, where it is often called the quantum-confined 
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Stark Effect (QCSE) An example of the wavelength dependence of the QCSE is shown in Fig. 34. 
The absorption spectrum of QWs exhibits a peak at the exciton resonance: when a field is applied, 
the exciton resonance moves to longer wavelengths, becomes weaker, and broadens. This means that 
on the long-wavelength side, the absorption increases with field, as the exciton resonance moves to 
longer wavelengths. At wavelengths closer to the exciton resonance, the absorption will first increase 
with field, then plateau, and finally decrease, as the field continues to grow. At wavelengths shorter 
than the zero-field exciton resonance, the absorption will decrease with increasing field, as the reso-
nance moves to longer wavelengths.

While electroabsorption in QWs is much larger than in bulk, due to the sharpness of the excitonic-
enhanced absorption edge, the useful absorption change must be multiplied by the filling factor of the 
QW in the waveguide, which reduces its effective magnitude. Under some conditions, electroabsorp-
tion near the band edge in bulk semiconductors (typically called the Franz-Keldysh effect) may also be 
useful in electroabsorption modulators.

Waveguide Modulators

When light traverses a length of QW material, the transmission will be a function of applied voltage. An 
electroabsorption modulator consists of a length of waveguide containing QWs. The waveguide is nec-
essary to confine the light to the QW region so that it does not diffract away. Thus, low-refractive-index 
layers must surround the layer containing the QWs. Discrete electroabsorption modulators are typically 
made by using geometries similar to those of edge-emitting lasers (Fig. 1), but without mirrors. They 
are cleaved, antireflection coated, and then butt-coupled to the laser chip. They are operated by a reverse 
bias, rather than the forward bias of a laser. Or the modulator can be integrated on the laser chip, with 
the electroabsorption modulation region following a DFB or DBR laser in the optical train, as shown in 
Fig. 35. This figure shows the simplest electroabsorption modulator, with the same MQW composition 
as the DFB laser. This ridge waveguide device has been demonstrated with a 3-dB bandwidth of 30 GHz. 
The on-off contrast ratio is 12.5 dB for a 3-V drive voltage in a 90-μm-long modulator.71 The use of the 
same QWs is possible by setting the grating that determines the laser wavelength to well below the exci-
ton resonance. Because of the inherently wide-gain spectrum exhibited by strained layer MQWs, this 
detuning is possible for the laser and still allows it to operate in the optimal wavelength region for the 
electroabsorption modulator.

Other integrated electroabsorption modulators use a QW composition in the electroabsorption 
region that is different from that of the laser medium. Techniques for integration are discussed later.
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FIGURE 34 Spectrum of quantum-confined Stark effect (QCSE) in InAsP/
InP-strained MQWs. The absorption changes with applied field.70
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Intensity Modulation by Electroabsorption

In an electroabsorption waveguide modulator of length L, where the absorption is a function of 
applied field E, the transmission is a function of field: T(E) = exp [−a (E)L], where a is the absorp-
tion per unit length, averaging the QW absorption over the entire waveguide. (That is, a is the QW 
absorption multiplied by the filling factor of the QW in the waveguide.) Performance is usually 
characterized by two quantities: insertion loss (throughput at high transmission) and contrast ratio 
(ratio of high transmission to low transmission). Assume that the loss in the QW, initially at low 
value a−, increases by da. The contrast ratio is given by: CR ≡ Thigh/Tlow = exp(daL). The insertion 
loss is given by A ≡ 1 − Thigh = 1 − exp (−a−L) ≈ a−L. A long path length L means a high contrast 
ratio but also a large insertion loss and large capacitance, which results in a slower speed. Choosing 
the most practical length for any given application requires trading off the contrast ratio against 
insertion loss and speed.

To keep a moderate insertion loss, waveguide lengths should be chosen so that L ≈ 1/a−, which 
sets the contrast ratio as CR = exp(da/a−). The contrast ratio depends on the ratio of the change in 
absorption to the absorption in the low-loss state; this fact is used to design the QW composition and 
dimensions relative to the wavelength of operation. In general, the contrast ratio improves farther 
from the band edge, but the maximum absorption is smaller there, so the modulator must be longer, 
which increases its capacitance, decreases its speed, and increases its loss. Contrast ratios may reach 
10/1 or more with <2 V applied for optimized electroabsorption modulators. In a waveguide, the 
contrast ratio does not depend on the filling factor of the QW in the waveguide, but the required 
length L does. Since high-speed modulators require small capacitance and small length, the filling 
factor should be as high as possible.

Waveguide modulators are used at wavelengths where the absorption is not too large, well below 
the band edge. In this wavelength region, electroabsorption at a fixed wavelength can be modeled 
by a pure quadratic dependence on field. Thus a (E) ≈ ao + a2E

2, where a2 will typically depend on 
the wavelength, the QW and barrier dimensions and composition, and the waveguide filling factor. 
Intimately connected with this change in absorption is a change in refractive index with a similar field 
dependence: dn(E) ≈ n2E

2, where n2 is also strongly dependent on wavelength. Both electroabsorption 
and electrorefraction are about an order of magnitude larger in QWs than in bulk material. Specific 
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FIGURE 35 Electroabsorption modulator: (a) geometry for a channel electroabsorption modulator (foreground) 
integrated on the same chip with a DFB laser (background, under the Bragg mirror) and (b) side view, showing how the 
same MQW active layer can be used under forward bias with a grating to provide a DFB laser, and in a separate region under 
reverse bias for modulation, with the two regions electrically separated by proton implantation.50
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13.58  FIBER OPTICS

numerical values depend on the detailed design, but typical values are on the order of ao ∼ 100 cm−1, 
da ∼ 1000 cm−1, L ∼ 200 μm for 2 V applied across an i region 2.5-μm thick, for a field of ∼10 kV/cm. 
This means a2 ∼ 2 × 10−5 cm/V2. Also, n2 ∼ 2 × 10−11 V−2.

Applying a Field in a Semiconductor

The electric field is usually applied by reverse biasing a pin junction. The electric field is supported by the 
semiconductor depletion region that exists within a pin junction, or at a metal-semiconductor junction 
(Schottky barrier). Charge carrier depletion in the n and p regions may play a role in determining the 
electric field across thin intrinsic regions. Taking this into account while assuming an undoped i region, 
the electric field across the i region of an ideally abrupt pin junction, when the undoped layer di is 
sufficiently large, can be expressed as72

 E
V

d

V N N

eN di

d a

d i

= −
+⎡

⎣
⎢

⎤

⎦
⎥tot tot /

1
1

2 2

ε ( )
 (58)

where Nd is the (donor) doping density in the n region, Na is the (acceptor) doping density in the 
p region, e is the elementary charge, e is the dielectric constant, di is the thickness of the intrinsic 
region, and Vtot is the sum of the applied and built-in field (defined positive for reverse bias). This 
assumes the n and p regions are highly doped and the i region is undoped, so that most of the voltage 
is dropped across the i region. To lowest order, this is just the field across a capacitor of thickness di. 
For a typical applied voltage of 5 V and di = 0.25 μm, with Na = 1018 cm−3 and Nd = 1018 cm−3, 
E = 2 × 105 V/cm. How much this will change the absorption and refractive index depends on wave-
length and, of course, material design.

Operating Characteristics

In addition to contrast ratio, insertion loss, and required voltage, performance of electroabsorption 
modulators depends on speed, chirp, polarization dependence, optical power-handling capabilities, 
and linearity. These factors all depend on the wavelength of operation, the materials, the presence of 
strain, the QW and waveguide geometry, and the device design. Extensive trade-offs must be made 
to achieve the best possible operation for a given application. Modulators will differ, depending on 
the laser and the proposed applications.

Chirp Because a change in refractive index usually occurs during any absorption change da, elec-
troabsorption modulators, in general, exhibit chirp (frequency broadening due to the time-varying 
refractive index, also observed in modulated lasers), which can seriously limit their usefulness. As 
with semiconductor lasers, the figure of merit is b = kodn/da. Unlike lasers, however, there are par-
ticular wavelengths of sizable absorption change at which dn = 0. Studies have shown that these nulls 
in index change can be positioned where da is large by using coupled quantum wells (CQWs).74 
These structures provide two, three, or more wells so closely spaced that the electron wave functions 
overlap between them. If desired, several sets of these CQWs may be used in a single waveguide, if 
they are separated by large enough barriers that they do not interact. Chirp-free design is an impor-
tant aspect of electroabsorption modulators.

On the other hand, since the chirp can be controlled in electroabsorption modulators, there are 
conditions under which it is advantageous to provide a negative chirp to cancel out the positive chirp 
introduced by fibers. This allows 1.55-μm laser pulses to travel down normally dispersive fiber (with 
zero material dispersion at 1.3 μm) without the pulses unduly spreading.

Polarization Dependence In general, the QCSE is strongly polarization dependent, although there 
may be specific wavelengths at which TE and TM polarized light experience the same values of 
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electroabsorption (and/or electrorefraction). It turns out that polarization-independent modulation 
is more readily achieved by using strained QWs. In addition, the contrast ratio of electroabsorption 
change at long wavelengths can be improved by using strained QWs.

Optical Power Dependence During the process of electroabsorption, the modulators can absorb 
some of the incident light, creating electron-hole pairs. If these pairs remain in the QWs, at high opti-
cal powers they will introduce a free carrier plasma field that can screen the exciton resonance. This 
broadens the absorption spectrum and reduces the contrast ratio. In some cases, electroabsorption 
modulators operating at the band edge of bulk semiconductors (the Franz-Keldysh effect) may be able 
to operate with higher laser power. A common approach is to use shallow QWs, so that the electrons 
and holes may escape easily.

Even when the electron-hole pairs created by absorption escape the QWs, they will move across 
the junction to screen the applied field. This will tend to reduce the applied field, so the performance 
will depend on the magnitude of absorbed light. Photogenerated carriers must also be removed, or 
they will slow down the modulator’s response time. Carriers may be removed by leakage currents in 
the electrodes or by recombination.

Built-in Bias Because pin junctions have built-in fields, even at zero applied voltage, electroab-
sorption modulators have a prebias. Some applications use a small forward bias to achieve even 
larger modulation depths. However, the large forward current resulting from the forward bias 
limits the usefulness of this approach. There are, at present, some research approaches to remove 
the internal fields using an internal strain-induced piezoelectric effect to offset the pn junction 
intrinsic field.

Commercial Discrete Electroabsorption Modulators Discrete electroabsorption modulators can be 
fast: 30 GHz or more. They can be designed either for low chirp (a can be < 0.5), or low polarization-
dependent loss (< 0.5), but not both. Typically they may operate with voltages from −4 to +1 V with 
20-dB extinction ratio.75 They are limited in optical power to 20 mW and require temperature-
stabilization with a thermoelectric cooler. Their greatest disadvantage, however, is their large inser-
tion loss (typically 7.5 to 10 dB), because mode profiles from single-mode fibers do not match the 
electroabsorptive semiconductor waveguides. 

One approach to reduce the insertion loss is to use the electroabsorption modulator in reflection 
(R-EAM). Devices have been reported with 4.5 dB typical insertion loss and 0.5 dB polarization depen-
dent loss. These devices have 11 dB modulation depth with a voltage range from 0 to -3 V, and 14 GHz 
bandwidth. Other devices operate at 35 GHz with a 1 dB polarization dependent loss and 10 dB contrast 
ratio.76

Integrating the Modulator

Stripe-geometry modulators can be cleaved from a wafer, antireflection coated, and butt-coupled 
to either a laser or a fiber pigtail. Typical insertion losses may be ∼10 dB. Or, the modulator may be 
monolithically integrated with the laser. A portion of the same epitaxial layer grown for the laser’s 
active region can be used as an electroabsorption modulator by providing a separate contact and 
applying a reverse bias. When such a modulator is placed inside the laser cavity, a multielement laser 
results that can have interesting switching properties, including wavelength tunability. When the 
electroabsorption modulator is placed outside the laser cavity, it is necessary to operate an electroab-
sorption modulator with a higher energy bandgap than the laser medium. Otherwise, the incident 
light will be absorbed, creating free electron-hole pairs that will move to screen the applied field and 
ruin the modulator.

Etch and Regrowth Typically, a first set of epitaxial layers is grown everywhere, which includes the 
laser structure up through the QW layer. Then the QW layer is etched away from the regions where 
it is not needed. The structure is then overgrown everywhere with the same upper cladding layers. 
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This typically results in a bulk electroabsorption modulator, consisting of laser-cladding material. 
A more complex fabrication process might mask the laser region during the regrowth process and 
grow a different QW composition that would provide an integrated butt-coupled modulator for the 
DFB (or DBR) QW laser.

Vertical Coupling between Layers This approach makes it possible to use a QW modulator as well 
as a QW laser, with a different QW composition in each. Two sets of QWs can be grown one on top 
of the other and the structures can be designed so that light couples vertically from one layer to the 
other, using, for example, grating-assisted coupling. This may involve photolithographically defining 
a grating followed by a regrowth of cladding layers, depending on the design.

Selective Area Epitaxy Growth on a patterned substrate allows the width of the QWs to be varied 
across the wafer during a single growth. The substrate is usually coated with a SiO2 mask in which 
slots are opened. Under a precise set of growth conditions no growth takes place on top of the 
dielectric, but surface migration of the group III species (indium) can take place for some distance 
across the mask to the nearest opening. The growth rate in the opened area depends on the width of 
the opening and the patterning on the mask. Another approach is epitaxial growth on faceted mesas, 
making use of the different surface diffusion lengths of deposited atomic species on different crystal 
facets.

Well and Barrier Intermixing The bandgap of a QW structure can be modified after growth by 
intermixing the well and barrier materials to form an alloy. This causes a rounding of the initially 
square QW bandgap profile and, in general, results in an increase of the bandgap energy. This pro-
vides a way to fabricate lasers and bandgap-shifted QCSE modulators using only one epitaxial step. 
Intermixing is greatly enhanced by the presence of impurities or defects in the vicinity of the QW 
interfaces. Then the bandgap is modified using impurity-induced disordering, laser beam-induced 
disordering, impurity-free vacancy diffusion, or ion implantation-enhanced interdiffusion. The 
challenge is to ensure that the electrical quality of the pin junction remains after interdiffusion; 
sometimes regrowth of a top p layer helps.73

Electroabsorption Modulators Integrated with Lasers

An electroabsorption modulator (EAM) integrated with a DFB or DBR laser is a good choice as a 
transmitter device in systems because of its compactness and ease of operation. Selective epitaxy 
enables separate optimization of the laser and the modulator. The laser may have either a DFB or 
DBR geometry and the EAM is a reverse biased pin structure. The two devices may be fabricated in a 
butt-coupled geometry, or separated and a waveguide grown to connect them.

Electroabsorption-modulated lasers are now commercially available from such companies as Oki, 
Cyoptics, Mitsubishi, JDS Uniphase, SVEDICE in Sweden, among others. They typically provide mod-
ulation to 40 Gb/s, with parameters such as 20-dB extinction ratio, 6-mW optical power, and 10-MHz 
spectral width with 35-dB sidemode suppression. These devices require thermoelectric coolers that 
typically dissipate 2 W. The specific designs are usually company-proprietary, but enough operational 
data is provided that they can be operated in a relatively straightforward manner. The great advantage 
of the electroabsorption modulator is the severe reduction in chirp, compared to modulating the laser 
current.

An alternative to selective epitaxy is the use of a localized quantum well intermixing process 
that has been shown to increase the bandgap. Intermixing can occur by impurity-induced disor-
dering, ion-implantation enhanced intermixing, and impurity-free vacancy diffusion. The latter 
method involves deposition of a dielectric capping material and subsequent thermal annealing. In 
GaAs–AlGaAs QW materials, SiOx induces outdiffusion of Ga during annealing, causing vacancies 
that enhance the intermixing of Ga and Al in the QWs. The bandgap becomes larger in the QW 
because of partial disordering of the two materials. In the InGaAs(P)–InP QW materials, SiN is 
used as a cap.
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13.13 ELECTRO-OPTIC AND ELECTROREFRACTIVE 
MODULATORS

Some semiconductor modulators are based on phase modulation that is converted to amplitude 
modulation by using a Mach-Zehnder interferometer, in the same manner as discussed in Sec. 13.11. 
Such modulators can be integrated on the same substrate as the laser, but do not have the chirp 
issues that electroabsorption modulators exhibit.

Electro-Optic Effect in Semiconductors

The III-V semiconductors are electro-optic. Although not initially anisotropic, they become so when 
an electric field is applied. Referring to the discussion of the electro-optic effect in Sec. 13.11 for defini-
tions, the GaAs electro-optic coefficients have only one nonzero term: r41 = r52 = r63 = 1.4 × 10−12 m/V. 
Crystals are typically grown on the (001) face, with the z axis normal to the surface, and the field is 
usually applied along z. The only electro-optically induced index change will be Δ(1/n2)4 = r41Ez, which 
introduces nondiagonal terms in the (x, y, z) coordinate system. Diagonalizing the matrix results in 
new axes (x′, y′, z) that are at 45° to the (x, y, z) crystal axes and new values of the inverse squared 
refractive index along these axes: 1/n2

x′ = 1/n2
o + r41Ez and 1/n2

y′ = 1/n2
o − r41Ez. 

Differentiation for small refractive change provides refractive index changes for light polarized at 
45° to crystal axes:

 n n
n

r E n n
n

r Ex o
o

z y o
o

z′ ′= + = −
3

41

3

412 2
and  (59)

The direction of these new optic axes (45° to the crystal axes) turns out to be in the direction that 
the zincblende material cleaves. Thus, TE-polarized light traveling down a waveguide normal to a 
cleave experiences the index change shown in Eq. (59). Depending on whether light goes along x′ or 
y′, the index will increase or decrease.77 Light polarized along z will not see any index change.

With an electro-optic coefficient of r41 = 1.4 × 10−10 cm/V, in a field of 10 kV/cm (2 V across 2 μm), 
and since no = 3.3, the index change for the TE polarization in GaAs will be 2.5 × 10−5. The index change 
in InP-based materials is comparable. The phase shift in a sample of length L is ΔnkL. At 1-μm wave-
length, this will require a sample of length 1 cm to achieve a p phase shift, so that the voltage-length 
product for electro-optic GaAs (or other semiconductor) will be ∼ 20 V⋅mm. Practical devices require 
larger refractive index changes, which can be achieved by using the electrorefractive effect in QWs and 
choosing the exciton resonance at a shorter wavelength than that of the light to be modulated.

Electrorefraction in Semiconductors

Near the band edge in semiconductors, the change in refractive index with applied field can be 
particularly large, especially in QWs, and is termed electrorefraction, or the electrorefractive effect. 
Electrorefraction is calculated from the spectrum of electroabsorption using the Kramers-Kronig 
relations. The existence of electroabsorption means there will inevitably be electrorefraction at 
wavelengths below the band edge. Electrorefraction may be larger than the electro-optic effect and 
may significantly reduce the length and drive voltages required for phase modulation in semicon-
ductor waveguides. The voltage-length product depends on how close to the absorption resonance 
the modulator is operating. It also depends on device design. As with electroabsorption modula-
tors, the field is usually applied across a pin junction. Some reported p voltage-length products are 
2.3 V⋅mm in GaAs/AlGaAs QWs (at 25-V bias), 1.8 V⋅mm in InGaAs/InAlAs QWs, and the same 
in GaAs/AlGaAs double heterostructures.78 These voltage-length products depend on wavelength 
detuning from the exciton resonance and therefore on insertion and electroabsorption losses. The 
larger the voltage-length product, the greater the loss.
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Typical Performance Electrorefraction is polarization dependent, because the QCSE is polariza-
tion dependent. In addition, the TE polarization experiences the electro-optic effect, which may 
add to or subtract from the electrorefractive effect, depending on the crystal orientation. Typically, 
Δn for TE polarization (in an orientation that sums these effects) will be 8 × 10−4 at 82 kV/cm (7 V 
across a waveguide with an i layer 0.85-μm thick). Of this, the contribution from the electro-optic 
effect is 2 × 10−4. Thus, electrorefraction is about 4 times larger than the electro-optic effect and the 
voltage-length product will be reduced by a factor of 5. Of course, this ratio depends on the field, 
since the electro-optic effect is linear in field and electrorefraction is quadratic in the field. This ratio 
also depends on wavelength; electrorefraction can be larger at wavelengths closer to the exciton reso-
nance, but the residual losses go up. The TE polarization of electrorefractive modulators integrates 
well with a TE-polarized laser, and they can be grown on the same substrate.

The TM polarization, which experiences electrorefraction alone, will be 5 × 10−4 at the same field, 
slightly smaller than the TE electrorefraction, because QCSE is smaller for TM than TE polarization.79

Polarization-independent electrorefraction modulators have been demonstrated using suitably 
strained quantum wells. 

Advanced QW Concepts Compressive strain increases electrorefraction, as it does QCSE. 
Measurements at the same 82 kV/cm show an increase from 2.5 × 10−4 to 7.5 × 10−4 by increasing 
compressive strain.80 Strained QWs also make it possible to achieve polarization-independent elec-
trorefractive modulators (although when integrated with a semiconductor laser, which typically has 
a well-defined polarization, this should not be a necessity).

Advanced QW designs have the potential to increase the refractive index change below the exciton 
resonance. One example analyzes asymmetric coupled QWs and finds more than 10 times enhance-
ment in Δn below the band edge, at least at small biases. However, when fabricated and incorporated 
into Mach-Zehnder modulators, the complex three-well structure lowered Vp by only a factor of 3, 
attributed to the growth challenges of these structures.81

Nipi Modulators One way to obtain a particularly low voltage-length product is to place MQWs in a 
hetero-nipi waveguide. These structures incorporate multiple pin junctions (alternating n-i-p-i-n-i-p) 
and include QWs in each i layer. Selective contacts to each electrode are required, which limits how 
fast the modulator can be switched. A voltage-length product of 0.8 V·mm was observed at a wave-
length 115 meV below the exciton resonance. The lowest voltage InGaAs modulator had Vp = 0.5 V, at 
speeds up to 110 MHz. Faster speeds require shorter devices and higher voltages.78

Band-Filling Modulators When one operates sufficiently far from the band edge so that the 
absorption is not large, then the electrorefractive effect is only 2 to 3 times larger than the bulk 
electro-optic effect. This is because oscillations in the change in absorption with wavelength tend 
to cancel out their contributions to the change in refractive index at long wavelengths. By contrast, 
during band filling, the long-wavelength refractive index change is much larger, because band filling 
decreases the absorption at all wavelengths. However, because band filling relies on real carriers, it 
lasts as long as the carriers do, and it is important to find ways to remove these carriers to achieve 
high-speed operation.

Voltage-controlled transfer of electrons into and out of QWs (BRAQWET modulator) can yield 
large electrorefraction by band filling. The refractive index change at 1.55 μm can be as large as 
Δn = 0.02 for 6 V. One structure consists of 12 repeating elements,82 with the single QW replaced 
by three closely spaced strongly coupled QWs, demonstrating Vp L = 3.2 V·mm with negligible loss. 
Researchers have been looking at these QW devices, and others driven by heterostructure buried 
transistors (HBTs) that drive current in and out of the QWs. None seems to have reached practicality 
by this time, however. 

An important direction for bandfilling nonlinearities is the holy grail of all-silicon photonics. In 
silicon the refractive index changes because of electron-hole plasma injection. One approach is to inte-
grate a SiGe HBT together with silicon waveguide. Including a distributed Bragg reflector can convert 
the index change into a transmission change. The use of SiGe quantum wells enables the quantum-
confined Stark effect to be used, leading to larger electrorefraction than from band-filling alone.
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Semiconductor Interferometric Modulators

The issues for Mach-Zehnder modulators fabricated in semiconductors are similar to those for 
modulators in lithium niobate, but the design and fabrication processes in semiconductors are by no 
means as well developed. Fabrication tolerances, polarization dependence, interaction with lasers, 
and operation at high optical input powers are just some of the issues that need to be addressed. 
While the power splitters in the interferometer can be Y branches, fabricated by etching to form 
ridge waveguides, they are more usually formed by multimode interference (MMI) power splitters, 
discussed previously. 

One example reports a Mach-Zehnder interferometer at 1.55 μm in InGaAlAs QWs with InAlAs 
barriers.83 A polarization-independent extinction ratio of 30 dB was reported, over a 20-nm wave-
length range without degradation at input powers of 18 dBm (63 mW). The interferometer phase-
shifting region was 1000-μm long, and each MMI was 200-μm long. The insertion loss of 13 dB was 
due to the mismatch between the mode of the single-mode optical fiber and of the semiconductor 
waveguide, which was 2-μm wide and 3.5-μm high. Various semiconductor structures to convert spot 
size should bring this coupling loss down. 

13.14 PIN DIODES

The detectors used for fiber optic communication systems are usually pin photodiodes. In high-
sensitivity applications, such as long-distance systems operating at 1.55-μm wavelength, avalanche 
photodiodes are sometimes used because they have internal gain. Occasionally, metal-semiconduc-
tor-metal (MSM) photoconductive detectors with interdigitated electrode geometry are used because 
of ease of fabrication and integration. For the highest-speed applications, Schottky photodiodes may 
be chosen. This section reviews properties of pin photodiodes. The next section outlines the other 
photodetectors.

The material of choice for these photodiodes depends on the wavelength at which they will be oper-
ated. The short-wavelength pin silicon photodiode is perfectly suited for GaAs wavelengths (850 nm); these 
inexpensive detectors are paired with GaAs/AlGaAs LEDs for low-cost data communication applica-
tions. They are also used in the shorter-wavelength plastic fiber applications at 650 nm. The longer-
wavelength telecommunication systems at 1.3 and 1.55 μm require longer-wavelength detectors. These 
are typically pin diodes composed of lattice-matched ternary In0.47Ga0.53As grown on InP. Silicon is an 
indirect bandgap semiconductor while InGaAs is a direct-band material; this affects each material’s 
absorption properties and therefore its photodiode design. In particular, silicon photodiodes tend to be 
slower than those made of GaAs or InGaAs, because silicon intrinsic regions must be thicker. Carriers 
absorbed in the n region that diffuse into the i layer also slow silicon pin detectors down because diffu-
sion lengths in silicon are much longer than in GaAs. Speeds are also determined by carrier mobilities, 
which are lower in silicon than in the III-V materials.

Previous volumes in this Handbook have outlined the concepts behind the photodetectors dis-
cussed here. Chapter 24 in Vol. II places pin photodetectors in context with other detectors, and gives 
specific characteristics of some commercially available detectors, allowing direct comparison of sili-
con, InGaAsP, and germanium detectors. Chapter 25 in Vol. II describes the principles by which the
pin and the avalanche photodiodes operate. The properties of greatest interest to fiber communica-
tions will be repeated here. Chapter 26 in Vol. II concentrates on high-speed photodetectors and 
provides particularly useful information on their design for high-speed applications.

The pin junction consists of a thin, heavily doped n region (called n+), a near-intrinsic n region 
(the i region), and a heavily doped p region (called p+). An incident photon with energy greater than 
or equal to the bandgap of the semiconductor generates electron-hole pairs. In a well-designed pho-
todiode, this generation takes place in the space-charge region of the pn junction. As a result of the 
electric field in this region, the electrons and holes separate and drift in opposite directions, causing 
current to flow in the external circuit. This current is monitored as a change in voltage across a load 
resistor. The pin photodiode is the workhorse of fiber communication systems.
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Typical Geometry

Typically, the electric field is applied across the pn junction and photocarriers are collected across the 
diode. A typical geometry for a silicon photodiode is shown in Fig. 36a. A pn junction is formed by 
a thin p+ diffusion into a lightly doped n− or i layer (also called the i layer since it is almost intrinsic) 
through a window in a protective SiO2 film. Then super minus or i layer i layer between the p+ and n+ 
regions supports a space-charge region, which, in the dark, is depleted of free carriers (this is sometimes 
called the depletion region) and supports the voltage drop that results from the pn junction. When light 
is absorbed in this space-charge region, the absorption process creates electron-hole pairs that separate 
in the electric field (field lines are shown in Fig. 36a), the electrons falling down the potential hill to 
the n region and the holes moving to the p region. This separation of charge produces a current in the 
external circuit, which is read out as a measure of the light level. Free carriers generated within a diffu-
sion length of the junction may diffuse into the space charge region, adding to the measured current.

Long-wavelength detectors utilize n− or i layers that are grown with a composition that will 
absorb efficiently in the wavelength region of interest. The ternary In0.47Ga0.53As can be grown lattice-
matched to InP and has a spectral response that is suitable for both the 1.3- and 1.55-μm wavelength 
regions. Thus, this ternary is usually the material of choice, rather than the more difficult to grow 
quaternary InGaAsP, although the latter provides more opportunity to tune the wavelength response. 
Figure 36b shows a typical geometry. Epitaxial growth provides lightly doped material on a heavily 
doped substrate. The InP buffer layer is grown to keep the dopants from diffusing into the lightly 
doped absorbing InGaAs layer. The required thin p region is formed by diffusion through a silicon 
nitride insulating window. Because InP is transparent to 1.3- and 1.55-μm light, the photodiode can 
be back-illuminated, which makes electrical contacting convenient. In some embodiments, a well is 
etched in the substrate and the fiber is glued in place just below the photosensitive region.

Carriers generated outside the space-charge region may enter into the junction by diffusion, and 
can introduce considerable delay time. In silicon, the diffusion length is as long as 1 cm, so photocarri-
ers generated anywhere within the silicon photodiode can contribute to the photocurrent. Because the 
diffusion velocity is much slower than the transit time across the space-charge region, diffusion currents 
slow down silicon photodiodes. This is particularly true in pn diodes. Thus, high-speed applications 
typically use pin diodes with a narrower bandgap in the i layer, limiting absorption to this region.

To minimize diffusion from the p+ entrance region, the junction should be formed very close to the 
surface. The space-charge region should be sufficiently thick so that most of the light will be absorbed 
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FIGURE 36 Geometry for pin photodiodes: (a) cut-away of silicon, illuminated from the top, show-
ing the ring electrode and static electric field lines in the space-charge region and (b) cross-section of 
InGaAs/InP, illuminated from the bottom. The p+ region is formed by diffusion. The low-doped n-layer is 
the i or nearly intrinsic layer.
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there (thickness ≈ 1/a). With sufficient reverse bias, carriers will drift at their scattering-limited veloc-
ity. The space-charge layer must not be too thick, however, or transit-time will limit the frequency 
response. Neither should it be too thin, or excessive capacitance will result in a large RC time constant. 
The optimum compromise occurs when the modulation period is on the order of twice the transit 
time. For example, for a modulation frequency of 10 GHz, the optimum i layer thickness in silicon 
is about 5 μm. However, this is not enough thickness to absorb more than ∼50 percent of the light at 
850-nm wavelength. Thus, there is a trade-off between sensitivity and speed. If the wavelength drops 
to 980 nm, only 10 percent of the light is absorbed in a 10-μm thick i layer of silicon.

The doping must be sufficiently small so that the i region can support the voltage drop of the 
built-in voltage Vbi plus the applied voltage. When the doping density of the p+ region is much higher 
than the doping density of the i layer (actually lightly doped with ND donor density), the thickness of 
the space-charge layer is 

 
W e

V

Ns

s

D

=
−

2ε
( )bi V

 (60)

To achieve space-charge layer thickness Ws = 10 μm in a silicon photodiode with 10 V applied requires 
an extremely pure i layer with doping density ND ≈ 1014 cm−3. If the doping is not this low, the voltage 
drops more rapidly, and the field will not extend fully across the low-doped region i region.

GaAs photodiodes are faster than silicon, because their diffusion length in the highly doped n 
region is only ∼100 μm. Also, their transit time across the i layer is faster than the transit time in 
silicon. The fastest diodes have transparent n+ and p+ regions, such as InGaAs/GaAs or InGaAs/InP 
photodiodes (also GaAs/AlGaAs photodiodes). These diodes have highly doped n and p regions with 
wider bandgap material than the i layer, so they contribute no photocurrent. The thickness of the i 
layer is chosen thin enough to achieve the desired speed (trading off transit time and capacitance), 
with a possible sacrifice of sensitivity.

Typically, light makes a single pass through the active layer. In silicon photodiodes, the light usu-
ally enters through the p contact at the surface of the diode (Fig. 36a). The top metal contact must 
have a window for light to enter (or be a transparent contact, such as indium tin oxide). The InGaAs 
photodiodes may receive light from the p side or the n side, because neither is absorbing. In addition, 
some back-illuminated devices use a double pass, reflecting off a mirrored top surface, to double the 
absorbing length. Some more advanced detectors, resonant photodiodes, use integrally grown Fabry-
Perot cavities (using DBR mirrors, as in VCSELs) that resonantly reflect the light back and forth across 
the i region, enhancing the quantum efficiency. These are typically used only at the highest bandwidths 
(>20 GHz) or for wavelength division multiplexing (WDM) applications, where wavelength-selective 
photodetection is required. In addition, photodiodes designed for integration with other components 
are illuminated through a waveguide in the plane of the pn junction. The reader is directed to Chap. 26, 
Vol. II to obtain more information on these advanced geometries.

Sensitivity (Responsivity)

To operate a pin photodiode, it is sufficient to place a load resistor between ground and the n side 
and apply reverse voltage to the p side (V < 0). The photocurrent is monitored as a voltage drop 
across this load resistor. The photodiode current in the presence of an optical signal of power Ps is 
negative, with a magnitude given by

 I e
hv

P ID s D= ⎛
⎝⎜

⎞
⎠⎟ +η  (61)

where ID is the magnitude of the (negative) current measured in the dark. The detector quantum
efficiency hD (electron-hole pairs detected per photon) is determined by the optical transmission of 
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the top electrode T, by the reflection R of light from the top surface of the photodiode (which can 
be reduced by adding an antireflective coating), and by how much light is absorbed in the region of 
thickness W, that is, at or within a diffusion length of the i layer (which depends on the absorption 
coefficient a). The detector quantum efficiency can be expressed as hD = (1 − R)T [1 − exp (−aW)].

The sensitivity (or responsivity ℜ) of a detector is the ratio of milliamperes of current out per 
milliwatt of light in. Thus, the responsivity is

 ℜ = =
I

P
e

hv
PD

s
Dη  (62)

For detection of a given wavelength, the photodiode material must be chosen with a bandgap sufficient 
to provide suitable sensitivity. The absorption spectra and quantum efficiency of candidate detector 
materials are shown in Fig. 37. Silicon photodiodes provide low-cost detectors for most data commu-
nications applications, with acceptable sensitivity at 850 nm (absorption coefficient ∼500 cm−1). These 
detectors work well with the GaAs lasers and LEDs that are used in the inexpensive datacom systems 
and for short-distance or low-bandwidth local area network (LAN) applications. GaAs detectors are 
faster, both because their absorption can be larger and because their electron mobility is higher, but they 
are more expensive. Systems that require longer-wavelength InGaAsP/InP lasers typically use InGaAs 
photodiodes. Germanium has a larger dark current, so it is not usually employed for optical communi-
cations applications. Essentially all commercial photodetectors use bulk material, not quantum wells, as 
these are simpler, are less wavelength sensitive, and have comparable performance. Table 1 gives the sen-
sitivity of typical detectors of interest in fiber communications, measured in units of amperes per watt, 
along with speed and relative dark current.
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FIGURE 37 (a) Absorption coefficient as a function of wavelength for several semiconductors used in pin 
diode detectors and (b) spectral response of typical photodetectors.

TABLE 1 Characteristics of Typical Photodiodes

    Dark Current
 Wavelength (nm) Sensitivity ℜ  (A/W) Speed t (ns) (Normalized Units)

Silicon 850 0.55 3 1
 650 0.4 3
GaInAs 1300–1600 0.95 0.2 3
Ge (pn) 1550 0.9 3 66
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Speed

Contributions to the speed of a pin diode come from the transit time across the space-charge region 
and from the RC time constant of the diode circuit in the presence of a load resistor RL. Finally, in 
silicon there may be a contribution from the diffusion of carriers generated in undepleted regions.

The transit time across the space-charge region depends on its thickness. When the photodiode is 
properly operated, the space-charge region should extend fully across the i layer, which has a thick-
ness Wi . Equation (59) gives the thickness of the space-charge region Ws, as long as it is less than the 
thickness of the i layer Wi . Define Vi as that voltage at which Ws = Wi ; then −Vi = Wi

2eND/2es – Vbi . For 
any voltage with magnitude larger than this, the space-charge width is essentially Wi (since the space 
charge extends a negligible distance into highly doped regions).

If the electric field across the space-charge region is high enough for the carriers to reach their 
saturation velocity vs and high enough to fully deplete the i region, then the carrier transit time will be 
ti = Wi/vs. For vs = 107 cm/s and Wi = 4 μm, the transit time ti = 40 ps. A finite transit time ti reduces 
the response at modulation frequency w, such that:84

 ℜ ℜ( )
sin( )

ω
ωτ

ωτ
= o

i

i

/

/

2

2
 (63)

Defining the 3-dB bandwidth as that modulation frequency at which the electrical power decreases 
by 50 percent, it can be shown that the transit-limited 3-dB bandwidth is dwi = 2.8/ti = 2.8 vs/Wi. 
(Because electrical power is proportional to I2 and ℜ 2 , the half-power point is achieved when the cur-
rent is reduced by 1/ 2 .) There is a trade-off between sensitivity and transit time, since, for thin lay-
ers the quantum efficiency is hD ≈ (1 − R)TaWi. Thus, the quantum efficiency–bandwidth product is: 
η δω αD i sv R T≈ −2 8 1. ( ) . When the top electrode has no loss or reflection, this product depends only 
on the semiconductor’s absorption loss and saturation velocity, not the geometry.

The speed of a pin photodiode is also limited by its capacitance, through the RC of the load resistor. 
Sandwiching an intrinsic layer, which is depleted of carriers, between conductive n and p regions 
causes a diode capacitance proportional to the detector area A: CD = es A/Wi.

For a given load resistance, the smaller the area, the smaller the RC time constant, and the higher 
the speed. We will see also that the dark current Is decreases as the detector area decreases. The detec-
tor should be as small as possible, as long as all the light from the fiber can be collected onto the 
detector. Multimode fibers easily butt-couple to detectors whose area matches the fiber core size. 
High-speed detectors compatible with single-mode fibers can be extremely small, which increases the 
alignment difficulty, so typically high-speed photodetectors are already pigtailed to single-mode fiber. 
A low load resistance may be needed to keep the RC time constant small, which may result in a small 
signal that needs amplification. Speeds in excess of 1 GHz are straightforward to achieve, and speeds 
of 50 GHz are not uncommon.

Thicker space-charge regions provide smaller capacitance, but too thick a space-charge region causes 
the speed to be limited by the carrier transit time. The bandwidth with a load resistor RL is given by 

 ω
τ ω3 dB = + = +2 8 1 2 8. .

i L

s

i

i

s LR C

v

W

W

AR
 (64)

There is an optimum thickness Wi for high-speed operation. Any additional series resistance Rs or para-
sitic capacitance CP must be added by using R → RL + RS and C → C + CP. The external connections 
to the photodetector can also limit speed. The gold-bonding wire may provide additional series induc-
tance. It is important to realize that the photodiode is a high impedance load, with very high electrical 
reflection, so that an appropriate load resistor must be used. As pointed out in Chap. 26 in Vol. II, it is 
possible to integrate a matching load resistor inside the photodiode device, with a reduction in sensitiv-
ity of a factor of 2 (since half the photocurrent goes through the load resistor), but double the speed 
(since the RC time constant is halved). A second challenge is to build external bias circuits without 
high-frequency electrical resonances. Innovative design of the photodetector may integrate the neces-
sary bias capacitor and load resistor, ensuring smooth electrical response.
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Silicon photodetectors are inherently not as fast because of diffusion into the i layer of carriers 
absorbed in the highly doped p and n regions. Their photoresponse has a component with a slower 
response time governed by the carrier diffusion time: TD = WD

2/2D, where WD is the width of the 
absorbing doped region, and D is the diffusion constant for whichever carrier is dominant (usually 
holes in the n region). For silicon, D = 12 cm2/s, so that when WD = 100 μm, tD = 400 ns.

Unitraveling-Carrier Photodiode

In conventional high-speed pin photodiodes, high optical power can saturate the current output. 
The cause is the space charge due to photogenerated holes, which introduces a variation of the 
electric field in the depletion region. This space charge effect can be relieved by using a unitraveling-
carrier (UTC) design, shown in Fig. 38.

This p+ n− n+ structure utilizes only electrons as the active carriers, offering both high-speed and 
high-output simultaneously. The UTC structure separates the p+ absorption layer from the depleted 
n− collector layer, which is transparent because it has a wider bandgap. In the narrow bandgap p+

photoabsorption layer, electrons and holes are generated by photoexcitation. Minority carrier elec-
trons diffuse toward the collector, where the depletion field causes them to drift across the collector 
at high-speed. Because the electrical field vanishes in the p+ absorbing layer, intense illumination has, 
in principle, no effect on the responsivity and dynamics of the photodetector. The speed of the UTC 
structure is determined only by the electron transit times in the photoabsorption and collector layers; 
the maximum available output voltage is much higher than that of the conventional structure. The 
price to pay is a low responsivity for top-illuminated devices, since the p+ absorbing layer must be thin 
for fast collection of electrons. 

These high-speed photodetectors have accelerated the progress of optical communication systems 
and measurement systems, reaching data rates as much as 40 Gb/s in long-haul transmission systems. 
These devices simplify and improve the performance of high-speed receivers, offering reliability and 
stability. The 3-dB bandwidth has been reported as high as 310 GHz; photoreceivers of up to 160 Gb/s 
have been reported.85

When the photodetection mechanism takes place along the length of a waveguide, the field 
screening due to intense optical fields can be much less. An optical waveguide can also increase the 
absorbance of UTC detectors. Waveguide devices use either edge-coupling or evanescent-wave cou-
pling. The challenge is for the optical waveguide to match the light’s spatial profile from the fiber and 
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for this light to be coupled effectively into the absorption region of the detector. A variety of methods 
have been explored, but it is unclear that any design has found universal acceptance. One interesting 
approach developed at Alcatel is shown in Fig. 38b. The graded layer structure causes incident light to 
undertake an oscillatory path and be “focused” to the UTC p+ n− n+ structure, where it is evanescently 
coupled through the transparent n+ GaInAsP and GaInAs collecting layers into the absorbing InP 
layer.86 

Dark Current

Semiconductor diodes can pass current even in the dark, giving rise to dark current that provides a 
background present in any measurement. This current comes primarily from the thermally generated 
diffusion of minority carriers out of the n and p regions into the depleted junction region, where they 
recombine. The current-voltage equation for a pn diode (in the dark) is

 I I
eV
kTs=

⎛
⎝⎜

⎞
⎠⎟

−
⎡

⎣
⎢

⎤

⎦
⎥exp

β
1  (65)

where Is is the saturation current that flows at large back bias (V large and negative). This equation 
represents the current that passes through any biased pn junction. Photodiodes use pn junctions 
reverse biased (V < 0) to avoid large leakage current.

Here b is the ideality factor, which varies from 1 to 2, depending on the diode structure. In a metal-
semiconductor junction (Schottky barrier) or an ideal pn junction in which the only current in the 
dark is due to minority carriers that diffuse from the p and n regions, then b = 1. However, if there is 
thermal generation and recombination of carriers in the space-charge region, then b tends toward the 
value 2. This is more likely to occur in long-wavelength detectors.

The saturation current Is is proportional to the area A of the diode in an ideal junction: Is = 
e(Dppn0/Lp + Dnnp0/Ln)A, where Dn, Dp are diffusion constants, Ln, Lp are diffusion lengths, and np0,
pn0 are equilibrium minority carrier densities, all of electrons and holes, respectively. The satura-
tion current Is can be related to the diode resistance at V = 0, measured in the dark through 1/R0 =
−(dI/dV)|V = 0 to give R0 = bkT/eIs. This implies that the dark resistance is inversely proportional to 
the diode area.

The diffusion current through the diode in Eq. (64) has two components that are of opposite sign 
in a forward-biased diode: a forward current Is exp(eV/bkT) and a backward current −Is. Each of these 
components is statistically independent, coming from diffusive contributions to the forward current 
and backward current, respectively. This fact is important in understanding the noise properties of 
photodiodes. 

In photodiodes under reverse bias, V < 0, so exp(eV/bkT) < 1; both currents are negative and add. 
Negative dark current has a direction that is opposite to the current flow in a forward-biased diode. 
Holes move toward the p region and electrons move toward the n region, the same as photogen-
erated carriers. These dark currents are thermally generated. Assuming e|V | >> kT, the dark current 
becomes ID = Is ≈ bkT/eRo. The dark current increases linearly with temperature and is independent of 
(large enough) reverse bias. Trap-assisted thermal generation current increases b; in this process, car-
riers trapped in impurity levels can be thermally elevated to the conduction band. The temperature 
of photodiodes should be kept moderate in order to avoid excess dark current.

When light is present in a reverse-biased photodiode with V ≡ −V′, the photocurrent is negative, 
moving in the direction of the applied voltage, and adding to the negative dark current. The net effect 
of carrier motion will be to tend to screen the internal field. Defining the magnitude of the photocur-
rent as IPC = hD(e/hn)PS, then the total current is negative:

 I I I I
eV
kT

ID s= − + = − − −⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥ −[ ] expPC PC1

′
β

 (66)
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Noise in Photodiodes

Successful fiber optic communication systems depend on a large signal-to-noise ratio. This requires 
photodiodes with high sensitivity and low noise. Background noise comes from shot noise due 
to the discrete process of photon detection, from thermal processes in the load resistor (Johnson 
noise), and from generation-recombination noise due to carriers within the semiconductor. When 
used with a field-effect transistor (FET) amplifier, there will also be shot noise from the amplifier 
and 1/f noise in the drain current.

Shot Noise Shot noise is fundamental to all photodiodes and is due to the discrete nature of the 
conversion of photons to free carriers. The shot noise current is a statistical process. If N photons are 

detected in a time interval Δt, Poisson noise statistics cause the uncertainty in N to be N . Using the 
fact that N electron-hole pairs create a current I through I = eN/Δt, then the signal-to-noise ratio is 
N N N I t e/ /= = Δ( ). Writing the frequency bandwidth Δf in terms of the time interval through 
Δf = 1/(2Δt), the signal-to-noise ratio is: SNR = (I/2eΔf)1/2. The root mean square (rms) photon 
noise, given by N , creates an rms shot noise current of iSH = e (N/Δt)1/2 = (eI/Δt)1/2 = (2eIΔf)1/2.

Shot noise depends on the average current I; therefore, for a given photodiode, it depends on the 
details of the current-voltage characteristic. Expressed in terms of the photocurrent IPC or the opti-
cal signal power PS (when the dark current is small enough to be neglected) and the responsivity (or 
sensitivity) ℜ, the rms shot noise current is

 i eI f e P fSSH PC= Δ = Δ2 2 ℜ  (67)

The shot noise can be expressed directly in terms of the properties of the diode when all sources of 
noise are included. Since they are statistically independent, the contributions to the noise currents will 
be additive. Noise currents can exist in both the forward and backward directions, and these contribu-
tions must add, along with the photocurrent contribution. The entire noise current squared becomes

 i e I
kT

eR
eV
kTN

2

0

2 1= +
⎛
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⎞
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Δf  (68)

Clearly, noise is reduced by increasing the reverse bias. When the voltage is large, the shot noise current 
squared becomes i e I I fN D

2 2= + Δ[ ]PC . The dark current adds linearly to the photocurrent in calculat-
ing the shot noise.

Thermal (Johnson) Noise In addition to shot noise due to the random variations in the detection 
process, the random thermal motion of charge carriers contributes to a thermal noise current, often 
called Johnson or Nyquist noise. It can be calculated by assuming thermal equilibrium with V = 0, b = 1, 
so that Eq. (67) becomes

 i
kT
R

fth
2 =

⎛
⎝⎜

⎞
⎠⎟

Δ4
0

 (69)

This is just thermal or Johnson noise in the resistance of the diode. The noise appears as a fluctuating 
voltage, independent of bias level.

Johnson Noise from External Circuit An additional noise component will be from the load resistor 
RL and resistance from the input to the preamplifier, Ri:

 i kT
R R

f
L i

NJ
2 = +

⎛
⎝⎜

⎞
⎠⎟

Δ4
1 1

 (70)

Note that the resistances add in parallel as they contribute to noise current.
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Noise Equivalent Power The ability to detect a signal requires having a photocurrent equal to or higher 
than the noise current. The amount of noise that detectors produce is often characterized by the noise 
equivalent power (NEP), which is the amount of optical power required to produce a photocurrent just 
equal to the noise current. Define the noise equivalent photocurrent INE, which is set equal to the noise 
current iSH. When the dark current is negligible, the noise equivalent photocurrent is i eI f ISH NE NE= =2 Δ .

Thus, the noise equivalent current is INE = 2eΔf, and depends only on the bandwidth Δf. The noise 
equivalent power can now be expressed in terms of the noise equivalent photo current:

 NEP NE= = Δ
I hv

e
hv

f
η η

2  (71) 

The second equality assumes the absence of dark current. In this case, the NEP can be decreased 
only by increasing the quantum efficiency (for a fixed bandwidth). In terms of sensitivity (amperes 
per watt): NEP = 2(e/ℜ )Δf = INE Δf. This expression is usually valid for photodetectors used in opti-
cal communication systems, which have small dark currents.

If dark current dominates, i eI fN D= Δ2 , and 

 NEP =
Δ2I f

e
hvD

η
 (72)

This is often the case in infrared detectors such as germanium. Note that the dark-current-limited 
noise equivalent power is proportional to the square root of the area of the detector, because the 
dark current is proportional to the detector area. The NEP is also proportional to the square root of 
the bandwidth Δf. Thus, in photodetectors whose noise is dominated by dark current, NEP divided 
by the square root of area times bandwidth should be a constant. The inverse of this quantity has 
been called the detectivity D∗ and is often used to describe infrared detectors. In photodiodes used 
for communications, dark current usually does not dominate and it is better to use Eq. (70), an 
expression which is independent of area, but depends linearly on bandwidth.

13.15 AVALANCHE PHOTODIODES, MSM 
DETECTORS, AND SCHOTTKY DIODES

The majority of optical communication systems use photodiodes, sometimes integrated with a 
preamplifier. Avalanche photodiodes offer an alternative way to create gain. Other detectors sometimes 
used are low-cost MSM detectors or ultrahigh-speed Schottky diodes. Systems decisions, such as 
signal-to-noise, cost, and reliability will dictate the choice. 

Avalanche Detectors

When large voltages are applied to photodiodes, the avalanche process produces gain, but at the 
cost of excess noise and slower speed. In fiber telecommunication applications, where speed and 
signal-to-noise are of the essence, avalanche photodiodes (APDs) are frequently at a disadvantage. 
Nonetheless, in long-haul systems at 2488 Mb/s, APDs may provide up to 10 dB greater sensitivity in 
receivers limited by amplifier noise. While APDs are inherently complex and costly to manufacture, 
they are less expensive than optical amplifiers and may be used when signals are weak.

Gain (Multiplication) When a diode is subject to a high reverse-bias field, the process of impact 
ionization makes it possible for a single electron to gain sufficient kinetic energy to knock another 
electron from the valence to the conduction band, creating another electron-hole pair. This enables 
the quantum efficiency to be >1. This internal multiplication of photocurrent could be compared 
to the gain in photomultiplier tubes. The gain (or multiplication) M of an APD is the ratio of the 
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photocurrent divided by that which would give unity quantum efficiency. Multiplication comes with 
a penalty of an excess noise factor, which multiplies shot noise. This excess noise is function of both 
the gain and the ratio of impact ionization rates between electrons and holes.

Phenomenologically, the low-frequency multiplication factor is

 M
V VB

nDC /
=

−
1

1 ( )
 (73)

where the parameter n varies between 3 and 6, depending on the semiconductor, and VB is the 
breakdown voltage. Gains of M > 100 can be achieved in silicon APDs, while they are more typically 
10 to 20 for longer-wavelength detectors, before multiplied noise begins to exceed multiplied signal. 
A typical voltage will be 75 V in InGaAs APDs, while in silicon it can be 400 V.

The avalanche process involves using an electric field high enough to cause carriers to gain enough 
energy to accelerate them into ionizing collisions with the lattice, producing electron-hole pairs. Then, 
both the original carriers and the newly generated carriers can be accelerated to produce further ion-
izing collisions. The result is an avalanche process.

In an intrinsic i layer (where the electric field is uniform) of width Wi, the gain relates to the funda-
mental avalanche process through M = 1/(1 − aWi), where a is the impact ionization coefficient, which 
is the number of ionizing collisions per unit length. When aWi → 1, the gain becomes infinite and 
the diode breaks down. This means that avalanche multiplication appears in the regime before the 
probability of an ionizing collision is 100 percent. The gain is a strong function of voltage, and these 
diodes must be used very carefully. The total current will be the sum of avalanching electron current 
and avalanching hole current.

In most pin diodes the i region is really low n-doped. This means that the field is not exactly constant, 
and an integration of the avalanche process across the layer must be performed to determine a. The 
result depends on the relative ionization coefficients; in III-V materials they are approximately equal. In 
this case, aWi is just the integral of the ionizing coefficient that varies rapidly with electric field.

Separate Absorber and Multiplication APDs In this design the long-wavelength infrared light is 
absorbed in an intrinsic narrow-bandgap InGaAs layer, and photocarriers move to a separate, more 
highly n-doped InP layer that supports a much higher field. This layer is designed to provide avalanche 
gain in a separate region without excessive dark currents from tunneling processes. This layer typically 
contains the pn junction, which traditionally has been diffused. Fabrication procedures such as etching a 
mesa, burying it, and introducing a guard ring electrode are all required to reduce noise and dark current. 
All-epitaxial structures provide low-cost batch-processed devices with high performance characteristics.87

Speed When the gain is low, the speed is limited by the RC time constant. As the gain increases, 
the avalanche buildup time limits the speed, and for modulated signals the multiplication factor 
decreases. The multiplication factor as a function of modulation frequency is

 M
M

M
( )ω

ω τ
= DC

DC
2 21 + 1

2
 (74)

where t1 = pt, with t  as the multiplication-region transit time and p as a number that changes from 
2 to 1/3 as the gain changes from 1 to 1000. The gain decreases from its low-frequency value when 
MDCw = 1/t1. The gain-bandwidth product describes the characteristics of an avalanche photodiode 
in a communication system.

Noise The shot noise in an APD is that of a pin diode multiplied by M2 times an excess noise factor Fe:

 i eI f M FS e
2 22= ΔPC  (75)

where  F M M
Me( ) ( )= + − −

⎛
⎝⎜

⎞
⎠⎟β β1 2

1  
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In this expression, b is the ratio of the ionization coefficient of the opposite type divided by 
the ionization coefficient of the carrier type that initiates multiplication. In the limit of equal 
ionization coefficients of electrons and holes (usually the case in III-V semiconductors), Fe = M 
and Fh = 1. Typical numerical values for enhanced APD sensitivity are given in Chap. 26 in Vol. II, 
Fig. 15.

Dark Current and Shot Noise In an APD, dark current is the sum of the unmultiplied 
current Idu, mainly due to surface leakage, and the bulk dark current experiencing multiplica-
tion Idm, multiplied by the gain: Id = Idu + MIdm. The shot noise from dark (leakage) current id is 
i e i I M F M fd e

2 22= + Δ[ ( )]du dm .
The proper use of APDs requires choosing the proper design, carefully controlling the voltage, 

and using the APD in a suitably designed system, since the noise is so large.

MSM Detectors

Volume II, Chap. 26, Fig. 1 of this Handbook shows that interdigitated electrodes on top of a semi-
conductor can provide a planar configuration for electrical contacts. Either a pn junction or bulk 
semiconductor material can reside under the interdigitated fingers. The MSM geometry has the 
advantage of lower capacitance for a given cross-sectional area, but the transit times may be longer, 
limited by the lithographic ability to produce very fine lines. Typically, MSM detectors are photo-
conductive. Volume II, Chap. 26, Fig. 17 shows the geometry of high-speed interdigitated photocon-
ductors. These are simple to fabricate and can be integrated in a straightforward way onto MESFET 
preamplifiers.

Consider parallel electrodes deposited on the surface of a photoconductive semiconductor with a 
distance L between them. Under illumination, the photocarriers will travel laterally to the electrodes. 
The photocurrent in the presence of Ps input optical flux at photon energy hn is: Iph = qhGP hn. The 
photoconductive gain G is the ratio of the carrier lifetime t to the carrier transit time ttr: G = t/ttr. 
Decreasing the carrier lifetime increases the speed but decreases the sensitivity.

The output signal is due to the time-varying resistance that results from the time-varying photo-
induced carrier density N(t):

 R t
L

eN t wds
e

( )
( )

=
μ

 (76)

where m is the sum of the electron and hole mobilities, w is the length along the electrodes excited by 
light, and de is the effective absorption depth into the semiconductor.

Usually, MSM detectors are not the design of choice for high-quality communication systems. 
Nonetheless, their ease of fabrication and integration with other components makes them desirable 
for some low-cost applications—for example, when there are a number of parallel channels and dense 
integration is required.

Schottky Photodiodes

A Schottky photodiode uses a metal-semiconductor junction rather than a pin junction. An abrupt con-
tact between metal and semiconductor can produce a space-charge region. Absorption of light in this 
region causes photocurrent that can be detected in an external circuit. Because metal-semiconductor 
diodes are majority carrier devices they may be faster than pin diodes (they rely on drift currents only; 
there is no minority carrier diffusion). Modulation speeds up to 100 GHz have been reported in a 
5- × 5-μm area detector with a 0.3-μm thin drift region using a semitransparent platinum film 10 nm 
thick to provide the abrupt Schottky contact. Resonant reflective enhancement of the light has been 
used to improve sensitivity.
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14.1 INTRODUCTION

The development of optical fiber amplifiers has led to dramatic increases in the transport capac-
ities of fiber communication systems. At the present time, fiber amplifiers are used in practically 
every long-haul optical fiber link and advanced large-scale network. Additional applications of fiber 
amplifiers include their use as gain media in fiber lasers, as wavelength converters, and as stand-
alone high-intensity light sources.

The original intent in fiber amplifier development was to provide a simpler alternative to the 
electronic repeater, chiefly by allowing the signal to remain in optical form throughout a link or net-
work. Fiber amplifiers as repeaters offer additional advantages, which include the ability to change 
system data rates as needed, or to simultaneously transmit multiple rates—all without the need to 
modify the transmission link. A further advantage is that signal power at multiple wavelengths can 
be simultaneously boosted by a single amplifier—a task that would otherwise require a separate 
electronic repeater for each wavelength. This latter feature contributed to the realization of dense 
wavelength division multiplexed (DWDM) systems that provide terabit per second data rates.1 As an 
illustration, the useful gain in a normally configured erbium-doped fiber amplifier (EDFA) occupies 
a wavelength range spanning 1.53 to 1.56 μm, which defines the C band. In DWDM systems this 
allows, for example, the use of some 40 channels having 100 GHz spacing.

A fundamental disadvantage of the fiber amplifier as a repeater is that dispersion is not reset. This 
requires additional efforts in dispersion management, which may include optical or electronic equal-
ization methods.2,3 More recently, special fiber amplifiers have been developed that provide com-
pensation for dispersion.4,5 The development6 and deployment7 of long-range systems that employ 
optical solitons have also occurred. The use of solitons (pulses that maintain their shape by balancing 
linear group velocity dispersion with nonlinear self-phase modulation) requires fiber links in which 
optical power levels can be adequately sustained over long distances. The use of fiber amplifiers allows 
this possibility. The deployment of fiber amplifiers in commercial networks demonstrates the move 
toward transparent fiber systems, in which signals are maintained in optical form, and in which mul-
tiple wavelengths, data rates, and modulation formats are supported.

Successful amplifiers can be grouped into three main categories. These include (1) rare-earth-
doped fibers (including EDFAs), in which dopant ions in the fiber core provide gain through stimu-
lated emission, (2) Raman amplifiers, in which gain for almost any optical wavelength can be formed 
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in conventional or specialty fiber through stimulated Raman scattering, and (3) parametric amplifi-
cation, in which signals are amplified through nonlinear four-wave mixing in fiber.

Within the first category, the most widely used are the erbium-doped fiber amplifiers, in which 
gain occurs at wavelengths in the vicinity of 1.53 μm. The amplifiers are optically pumped using light 
at either 1.48 μm or (more commonly) 0.98 μm wavelengths. Other devices include praseodymium-
doped fiber amplifiers (PDFAs), which provide gain at 1.3 μm and which are pumped at 1.02 μm.8

Ytterbium-doped fibers (YDFAs)9 amplify from 0.98 to 1.15 μm, using pump wavelengths between 
0.91 and 1.06 μm; erbium-ytterbium codoped fibers (EYDFAs) enable use of pump light at 1.06 μm
while providing gain at 1.55 μm.10 Additionally, thulium and thulium/terbium-doped fluoride fibers 
have been constructed for amplification at 0.8, 1.4, and 1.65 μm.11

In the second category, gain from stimulated Raman scattering (SRS) develops as power couples 
from an optical pump wave to a longer-wavelength signal (Stokes) wave, which is to be amplified. This 
process occurs as both waves, which either copropagate or counterpropagate, interact with vibrational 
resonances in the glass material. Raman fiber amplifiers have the advantage of enabling useful gain to 
occur at any wavelength (or multiple wavelengths) at which the fiber exhibits low loss, and for which 
the required pump wavelength is available. Long spans (typically several kilometers) are usually nec-
essary for Raman amplifiers, whereas only a few meters are needed for a rare-earth-doped amplifier. 
Incorporating Raman amplifiers in systems is therefore often done by introducing the required pump 
power into a section of the existing transmission fiber.

Finally, in nonlinear parametric amplification (arising from four-wave mixing) signals are again 
amplified in the presence of a strong pump wave at a different frequency. The process differs in that the 
electronic (catalytic) nonlinearity in fiber is responsible for wave coupling, as opposed to vibrational 
resonances (optical phonons) that mediate wave coupling in SRS. Parametric amplifiers can exhibit 
exponential gain coefficients that are twice the value of those possible for SRS in fiber.12 Achieving 
high parametric gain is a more complicated problem in practice, however, as will be discussed. A use-
ful by-product of the parametric process is a wavelength-shifted replica of the signal wave (the idler) 
which is proportional to the phase conjugate of the signal.

Table 1 summarizes doped fiber amplifier usage in the optical fiber transmission bands, in which 
it is understood that Raman or parametric amplification can in principle be performed in any of the 
indicated bands. In cases where doped fibers are unavailable, Raman amplification is indicated, along 
with the corresponding pump wavelengths.

14.2 RARE-EARTH-DOPED AMPLIFIER 
CONFIGURATION AND OPERATION

Pump Configuration and Optimum Fiber Length

A typical rare-earth-doped fiber amplifier configuration consists of the doped fiber positioned 
between polarization-independent optical isolators. Pump light is input by way of a wavelength-
selective coupler (WSC) which can be configured for forward, backward, or bidirectional pumping 
(Fig. 1). Pump absorption throughout the amplifier length results in a population inversion that 

TABLE 1 Fiber Transmission Bands Showing Fiber Amplifier Coverage

   Wavelength
Designation Meaning Range (μm) Amplifier (Pump Wavelength) [Ref]

 O Original 1.26–1.36 PDFA (1.02)8

 E Extended 1.36–1.46 Raman (1.28–1.37)
 S Short 1.46–1.53 TDFA (0.8, 1.06, or 1.56 with 1.41)11

 C Conventional 1.53–1.56 EDFA (0.98, 1.48), EYDFA (1.06)10

 L Long 1.56–1.63 Reconfigured EDFA (0.98, 1.48)13

 U (XL) Ultralong 1.63–1.68 Raman (1.52–1.56)
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varies with position along the fiber; this reaches a minimum at the fiber end opposite the pump 
laser for unidirectional pumping, or minimizes at midlength for bidirectional pumping, using equal 
pump powers. To achieve the highest overall gain for unidirectional pumping, the fiber length is 
chosen so that at the output (the point of minimum pump power), the exponential gain coefficient 
is zero—and no less. If the amplifier is too long, some reabsorption of the signal will occur beyond 
the transparency point, as the gain goes negative. With lengths shorter than the optimum, full use 
is not made of the available pump energy, and the overall gain factor is reduced. Other factors may 
modify the optimum length, particularly if substantial gain saturation occurs, or if amplified spon-
taneous emission (ASE), which can result in additional gain saturation and noise, is present.14

Isolators maintain unidirectional light propagation so that, for example, no Rayleigh backscattered 
or reflected light from further down the link can re-enter the amplifier and cause gain quenching, noise 
enhancement, or possibly lasing. Double-pass and segmented configurations are also used; in the latter, 
isolators are positioned between two or more lengths of amplifying fiber which are separately pumped. 
The result is that gain quenching and noise arising from backscattered light or from amplified sponta-
neous emission (ASE) are reduced over that of a single fiber amplifier of the combined lengths.

Regimes of Operation

There are roughly three operating regimes, the choice between which is determined by the use intended 
for the amplifier.15,16 These are (1) small-signal or linear regime, (2) saturation, and (3) deep saturation.

In the linear regime, low input signal levels (< 1 μW) are amplified with negligible gain saturation, 
using the optimum amplifier length as discussed in the last section. EDFA gains that range between 
25 and 35 dB are possible in this regime.16 Amplifier gain in decibels is defined in terms of the input 
and output signal powers as G P Ps s( ) log ( / ).dB out in= 10 10

In the saturation regime, the input signal level is high enough to cause a measurable reduction 
(compression) in the net gain. A useful figure of merit is the input saturation power, Psat

in ,  defined as 
the input signal power required to compress the net amplifier gain by 3 dB. Specifically, the gain in 
this case is G G G= −max maxdB where3 ,  is the small-signal gain. A related parameter is the saturation 
output power, Psat

out ,  defined as the amplifier output that is achieved when the overall gain is com-
pressed by 3 dB. The two quantities are thus related through G P Pmax sat

out
sat
indB− =3 10 10log ( / ). Again, it 

is assumed that the amplifier length is optimized when defining these parameters.
The dynamic range of the amplifier is defined through P Ps

in
sat
in≤ , or equivalently P Ps

out
sat
out≤ . For 

an N-channel wavelength-division multiplexed signal, the dynamic range is reduced accordingly by a 
factor of 1/N, assuming a flat gain spectrum.16

FIGURE 1 General erbium-doped fiber amplifier configuration showing bidirectional pumping.

1.55-μm
signal in

1.55-μm
signal out

Erbium-doped
fiber

Wavelength-selective
couplers

Isolator Isolator

Diode laser at
1.48 or 0.98 μm
—Forward pump

Diode laser at
1.48 or 0.98 μm
—Backward pump
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14.4  FIBER OPTICS

With the amplifier operating in deep saturation, gain compressions on the order of 20 to 40 dB 
occur.15 This is typical of power amplifier applications, in which input signal levels are high, and where 
the maximum output signal power is desired. In this application, the concept of power conversion 
efficiency (PCE) between pump and signal becomes important. It is defined as PCE out in in= −( )/ ,P P Ps s p
where Pp

in is the input pump power.
Another important quantity that is pertinent to the deep saturation regime is the saturated output 

power, Ps
out(max) (not to be confused with the saturation output power described above). Ps

out(max)
is the maximum output signal power that can be achieved for a given input signal level and avail-
able pump power. This quantity would maximize when the amplifier, having previously been fully 
inverted, is then completely saturated by the signal. Maximum saturation, however, requires the input 
signal power to be extremely high, such that ultimately, P Ps s

out in(max) ,≈  representing a net gain of 
nearly 0 dB. Clearly the more important situations are those in which moderate signal powers are to 
be amplified; in these cases the choice of pump power and pumping configuration can substantially 
influence Ps

out(max).

14.3 EDFA PHYSICAL STRUCTURE AND 
LIGHT INTERACTIONS

Energy Levels in the EDFA

Gain in the erbium-doped fiber system occurs when an inverted population exists between parts of 
the 4

13 2I /  and 4
15 2I /  states, as shown in Fig. 2a.17 This notation uses the standard form, ( ) ,2 1S

JL+  where 
L, S, and J are the orbital, spin, and total angular momenta, respectively. EDFAs are manufactured by 
incorporating erbium ions into the glass matrix that forms the fiber core. Interactions between the 
ions and the host matrix induces Stark splitting of the ion energy levels, as shown in Fig. 2a. This 
produces an average spacing between adjacent Stark levels of 50 cm−1, and an overall spread of 300 
to 400 cm−1 within each state. A broader emission spectrum results, since more de-excitation path-
ways are produced, which occur at different transition wavelengths.

Other mechanisms further broaden the emission spectrum. First, the extent to which ions inter-
act with the glass varies from site to site, as a result of the nonuniform structure of the amorphous 
glass matrix. This produces some degree of inhomogeneous broadening in the emission spectrum, 
the extent of which varies with the type of glass host used.18 Second, thermal fluctuations in the 
material lead to homogeneous broadening of the individual Stark transitions. The magnitudes 
of the two broadening mechanisms are 27 to 60 cm−1 for inhomogeneous, and 8 to 49 cm−1 for 
homogeneous.18

The choice of host material strongly affects the shape of the emission spectrum, owing to 
the character of the ion-host interactions. For example, in pure silica (SiO2), the spectrum of 
the Er-doped system is narrowest and has the least smoothness. Use of an aluminosilicate host
(SiO2-Al2O3), produces slight broadening and smoothing.19 The broadest spectra, however, occur 
when using fluoride-based glass, such as ZBLAN ( ).ZrF -BaF -LaF -AlF -NaF4 2 3 3

20

Gain Formation

Figure 2b shows how the net emission spectrum is constructed from the superposition of the indi-
vidual Stark spectra; the latter are associated with the transitions shown in Fig. 2a. Similar diagrams 
can be constructed for the upward (absorptive) transitions, from which the absorption spectrum 
can be developed.20 The shapes of both spectra are further influenced by the populations within 
the Stark-split levels, which assume a Maxwell-Boltzman distribution. The sequence of events in the 
population dynamics is (1) pump light boosts population from the ground state, 4

15 2I / , to the upper 
Stark levels in the first excited state, 4

13 2 2I / ;( ) the upper state Stark level populations thermalize; and 
(3) de-excitation from 4

13 2
4

15 2I I/ /to  occurs through either spontaneous or stimulated emission.
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OPTICAL FIBER AMPLIFIERS  14.5

The system can be treated using a simple two-level (1.48 μm pump) or three-level model (0.98 μm
pump), from which rate equations can be constructed that incorporate the actual wavelength- and 
temperature-dependent absorption and emission crossections. These models have been formulated 
with and without inhomogeneous broadening. In most cases, results that are in excellent agreement 
with experiment have been achieved by assuming only homogeneous broadening.21–23

Pump Wavelength Options in EDFAs

The 1.48 μm pump wavelength corresponds to the energy difference between the two most widely 
spaced Stark levels, as shown in Fig. 2a. A better alternative is to pump with light at 0.98 μm, which 
boosts the ground state population to the second excited state, 4

11 2I / , which lies above 4
13 2I / .

FIGURE 2 (a) Emissive transitions between Stark-split levels of erbium in 
an aluminosilicate glass host. Values on transition arrows indicate wavelengths 
in micrometers. (Adapted from Ref. 17.) (b) EDFA fluorescence spectrum aris-
ing from the transitions in Fig. 2a. (Reprinted with permission from Ref. 18.)
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14.6  FIBER OPTICS

This is followed by rapid nonradiative decay into 4
13 2I /  and gain is formed as before. The pumping 

efficiency suffers slightly at 0.98 μm, owing to some excited state absorption (ESA) between 4
11 2I /  and 

the higher-lying 4
7 2F /  state at this wavelength.24 Use of 0.98 μm pump light as opposed to 1.48 μm, 

will nevertheless yield a more efficient system, since the 0.98 μm pump will not contribute to the 
de-excitation process, as occurs when 1.48 μm is used.

The gain efficiency of a rare-earth-doped fiber is defined as the ratio of the maximum small signal 
gain to the input pump power, using the optimized fiber length. EDFA efficiencies are typically on the 
order of 10 dB/mW for pumping at 0.98 μm. For pumping at 1.48 μm, efficiencies are about half the 
values obtainable at 0.98 μm, and require about twice the fiber length. Other pump wavelengths can 
be used,24 but with some penalty to be paid in the form of excited state absorption from the 4 13 2I /  state 
into various upper levels, thus depleting the gain that would otherwise be available. This problem is 
minimized when using either 0.98 or 1.48 μm, and so these two wavelengths are almost exclusively 
used in erbium-doped fibers.

Noise

Performance is degraded by the presence of noise from two fundamental sources. These are 
(1) amplified spontaneous emission (ASE), and (2) Rayleigh scattering. Both processes lead to addi-
tional light that propagates in the forward and backward directions, and which encounters consid-
erable gain over long amplifier lengths. The more serious of the two noise sources is ASE. In severe 
cases, involving high-gain amplifiers of long lengths, ASE can be of high enough intensity to par-
tially saturate the gain, thus reducing the available gain for signal amplification. This self-saturation
effect has been reduced by using the backward pumping geometry.25

In general, ASE can be reduced by (1) assurring that the population inversion is as high as possible 
(ideally, completely inverted), (2) operating the amplifier in the deep saturation regime, or (3) using 
two or more amplifier stages rather than one continuous length of fiber, and positioning bandpass 
filters and isolators between stages. Rayleigh scattering noise can be minimized by using multistage 
configurations, in addition to placing adequate controls on dopant concentration and confinement 
during the manufacturing stage.26

The noise figure of a rare-earth-doped fiber amplifier is stated in a manner consistant with the 
IEEE standard definition for a general amplifier (Friis definition). This is the signal-to-noise ratio 
of the fiber amplifier input divided by the signal-to-noise ratio of the output, expressed in decibels, 
where the input signal is shot noise limited. Although this definition is widely used, it has become 
the subject of a debate, arising from the physical nature of ASE noise, and the resulting awkwardness 
in applying the definition to cascaded amplifier systems.27 An in-depth review of this subject is in 
Ref. 28.

The best noise figures for EDFAs are achieved by using pump configurations that yield the highest 
population inversions. Again, the use of 0.98 μm is preferred, yielding noise figures that approach the 
theoretical limit of 3 dB. Pumping at 1.48 μm gives best results of about 4 dB.15

Gain Flattening

Use of multiple wavelength channels in WDM systems produces a strong motivation to con-
struct a fiber amplifier in which the gain is uniform for all wavelengths. Thus some means needs to 
be employed which will effectively flatten the emission spectrum as depicted in Fig. 2b. Flattening 
techniques can be classified into roughly three categories. First, intrinsic methods can be used; these 
involve choices of fiber host materials such as fluoride glass29 that yield smoother and broader gain 
spectra. In addition, by carefully choosing pump power levels, a degree of population inversion can 
be obtained which will allow some cancellation to occur between the slopes of the absorption and 
emission spectra,30 thus producing a flatter gain spectrum. Second, spectral filtering at the output of 
a single amplifier or between cascaded amplifiers can be employed; this effectively produces higher 
loss for wavelengths that have achieved higher gain. Examples of successful filtering devices include 
long-period fiber gratings31 and Mach-Zehnder filters.32 Third, hybrid amplifiers that use cascaded 
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OPTICAL FIBER AMPLIFIERS  14.7

configurations of different gain media can be used to produce an overall gain spectrum that is reason-
ably flat. Flattened gain spectra have been obtained having approximate widths that range from 12 to 
85 nm. Reference 33 is recommended for an excellent discussion and comparision of the methods.

14.4 OTHER RARE-EARTH SYSTEMS

Praseodymium-Doped Fiber Amplifiers (PDFAs)

In the praseodymium-doped fluoride system, the strongest gain occurs in the vicinity of 1.3 μm, 
with the pump wavelength at 1.02 μm. Gain formation is described by a basic three-level model, 
in which pump light excites the system from the ground state, 3

4H , to the metastable excited state, 
1

4G . Gain for 1.3 μm light is associated with the downward 1
4

3
5G H−  transition, which peaks in the 

vicinity of 1.32 to 1.34 μm. Gain diminishes at longer wavelengths, principally as a result of ground 
state absorption from 3

4H  to 3
3

18F .
The main problem with the PDFA system has been the reduction of the available gain through 

the competing 1
4

3
4G F−  transition (2900 cm−1 spacing), occurring through multiphonon relaxation.

The result is that the radiative quantum efficiency (defined as the ratio of the desired transition rate 
to itself plus all competing transition rates) can be low enough in conventional glass host materi-
als to make the system impractical. The multiphonon relaxation rate is reduced when using hosts 
having low phonon energies, such as fluoride or chalcogenide glasses. Use of the latter material has 
essentially solved the problem, by yielding radiative quantum efficiencies on the order of 90%.34 For 
comparison, erbium systems exhibit quantum efficiencies of nearly 100% for the 1.5 μm transition. 
Other considerations such as broadening mechanisms and excited state absorption are analogous to 
the erbium system. References 1 and 35 are recommended for further reading.

Ytterbium-Doped Fiber Amplifiers (YDFAs)

Ytterbium-doping provides the most efficient fiber amplifier system, as essentially no competing 
absorption and emission mechanisms exist.9 This is because in ytterbium, there are only two energy 
states that are resonant at the wavelengths of interest. These are the ground state 2

7 2F /  and the excited 
state 2

5 2F / . When doped into the host material, Stark splitting within these levels occurs as described 
previously, which leads to strong absorption at wavelengths in the vicinity of 0.92 μm, and emis-
sion between 1.0 and 1.1 μm, maximizing at around 1.03 μm. Pump absorption is very high, which 
makes side-pumping geometries practical. Because of the extremely high gain that is possible, Yb-
doped fibers are attractive as power amplifiers for 1.06-μm light, and have been employed in fiber 
laser configurations. YDFAs have also proven attractive as superfluorescent sources,36 in which the 
output is simply amplified spontaneous emission, and there is no signal input.

Accompanying the high power levels in YDFAs are unwanted nonlinear effects, which are best 
reduced (at a given power level) by lowering the fiber mode intensity. This has been accomplished to 
an extent in special amplifier designs that involve large mode effective areas (Aeff). Such designs have 
been based on either conventional fiber37 or photonic crystal fiber.38,39 The best results in both cases 
involve dual-core configurations, in which the pump light propagates in a large core (or inner cladding) 
which surrounds a smaller concentric core that contains the dopant ions, and that propagates the 
signal to be amplified. The large inner cladding region facilitates the input coupling of high-power 
diode pump lasers that have large output beam cross sections. Such designs have proven successful 
with other amplifiers (including erbium-doped) as well.

Erbium/Ytterbium-Doped Fiber Amplifiers (EYDFAs)

Erbium/ytterbium codoping takes advantage of the strong absorption of ytterbium at the conven-
tional 0.98 μm erbium pump wavelength. When codoped with erbium, ytterbium ions in their 
excited state transfer their energy to the erbium ions, and gain between 1.53 and 1.56 μm is formed 
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14.8  FIBER OPTICS

as before.3 Advantages of such a system include the following: With high pump absorption, side-
pumping is possible, thus allowing the use of large-area diode lasers as pumps. In addition, high 
gain can be established over a shorter propagation distance in the fiber than is possible in a conven-
tional EDFA. As a result, shorter length amplifiers having lower ASE noise can be constructed. An 
added benefit is that the absorption band allows pumping by high-power lasers such as Nd: YAG (at 
1.06 μm) or Nd: YLF (at 1.05 μm), and there is no excited state absorption. Yb-sensitized fibers are 
attractive for use as C or L band power amplifiers, and in the construction of fiber lasers, in which a 
short-length, high-gain medium is needed.40

14.5 RAMAN FIBER AMPLIFIERS

Amplification by stimulated Raman scattering has proven to be a successful alternative to rare-earth-
doped fiber, and has found wide use in long-haul fiber communication systems.41,42 Key advantages 
of Raman amplifiers include (1) improvement in signal-to-noise ratio over rare-earth-doped fiber, 
and (2) wavelengths to be amplified are not restricted to lie within a specific emission spectrum, but 
only require a pump wavelength that is separated from the signal wavelength by the Raman reso-
nance. In this way, the entire low-loss spectral range of optical fiber can in principle be covered by 
Raman amplification, as in, for example, O band applications.43 The main requirement is that a 
pump laser is available having power output on the order of 0.5 W, and whose frequency is up-shifted 
from that of the signal by the primary Raman resonance frequency of 440 cm−1 or about 13.2 THz. 
The required pump wavelength, l 2, is thus expressed in terms of the signal wavelength, l1, through

λ2
1

11 0 044
=

+
λ

λ( . )
  (1)

where the wavelengths are expressed in micrometers.
Another major difference from rare-earth-doped fiber is that Raman amplifiers may typically 

require lengths on the order of tens of kilometers to achieve the same gain that can be obtained, for 
example, in 10 m of erbium-doped fiber. The long Raman amplifier span is not necessarily a disad-
vantage because (1) Raman amplification can be carried out within portions of the existing fiber link, 
and (2) the long span may contribute to an improvement in the signal-to-noise ratio for the entire 
link. This happens if Raman amplification is used after amplifying using erbium-doped fiber; the 
Raman amplifier provides gain for the signal, while the long span attenuates the spontaneous emis-
sion noise from the EDFA. A Raman amplifier can be implemented at the receiver end of a link by 
introducing a backward pump at the output end.

The basic configuration of a Raman fiber amplifier is shown in Fig. 3. Pumping can be done in 
either the forward direction (with input pump power P20) or in the backward direction (with input P2L). 
The governing equations are Eqs. (10) and (11) in Chap. 10 of this volume, rewritten here in terms 
of wave power:

dP

dz

g

A
P P Pr1

1 2 1= −
eff

α   (2)

dP

dz

g

A
P P Pr2 2

1
1 2 2= ± ±

ω
ω

α
eff

  (3)

FIGURE 3 Beam configuration for a Raman fiber amplifier using forward or backward pumping.
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OPTICAL FIBER AMPLIFIERS  14.9

where the plus and minus signs apply to backward and forward pumping, respectively, and where 
Aeff is the fiber mode cross-sectional area, as before. The peak Raman gain in silica occurs when 
pump and signal frequencies are spaced by 440 cm−1, corresponding to a wavelength spacing of 
about 0.1 μm (see Fig. 2 in Chap. 10 of this volume). The gain in turn is inversely proportional to 
pump wavelength, l2, and to a good approximation is given by

gr( )λ
λ2

11

2

10=
−

cm/W   (4)

with l 2 expressed in micrometers.
The simplest case is the small-signal regime, in which the Stokes power throughout the amplifier 

is sufficiently low such that negligible pump depletion will occur. The pump power dependence on 
distance is thus determined by loss in the fiber, and is found by solving Eq. (3) under the assumption 
that the first term on the right-hand side is negligible. It is further assumed that there is no sponta-
neous scattering, and that the Stokes and pump fields maintain parallel polarizations. For forward 
pumping, the solutions of Eqs. (2) and (3) thus simplified are

P z P z
g P

A
zr

1 10
20 1

( ) exp( )exp
exp( )= − − −⎛

⎝⎜
α α

αeff

⎞⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥   (5a)

P z P z2 20( ) exp( )= −α   (5b)

For backward pumping with no pump depletion, and with fiber length, L:

P z P z
g P

A
L

zr L
1 10

2( ) exp( )exp exp( )
exp(= − −α α α

eff

))−⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥

1
α   (6a)

P z P z LL2 2( ) exp[ ( )]= −α   (6b)

Implicit throughout is the assumption that there is no spontaneous scattering, and that the Stokes 
and pump fields maintain parallel polarizations.

The z-dependent signal gain in decibels is Gain (dB) /= 10 10 1 10log ( ( ) ).P z P  Figure 444 shows this 
evaluated for several choices of fiber attenuation. It is evident that for forward pumping, an optimum 
length may exist at which the gain maximizes. For backward pumping, gain will always increase with 
amplifier length. It is also evident that for a specified fiber length, input pump power, and loss, the 
same gain is achieved over the total length for forward and backward pumping, as must be true with 
no pump depletion.

It is apparent in Eqs. (5a) and (6a) that increased gain is obtained for lower-loss fiber, and by 
increasing the pump intensity, given by P2/Aeff . For a given available pump power, fibers having 
smaller effective areas, Aeff , will yield higher gain, but the increased intensity may result in additional 
unwanted nonlinear effects.

In actual systems, additional problems arise. Among these is pump depletion, reducing the overall 
gain as Stokes power levels increase. This is effectively a gain saturation mechanism, and occurs as 
some of the Stokes power is back-converted to the pump wavelength through the inverse Raman effect. 
Again, maintaining pump power levels that are significantly higher than the Stokes levels maintains 
the small signal approximation, and minimizes saturation. In addition, noise may arise from several 
sources. These include spontaneous Raman scattering, Rayleigh scattering,45 pump intensity noise,46

and Raman-amplified spontaneous emission from rare-earth-doped fiber amplifiers elsewhere in the 
link.47 Finally, polarizaton-dependent gain (PDG) arises as pump and Stokes field polarizations 
randomly move in and out of parallelism, owing to the usual changes in fiber birefringence.48 This last 
effect can be reduced by using depolarized pump inputs.
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14.10  FIBER OPTICS

14.6 PARAMETRIC AMPLIFIERS

Parametric amplification uses the nonlinear four-wave mixing interaction in fiber, as described in 
Sec. 10.5 (Chap. 10). Two possible configurations are used that involve either a single pump wave, 
or two pumps at different wavelengths (Fig. 5). The signal to be amplified copropagates with the 
pumps and is of a different wavelength than either pump. In addition to the amplified signal, the 
process also generates a fourth wave known as the idler, which is a wavelength-shifted and phase-
conjugated replica of the signal. In view of this, parametric amplification is also attractive for use 
in wavelength conversion applications and—owing to the phase conjugate nature of the idler—in 
dispersion compensation.

The setup is essentially the same as described in Sec. 10.5, in which we allow the possibility of two 
distinct pump waves, carrying powers P1 and P2 at frequencies w1 and w2, or a single pump at frequency 
w0 having power P0. The pumps interact with a relatively weak signal, having input power P3(0), and 
frequency w3. The signal is amplified as the pump power couples to it, while the idler (power P4 and 
frequency w4) is generated and amplified. The frequency relations are ω ω ω ω3 4 1 2+ = +  for dual 
pumps, or ω ω ω3 4 02+ =  for a single pump. In the simple case of a single pump that is nondepleted, 

FIGURE 4 Small signal Raman gain as a function of distance z in a 
single-mode fiber, as calculated using Eqs. (5a) and (6a) for selected values 
of distributed fiber loss. Plots are shown for cases of forward pumping 
(solid curves) and backward pumping (dotted curves). Parameter values 
are P P gL r20 2

12200 7 10= = = × −mW cm/W, , and Aeff
2cm= × −5 10 7 . (After 

Ref. 44.)
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FIGURE 5 Beam configuration for a parametric fiber amplifier using single or dual-wavelength pumping.
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OPTICAL FIBER AMPLIFIERS  14.11

and assuming continuous wave operation with a signal input of power P3(0), the power levels at the 
amplifier output (length L) are given by:49

P L P
g

gL3 3

2

2
20 1 1

4
( ) ( ) sin h ( )= + +

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

κ
  (7)

P L P
g

gL4 3

2

2
20 1

4
( ) ( ) sin h ( )= +

⎛
⎝⎜

⎞
⎠⎟

κ
  (8)

The parametric gain g is given by

g P
n

A
=

⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥0

2 2

2 2
1 2

2

2

π
λ

κ
eff

/

  (9)

where n2 is the nonlinear index in m2/W, l is the average of the three wavelengths, and Aeff is the fiber 
mode cross-sectional area. The phase mismatch parameter k includes linear and power-dependent terms:

κ β
π

λ
= +Δ

2 2
0

n

A
P

eff

  (10)

where the linear part, Δβ β β β= + −3 4 02  has the usual interpretation as the difference in phase con-
stants of a nonlinear polarization wave (at either w3 or w4) and the field (at the same frequency) radiated 
by the polarization. The phase constants are expressed in terms of the unperturbed fiber mode indices 
�ni through Δβ ωi i in c= � / . The second (nonlinear) term on the right hand side of Eq. (10) represents the 
mode index change arising from the intense pump field through the optical Kerr effect. This uniformly 
changes the mode indices of all waves, and is thus important to include in the phase mismatch evaluation.

If two pumps are used, having powers P1 and P2, with frequencies w1 and w2, Eqs. (9) and (10) are 
modified by setting P P P0 1 2= + . Also, in evaluating P0

2 in Eq. (9), only the cross term (2P1P2) is retained 
in the expression. The linear term in Eq. (10) becomes Δβ β β β β= + − −3 4 1 2. With these modifica-
tions, Eqs. (7) and (8) may not strictly apply because the two-pump interaction is complicated by the 
generation of multiple idler waves, in addition to contributions from optically induced Bragg grat-
ings, as discussed in Ref. 50. The advantage of using two pumps of different frequencies is that the 
phase mismatch is possible to reduce significantly over a much broader wavelength spectrum than 
is possible using a single pump. In this manner, relatively flat gain spectra over several tens of nano-
meters have been demonstrated with the pump wavelengths positioned on opposite sides of the zero 
dispersion wavelength.51 In single-pump operation, gain spectra of widths on the order of 20 nm have 
been achieved with the pump wavelength positioned at or near the fiber zero dispersion wavelength.52

In either pumping scheme, amplification factors on the same order or greater than those available in 
Raman amplifiers are in principle obtainable, and best results have exceeded 40 dB.53 In practice, ran-
dom fluctuations in fiber dimensions and in birefringence represent significant challenges in avoiding 
phase mismatch, and in maintaining alignment of the interacting field polarizations.54
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There are many different applications for fiber optic communication systems, each with its own 
unique performance requirements. For example, analog communication systems may be subject 
to different types of noise and interference than digital systems, and consequently require different 
figures of merit to characterize their behavior. At first glance, telecommunication and data com-
munication systems appear to have much in common, as both use digital encoding of data streams; 
in fact, both types can share a common network infrastructure. Upon closer examination, however, 
we find important differences between them. First, datacom systems must maintain a much lower 
bir error rate (BER), defined as the number of transmission errors per second in the communica-
tion link (we will discuss BER in more detail in the following sections). For telecom (voice) com-
munications, the ultimate receiver is the human ear and voice signals have a bandwidth of only 
about 4 kHz; transmission errors often manifest as excessive static noise such as encountered on a 
mobile phone, and most users can tolerate this level of fidelity. In contrast, the consequences of even 
a single bit error to a datacom system can be very serious; critical data such as medical or financial 
records could be corrupted, or large computer systems could be shut down. Typical telecom systems 
operate at a BER of about 10−9, compared with about 10−12 to 10−15 for datacom systems. Another 
unique requirement of datacom systems is eye safety versus distance trade-offs. Most telecommu-
nications equipment is maintained in a restricted environment and accessible only to personell 
trained in the proper handling of high power optical sources. Datacom equipment is maintained 
in a computer center and must comply with international regulations for inherent eye safety; this 
limits the amount of optical power which can safely be launched into the fiber, and consequently 
limits the maximum distances which can be achieved without using repeaters or regenerators. For 
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15.2  FIBER OPTICS

the same reason, datacom equipment must be rugged enough to withstand casual use while telecom 
equipment is more often handled by specially trained service personell. Telecom systems also tend to 
make more extensive use of multiplexing techniques, which are only now being introduced into the 
data center, and more extensive use of optical repeaters.

In the following sections, we will examine the technical requirements for designing fiber optic 
communication systems suitable for these different environments. We begin by defining some figures 
of merit to characterize the system performance. Then, concentrating on digital optical communication 
systems, we will describe how to design an optical link loss budget and how to account for various 
types of noise sources in the link.

15.1 FIGURES OF MERIT

There are several possible figures of merit which may be used to characterize the performance of an 
optical communication system. Furthermore, different figures of merit may be more suitable for dif-
ferent applications, such as analog or digital transmission. In this section, we will describe some of 
the measurements used to characterize the performance of optical communication systems. Even if 
we ignore the practical considerations of laser eye safety standards, an optical transmitter is capable 
of launching a limited amount of optical power into a fiber; similarly, there is a limit as to how weak 
a signal can be detected by the receiver in the presence of noise and interference. Thus, a fundamen-
tal consideration in optical communication systems design is the optical link power budget, or the 
difference between the transmitted and received optical power levels. Some power will be lost due 
to connections, splices, and bulk attenuation in the fiber. There may also be optical power penal-
ties due to dispersion, modal noise, or other effects in the fiber and electronics. The optical power 
levels define the signal-to-noise ratio (SNR) at the receiver, which is often used to characterize the 
performance of analog communication systems. For digital transmission, the most common figure 
of merit is the bit error rate (BER), defined as the ratio of received bit errors to the total number of 
transmitted bits. Signal-to-noise ratio is related to the bit error rate by the Gaussian integral

 BER / /= ≅−
∞

−∫
1

2

1

2

2 22 2

π π
e dQ

Q
eQ

Q

Q  (1)

where Q represents the SNR for simplicity of notation.1–4 From Eq. (1), we see that a plot of 
BER versus received optical power yields a straight line on semilog scale, as illustrated in Fig. 1. 
Nominally, the slope is about 1.8 dB/decade; deviations from a straight line may indicate the pres-
ence of nonlinear or non-Gaussian noise sources. Some effects, such as fiber attenuation, are 
linear noise sources; they can be overcome by increasing the received optical power, as seen from 
Fig. 1, subject to constraints on maximum optical power (laser safety) and the limits of receiver 
sensitivity. There are other types of noise sources, such as mode partition noise or relative 
intensity noise (RIN), which are independent of signal strength. When such noise is present, no 
amount of increase in transmitted signal strength will affect the BER; a noise floor is produced, as 
shown by curve B in Fig. 1. This type of noise can be a serious limitation on link performance. If 
we plot BER versus receiver sensitivity for increasing optical power, we obtain a curve similar to 
Fig. 2 which shows that for very high power levels, the receiver will go into saturation. The char-
acteristic “bathtub”-shaped curve illustrates a window of operation with both upper and lower 
limits on the received power. There may also be an upper limit on optical power due to eye safety 
considerations.

We can see from Fig. 1 that receiver sensitivity is specified at a given BER, which is often too low 
to measure directly in a reasonable amount of time (e.g., a 200 Mbit/s link operating at a BER of 10−15 
will only take one error every 57 days on average, and several hundred errors are recommended for a 
reasonable BER measurement). For practical reasons, the BER is typically measured at much higher 
error rates, where the data can be collected more quickly (such as 10−4 to 10−8) and then extrapolated 

Bass_v5ch15_p001-020.indd 15.2 9/8/09 5:43:00 PM

DO
 N

OT
 D

UP
LI

CA
TE



FIBER OPTIC COMMUNICATION LINKS (TELECOM, DATACOM, AND ANALOG)  15.3

Incident optical average power (dBm)

B
it

 e
rr

or
 r

at
e

A

B

10–5

10–6

10–7

10–8

10–9

10–10

10–11

10–12

FIGURE 1  Bit error rate as a function of received optical power. Curve A shows typical 
performance, whereas curve B shows a BER floor.5

to find the sensitivity at low BER. This assumes the absence of nonlinear noise floors, as cautioned 
previously. The relationship between optical input power, in watts, and the BER, is the complimentary 
Gaussian error function

 BER / erfc P P /RMS noiseout signal= −1 2 ( )  (2)

where the error function is an open integral that cannot be solved directly. Several approximations 
have been developed for this integral, which can be developed into transformation functions that 
yield a linear least squares fit to the data.1 The same curve fitting equations can also be used to char-
acterize the eye window performance of optical receivers. Clock position/phase versus BER data 
are collected for each edge of the eye window; these data sets are then curve fitted with the above 
expressions to determine the clock position at the desired BER. The difference in the two resulting 
clock position on either side of the window gives the clear eye opening.1–4

In describing Figs. 1 and 2, we have also made some assumptions about the receiver circuit. Most 
data links are asynchronous, and do not transmit a clock pulse along with the data; instead, a clock 
is extracted from the incoming data and used to retime the received data stream. We have made the 
assumption that the BER is measured with the clock at the center of the received data bit; ideally, this 
is when we compare the signal with a preset threshold to determine if a logical “1” or “0” was sent. 
When the clock is recovered from a receiver circuit such as a phase lock loop, there is always some 
uncertainty about the clock position; even if it is centered on the data bit, the relative clock position 
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may drift over time. The region of the bit interval in the time domain where the BER is acceptable is 
called the eyewidth; if the clock timing is swept over the data bit using a delay generator, the BER will 
degrade near the edges of the eye window. Eyewidth measurements are an important parameter in 
link design, which will be discussed further in the section on jitter and link budget modeling.

In the design of some analog optical communication systems, as well as some digital television 
systems (e.g., those based on 64-bit Quadrature Amplitude Modulation), another possible figure of 
merit is the modulation error ratio (MER). To understand this metric, we will consider the standard 
definition of the Digital Video Broadcasters (DVB) Measurements Group.5 First, the video receiver 
captures a time record of N received signal coordinate pairs, representing the position of information 
on a two-dimensional screen. The ideal position coordinates are given by the vector (Xj , Yj). For each 
received symbol, a decision is made as to which symbol was transmitted, and an error vector (ΔXj, ΔYj)
is defined as the distance from the ideal position to the actual position of the received symbol. The 
MER is then defined as the sum of the squares of the magnitudes of the ideal symbol vector divided 
by the sum of the squares of the magnitudes of the symbol error vectors:

MER dB=
+
+

=

=
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1
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j j
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when the signal vectors are corrupted by noise, they can be treated as random variables. The denom-
inator in Eq. (3) becomes an estimate of the average power of the error vector (in other words, its 
second moment) and contains all signal degradation due to noise, reflections, transmitter quadra-
ture errors, etc. If the only significant source of signal degradation is additive white Gaussian noise, 
then MER and SNR are equivalent. For communication systems which contain other noise sources, 
MER offers some advantages; in particular, for some digital transmission systems there may be a 
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FIGURE 2 Bit error rate as a function of received optical power 
illustrating range of operation from minimum sensitivity to saturation.
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very sharp change in BER as a function of SNR (a so-called “cliff effect”) which means that BER 
alone cannot be used as an early predictor of system failures. MER, on the other hand, can be used 
to measure signal-to-interference ratios accurately for such systems. Because MER is a statistical 
measurement, its accuracy is directly related to the number of vectors N used in the computation; 
an accuracy of 0.14 dB can be obtained with N = 10,000, which would require about 2 ms to accu-
mulate at the industry standard digital video rate of 5.057 Msymbols/s.

In order to design a proper optical data link, the contribution of different types of noise sources 
should be assessed when developing a link budget. There are two basic approaches to link budget 
modeling. One method is to design the link to operate at the desired BER when all the individual link 
components assume their worst case performance. This conservative approach is desirable when very 
high performance is required, or when it is difficult or inconvenient to replace failing components 
near the end of their useful lifetimes. The resulting design has a high safety margin; in some cases, it 
may be overdesigned for the required level of performance. Since it is very unlikely that all the ele-
ments of the link will assume their worst case performance at the same time, an alternative is to model 
the link budget statistically. For this method, distributions of transmitter power output, receiver sen-
sitivity, and other parameters are either measured or estimated. They are then combined statistically 
using an approach such as the Monte Carlo method, in which many possible link combinations are 
simulated to generate an overall distribution of the available link optical power. A typical approach 
is the 3-sigma design, in which the combined variations of all link components are not allowed to 
extend more than 3 standard deviations from the average performance target in either direction. The 
statistical approach results in greater design flexibility, and generally increased distance compared 
with a worst-case model at the same BER.

Harmonic Distortions, Intermodulation Distortions, 
and Dynamic Range

Fiber-optic analog links are in general nonlinear. That is, if the input electrical information is 
a harmonic signal of frequency f0, the output electrical signal will contain the fundamental fre-
quency f0 as well as high-order harmonics of frequencies nf0 (n > 2). These high-order harmonics 
comprise the harmonic distortions of analog fiber-optic links.6 The nonlinear behavior is caused 
by nonlinearities in the transmitter, the fiber, and the receiver. The same sources of nonlinearities 
in the fiber-optic links lead to intermodulation distortions (IMD), which can be best illustrated in 
a two-tone transmission scenario. If the input electrical information is a superposition of two har-
monic signals of frequencies f1 and f2, the output electrical signal will contain second-order inter-
modulation at frequencies f1 + f2 and f1 − f2 as well as third-order intermodulation at frequencies 
2f1 − f2 and 2f2 − f1.

Most analog fiber-optic links require bandwidth of less than one octave (fmax < 2 fmin). As a result 
harmonic distortions as well as second-order IMD products are not important as they can be filtered 
out electronically. However, third-order IMD products are in the same frequency range (between fmin 
and fmax ) as the signal itself and therefore appear in the output signal as the spurious response. Thus 
the linearity of analog fiber-optic links is determined by the level of third-order IMD products. In the 
case of analog links where third-order IMD is eliminated through linearization circuitry, the lowest 
odd-order IMD determines the linearity of the link.

To quantify IMD distortions, a two-tone experiment (or simulation) is usually conducted where the 
input RF powers of the two tones are equal. The linear and nonlinear power transfer functions—the 
output RF power of each of two input tones and the second or third-order IMD product as a function 
of the input RF power of each input harmonic signal—are schematically presented in Fig. 3. When 
plotted on a log-log scale, the fundamental power transfer function should be a line with a slope of 
unity. The second- (third-) order power transfer function should be a line with a slope of two (three). 
The intersections of the power transfer functions are called second- and third-order intercept points, 
respectively. Because of the fixed slopes of the power transfer functions, the intercept points can be 
calculated from measurements obtained at a single input power level. Suppose at a certain input level, 
the output power of each of the two fundamental tones, the second-order IMD product and third-order 
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IMD products are P1, P2, and P3, respectively. When the power levels are in units of dB or dBm, the 
second-order and third-order intercept points are

 IP2 1 22= −P P  (4)

and

 IP /3 1 33 2= −( )P P  (5)

The dynamic range is a measure of the ability of an analog fiber-optic link to faithfully transmit 
signals at various power levels. At the low input power end, the analog link can fail due to insufficient 
power level so that the output power is below the noise level. At the high input power end, the analog 
link can fail due to the fact that the IMD products become the dominant source of signal degrada-
tion. In term of the output power, the dynamic range (of the output power) is defined as the ratio of 
the fundamental output to the noise power. However, it should be noted that the third-order IMD 
products increase three times faster than the fundamental signal. After the third-order IMD products 
exceeds the noise floor, the ratio of the fundamental output to the noise power is meaningless as the 
dominant degradation of the output signal comes from IMD products. So a more meaningful definition 
of the dynamic range is the so-called spurious-free dynamic range (SFDR),6,7 which is the ratio of the 
fundamental output to the noise power at the point where the IMD products is at the noise level. The 
spurious-free dynamic range is then practically the maximum dynamic range. Since the noise floor 
depends on the bandwidth of interest, the unit for SFDR should be dB-Hz2/3. The dynamic range 
decreases as the bandwidth of the system is increased. The spurious-free dynamic range is also often 
defined with reference to the input power, which corresponds to SFDR with reference to the output 
power if there is no gain compression.

15.2 LINK BUDGET ANALYSIS: INSTALLATION LOSS

It is convenient to break down the link budget into two areas: installation loss and available power. 
Installation or DC loss refers to optical losses associated with the fiber cable plant, such as connector 
loss, splice loss, and bandwidth considerations. Available optical power is the difference between the 

Fundamental

(slo
pe = 1)

SF
D

R

3r
d-

or
de

r I
M

D
(s

lo
pe

 =
 3

)

2n
d-

or
de

r I
M

D

(s
lo

pe
 =

 2
)

3rd-order
intercept

2nd-order
intercept

Noise floor

40

20

0

O
u

tp
u

t 
po

w
er

 (
dB

m
)

–20

–40

–60

–80

–100
–100 –80 –60 –40 –20

Input power (dBm)

0 20 40

SFDR

FIGURE 3  Intermodulation and dynamic range of analog fiberoptic links.
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FIBER OPTIC COMMUNICATION LINKS (TELECOM, DATACOM, AND ANALOG)  15.7

transmitter output and receiver input powers, minus additional losses due to optical noise sources 
on the link (also known as AC losses). With this approach, the installation loss budget may be 
treated statistically and the available power budget as worst case. First, we consider the installation 
loss budget, which can be broken down into three areas, namely, transmission loss, fiber attenuation 
as a function of wavelength, and connector or splice losses.

Transmission Loss

Transmission loss is perhaps the most important property of an optical fiber; it affects the link 
budget and maximum unrepeated distance. Since the maximum optical power launched into an 
optical fiber is determined by international laser eye safety standards,8 the number and separation 
between optical repeaters and regenerators is largely determined by this loss. The mechanisms 
responsible for this loss include material absorption as well as both linear and nonlinear scatter-
ing of light from impurities in the fiber.1–5 Typical loss for single-mode optical fiber is about 2 
to 3 dB/km near 800-nm wavelength, 0.5 dB/km near 1300 nm, and 0.25 dB/km near 1550 nm. 
Multimode fiber loss is slightly higher, and bending loss will only increase the link attenuation 
further.

Attenuation versus Wavelength

Since fiber loss varies with wavelength, changes in the source wavelength or use of sources with a 
spectrum of wavelengths will produce additional loss. Transmission loss is minimized near the 1550-
nm wavelength band, which unfortunately does not correspond with the dispersion minimum at 
around 1310 nm. An accurate model for fiber loss as a function of wavelength has been developed by 
Walker;9 this model accounts for the effects of linear scattering, macrobending, and material absorp-
tion due to ultraviolet and infrared band edges, hydroxide (OH) absorption, and absorption from 
common impurities such as phosphorous. Using this model, it is possible to calculate the fiber loss 
as a function of wavelength for different impurity levels; the fiber properties can be specified along 
with the acceptable wavelength limits of the source to limit the fiber loss over the entire operating 
wavelength range. Design tradeoffs are possible between center wavelength and fiber composition to 
achieve the desired result. Typical loss due to wavelength-dependent attenuation for laser sources on 
single-mode fiber can be held below 0.1 dB/km.

Connector and Splice Losses

There are also installation losses associated with fiber optic connectors and splices; both of these 
are inherently statistical in nature and can be characterized by a Gaussian distribution. There are 
many different kinds of standardized optical connectors, some of which have been discussed pre-
viously; some industry standards also specify the type of optical fiber and connectors suitable for 
a given application.10 There are also different models which have been published for estimating 
connection loss due to fiber misalignment;11,12 most of these treat loss due to misalignment of 
fiber cores, offset of fibers on either side of the connector, and angular misalignment of fibers. 
The loss due to these effects is then combined into an overall estimate of the connector perfor-
mance. There is no general model available to treat all types of connectors, but typical connector 
loss values average approximately 0.5 dB worst case for multimode, slightly higher for singlemode 
(see Table 1).

Optical splices are required for longer links, since fiber is usually available in spools of 1 to 5 km, 
or to repair broken fibers. There are two basic types, mechanical splices (which involve placing the 
two fiber ends in a receptacle that holds them close together, usually with epoxy) and the more com-
monly used fusion splices (in which the fiber are aligned, then heated sufficiently to fuse the two ends 
together). Typical splice loss values are given in Table 1.
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15.8  FIBER OPTICS

15.3 LINK BUDGET ANALYSIS: OPTICAL 
POWER PENALTIES

Next, we will consider the assembly loss budget, which is the difference between the transmitter out-
put and receiver input powers, allowing for optical power penalties due to noise sources in the link. 
We will follow the standard convention in the literature of assuming a digital optical communica-
tion link which is best characterized by its BER. Contributing factors to link performance include 
the following:

• Dispersion (modal and chromatic) or intersymbol interference

• Mode partition noise

• Mode hopping

• Extinction ratio

• Multipath interference

• Relative intensity noise (RIN)

• Timing jitter

• Radiation induced darkening

• Modal noise

Higher order, nonlinear effects including Stimulated Raman and Brillouin scattering and 
frequency chirping will be discussed elsewhere.

TABLE 1 Typical Cable Plant Optical Losses5

    Variance
Component Description Size (μm) Mean Loss (dB2)

Connector∗ Physical contact 62.5–62.5 0.40 dB 0.02
  50.0–50.0 0.40 dB 0.02
   9.0–9.0† 0.35 dB 0.06
  62.5–50.0 2.10 dB 0.12
  50.0–62.5 0.00 dB 0.01
Connector∗ Nonphysical contact 62.5–62.5 0.70 dB 0.04
 (multimode only)  50.0–50.0 0.70 dB 0.04
  62.5–50.0 2.40 dB 0.12
  50.0–62.5 0.30 dB 0.01
Splice Mechanical 62.5–62.5 0.15 dB 0.01
  50.0–50.0 0.15 dB 0.01
   9.0–9.0† 0.15 dB 0.01
Splice Fusion 62.5–62.5 0.40 dB 0.01
  50.0–50.0 0.40 dB 0.01
   9.0–9.0† 0.40 dB 0.01
Cable IBM multimode jumper 62.5 1.75 dB/km NA
 IBM multimode jumper 50.0 3.00 dB/km at NA
    850 nm
 IBM single-mode jumper  9.0 0.8 dB/km NA
 Trunk 62.5 1.00 dB/km NA
 Trunk 50.0 0.90 dB/km NA
 Trunk  9.0 0.50 dB/km NA

∗ The connector loss value is typical when attaching identical connectors. The loss can vary significantly if attaching different 
connector types.

†Single-mode connectors and splices must meet a minimum return loss specification of 28 dB.
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FIBER OPTIC COMMUNICATION LINKS (TELECOM, DATACOM, AND ANALOG)  15.9

Dispersion

The most important fiber characteristic after transmission loss is dispersion, or intersymbol inter-
ference. This refers to the broadening of optical pulses as they propagate along the fiber. As pulses 
broaden, they tend to interfere with adjacent pulses; this limits the maximum achievable data rate. 
In multimode fibers, there are two dominant kinds of dispersion, modal and chromatic. Modal dis-
persion refers to the fact that different modes will travel at different velocities and cause pulse broad-
ening. The fiber’s modal bandwidth in units of MHz-km, is specified according to the expression

 BW BW /modal = 1 LY  (6)

where BWmodal is the modal bandwidth for a length L of fiber, BW1 is the manufacturer-specified 
modal bandwidth of a 1-km section of fiber, and g is a constant known as the modal bandwidth con-
catenation length scaling factor. The term g usually assumes a value between 0.5 and 1, depending on 
details of the fiber manufacturing and design as well as the operating wavelength; it is conservative to 
take γ =1 0. . Modal bandwidth can be increased by mode mixing, which promotes the interchange of 
energy between modes to average out the effects of modal dispersion. Fiber splices tend to increase 
the modal bandwidth, although it is conservative to discard this effect when designing a link.

The other major contribution is chromatic dispersion BWchrom which occurs because different 
wavelengths of light propagate at different velocities in the fiber. For multimode fiber, this is given by 
an empirical model of the form

 BW
| |

chrom

eff

=
+ −

L

a a

c

w o c

γ

λ λ λ( )1

 (7)

where L is the fiber length in km; λc is the center wavelength of the source in nm; λw is the source 
FWHM spectral width in nm; γ c is the chromatic bandwidth length scaling coefficient, a constant; 
λeff  is the effective wavelength, which combines the effects of the fiber zero dispersion wavelength 
and spectral loss signature; and the constants a1 and ao are determined by a regression fit of measured 
data. From Ref. 13, the chromatic bandwidth for 62.5/125-μm fiber is empirically given by

 BW
| |

chrom =
+ −

−10

1 1 0 0189 1370

4 0 69L

w c

.

( . . )λ λ
 (8)

For this expression, the center wavelength was 1335 nm and λeff was chosen midway between λc and 
the water absorption peak at 1390 nm; although λeff  was estimated in this case, the expression still 
provides a good fit to the data. For 50/125-μm fiber, the expression becomes

 BW
| |

chrom =
+ −

−10

1 01 0 0177 1330

4 0 65L

w c

.

( . . )λ λ
 (9)

For this case, λc was 1313 nm and the chromatic bandwidth peaked at λeff nm= 1330 . Recall that 
this is only one possible model for fiber bandwidth.1 The total bandwidth capacity of multimode 
fiber BWt is obtained by combining the modal and chromatic dispersion contributions, according to

 
1 1 1

2 2 2BW BW BWchrom modalt

= +  (10)

Once the total bandwidth is known, the dispersion penalty can be calculated for a given data rate. 
One expression for the dispersion penalty in decibel is

 Pd
t

=
⎡

⎣
⎢

⎤

⎦
⎥1 22

2

.
bit rate(Mb/s)

BW (MHz)
 (11)

For typical telecommunication grade fiber, the dispersion penalty for a 20-km link is about 0.5 dB.
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15.10  FIBER OPTICS

Dispersion is usually minimized at wavelengths near 1310 nm; special types of fiber have been 
developed which manipulate the index profile across the core to achieve minimal dispersion near 1550 nm, 
which is also the wavelength region of minimal transmission loss. Unfortunatly, this dispersion-shifted 
fiber suffers from some practial drawbacks, including susceptibility to certain kinds of nonlinear noise 
and increased interference between adjacent channels in a wavelength multiplexing environment. 
There is a new type of fiber which minimizes dispersion while reducing the unwanted crosstalk effects, 
called dispersion optimized fiber. By using a very sophisticated fiber profile, it is possible to minimize 
dispersion over the entire wavelength range from 1300 nm to 1550 nm, at the expense of very high loss 
(around 2 dB/km); this is known as dispersion flattened fiber. Yet another approach is called dispersion 
conpensating fiber; this fiber is designed with negative dispersion characteristics, so that when used in 
series with conventional fiber it will offset the normal fiber dispersion. Dispersion compensating fiber 
has a much narrower core than standard singlemode fiber, which makes it susceptible to nonlinear 
effects; it is also birefringent and suffers from polarization mode dispersion, in which different states of 
polarized light propagate with very different group velocities. Note that standard singlemode fiber does 
not preserve the polarization state of the incident light; there is yet another type of specialty fiber, with 
asymmetric core profiles, capable of preserving the polarization of incident light over long distances.

By definition, single-mode fiber does not suffer modal dispersion. Chromatic dispersion is an 
important effect, though, even given the relatively narrow spectral width of most laser diodes. The 
dispersion of single-mode fiber corresponds to the first derivative of group velocity τ g  with respect 
to wavelength, and is given by

 D
d

d

Sg o
c

o

c

= = −
⎛

⎝⎜
⎞

⎠⎟
τ
λ

λ
λ
λ4

4

3
 (12)

where D is the dispersion in ps/(km-nm) and λc is the laser center wavelength. The fiber is char-
acterized by its zero dispersion wavelength, λo , and zero dispersion slope, So. Usually, both center 
wavelength and zero dispersion wavelength are specified over a range of values; it is necessary to 
consider both upper and lower bounds in order to determine the worst case dispersion penalty. This 
can be seen from Fig. 4 which plots D versus wavelength for some typical values of λo and λc ; the 
largest absolute value of D occurs at the extremes of this region. Once the dispersion is determined, 
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FIGURE 4  Single-mode fiber dispersion as a function of wavelength.5
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FIBER OPTIC COMMUNICATION LINKS (TELECOM, DATACOM, AND ANALOG)  15.11

the intersymbol interference penalty as a function of link length L can be determined to a good 
approximation from a model proposed by Agrawal:14

 P BD Ld = +5 1 2 2 2log( ( ) )π λΔ  (13)

where B is the bit rate and Δλ is the root-mean-square (RMS) spectral width of the source. By 
maintaining a close match between the operating and zero dispersion wavelengths, this penalty can 
be kept to a tolerable 0.5 to 1.0 dB in most cases.

Mode Partition Noise

Group velocity dispersion contributes to another optical penalty, which remains the subject of con-
tinuing research, mode partition noise and mode hopping. This penalty is related to the properties 
of a Fabry-Perot type laser diode cavity; although the total optical power output from the laser may 
remain constant, the optical power distribution among the laser’s longitudinal modes will fluctu-
ate. This is illustrated by the model depicted in Fig. 5; when a laser diode is directly modulated with 

O T

O T

O T

l3 l2

l2 l1 l3

l1

O T

O T

(a)

(b)

FIGURE 5  Model for mode partition noise; an optical source 
emits a combination of wavelengths, illustrated by different color blocks: 
(a) wavelength-dependent loss and (b) chromatic dispersion.
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15.12  FIBER OPTICS

injection current, the total output power stays constant from pulse to pulse; however, the power dis-
tribution among several longitudinal modes will vary between pulses. We must be careful to dis-
tinguish this behavior of the instantaneous laser spectrum, which varies with time, from the time-
averaged spectrum which is normally observed experimentally. The light propagates through a fiber 
with wavelength-dependent dispersion or attenuation, which deforms the pulse shape. Each mode is 
delayed by a different amount due to group velocity dispersion in the fiber; this leads to additional 
signal degradation at the receiver, in addition to the intersymbol interference caused by chromatic 
dispersion alone, discussed earlier. This is known as mode partition noise; it is capable of generat-
ing bit error rate floors, such that additional optical power into the receiver will not improve the 
link BER. This is because mode partition noise is a function of the laser spectral fluctuations and 
wavelength-dependent dispersion of the fiber, so the signal-to-noise ratio due to this effect is inde-
pendent of the signal power. The power penalty due to mode partition noise was first calculated by 
Ogawa15 as

 P Qmp mp= −5 1 2 2log( )σ  (14)

where 

 σ π λ λ λmp
2 2 4

1
4 4

1
2

2
2 6

2
4 81

2
42 48= + +k B A A A A( ) [ ]Δ Δ Δ  (15)

 A DL1 =  (16)

and 

 A
A

c o
2

1

2
=

−( )λ λ
 (17)

The mode partition coefficient k is a number between 0 and 1 which describes how much of the 
optical power is randomly shared between modes; it summarizes the statistical nature of mode par-
tition noise. According to Ogawa, k depends on the number of interacting modes and rms spectral 
width of the source, the exact dependence being complex. However, subsequent work has shown16 
that Ogawa’s model tends to underestimate the power penalty due to mode partition noise because 
it does not consider the variation of longitudinal mode power between successive baud periods, and 
because it assumes a linear model of chromatic dispersion rather than the nonlinear model given 
in the above equation. A more detailed model has been proposed by Campbell,17 which is general 
enough to include effects of the laser diode spectrum, pulse shaping, transmitter extinction ratio, and 
statistics of the data stream. While Ogawa’s model assumed an equiprobable distribution of zeros and 
ones in the data stream, Campbell showed that mode partition noise is data dependent as well. Recent 
work based on this model18 has re-derived the signal variance:

 σ σ σ σmp av
2 2

1
2

1
2= + +( )+ −E o  (18)

where the mode partition noise contributed by adjacent baud periods is defined by

 σ σ π λ+ −+ = +1
2

1
2 2 4

1
4 4

1
2

2
21

2
1 25 40 95k B A A A( ) [ . .Δ Δλλ λ6

2
4 850 25+ . ]A Δ  (19)

and the time-average extinction ratio E P Pav 1 0( / )= 10 log , where P P1 0,  represent the optical power by 
a 1 and 0, respectively. If the operating wavelength is far away from the zero dispersion wavelength, 
the noise variance simplifies to

 σ β
mp av
2

2
22 25

2
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2= − −. ( )
k

E e L  (20)
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FIBER OPTIC COMMUNICATION LINKS (TELECOM, DATACOM, AND ANALOG)  15.13

which is valid provided that, 

 β π λ= <<( )BDΔ 2 1  (21)

Many diode lasers exhibit mode hopping or mode splitting in which the spectrum appears to 
split optical power between 2 or 3 modes for brief periods of time. The exact mechanism is not fully 
understood, but stable Gaussian spectra are generally only observed for CW operation and tempera-
ture stabilized lasers. During these mode hops the above theory does not apply since the spectrum is 
non-Gaussian, and the model will overpredict the power penalty; hence, it is not possible to model 
mode hops as mode partitioning with k = 1. There is no currently published model describing a treat-
ment of mode hopping noise, although recent papers19 suggest approximate calculations based on the 
statistical properties of the laser cavity. In a practical link, some amount of mode hopping is probably 
unavoidable as a contributor to burst noise; empirical testing of link hardware remains the only reli-
able way to reduce this effect. A practical rule of thumb is to keep the mode partition noise penalty 
less than 1.0 dB maximum, provided that this penalty is far away from any noise floors.

Extinction Ratio

The receiver extinction ratio also contributes directly to the link penalties. The receiver BER is a 
function of the modulated AC signal power; if the laser transmitter has a small extinction ratio, the 
DC component of total optical power is significant. Gain or loss can be introduced in the link bud-
get if the extinction ratio at which the receiver sensitivity is measured differs from the worst case 
transmitter extinction ratio. If the extinction ratio Et at the transmitter is defined as the ratio of 
optical power when a one is transmitted versus when a zero is transmitted,

 Et =
Power

Power

( )

( )

1

0
 (22)

then we can define a modulation index at the transmitter Mt according to 

 M
E

Et
t

t

=
−
+

1

1
 (23)

Similarly, we can measure the linear extinction ratio at the optical receiver input and define a 
modulation Mr . The extinction ratio penalty is given by

 P
M

M
t

r
er = −

⎛
⎝⎜

⎞
⎠⎟

10 log  (24)

where the subscripts T and R refer to specifications for the transmitter and receiver, respectively. 
Usually, the extinction ratio is specified to be the same at the transmitter and receiver, and is large 
enough so that there is no power penalty due to extinction ratio effects.

Multipath Interference

Another important property of the optical link is the amount of reflected light from the fiber end-
faces which returns up the link back into the transmitter. Whenever there is a connection or splice 
in the link, some fraction of the light is reflected back; each connection is thus a potential noise gen-
erator, since the reflected fields can interfere with one another to create noise in the detected optical 
signal. The phenomenon is analogous to the noise caused by multiple atmospheric reflections of 
radio waves, and is known as multipath interference noise. To limit this noise, connectors and splices 
are specified with a minimum return loss. If there are a total of N reflection points in a link and the 
geometric mean of the connector reflections is alpha, then based on the model of Duff et al.20 the 
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15.14  FIBER OPTICS

power penalty due to multipath interference (adjusted for bit error rate and bandwidth) is closely 
approximated by 

 
P Nampi = −10 1 0 7log( . )

 (25)

Multipath noise can usually be reduced well below 0.5 dB with available connectors, whose return 
loss is often better than 25 dB.

Relative Intensity Noise

Stray light reflected back into a Fabry-Perot type laser diode gives rise to intensity fluctuations in the 
laser output. This is a complicated phenomena, strongly dependent on the type of laser; it is called 
either reflection-induced intensity noise or relative intensity noise (RIN). This effect is important 
since it can also generate BER floors. The power penalty due to RIN is the subject of ongoing research; 
since the reflected light is measured at a specified signal level, RIN is data dependent although it 
is independent of link length. Since many laser diodes are packaged in windowed containers, it 
is difficult to correlate the RIN measurements on an unpackaged laser with those of a commercial 
product. There have been several detailed attempts to characterize RIN;21,22 typically, the RIN noise 
is assumed Gaussian in amplitude and uniform in frequency over the receiver bandwidth of interest. 
The RIN value is specified for a given laser by measuring changes in the optical power when a 
controlled amount of light is fed back into the laser; it is signal dependent, and is also influenced by 
temperature, bias voltage, laser structure, and other factors which typically influence laser output 
power.22 If we assume that the effect of RIN is to produce an equivalent noise current at the receiver, 
then the additional receiver noise σ r may be modeled as

 σ γr
gS B= 2 2  (26)

where S is the signal level during a bit period, B is the bit rate, and g is a noise exponent which defines 
the amount of signal-dependent noise. If g = 0, noise power is independent of the signal, while for 
g = 1 noise power is proportional to the square of the signal strength. The coefficient g is given by

 γ 2 2 1 1010= −Si
g

i
( ) ( )RIN /  (27)

where RINi is the measured RIN value at the average signal level Si , including worst case backreflec-
tion conditions and operating temperatures. The Gaussian BER probability due to the additional 
RIN noise current is given by
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where σ σ1, o represent the total noise current during transmission of a digital 1 and 0, respectively, 
and P Pe e

o1,  are the probabilities of error during transmission of a 1 or 0, respectively. The power 
penalty due to RIN may then be calculated by determining the additional signal power required to 
achieve the same BER with RIN noise present as without the RIN contribution. One approximation 
for the RIN power penalty is given by

 P Q M
Mr

g

r
rin

RIN/BW= − − +
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 (29)

where the RIN value is specified in dB/Hz, BW is the receiver bandwidth, Mr is the receiver modulation 
index, and the exponent g is a constant varying between 0 and 1 which relates the magnitude of RIN noise 
to the optical power level. The maximum RIN noise penalty in a link can usually be kept below 0.5 dB.
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Jitter

Although it is not strictly an optical phenomena, another important area in link design deals with 
the effects of timing jitter on the optical signal. In a typical optical link, a clock is extracted from the 
incoming data signal which is used to retime and reshape the received digital pulse; the received pulse 
is then compared with a threshold to determine if a digital 1 or 0 was transmitted. So far, we have dis-
cussed BER testing with the implicit assumption that the measurement was made in the center of the 
received data bit; to achieve this, a clock transition at the center of the bit is required. When the clock 
is generated from a receiver timing recovery circuit, it will have some variation in time and the exact 
location of the clock edge will be uncertain. Even if the clock is positioned at the center of the bit, 
its position may drift over time. There will be a region of the bit interval, or eye, in the time domain 
where the BER is acceptable; this region is defined as the eyewidth.1–3 Eyewidth measurements are an 
important parameter for evaluation of fiber optic links; they are intimately related to the BER, as well 
as the acceptable clock drift, pulse width distortion, and optical power. At low optical power levels, the 
receiver signal-to-noise ratio is reduced; increased noise causes amplitude variations in the received 
signal. These amplitude variations are translated into time domain variations in the receiver decision 
circuitry, which narrows the eyewidth. At the other extreme, an optical receiver may become saturated 
at high optical power, reducing the eyewidth and making the system more sensitive to timing jitter. 
This behavior results in the typical “bathtub” curve shown in Fig. 2; for this measurement, the clock 
is delayed from one end of the bit cell to the other, with the BER calculated at each position. Near the 
ends of the cell, a large number of errors occur; toward the center of the cell, the BER decreases to 
its true value. The eye opening may be defined as the portion of the eye for which the BER remains 
constant; pulse width distortion occurs near the edges of the eye, which denotes the limits of the valid 
clock timing. Uncertainty in the data pulse arrival times causes errors to occur by closing the eye win-
dow and causing the eye pattern to be sampled away from the center. This is one of the fundamen-
tal problems of optical and digital signal processing, and a large body of work has been done in this 
area.23,24 In general, multiple jitter sources will be present in a link; these will tend to be uncorrelated. 
However, jitter on digital signals, especially resulting from a cascade of repeaters, may be coherent.

International standards on jitter were first published by the CCITT (Central Commission for 
International Telephony and Telegraphy, now known as the International Telecommunications 
Union, or ITU). This standards body has adopted a definition of jitter24 as short-term variations of 
the significant instants (rising or falling edges) of a digital signal from their ideal position in time. 
Longer-term variations are described as wander; in terms of frequency, the distinction between jitter 
and wander is somewhat unclear. The predominant sources of jitter include the following:

• Phase noise in receiver clock recovery circuits, particularly crystal-controlled oscillator circuits; 
this may be aggravated by filters or other components which do not have a linear phase response. 
Noise in digital logic resulting from restricted rise and fall times may also contribute to jitter.

• Imperfect timing recovery in digital regenerative repeaters, which is usually dependent on the 
data pattern.

• Different data patterns may contribute to jitter when the clock recovery circuit of a repeater 
attempts to recover the receive clock from inbound data. Data pattern sensitivity can produce as 
much as 0.5-dB penalty in receiver sensitivity. Higher data rates are more susceptible (>1 Gbit/s); 
data patterns with long run lengths of 1s or 0s, or with abrupt phase transitions between consecu-
tive blocks of 1s and 0s, tend to produce worst case jitter.

• At low optical power levels, the receiver signal-to-noise ratio Q is reduced; increased noise causes 
amplitude variations in the signal, which may be translated into time domain variations by the 
receiver circuitry.

• Low frequency jitter, also called wander, resulting from instabilities in clock sources and modula-
tion of transmitters.

• Very low frequency jitter caused by variations in the propagation delay of fibers, connectors, etc., 
typically resulting from small temperature variations. (This can make it especially difficult to 
perform long-term jitter measurements.)
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15.16  FIBER OPTICS

In general, jitter from each of these sources will be uncorrelated; jitter related to modulation com-
ponents of the digital signal may be coherent, and cumulative jitter from a series of repeaters or 
regenerators may also contain some well correlated components.

There are several parameters of interest in characterizing jitter performance. Jitter may be classified 
as either random or deterministic, depending on whether it is associated with pattern-dependent effects; 
these are distinct from the duty cycle distortion which often accompanies imperfect signal timing. 
Each component of the optical link (data source, serializer, transmitter, encoder, fiber, receiver, reti-
ming/clock recovery/deserialization, decision circuit) will contribute some fraction of the total sys-
tem jitter. If we consider the link to be a “black box” (but not necessarily a linear system) then we can 
measure the level of output jitter in the absence of input jitter; this is known as the “intrinsic jitter” 
of the link. The relative importance of jitter from different sources may be evaluated by measuring 
the spectral density of the jitter. Another approach is the maximum tolerable input jitter (MTIJ) for 
the link. Finally, since jitter is essentially a stochastic process, we may attempt to characterize the jitter 
transfer function (JTF) of the link, or estimate the probability density function of the jitter. When 
multiple traces occur at the edges of the eye, this can indicate the presence of data dependent jitter or 
duty cycle distortion; a histogram of the edge location will show several distinct peaks. This type of 
jitter can indicate a design flaw in the transmitter or receiver. By contrast, random jitter typically has 
a more Gaussian profile and is present to some degree in all data links.

The problem of jitter accumulation in a chain of repeaters becomes increasingly complex; how-
ever, we can state some general rules of thumb. It has been shown25 that jitter can be generally 
divided into two components, one due to repetitive patterns and one due to random data. In receiv-
ers with phase-lock loop timing recovery circuits, repetitive data patterns will tend to cause jitter 
accumulation, especially for long run lengths. This effect is commonly modeled as a second-order 
receiver transfer function. Jitter will also accumulate when the link is transferring random data; 
jitter due to random data is of two types, systematic and random. The classic model for systematic 
jitter accumulation in cascaded repeaters was published by Byrne.26 The Byrne model assumes cas-
caded identical timing recovery circuits, and then the systematic and random jitter can be com-
bined as rms quantities so that total jitter due to random jitter may be obtained. This model has 
been generalized to networks consisting of different components,27 and to nonidentical repeaters.28 
Despite these considerations, for well designed practical networks the basic results of the Byrne 
model remain valid for N nominally identical repeaters transmitting random data; systematic jitter 
accumulates in proportion to N1/2 and random jitter accumulates in proportion to N1/4. For most 
applications the maximum timing jitter should be kept below about 30 percent of the maximum 
receiver eye opening.

Modal Noise

An additional effect of lossy connectors and splices is modal noise. Because high capacity opti-
cal links tend to use highly coherent laser transmitters, random coupling between fiber modes 
causes fluctuations in the optical power coupled through splices and connectors; this phenomena 
is known as modal noise.29 As one might expect, modal noise is worst when using laser sources in 
conjunction with multimode fiber; recent industry standards have allowed the use of short-wave 
lasers (750 to 850 nm) on 50 μm fiber which may experience this problem. Modal noise is usually 
considered to be nonexistent in single-mode systems. However, modal noise in single-mode fibers 
can arise when higher-order modes are generated at imperfect connections or splices. If the lossy 
mode is not completely attenuated before it reaches the next connection, interference with the 
dominant mode may occur. The effects of modal noise have been modeled previously,29 assuming that 
the only significant interaction occurs between the LP01 and LP11 modes for a sufficiently coherent 
laser. For N sections of fiber, each of length L in a single-mode link, the worst case sigma for modal 
noise can be given by

 σ η ηm
aLN e= − −2 1( )  (30)
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where a is the attenuation coefficient of the LP11 mode, and h is the splice transmission efficiency, 
given by

 η η= −10 10( )o /  (31)

where ηo is the mean splice loss (typically, splice transmission efficiency will exceed 90%). The 
corresponding optical power penalty due to modal noise is given by

 P Q m= − −5 1 2 2log( )σ  (32)

where Q corresponds to the desired BER. This power penalty should be kept to less than 0.5 dB.

Radiation Induced Loss

Another important environmental factor as mentioned earlier is exposure of the fiber to ionizing 
radiation damage. There is a large body of literature concerning the effects of ionizing radiation on 
fiber links.30,31 There are many factors which can affect the radiation susceptibility of optical fiber, 
including the type of fiber, type of radiation (gamma radiation is usually assumed to be representa-
tive), total dose, dose rate (important only for higher exposure levels), prior irradiation history of 
the fiber, temperature, wavelength, and data rate. Optical fiber with a pure silica core is least sus-
ceptible to radiation damage; however, almost all commercial fiber is intentionally doped to control 
the refractive index of the core and cladding, as well as dispersion properties. Trace impurities are 
also introduced which become important only under irradiation; among the most important are 
Ge dopants in the core of graded index (GRIN) fibers, in addition to F, Cl, P, B, OH content, and the 
alkali metals. In general, radiation sensitivity is worst at lower temperatures, and is also made worse 
by hydrogen diffusion from materials in the fiber cladding. Because of the many factors involved, 
there does not exist a comprehensive theory to model radiation damage in optical fibers. The basic 
physics of the interaction has been described;30,31 there are two dominant mechanisms, radiation 
induced darkening and scintillation. First, high energy radiation can interact with dopants, impuri-
ties, or defects in the glass structure to produce color centers which absorb strongly at the operat-
ing wavelength. Carriers can also be freed by radiolytic or photochemical processes; some of these 
become trapped at defect sites, which modifies the band structure of the fiber and causes strong 
absorption at infrared wavelengths. This radiation-induced darkening increases the fiber attenu-
ation; in some cases, it is partially reversible when the radiation is removed, although high-levels 
or prolonged exposure will permanently damage the fiber. A second effect is caused if the radia-
tion interacts with impurities to produce stray light, or scintillation. This light is generally broad-
band, but will tend to degrade the BER at the receiver; scintillation is a weaker effect than radiation-
induced darkening. These effects will degrade the BER of a link; they can be prevented by shielding 
the fiber, or partially overcome by a third mechanism, photobleaching. The presence of intense light 
at the proper wavelength can partially reverse the effects of darkening in a fiber. It is also possible to 
treat silica core fibers by briefly exposing them to controlled levels of radiation at controlled temper-
atures; this increases the fiber loss, but makes the fiber less susceptible to future irradiation. These 
so-called radiation hardened fibers are often used in environments where radiation is anticipated to 
play an important role. Recently, several models have been advanced31 for the performance of fiber 
under moderate radiation levels; the effect on BER is a power law model of the form

 BER BER dose0= + A b( )  (33)

where BER0 is the link BER prior to irradiation, the dose is given in rads, and the constants A and b 
are empirically fitted. The loss due to normal background radiation exposure over a typical link life-
time can be held approximately below 0.5 dB.
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16.1

16

16.1 INTRODUCTION

Fiber-optic couplers, including splitters and wavelength division multiplexing components, have 
been used extensively over the last two decades. This use continues to grow both in quantity and in 
the ways in which the devices are used. The uses today include, among other applications, simple 
splitting for signal distribution and the wavelength multiplexing and demultiplexing multiple wave-
length signals.

Fiber-based splitters and wavelength division multiplexing (WDM) components are among the 
simplest devices. Other technologies that can be used to fabricate components that exhibit similar 
functions include the planar waveguide and micro-optic technologies. Planar waveguides are most 
suitable for highly integrated functions. Micro-optic devices are often used when complex multiple 
wavelength functionality is required. In this chapter, we will show the large number of optical func-
tions that can be achieved with simple tapered fiber components. We will also describe the physics 
of the propagation of light through tapers in order to better understand the breadth of components 
that can be fabricated with this technology. The phenomenon of coupling includes an exchange of 
power that can depend both on wavelength and on polarization. Beyond the simple 1 × 2 power 
splitter, other devices that can be fabricated from tapered fibers include 1 × N devices, wavelength 
multiplexing, polarization multiplexing, switches, attenuators, and filters.

Fiber-optic couplers have been fabricated since the early 1970s. The fabrication technologies have 
included fusion tapering,1–3 etching,4 and polishing.5–7 The tapered single-mode fiber-optic power 
splitter is perhaps the most universal of the single-mode tapered devices.8 It has been shown that 
the power transferred during the tapering process involves an initial adiabatic transfer of the power in 
the input core to the cladding air interface.9 The light is then transferred to the adjacent core-cladding 
mode. During the uptapering process, the input light will transfer back onto the fiber cores. In this 
case, it is referred to as a cladding mode coupling device. Light that is transferred to a higher-order 
mode of the core-cladding structure leads to an excess loss. This is because these higher-order modes 
are not bounded by the core and are readily stripped by the higher index of the fiber coating.

In the tapered fiber coupler process, two fibers are brought into close proximity after the protec-
tive plastic jacket is removed. Then, in the presence of a torch, the fibers are fused and stretched 
(Fig. 1.) The propagation of light through this tapered region is described using Maxwell’s vector 
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equations, but to a good approximation, the scalar wave approximation is valid. The scalar wave 
equation written in cylindrical coordinates is expressed as

[ ( ) ( )]1 22
1

2 2/ / / / / /r rr r v r k n V a f r a∂ ∂ ∂ ∂ − + − = ∂ψ εμ ψψ /∂t 2  (1)

In Eq. (1), n1 is the index value at r = 0, b is the propagation constant, which is to be determined, 
a is the core radius, f (r/a) is a function describing the index distribution with radius, and V is the 
modal volume

V
n

=
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2
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λ δ
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2

2
2

1
22

 (3)

As light propagates in the single-mode fiber, it is not confined to the core region, but extends out 
into the surrounding region. As the light propagates through the tapered region, it is bounded by 
the shrinking, air-cladding boundary.

In the simplest case, the coupling from one cladding to the adjacent one can be described by 
perturbation theory.9 In this case, the cladding air boundary is considered as the waveguide outer 
boundary, and the exchange of power along z is described as

P Cz= sin [ ]2  (4)

where10

C
Wd U Wd

V K W
= −[ ] exp( )

[ ( )]

πδ ρ ρ/ /2 2

3
1
2  (5)

with

α π λ= 2 1n / U k n= −ρ β( )2
1
2 2 2 W k n= −ρ β( )2 2

2
2 2  (6)

In Eq. (6), the waveguide parameters are defined in the tapered region. Here the core of each 
fiber is small and the cladding becomes the effective core, while air becomes the cladding. Also, it 

FIGURE 1 Fusing and tapering process.

Stage movement

Heat source

Fiber coating removed 
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is important to point out that Eqs. (4) and (5) are only a first approximation. These equations are 
derived using first-order perturbation theory. Also, the scalar wave equation is not strictly valid 
under the presence of large index differences, such as at a glass-air boundary. However, these equa-
tions describe a number of important effects. The sinusoidal dependence of the power coupled with 
wavelength, as well as the dependence of power transfer with cladding diameter and other depen-
dencies, is well described with the model.

Equation (4) can be described by considering the light input to one core as a superposition of 
symmetric and antisymmetric.9 These modes are eigen solutions to the composite two-core struc-
ture. The proper superposition of these two modes enables one to impose input boundary condi-
tions for the case of a two-core structure. The symmetric and antisymmetric modes are written as

ψ
ψ ψ

s =
+1 2

2
 (7)

ψ
ψ ψ

a =
−1 2

2
 (8)

Light input onto one core is described with y1 at z = 0,

ψ
ψ ψ

1
2

=
+s a  (9)

Propagation through the coupler is characterized with the superposition of ys and ya. This super-
position describes the power transfer between the two guides along the direction of propagation.10

The propagation constants of ys and ya are slightly different, and this value can be used to estimate 
excess loss under certain perturbations.

16.2 ACHROMATICITY

The simple sinusoidal dependence of the coupling with wavelength as described above is not 
always desired, and often a more achromatic dependence of the coupling is required. This can be 
achieved when dissimilar fibers10 are used to fabricate the coupler. Fibers are characterized as dis-
similar when the propagation constants of the guides are of different values. When dissimilar fibers 
are used, Eqs. (4) and (5) can be replaced with

P x P F P P C P P1 1
2

2 1 1 20 0 0 0 0( ) ( ) ( ( ) ( ) [ ][ ( ) (= + − + δβ/ ))] ]sin ( )2 2 Cz F/  (10)

where

F C= +1 1 4 2/ /[ ( )]δβ  (11)

In most cases, the fibers are made dissimilar by changing the cladding diameter of one of the 
fibers. Etching or pretapering one of the fibers can do this. Another approach is to slightly change 
the cladding index of one of the fibers.11 When dissimilar fibers are used, the total amount of power 
coupled is limited. As an example, an achromatic 3-dB coupler is made achromatic by operating at 
the sinusoidal maximum with wavelength rather than at the power of maximum power change with 
wavelength. Another approach to achieve achromaticity is to taper the device such that the modes 
expand well beyond the cladding boundaries.12 This condition greatly weakens the wavelength 
dependence of the coupling. This has been achieved by encapsulating the fibers in a third-matrix 
glass with an index very close to that of the fiber’s cladding index. The difference in index between 
the cladding and the matrix glass is in the order of 0.001. The approach of encapsulating the fibers 
in a third-index material13,14 is also useful for reasons other than achromaticity. One reason is that 
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the packaging process is simplified. Also, a majority of couplers made for undersea applications use 
this method because it is a proven approach to ultrahigh reliability.

The wavelength dependence of the couplers described above is most often explained using mode 
coupling and perturbation theory. Often, numerical analysis is required to explain the effects that 
the varying taper angles have on the overall coupling. An important numerical approach is the beam 
propagation method.15 In this approach, the propagation of light through a device is solved by an 
expansion of the evolution operator using a Taylor series and with the use of fast Fourier transforms 
to evaluate the appropriate derivatives. In this way, the propagation of the light can be studied as it 
couples to the adjacent guides or to higher-order modes.

16.3 WAVELENGTH DIVISION MULTIPLEXING

Besides power splitting, tapered couplers can be used to separate wavelengths. To accomplish this 
separation, we utilize the wavelength dependence of Eqs. (4) and (5). By proper choice of the device 
length and taper ratio, two predetermined wavelengths can be put out onto two different ports. 
Wavelengths from 60 to 600 nanometers can be split using this approach. Applications include the 
splitting and/or combining of 1480 nm and 1550 nm light, as well as multiplexing 980 and 1550 nm 
onto an erbium fiber for signal amplification. Also important is the splitting of the 1310- to 1550-nm 
wavelength bands, which can be achieved using this approach.

16.4 1 ë N POWER SPLITTERS

Often it is desirable to split a signal onto a number of output ports. This can be achieved by 
concatenating 1 × 2 power splitters. Alternatively, one can split the input simultaneously onto 
multiple output ports.16,17 Typically, the output ports are of the form 2^N (i.e., 2, 4, 8, 16, . . .). 
The configuration of the fibers in the tapered region affects the distribution of the output power 
per port. A good approach to achieve uniform 1 × 8 splitting is described in Ref. 18.

16.5 SWITCHES AND ATTENUATORS

In a tapered device, the power coupled over to the adjacent core can be significantly affected by 
bending the device at the midpoint. By encapsulating two fibers before tapering in a third index 
medium, the device is rigid and can be reliably bent in order to frustrate the coupling.19 The bend-
ing establishes a difference in the propagation constants of the two guiding media, preventing cou-
pling or power transfer.

This approach can be used to fabricate both switches and attenuators. Switches with up to 30 dB 
crosstalk and attenuators with variable crosstalk up to 30 dB as well over the erbium wavelength 
band have been fabricated. Displacing one end of a 1 cm taper by 1 mm is enough to alter the cross-
talk by the 30-dB value. Applications for attenuators have been increasing significantly over the 
last few years. An important reason is to maintain the gain in erbium-doped fiber amplifiers. This 
is achieved by limiting the amount of pump power into the erbium fiber. Over time, as the pump 
degrades, the power output of the attenuator is increased to compensate for the pump degradation

16.6 MACH-ZEHNDER DEVICES

Devices to split narrowly spaced wavelengths are very important. As mentioned above, tapers can 
be designed such that wavelengths from 60 to 600 nm can be split in a tapered device. Dense WDM 
networks require splitting of wavelengths with separations on the order of nanometers. Fiber-based 
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Mach-Zehnder devices enable such splitting. Monolithic fiber-based Mach-Zehnders can be fabri-
cated using fibers with different cores,20,21 i.e., different propagation constants. Two or more tapers 
can be used to cause light from two different optical paths to interfere (Fig. 2). The dissimilar cores 
enable light to propagate at different speeds between the tapers, causing the required constructive 
and destructive interference. These devices are environmentally stable due to the monolithic struc-
ture. Mach-Zehnders can also be fabricated using fibers with different lengths between the tapers.22

In this approach, it is the packaging that enables an environmentally stable device.
Mach-Zehnders and lattice filters can also be fabricated by tapering single-fiber devices.23,24 In 

the tapered regions, the light couples to a cladding mode. The cladding mode propagates between 
tapers since a lower-index overcladding replaces the higher-index coating material. An interesting 
application for these devices is gain-flattening filters for amplifiers.

16.7 POLARIZATION DEVICES

It is well known that two polarization modes propagate in single-mode fiber. Most optical fiber 
modules allow both polarizations to propagate, but specify that the performance of the components 
be insensitive to the polarization states of the propagating light. However, this is often not the situa-
tion for fiber-optic sensor applications. Often, the state of polarization is important to the operation 
of the sensor itself. In these situations, polarization-maintaining fiber is used. Polarization compo-
nents such as polarization-maintaining couplers and also single polarization devices are used. In 
polarization-maintaining fiber, a difference in propagation constants of the polarization modes 
prevents mode coupling or exchange of energy. This is achieved by introducing stress or shape bire-
fringence within the fiber core. A significant difference between the two polarization modes is main-
tained as the fiber twists in a cable or package.

In many fiber sensor systems, tapered fiber couplers are used to couple light from one core to 
another. Often the couplers are composed of birefringent fibers.24,25 This is done to maintain the 

MC lattice device

FIGURE 2 Fiber-based Mach-Zehnder devices.24
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alignment of the polarizations to the incoming and outgoing fibers and also to maintain the polar-
ization states within the device. The axes of the birefringent fibers are aligned before tapering, and 
care is taken not to excessively twist the fibers during the tapering process.

The birefringent fibers contain stress rods, elliptical core fibers, or inner claddings to maintain 
the birefringence. The stress rods in some birefringent fibers have an index higher than the silica 
cladding. In the tapering process, this can cause light to be trapped in these rods, resulting in an 
excess loss in the device. Stress rods with an index lower than that of silica can be used in these 
fibers, resulting in very low loss devices.

16.8 SUMMARY

Tapered fiber couplers are extremely useful devices. Such devices include 1 × 2 and 1 × N power 
splitters, wavelength division multiplexers and filters, and polarization-maintaining and -splitting 
components. Removing the fiber’s plastic coating and then fusing and tapering two or more fibers 
in the presence of heat forms these devices. The simplicity and flexibility of this fabrication process 
is in part responsible for the widespread use of these components. The mechanism involved in the 
fabrication process is reasonably understood and simple, which is in part responsible for the wide-
spread deployment of these devices. These couplers are found in optical modules for the telecom-
munication industry and in assemblies for the sensing industry. They are also being deployed as 
standalone components for fiber-to-home applications.
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17.1

17

17.1 GLOSSARY 

 FBG fi ber Bragg grating 

FWHM full width measured at half-maximum intensity 

Neff effective refractive index for light propagating in a single mode 

 pps pulses per second 

b propagation constant of optical fi ber mode 

Δn magnitude of photoinduced refractive index change 

k grating coupling coeffi cient 

Λ spatial period (or pitch) of spatial feature measured along optical fi ber

l vacuum wavelength of propagating light

lB Bragg wavelength

L length of grating

17.2 INTRODUCTION

A fiber Bragg grating (FBG) is a periodic variation of the refractive index of the fiber core along the 
length of the fiber. The principal property of FBGs is that they reflect light in a narrow bandwidth 
that is centered about the Bragg wavelength lB which is given by λB N= 2 eff Λ,  where Λ is the spatial 
period (or pitch) of the periodic variation and Neff is the effective refractive index for light propagat-
ing in a single mode, usually the fundamental mode of a monomode optical fiber. The refractive 
index variations are formed by exposure of the fiber core to an intense optical interference pattern 
of ultraviolet light. The capability of light to induce permanent refractive index changes in the core 
of an optical fiber has been named photosensitivity. Photosensitivity was discovered by Hill et al. in 
1978 at the Communications Research Centre in Canada (CRC).1,2 The discovery has led to tech-
niques for fabricating Bragg gratings in the core of an optical fiber and a means for manufacturing a 
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17.2  FIBER OPTICS

wide range of FBG-based devices that have applications in optical fiber communications and optical 
sensor systems.

This chapter reviews the characteristics of photosensitivity, the properties of Bragg gratings, the 
techniques for fabricating Bragg gratings in optical fibers, and some FBG devices. More information 
on FBGs can be found in the following references, which are reviews on Bragg grating technology,3,4

the physical mechanisms underlying photosensitivity,5 applications for fiber gratings,6 and the use of 
FBGs as sensors.7

17.3 PHOTOSENSITIVITY

When ultraviolet light radiates an optical fiber, the refractive index of the fiber is changed perma-
nently; the effect is termed photosensitivity. The change in refractive index is permanent in the sense 
that it will last for several years (lifetimes of 25 years are predicted) if the optical waveguide after 
exposure is annealed appropriately; that is, by heating for a few hours at a temperature of 50°C 
above its maximum anticipated operating temperature.8 Initially, photosensitivity was thought to be 
a phenomenon that was associated only with germanium-doped-core optical fibers. Subsequently, 
photosensitivity has been observed in a wide variety of different fibers, many of which do not con-
tain germanium as dopant. Nevertheless, optical fiber with a germanium-doped core remains the 
most important material for the fabrication of Bragg grating–based devices.

The magnitude of the photoinduced refractive index change (Δn) obtained depends on several 
different factors: the irradiation conditions (wavelength, intensity, and total dosage of irradiating 
light), the composition of glassy material forming the fiber core, and any processing of the fiber prior 
and subsequent to irradiation. A wide variety of different continuous-wave and pulsed-laser light 
sources, with wavelengths ranging from the visible to the vacuum ultraviolet, have been used to pho-
toinduce refractive index changes in optical fibers. In practice, the most commonly used light sources 
are KrF and ArF excimer lasers that generate, respectively, 248- and 193-nm light pulses (pulse width 
~10 ns) at pulse repetition rates of 50 to 100 pps. Typically, the fiber core is exposed to laser light for 
a few minutes at pulse levels ranging from 100 to 1000 mJ cm−2 pulse−1. Under these conditions, Δn is
positive in germanium-doped monomode fiber with a magnitude ranging between 10−5 and 10−3.

The refractive index change can be enhanced (photosensitization) by processing the fiber prior 
to irradiation using such techniques as hydrogen loading9 or flame brushing.10 In the case of hydrogen 
loading, a piece of fiber is put in a high-pressure vessel containing hydrogen gas at room temperature; 
pressures of 100 to 1000 atmospheres (atm; 101 kPa/atm) are applied. After a few days, hydrogen 
in molecular form has diffused into the silica fiber; at equilibrium the fiber becomes saturated (i.e., 
loaded) with hydrogen gas. The fiber is then taken out of the high-pressure vessel and irradiated 
before the hydrogen has had sufficient time to diffuse out. Photoinduced refractive index changes up 
to 100 times greater are obtained by hydrogen loading a Ge-doped-core optical fiber. In flame brush-
ing, the section of fiber that is to be irradiated is mounted on a jig and a hydrogen-fueled flame is 
passed back and forth (i.e., brushed) along the length of the fiber. The brushing takes about 10 minutes, 
and upon irradiation, an increase in the photoinduced refractive index change by about a factor of 
10 can be obtained.

Irradiation at intensity levels higher than 1000 mJ/cm2 marks the onset of a different non-linear 
photosensitive process that enables a single irradiating excimer light pulse to photo-induce a large 
index change in a small localized region near the core/cladding boundary of the fiber. In this case, the 
refractive index changes are sufficiently large to be observable with a phase contrast microscope and 
have the appearance of physically damaging the fiber. This phenomenon has been used for the writing 
of gratings using a single-excimer light pulse. 

Another property of the photoinduced refractive index change is anisotropy. This characteristic is 
most easily observed by irradiating the fiber from the side with ultraviolet light that is polarized per-
pendicular to the fiber axis. The anisotropy in the photoinduced refractive index change results in the 
fiber becoming birefringent for light propagating through the fiber. The effect is useful for fabricating 
polarization mode-converting devices or rocking filters.11
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FIBER BRAGG GRATINGS  17.3

The physical processes underlying photosensitivity have not been fully resolved. In the case of 
germanium-doped glasses, photosensitivity is associated with GeO color center defects that have 
strong absorption in the ultraviolet (~242 nm) wavelength region. Irradiation with ultraviolet light 
bleaches the color center absorption band and increases absorption at shorter wavelengths, thereby 
changing the ultraviolet absorption spectrum of the glass. Consequently, as a result of the Kramers-
Kronig causality relationship,12 the refractive index of the glass also changes; the resultant refractive 
index change can be sensed at wavelengths that are far removed from the ultraviolet region extending 
to wavelengths in the visible and infrared. The physical processes underlying photosensitivity are, 
however, probably much more complex than this simple model. There is evidence that ultraviolet 
light irradiation of Ge-doped optical fiber results in structural rearrangement of the glass matrix 
leading to densification, thereby providing another mechanism for contributing to the increase in the 
fiber core refractive index. Furthermore, a physical model for photosensitivity must also account for 
the small anisotropy in the photoinduced refractive index change and the role that hydrogen load-
ing plays in enhancing the magnitude of the photoinduced refractive change. Although the physical 
processes underlying photosensitivity are not completely known, the phenomenon of glass-fiber pho-
tosensitivity has the practical result of providing a means, using ultraviolet light, for photoinducing 
permanent changes in the refractive index at wavelengths that are far removed from the wavelength 
of the irradiating ultraviolet light.

17.4 PROPERTIES OF BRAGG GRATINGS 

Bragg gratings have a periodic index structure in the core of the optical fiber. Light propagating in 
the Bragg grating is backscattered slightly by Fresnel reflection from each successive index perturba-
tion. Normally, the amount of backscattered light is very small except when the light has a wave-
length in the region of the Bragg wavelength lB, given by 

   λB N= 2 eff Λ

where Neff is the modal index and Λ is the grating period. At the Bragg wavelength, each back 
reflection from successive index perturbations is in phase with the next one. The back reflections 
add up coherently and a large reflected light signal is obtained. The reflectivity of a strong grat-
ing can approach 100 percent at the Bragg wavelength, whereas light at wavelengths longer or 
shorter than the Bragg wavelength pass through the Bragg grating with negligible loss. It is this 
wavelength-dependent behavior of Bragg gratings that makes them so useful in optical commu-
nications applications. Furthermore, the optical pitch ( )Neff Λ  of a Bragg grating contained in a 
strand of fiber is changed by applying longitudinal stress to the fiber strand. This effect provides 
a simple means for sensing strain optically by monitoring the concomitant change in the Bragg 
resonant wavelength. 

Bragg gratings can be described theoretically by using coupled-mode equations.4,6,13 Here, we 
summarize the relevant formulas for tightly bound monomode light propagating through a uniform 
grating. The grating is assumed to have a sinusoidal perturbation of constant amplitude Δn. The
reflectivity of the grating is determined by three parameters: (1) the coupling coefficient k (2) the 
mode propagation constant β π λ= 2 Neff / , and (3) the grating length L. The coupling coefficient k
which depends only on the operating wavelength of the light and the amplitude of the index pertur-
bation Δn is given by κ π λ= ( / ) .Δn  The most interesting case is when the wavelength of the light cor-
responds to the Bragg wavelength. The grating reflectivity R of the grating is then given by the simple 
expression, R = tan h2 (kL), where k is the coupling coefficient at the Bragg wavelength and L is the 
length of the grating. Thus, the product kL can be used as a measure of grating strength. For kL =1, 2, 3, 
the grating reflectivity is, respectively, 58, 93, and 99 percent. A grating with a kL greater than one 
is termed a strong grating, whereas a weak grating has kL less than one. Figure 1 shows the typical 
reflection spectra for weak and strong gratings.

Bass_v5ch17_p001-010.indd 17.3 9/8/09 5:47:44 PM

DO
 N

OT
 D

UP
LI

CA
TE



17.4  FIBER OPTICS

The other important property of the grating is its bandwidth, which is a measure of the wave-
length range over which the grating reflects light. The bandwidth of a fiber grating that is most easily 
measured is its full width at half-maximum, ΔlFWHM, of the central reflection peak, which is defined 
as the wavelength interval between the 3-dB points. That is the separation in the wavelength between 
the points on either side of the Bragg wavelength where the reflectivity has decreased to 50 percent 
of its maximum value. However, a much easier quantity to calculate is the bandwidth, Δλ λ λ0 0= − B ,
where l0 is the wavelength where the first zero in the reflection spectra occurs. This bandwidth can be 
found by calculating the difference in the propagation constants, Δβ β β0 0= − B , where β π λ0 02= Neff /
is the propagation constant at wavelength l0 for which the reflectivity is first zero, and β π λB BN= 2 eff /
is the propagation constant at the Bragg wavelength for which the reflectivity is maximum.

In the case of weak gratings ( ), / ,κ β β β πL LB< = − =1 0Δ 0  from which it can be determined that 
Δ Δλ λ λFWHM

2
eff~ / ;0 2= B N L  the bandwidth of a weak grating is inversely proportional to the grating 

length L. Thus, long, weak gratings can have very narrow bandwidths. The first Bragg grating written 
in fibers1,2 was more than 1 m long and had a bandwidth less than 100 MHz, which is an astonishingly 
narrow bandwidth for a reflector of visible light. On the other hand, in the case of a strong grating 
( ),κ β β β κL B> = − =1 40 0Δ  and Δ Δλ λ λ κ πFWHM

2
eff~ / .2 40 = B N  For strong gratings, the bandwidth is 

directly proportional to the coupling coefficient k and is independent of the grating length. 

17.5 FABRICATION OF FIBER GRATINGS 

Writing a fiber grating optically in the core of an optical fiber requires irradiating the core with a 
periodic interference pattern. Historically, this was first achieved by interfering light that propagated 
in a forward direction along an optical fiber with light that was reflected from the fiber end and 
propagated in a backward direction.1 This method for forming fiber gratings is known as the internal 
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FIGURE 1 Typical reflection spectra for weak (small kL) and strong (large 
kL) fiber gratings. 
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FIBER BRAGG GRATINGS  17.5

writing technique, and the gratings were referred to as Hill gratings. The Bragg gratings, formed by 
internal writing, suffer from the limitation that the wavelength of the reflected light is close to the 
wavelength at which they were written (i.e., at a wavelength in the blue-green spectral region).

A second method for fabricating fiber gratings is the transverse holographic technique,14 which is 
shown schematically in Fig. 2. The light from an ultraviolet source is split into two beams that are 
brought together so that they intersect at an angle q. As Fig. 2 shows, the intersecting light beams form 
an interference pattern that is focused using cylindrical lenses (not shown) on the core of the optical 
fiber. Unlike the internal writing technique, the fiber core is irradiated from the side, thus giving rise 
to its name transverse holographic technique. The technique works because the fiber cladding is trans-
parent to the ultraviolet light, whereas the core absorbs the light strongly. Since the period Λ of the 
grating depends on the angle q  between the two interfering coherent beams through the relationship 
Λ = λ θUV/ sin( / ),2 2  Bragg gratings can be made that reflect light at much longer wavelengths than the 
ultraviolet light that is used in the fabrication of the grating. Most important, FBGs can be made that 
function in the spectral regions that are of interest for fiber-optic communication and optical sensing.

A third technique for FBG fabrication is the phase mask technique,15 which is illustrated in Fig. 3. 
The phase mask is made from a flat slab of silica glass, which is transparent to ultraviolet light. On 
one of the flat surfaces, a one-dimensional periodic surface relief structure is etched using photo-
lithographic techniques. The shape of the periodic pattern approximates a square wave in profile. The 
optical fiber is placed almost in contact with and at right angles to the corrugations of the phase mask, 
as shown in Fig. 3. Ultraviolet light, which is incident normal to the phase mask, passes through and 
is diffracted by the periodic corrugations of the phase mask. Normally, most of the diffracted light 
is contained in the 0, +1, and −1 diffracted orders. However, the phase mask is designed to suppress 
the diffraction into the zero order by controlling the depth of the corrugations in the phase mask. In 
practice, the amount of light in the zero order can be reduced to less than 5 percent with approxi-
mately 80 percent of the total light intensity divided equally in the ±1 orders. The two ±1 diffracted-
order beams interfere to produce a periodic pattern that photoimprints a corresponding grating in 
the optical fiber. If the period of the phase mask grating is Λmask, the period of the photoimprinted 
index grating is Λmask /2. Note that this period is independent of the wavelength of ultraviolet light 
that irradiates the phase mask.

The phase mask technique has the advantage of greatly simplifying the manufacturing process for 
Bragg gratings, while yielding high-performance gratings. In comparison with the holographic tech-
nique, the phase mask technique offers easier alignment of the fiber for photoimprinting, reduced sta-
bility requirements on the photoimprinting apparatus, and lower coherence requirements on the ultra-
violet laser beam, thereby permitting the use of a cheaper ultraviolet excimer laser source. Furthermore, 
there is the possibility of manufacturing several gratings at once in a single exposure by irradiating 
parallel fibers through the phase mask. The capability to manufacture high-performance gratings at a 

244 nm

Ge-doped core

FIGURE 2 Schematic diagram illustrating the 
writing of an FBG using the transverse holographic 
technique.
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17.6  FIBER OPTICS

low per-unit grating cost is critical for the economic viability of using gratings in some applications. 
A draw-back of the phase mask technique is that a separate phase mask is required for each different 
Bragg wavelength. However, some wavelength tuning is possible by applying tension to the fiber during 
the photoimprinting process; the Bragg wavelength of the relaxed fiber will shift by ~2 nm.

The phase mask technique not only yields high-performance devices, but is also very flexible in that 
it can be used to fabricate gratings with controlled spectral response characteristics. For instance, the 
typical spectral response of a finite-length grating with a uniform index modulation along the fiber 
length has secondary maxima on both sides of the main reflection peak. In applications like wave-
length-division multiplexing, this type of response is not desirable. However, if the profile of the index 
modulation Δn along the fiber length is given a bell-like functional shape, these secondary maxima can 
be suppressed.16 The procedure is called apodization. Apodized fiber gratings have been fabricated using 
the phase mask technique, and suppressions of the sidelobes of 30 to 40 dB have been achieved,17,18 

Figure 4 shows the spectral response of two Bragg gratings with the same full width at half-
maximum (FWHM). One grating exhibits large sidebands, whereas the other has much-reduced 
sidebands. The one with the reduced sidebands is a little longer and has a coupling coefficient k
apodized as a second-degree cosine (cos2) along its length. Apodization has one disadvantage: 

Silica glass phase grating
(zero order suppressed)

Grating
corrugations

Diffracted
beams

– 1st order Zero order
(<5% of throughput)

Fiber core

Fringe pattern
pitch = 1/2 grating pitch

+ 1st order

Optical
fiber

Incident
ultraviolet
light beam

FIGURE 3 Schematic diagram of the phase mask technique for the manufacture of 
fiber Bragg gratings.
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FIBER BRAGG GRATINGS  17.7

It decreases the effective length of the Bragg grating. Therefore, to obtain fiber gratings having the 
same FWHM, the apodized fiber grating has a longer length than the equivalent-bandwidth unapo-
dized fiber grating.

The phase mask technique has been extended to the fabrication of chirped or aperiodic fiber grat-
ings. Chirping means varying the grating period along the length of the grating in order to broaden its 
spectral response. Aperiodic or chirped gratings are desirable for making dispersion compensators19

or filters having broad spectral responses. The first chirped fiber gratings were made using a double-
exposure technique.20 In the first exposure, an opaque mask is positioned between the fiber and the 
ultraviolet beam blocking the light from irradiating the fiber. The mask is then moved slowly out of 
the beam at a constant velocity to increase continuously the length of the fiber that is exposed to the 
ultraviolet light. A continuous change in the photoinduced refractive index is produced that varies 
linearly along the fiber length with the largest index change occurring in the section of fiber that is 
exposed to ultraviolet light for the longest duration. In a second exposure, a fiber grating is photoim-
printed in the fiber by using the standard phase mask technique. Because the optical pitch of a fiber 
grating depends on both the refractive index and the mechanical pitch (i.e., optical pitch = Neff Λ), the 
pitch of the photoimprinted grating is effectively chirped, even though its mechanical period is con-
stant. Following this demonstration, a variety of other methods have been developed to manufacture 
gratings that are chirped permanently21,22 or that have an adjustable chirp.23,24

1550.515501549.51549

–50

–45

–40

–35

–30R
efl

ec
ti

on
 (

dB
)

–25

–20

Apodized
L = 10 mm
(Raised cosine
coupling coefficient)

–15

–10

Unapodized
L – 6 mm
Uniform grating

0.19 nm
FWHM

Rpeak = 90%

–5

0

Wavelength (nm)

FIGURE 4 Comparison of an unapodized fiber grating’s spectral 
response with that of an apodized fiber grating having the same band-
width (FWHM).
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17.8  FIBER OPTICS

The phase mask technique can also be used to fabricate tilted or blazed gratings. Usually, the cor-
rugations of the phase mask are oriented normal to the fiber axis, as shown in Fig. 3. However, if the 
corrugations of the phase mask are oriented at an angle to the axis of the fiber, the photoimprinted 
grating is tilted or blazed. Such fiber gratings couple light out from the bound modes of the fiber to 
either the cladding modes or the radiation modes. Tilted gratings have applications in fabricating 
fiber taps.25 If the grating is simultaneously blazed and chirped, it can be used to fabricate an optical 
spectrum analyzer.26

Another approach to grating fabrication is the point-by-point technique,27 also developed at CRC. 
In this method, each index perturbation of the grating is written point by point. For gratings with 
many index perturbations, the method is not very efficient. However, it has been used to fabricate 
micro-Bragg gratings in optical fibers,28 but it is most useful for making coarse gratings with pitches 
of the order of 100 μm that are required for LP01 to LP11 mode converters27 and polarization mode 
converters.11 The interest in coarse period gratings has increased lately because of their use in long-
period fiber-grating band-rejection filters29 and fiber-amplifier gain equalizers.30

17.6 THE APPLICATION OF FIBER GRATINGS 

Hill and Meltz6 provide an extensive review of the many potential applications of fiber gratings in 
lightwave communication systems and in optical sensor systems. Our purpose here is to note that a 
common problem in using FBGs is that a transmission device is usually desired, whereas FBGs func-
tion as reflection devices. Thus, means are required to convert the reflection spectral response into a 
transmission response. This can be achieved using a Sagnac loop,31 a Michleson (or Mach-Zehnder) 
interferometer,32 or an optical circulator. Figure 5 shows an example of how this is achieved for the 
case of a multichannel dispersion compensator using chirped or aperiodic fiber gratings.

In Fig. 5a, the dispersion compensator is implemented using a Michelson interferometer. Each 
wavelength channel (l1, l2, l3) requires a pair of identically matched FBGs, one in each arm of 
the interferometer. Since it is difficult to fabricate identical Bragg gratings (i.e., having the same 
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FIGURE 5 Schematic diagram of a multichannel dispersion compensator that is formed by 
using (a) a Michelson interferometer and (b) an optical circulator. 

Bass_v5ch17_p001-010.indd 17.8 9/8/09 5:47:47 PM

DO
 N

OT
 D

UP
LI

CA
TE



FIBER BRAGG GRATINGS  17.9

resonant wavelength and chirp), this configuration for the dispersion compensator has not yet been 
demonstrated. However, a wavelength-selective device that requires matched grating pairs has been 
demonstrated.33,34 An additional disadvantage of the Michelson interferometer configuration being 
an interferometric device is that it would require temperature compensation. The advantage of using 
a Michelson interferometer is that it can be implemented in all-fiber or planar-integrated optics 
versions.

Figure 5b shows the dispersion compensator implemented using an optical circulator. In opera-
tion, light that enters through the input port is routed by the circulator to the port with the Bragg 
gratings. All of the light that is reflected by the FBGs is routed to the output channel. This configura-
tion requires only one chirped FBG per wavelength channel and is the preferred method for imple-
menting dispersion compensators using FBGs. The only disadvantage of this configuration is that the 
optical circulator is a bulk optic device (or microoptic device) that is relatively expensive compared 
with the all-fiber Michelson interferometer.
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18.1 INTRODUCTION 

The optical portion of many fiber networks requires a number of functional devices, some of which 
can be fabricated using small optical components (so-called micro-optic components). Micro-optic 
components are made up of parts which have linear dimensions on the order of a few millimeters. 
The completed functional device may occupy a space a few centimeters on a side. Components to 
be described in this chapter have the common feature that the fiber transmission link is opened and 
small (micro-optic) devices are inserted into the gap between the fiber ends to produce a function 
component. Network components constructed entirely of fibers or constructed in integrated-optic 
form are described elsewhere in this handbook.

The following sections describe, in order: a generalized component, specific useful network functions, 
micro-optic subcomponents required to make up the final component, and complete components. 

18.2 GENERALIZED COMPONENTS

A generalized fiber-optic component is drawn in Fig. 1. As indicated, input fibers are on the left and out-
put fibers are on the right. Although some components have only a single input port and a single output 
port, many applications require more than one input and/or output ports. In fact, the number of ports 
in some devices can be more than 100. The coupling loss between any two ports is given, in decibels, by

L = -10 log(Pout/Pin) (1)

With respect to Fig. 1, Pin refers to the input power at any of the ports on the left and Pout refers to 
the output power at any of the ports on the right. Because we are only considering passive compo-
nents in this section, Pout will be less than Pin and the loss will be a positive number.

Insertion loss refers to the coupling loss between any two ports where coupling is desired and isolation
(or directionality) refers to the coupling loss between any two ports where coupling is unwanted. 
Excess loss is the fraction of input power that does not emerge from any of the desired output ports, as 
expressed in decibels. It is the sum of all the useful power out divided by the input power. 

18.1
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18.2  FIBER OPTICS

18.3 NETWORK FUNCTIONS

Functions useful for many fiber-optic communications applications are described in the following 
sections.

Attenuators

Attenuators reduce the amount of power flowing through the fiber system. Both fixed and variable 
attenuators are available. The applications include testing of receiver sensitivities (varying the atten-
uation changes the amount of power incident on the receiver) and protecting a receiver from satu-
rating due to excess incident power. Attenuation from a few tenths of a decibe to more than 50 dB 
are sometimes required.

Power Splitters and Directional Couplers

These devices distribute input power from a single fiber to two or more output fibers. The component 
design controls the fraction of power delivered to each of the output ports. Applications include power 
distribution in local area networks (LANs) and in subscriber networks. The most common splitters 
and couplers have a single input and equal distribution of power among each of two outputs, as shown 
schematically in Fig. 2a. For an ideal three-port splitter (one with no excess loss), half the input power 
emerges from each of the two output ports. The insertion loss, as calculated from Eq. (1) with a ratio of 
powers of 0.5, yields a 3-dB loss to each of the two output ports. Any excess loss is added to the 3 dB.

A splitter with more than two output ports can be constructed by connecting several three-port 
couplers in a tree pattern as indicated schematically in Fig. 2b. Adding more splitters in the same man-
ner allows coupling from one input port to 8, 16, 32 (and more) output ports. 

P1 P1'

P2 P2'

P3 P3'

P4 P4'

Pn Pn´

FIGURE 1 The generalized component.

(a)

(b)

FIGURE 2 Power splitters. (a) 1:2 split and (b) 1:4 split.
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MICRO-OPTICS-BASED COMPONENTS FOR NETWORKING  18.3

Adding a fourth port, as in Fig. 3, creates a directional coupler. The arrows in the figure show the 
allowed directions of wave travel through the coupler. An input beam is split between two output 
ports and is isolated from the fourth. By proper component design, any desired power-splitting ratio 
can be obtained. One application of the directional coupler is to the distribution network of a local 
area network, where simultaneous transmission and reception are required. Figure 4 illustrates this 
usage at one LAN terminal. 

Isolators

An isolator is a one-way transmission line. It permits the flow of optical power in just one direc-
tion (the forward direction). Applications include protection of a transmitting laser diode from 
back reflections. Such reflections increase the noise in the system by disrupting the diode’s opera-
tion. Isolators also improve the stability of fiber amplifiers by minimizing the possibility of feedback, 
which causes unwanted oscillations in such devices.

Circulators

In a circulator, power into the first port emerges from the second, while power into the second port 
emerges from a third. This behavior repeats at each successive input port until power into the last 
port emerges from the first. Practical circulators are typically three- or four-port devices. 

Using a circulator, efficient two-way transmission (full-duplex) along a single fiber at a single 
wavelength is possible. The circulator separates the transmitting and receiving beams of light at each 
terminal, as illustrated in Fig. 5. 

FIGURE 3 Four-port directional 
coupler.

Transmitter

Network fiber

Unused fiber

Receiver

FIGURE 4 LAN terminal illustrating application 
of the directional coupler.

Transmitter

Network fiber

Receiver

FIGURE 5 An optical circulator separates 
transmitted and received messages at a terminal.
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18.4  FIBER OPTICS

Multiplexers/Demultiplexers/Duplexers

The multiplexer and demultiplexer are heavily utilized in fiber-optic wavelength-division multi-
plexed (WDM) systems. The multiplexer combines beams of light from the different transmitters 
(each at a slightly shifted wavelength) onto the single transmission fiber. The demultiplexer separates 
the individual wavelengths transmitted and guides the separate channels to the appropriate opti-
cal receivers. These functions are illustrated in Fig. 6. Requirements for multiplexers/demultiplexers 
include combining and separating independent channels less than a nanometer apart, accommodat-
ing numerous (in some cases over 100) channels. A frequency spacing between adjacent channels of 
100 GHz corresponds to a wavelength spacing of 0.8 nm for wavelengths near 1.55 μm. Insertion 
losses can be as low as a few tenths of a decibe and isolations of 40 dB or more. 

The duplexer allows for simultaneous two-way transmission along a single fiber. The wavelengths 
are different for the transmitting and receiving light beam. The duplexer separates the beams as indi-
cated in Fig. 7, where l1 is the transmitting wavelength and l2 is the receiving wavelength.

Mechanical Switches

Operationally, an optical switch acts just like an electrical switch. Mechanical movement of some 
part (as implied schematically in Fig. 8) causes power entering one port to be directed to one of two 

Network fiber

(a)

Network fiber

(b)

Multiplexer

Demultiplexer

l1

l2

l3

l4

ln

l1

l2

l3

l4

ln

l1, l 2, ..., ln

l1, l 2, ..., ln

FIGURE 6 (a) A multiplexer combines different wavelength channels onto 
a single fiber for transmission. (b) A demultiplexer separates several incoming 
channels at different wavelengths and directs them to separate receivers.

Network fiberl1

l2

l1

l2

FIGURE 7 A duplexer allows two-way transmis-
sion along a single network fiber.
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MICRO-OPTICS-BASED COMPONENTS FOR NETWORKING  18.5

or more output ports. Such devices are useful in testing of fiber components and systems and in 
other applications, such as bypassing inoperative nodes in a local area network. Insertion losses less 
than 0.10 dB and isolations greater than 50 dB are reasonable requirements.

18.4 SUBCOMPONENTS

Micro-optic subcomponents which form part of the design of many complete micro-optic compo-
nent are described in this section. 

Prisms

Because of the dispersion in glass prisms, they can operate as multiplexers, demultiplexers, and 
duplexers. The dispersive property is illustrated in Fig. 9. 

Right-angle glass prisms also act as excellent reflectors, as shown in Fig. 10, owing to perfect reflec-
tion (total internal reflection) at the glass-to-air interface. The critical angle for the glass-to-air inter-
face is about 41° and the incident ray is beyond that at 45°.

The beam-splitting cube, drawn in Fig. 11, consists of two right-angle prisms cemented together 
with a thin reflective layer between them. This beam splitter has the advantage over a flat reflective 
plate in that no angular displacement occurs between the input and output beam directions. This 
simplifies the alignment of the splitter with the input and output fibers.

Gratings

Ruled reflection gratings are also used in multiplexers and demultiplexers. As illustrated in Fig. 12, 
the dispersion characteristics of the grating perform the wavelength separation function required of 
a demultiplexer. The grating has much greater dispersive power than a prism, permitting increased 

l1

l 2

lnl1, l 2, ..., ln

FIGURE 9 A dispersive prism spatially 
separates different wavelengths. This represents 
demultiplexing.  Reversing the directions of the 
arrows illustrates combining of different wave-
lengths. This is multiplexing. FIGURE 10 Totally reflecting prism.

Output 1

Input fiber

Output 2

FIGURE 8 Mechanical optical switch.
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18.6  FIBER OPTICS

wavelength spatial separation. The relationship between the incident and reflected beams, for an 
incident collimated light beam, is given by the diffraction equation

 sin qi + sin qr = ml/d (2)

where qi and qr are the incident and reflected beam angles, d is the separation between adjacent reflect-
ing surfaces, and m is the order of the diffraction. Typically, gratings are blazed so as to maximize the 
power into the first-order beams. As deduced from Eq. (2) for m = 1, the diffracted peak occurs at a 
different angle for different wavelengths. This feature produces the demultiplexing function needed in 
WDM systems. Reversing the arrows in Fig. 12 illustrates the multiplexing capability of the grating. 

Filters

Dielectric-layered filters, consisting of very thin layers of various dielectrics deposited onto a glass 
substrate, are used to construct multiplexers, demultiplexers, and duplexers. Filters have unique 
reflectance/transmittance characteristics. They can be designed to reflect at certain wavelengths and 
transmit at others, thus spatially separating (or combining) different wavelengths as required for 
WDM applications.

Beam Splitters

A beam-splitting plate, shown in Fig. 13, is a partially silvered glass plate. The thickness of the silvered 
layer determines the fraction of light transmitted and reflected. In this way, the input beam can be 
divided in two parts of any desired ratio. 

FIGURE 13 Beam-splitting plate.

Blazed
grating

l1, l2, l3

l1

l2

l3

FIGURE 12 Blazed reflection grating oper-
ated as a demultiplexer.

FIGURE 11 Beam-splitting cube.
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MICRO-OPTICS-BASED COMPONENTS FOR NETWORKING  18.7

Faraday Rotators

The Faraday rotator produces a nonreciprocal rotation of the plane of polarization. The amount of 
rotation is given by

q = VHL (3)

where q is the rotation angle, V is the Verdet constant (a measure of the strength of the Faraday 
effect), H is the applied magnetic field, and L is the length of the rotator. A commonly used rotator 
material is YIG (yttrium-iron garnet), which has a high value of V.

Figure 14 illustrates the nonreciprocal rotation of the state of polarization (SOP) of the wave. The 
rotation of a beam traveling from left to right is 45°, while the rotation for a beam traveling from right 
to left is an additional 45°.

The Faraday rotator is used in the isolator and the circulator. 

Polarizers Polarizers based upon dichroic absorbers and polarization prisms using birefringent 
materials are common. The polarizing beam splitter, illustrated in Fig. 15, is useful in micro-optics 
applications, such as the optical circulator. The polarizing splitter separates two orthogonally polar-
ized beams.

GRIN-Rod Lens

The subcomponents discussed in the last few sections perform the operations indicated in their 
descriptions. The problem is that they cannot be directly inserted into a fiber transmission line. To 
insert one of the subcomponents into the fiber link requires that the fiber be opened to produce a gap. 
The subcomponent would then fit into the gap. Because the light emerging from a fiber diverges, with 

In Out

SOP

SOP

Out In

FIGURE 14 Faraday rotator. The 
dashed arrows indicate the direction of 
beam travel. The solid arrows represent the 
wave polarization in the plane perpendicu-
lar to the direction of wave travel.

Input Vertically
polarized

Horizontally
polarized

FIGURE 15 Polarizing beam splitter.
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18.8  FIBER OPTICS

a gap present the receiving fiber does not capture much of the transmitted light. This situation is illus-
trated in Fig. 16. The emitted diverging light must be collimated, the required subcomponent (e.g., 
beamsplitter, grating, etc.) inserted, and the light refocused. A commonly used device for performing 
this function is the graded-index rod lens (GRIN-rod lens). Its use is illustrated in Fig. 17. The diverg-
ing light emitted by the transmitting fiber is collimated by the first GRIN-rod lens. The collimated 
beam is refocused onto the receiving fiber by the second GRIN-rod lens. The collimation is sufficient 
such that a gap of 20 mm introduces less than 0.5 dB excess loss.1 This allows for the insertion of 
beam-modifying devices of the types described in the preceding sections (e.g., prisms, gratings, and 
beamsplitters) in the gap with minimum added loss.

MEMS Mirrors

Tiny mirrors are the foundation of the micro-electromechanical systems (MEMS) optical switch. These 
mirrors can be fabricated in several ways. Two examples are thin-film mirrors and bulk mirrors, sketched 
respectively in Figs. 18 and 19. In the thin-film mirror, epitaxial layers are deposited on a silicon substrate. 
The moveable mirror is formed by removing material from underneath these layers but leaving silicon 
hinges as indicated in the figure. The bulk mirror is formed by etching it from the silicon substrate. 

Mirror movement can be controlled by electrostatic, electromagnetic, piezoelectric, and thermal 
effects. In electrostatic control, two plates are oppositely charged by placing a voltage across. The 
resulting attraction causes them to attract and move toward each other. Electromagnetic control uses 
the forces of attraction between two magnetic circuits. Piezoelectric control is obtained when a volt-
age placed across a material causes the dimensions of that body to change. Thermal control uses the 
deformation of a resistive body that occurs when it is heated by passing a current through it.

GRIN lenses

Fiber Fiber

FIGURE 17 Collimating light between two fibers using 
GRIN-rod lenses.

Substrate

Mirror

Hinge

FIGURE 18 Thin-film MEMS mirror.

Substrate

Mirror

Hinge

FIGURE 19 Bulk-silicon MEMS mirror.

FIGURE 16 Diverging wave emitted from an 
open fiber couples poorly to the receiving fiber.
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MICRO-OPTICS-BASED COMPONENTS FOR NETWORKING  18.9

18.5 COMPONENTS

The subcomponents introduced in the last section are combined into useful fiber devices in the 
manner described in this section.

Attenuators

The simplest attenuator is produced by a gap introduced between two fibers, as in Fig. 20. As the gap 
length increases, so does the loss. Loss is also introduced by a lateral displacement. A variable attenu-
ator is produced by allowing the gap (or the lateral offset) to be changeable. A disc whose absorption 
differs over different parts may also be placed between the fibers. The attenuation is varied by rotat-
ing the disk. 

In another attenuator design, a small thin flat reflector is inserted at variable amounts into the gap 
to produce the desired amount of loss.2

Power Splitters and Directional Couplers

A power splitter3 can be constructed as illustrated in Fig. 21. A beam-splitting cube (or a beam-
splitting plate) is placed in the gap between two GRIN-rod lenses to connect ports 1 and 2. A third 
combination of lens and fiber collects the reflected light at port 3. The division of power between 
the two output fibers is determined by the reflective properties of the splitter itself. Any desired ratio 
of outputs can be obtained. 

If a fourth port is added (Port 4 in Fig. 21) the device is a four-port directional coupler. 

FIGURE 20 Gap attenuator showing relative 
displacement of the fibers to vary the insertion loss. 

Port 4

GRIN-rod
lenses

Port 1 Port 2

Beam-splitting
cube

Port 3

FIGURE 21 Power splitter and (with Port 4 added) four-
port directional coupler.
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18.10  FIBER OPTICS

Isolators and Circulators

The isolator combines the Faraday rotator and two polarizers4 as indicated in Fig. 22. The input and 
output fibers can be coupled to the isolator using GRIN lenses. The vertically polarized beam at the 
input is rotated by 45° and passed through the output polarizer. Any reflected light is rotated an 
additional 45°, emerging cross-polarized with respect to the polarizer on the left. In this state, the 
reflected light will not pass back into the transmitting fiber. Similarly, a light beam traveling from 
right to left will be cross-polarized at the input polarizer and will not travel further in that direction. 
The polarizers can be polarizing beam splitters, dichroic polarizers, or polarizing fibers.

A circulator also requires a Faraday rotator and polarizers (polarizing beam splitters or polarizing 
fiber). Additional components include reflecting prisms, reciprocal 45° rotators, and fiber-coupling 
devices such as GRIN-rod lenses.5

Multiplexers/Demultiplexers/Duplexers

The multiplexer, demultiplexer, and duplexer are fundamentally the same device. The application 
determines which of the three descriptions is most appropriate. One embodiment is illustrated in 
Fig. 23 for a two-channel device. As a demultiplexer, the GRIN lens collimates the diverging beam from 
the network fiber and guides it onto the diffraction grating. The grating redirects the beam according to 
its wavelength. The GRIN lens then focuses the various wavelengths onto the output fibers for reception. 
As a multiplexer, the operation is just reversed with the “receiver fibers” replaced by transmitter fibers 
and all arrows reversed. As a duplexer, one of the two “receiver fibers” becomes a transmitter fiber.

Forward direction

SOP

P1 P2

Rotator
SOP

Reverse direction

FIGURE 22 Optical isolator. P1 and P2 are polarizers.

Network
fiber

Reflective
grating

Receiver
fibers

GRIN-rod lens

l1, l 2

l1
l2

FIGURE 23 Two-channel demultiplexer. Only the beam’s central rays 
are drawn. To operate as a multiplexer the arrows are reversed. To operate as 
a duplexer, the arrows for just one of the two wavelengths is reversed.
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MICRO-OPTICS-BASED COMPONENTS FOR NETWORKING  18.11

Other configurations also use the diffraction grating, including one incorporating a concave 
reflector for properly collimating and focusing the beams between input and output fibers.6 Micro-
optic grating-based devices can accommodate more than 100 WDM channels, with wavelength spac-
ing on the order of 0.4 nm.

A filter-based multiplexer/demultiplexer appears in Fig. 24. The reflective coating transmits wave-
length l1 and reflects wavelength l2. The device is illustrated as a demultiplexer. Again, by reversing 
the directions of the arrows, the device becomes a multiplexer. Filter-based multiplexers/demultiplexers 
can be extended to several channels in the micro-optical form, essentially by cascading several devices 
of the type just described. 

Mechanical Switches7

Switching the light beam from one fiber to another one is basically easy. Simply move the transmit-
ting fiber to mechanically align it with the desired receiving fiber. The problem is that even very 
small misalignments between the two fiber cores introduce unacceptable transmission losses. Several 
construction strategies have been utilized. Some incorporate a moving fiber and other incorporate 
a moveable reflector.8 In a moveable fiber switch, the fiber can be positioned either manually or by 
using an electromagnetic force. The switching action in Fig. 25 occurs when the totally reflecting 
prism moves to align the beam with one or the other of the two output fibers. 

A two-dimensional MEMS switch can be constructed as drawn in Fig. 26.9 As indicated, light 
enters the switch from any of the fibers on the left. The mirrors are arranged in an array. Each mirror 
can be raised into the light path to deflect the beam or can be lowered to allow beam passage. In this 
manner, light entering any of the input fibers can be directed to any of the output fibers. Collimators 
(either GRIN or conventional lenses) collimate the entering beams and refocus those exiting.

Dielectric filter coating

GRIN-rod lenses

l1, l 2

l 2 l 1

FIGURE 24 Filter-based multiplexer/demultiplexer.

GRIN lensesFibers Sliding
prism

Out

In

FIGURE 25 Moveable reflecting prism switch.
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19.1 INTRODUCTION

Amplification is a useful, even necessary, function for optical systems, and laser amplifiers have been 
considered since the early days of quantum electronics. In photonic systems, semiconductor lasers are 
a fundamental light source. They have the advantage of compactness and efficiency and the ability 
to emit at many wavelengths, depending on the material system from which they are fabricated. It is 
therefore natural to make optical amplifiers based on the technology created for semiconductor lasers. 
Indeed, the first optical amplifier based on a semiconductor laser was reported as early as 1966.1

A semiconductor optical amplifier (SOA) is a device that provides optical gain based on inversion 
in a semiconductor medium. Most SOAs are electrically pumped and rely on a p-n junction structure 
to create a spatial region of optical inversion. As is generally the case for a semiconductor laser, the 
optical field in a SOA is confined within an optical waveguide, which is an integral part of the struc-
ture. In general, the SOA functions as a gain block within an optical system. Again sharing common 
attributes with the semiconductor laser, SOAs are compact and can be integrated with other elements 
into photonic integrated circuits (PICs).

SOAs were studied in the early 1980s in the AlGaAs/GaAs material system.2 As optical commu-
nication systems shifted to the “long wavelength” 1300- and 1550-nm bands, SOAs were intensely 
studied in the InGaAsP/InP material system.3–5 This chapter concentrates on SOAs for telecommu-
nication systems, and so on devices based on the InGaAsP/InP material system. However, the general 
principles and features discussed herein apply to other material systems as well.

In this chapter, Secs. 19.2 to 19.4 describe the basic principles and properties of individual SOAs. 
Section 19.2 covers the basic device physics. Section 19.3 describes the fabrication of devices and 
Sec. 19.4 provides a description of the characterization of the properties of SOAs. Sections 19.5 to 19.8 
describe some applications for SOAs, primarily related to optical communication systems and net-
works. Applications related to simple gain for optical communication signals are covered in Sec. 19.6. 
Section 19.7 covers applications where SOAs are used as gates, with moderate (for switching) and fast 
(for modulation) gating speeds. Section 19.8 covers some applications that are enabled by the nonlinear 
gain and index properties that occur within the SOAs.

The illustrative examples in this chapter correspond to devices that operate within the 1300- or 
1550-nm regions. In this chapter, when there is a difference between upper- and lower-case symbols, 
lower case corresponds to linear units and upper case corresponds to decibel (dB) units.

19.1
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19.2  FIBER OPTICS

19.2 DEVICE BASICS

The amplification mechanism in the semiconductor optical amplifier is based on the stimulated 
emission of photons. Just like in any laser, the arrival of a photon in the excited medium prompts 
the generation of a second photon—a perfect copy in wavelength, phase, and polarization. The 
basic mechanism of all stimulated emission is the same, but the physical interaction with 
matter depends on the specific system. For example, in neodymium-doped YAG lasers a tran-
sition between different energy levels of an excited Nd ion is used as the energy source for the 
new photon, and the emission wavelength is determined by the energy difference of those levels. 
In the SOA on the other hand, the light quantum is generated by an electron in the conduction 
band of a semiconductor that recombines with a hole in the valence band. For this reason, the 
wavelength at which photons can be amplified in a SOA is determined fully by the band struc-
ture of the semiconductor material. The energy of emitted photons is in a range beginning at the 
band gap energy, as illustrated in Fig. 1. A larger band gap results in shorter wavelength emission, 
and vice versa.

In order for amplification to occur, a population inversion must be present, that is, more carriers 
must be in the excited state (electrons in the conduction band, leaving holes in the valence band) 
than in the ground state. Otherwise, emitted photons would be readily reabsorbed. This inversion is 
usually accomplished by electrical pumping, applying a forward current to a semiconductor diode: 
electrons are injected from the n-doped side and holes from the p-doped side, and where they meet, 
they recombine.

In a good optical amplifier this recombination needs to occur in a region of the device through 
which the optical input signal is propagating, so that it can be efficiently amplified. To this end, the 
SOA consists of an optical waveguide in which the input signal is confined to a core with a higher 
index of refraction than the surrounding material. This higher index core has at the same time a 
lower band gap than the cladding, so that injected carriers are trapped in a potential well and overlap 
spatially with the signal photons (see Fig. 2). The configuration just described is equivalent to that of 
a semiconductor laser, and in fact a SOA can be viewed as a minor variation on a laser.

E > EgEc

Ev

E ~ Eg

Conduction band

Valence band

FIGURE 1 Stimulated emission of photons in a 
semiconductor as a result of population inversion. 
Recombination of electrons and holes close to the band 
edges results in emission of photons with an energy 
close to that of the band gap, while recombination of 
carriers from higher occupied states within the bands 
produces photons with a shorter wavelength.
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SEMICONDUCTOR OPTICAL AMPLIFIERS  19.3

ASE Noise

In the absence of an input signal, photons are generated in an excited medium by spontaneous emission. 
In a pumped semiconductor this occurs due to the spontaneous recombination of electron-hole 
pairs. Without these random events, in a laser the lasing action would never start; in a SOA they are 
a source of noise.

Spontaneous emission occurs over a range of wavelengths corresponding to the occupied excited 
states of the semiconductor bands, and in all spatial directions. The fraction that couples to the wave-
guide will subsequently give rise to stimulated emission, and for this reason we speak of amplified
spontaneous emission (ASE).

In a laser, a feedback mechanism is present that causes the initial ASE to make round trips through 
the device. When enough current is injected to make this process self-sustaining, lasing action starts. 
In an optical amplifier, on the other hand, we go to great lengths to avoid optical feedback, so that 
amplification occurs in a single pass through the device, in a strictly traveling-wave fashion. In this 
case, an ASE spectrum emanates from the device without signs of lasing. An example is shown in 
Fig. 3. Any residual feedback, for example in the form of reflections from both ends of the amplifier, 
appears in the spectrum as a ripple, caused by constructive and destructive resonance.
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FIGURE 2 Confinement of carriers and photons in a double
heterostructure waveguide consisting of a lower band gap, higher 
refractive index material, the active layer, sandwiched between 
layers of higher band gap material with a lower index. By appro-
priately applying p- and n-doping, a diode structure is formed in 
which excited states are easily created by injecting a forward cur-
rent. Note that the lower index cladding material also has a larger 
band gap and is generally transparent to the emission from the 
active region.
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19.4  FIBER OPTICS

Gain

A complete SOA typically consists of a semiconductor chip with a waveguide in which the amplifi-
cation occurs, and two fibers that couple the signal into and out of the chip using lenses, as shown in 
Fig. 4. A signal coupled into the chip experiences gain as it propagates along the waveguide, accord-
ing to the process of stimulated emission described above. The chip gain can be written as

 g
p

p
e g L

chip
out

in

wg= = −( )α  (1)

with pin and pout the chip-coupled input and output powers, gwg the gain of the active waveguide per 
unit length, a a loss term that includes propagation loss and absorption through mechanisms other 
than producing electron-hole pairs in the active layer, and L the length of the waveguide.

We already saw in Fig. 1 that gain at different wavelengths is generated by electron-hole pairs from 
different occupied states in the bands. The gain spectrum of the SOA is determined by the semicon-
ductor band structure, and the extent to which it is filled with free carriers.
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FIGURE 3 (a) Typical amplified spontaneous emission spectrum of a traveling wave SOA. (b) ASE ripple 
caused by residual reflections from the SOA chip facets.

Output
fiber

Input
fiber

Chip

TE cooler

LensLens

(a) (b)

FIGURE 4 (a) Typical semiconductor optical amplifier configuration: lenses or lensed fibers couple 
the signal into/out of the SOA chip. A thermoelectric cooler (TEC) controls the operating temperature. 
(b) Photograph of a SOA chip, with the active waveguide visible, as well as the p-side metallization.
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SEMICONDUCTOR OPTICAL AMPLIFIERS  19.5

Since the ASE spectrum represents spontaneous emission that has been amplified by the same gain 
that amplifies incoming signal, ASE spectrum and gain spectrum are strongly related. Figure 5 shows 
the two plotted together. Gain spectrum and ASE spectrum depend on injected current, with higher 
current filling more states higher in the bands, which extends the gain to shorter wavelengths.

The gain of a SOA depends strongly on temperature. This is the reason why a thermoelectric 
cooler (TEC) is applied to keep the chip at a nominal operating temperature, often 20 or 25°C 
(see Fig. 4). At high temperature, free carriers higher in the bands can be ejected out of the potential 
well formed by the double heterostructure without recombining radiatively (Fig. 2), which has the 
same effect as lowering the injection current. Figure 6 shows the effect on gain and peak wavelength 
of varying the chip temperature.
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FIGURE 5 (a) Gain and ASE spectra of a SOA plotted to the same scale; only a vertical translation has 
been applied to match the curves. The mismatch toward the left conveys the larger noise figure of the device 
at shorter wavelengths. (b) ASE spectrum (of a different SOA) as a function of injected current. The gain 
near the band edge wavelength hardly changes, but higher current induces gain at shorter wavelength.
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FIGURE 6 Variation of the gain and the ASE peak 
wavelength with chip temperature. Typical coefficients of 
–0.4 dB/°C and 1 nm/°C are found in a SOA fabricated in the 
InGaAsP/InP material system with a bulk active layer.
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19.6  FIBER OPTICS

In Figs. 5 and 6, gain has been plotted as a fiber-to-fiber number. The on-chip gain is a more fun-
damental quantity, but it cannot be readily measured without knowledge of the optical loss incurred 
by coupling a signal from the fiber into the chip and vice versa. Figure 7 shows fiber-to-fiber gain for 
many chips of different length but otherwise equal design, which allows us to deduce on-chip gain per 
unit length, as well as obtain an estimate for the fiber-chip coupling loss.

Confinement Factor

The gain per unit length as mentioned in the preceding paragraph is related to the material gain of 
the active region through the confinement factor Γ. This represents the fraction of the total power 
propagating in the waveguide that is confined to the active region, that is, it can be written as

 Γ = power in active region
total power

 (2)

The confinement factor thus relates the waveguide gain to the material gain as gwg = Γgmat
. In the 

example shown in Fig. 7, the confinement factor is Γ = 0.1. Therefore the waveguide gain of 22 dB/
mm implies a material gain of 220 dB/mm.

The relation between material gain and the free carrier density n can be written in first order 
approximation as

 g g n nmat = −0 0( )  (3)

where g dg dn0 = /  is the differential gain, and n0 is the free carrier density needed for material trans-
parency, that is, the number of free carriers for which the rate of absorption just equals the rate of 
stimulated emission. g0 and n0 can vary with wavelength and temperature. The waveguide loss a 
varies only very weakly with wavelength.
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FIGURE 7 Gain versus chip length, for equal chip 
design and injection current density. The slope of the fit 
shows that, for this particular chip design and injection cur-
rent, the on-chip gain is 2.2 dB per 100 μm, and at the 0 μm 
mark we find the loss caused by fiber-chip coupling, which in 
this case is about 1.5 dB per side.
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SEMICONDUCTOR OPTICAL AMPLIFIERS  19.7

Polarization Dependence

A SOA does not always amplify light in different polarization states by the same amount. The reason 
for this is a dependence on the polarization state of the confinement factor, which in turn is caused 
by the different waveguide boundary conditions for the two polarization directions giving rise to 
different mode profiles.

The principal polarization states of a planar waveguide are those in which the light is linearly polar-
ized in the horizontal and vertical direction. The waveguide mode in which the electric field vector is pre-
dominantly in the plane of the substrate of the device is called the transverse electric (TE) polarization, 
while the mode in which the electric field is normal to the substrate is called transverse magnetic (TM).

In isotropic active material, such as the zincblende structure for common III-V crystals, the material 
gain is independent of the polarization direction, and is the same for the TE and TM modes. However, the 
rectangular shape of the waveguide, which is usually much more wide than it is high (typically around
2 μm wide while only around 100 nm thick), causes the confinement factor to be smaller for the TM 
mode than for the TE mode, sometimes by 50 percent or more. Without any mitigating measures, this 
would result in a significant polarization-dependent gain (PDG) (see Fig. 8).

Several methods exist with which polarization-independent gain can be achieved. The most 
straightforward one is to use a square active waveguide. This ensures symmetry between the TE and 
TM modes, and thus equal gain for both.6 This approach is not very practical, though, because the 
waveguide dimensions have to be kept very small (around 0 5 0 5. .× μm) to keep it from becoming 
multimode, and even though thin layers can be produced in crystal growth with high accuracy, the 
same accuracy is not available in the lithographic processes that define the waveguide width.

Another method is to introduce a material anisotropy that causes the material gain to become 
more favorable for the TM polarization direction in the exact amount needed to compensate for the 
waveguide anisotropy. This can be done by introducing tensile crystal strain in the active layer during 
material growth, a fact that was first discovered when lasers based on tensile-strained quantum wells 
were found to emit in the TM polarization direction.7

Introducing tensile strain in bulk active material modifies the shape of the light-hole and the 
heavy-hole bands comprising the valence band of the semiconductor in such a way that TE gain is 
somewhat reduced, while TM gain stays more or less constant. As a result, with increasing strain the 
PDG is reduced, and it can even overshoot, yielding devices that exhibit a TM gain higher than their 
TE gain. Appropriately optimized, this method can yield devices with a PDG close to 0 dB.8

In a multiquantum well (MQW) active layer, the same method can be used by introducing tensile strain 
into the quantum wells.9 Alternatively, a stack of QWs alternating between tensile and compressive strain 
can be used. The compressive wells amplify only TE, while the tensile wells predominantly amplify TM. This 
way, the gain of TE and TM can be separately optimized, and low-PDG structures can be obtained.10,11
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FIGURE 8 Gain versus wavelength in a SOA with 
significantly undercompensated polarization dependence.
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19.8  FIBER OPTICS

Gain Ripple and Feedback Reduction

Reflections from the chip facets can cause resonant or antiresonant amplification, depending on 
whether a whole number of wavelengths fit in the cavity. This behavior shows up in the ASE spec-
trum, as shown in Fig. 3b. The depth of this gain ripple is given by4

 Ripple = +
−

( )

( )

1

1

2

2

gr

gr
 (4)

in which g is the on-chip gain experienced by the guided mode, and r is the facet reflectivity. Obviously, 
gain ripple becomes more of a problem for high-gain SOAs. A device with an on-chip gain of 30 dB will 
need the facet reflectivities to be suppressed to as low as 5 × 10−6 in order to show less than 0.1 dB ripple.

Several methods are used to suppress facet reflections (see Fig. 9); the most well-known one is to 
apply antireflection (AR) coatings onto the facets. An AR coating is a dielectric layer or stack of layers 
that is designed such that destructive interference occurs among the reflections of all its interfaces.

For a planar wave, a quarter-wave layer with a refractive index that is the geometric mean of the indi-
ces of the two regions it separates is a perfect AR coating. Such a design is also a reasonable first approxi-
mation for guided waves, but for ultralow reflectivity, careful optimization to the actual mode field needs 
to be done, taking account of the fact that the optimum for the TE and TM modes may be different.

Since any light that is reflected at an interface is not transmitted through it, AR coatings also help 
lowering the coupling loss to fiber. The approximately 30 percent reflection of an InP-air interface in 
absence of a coating would represent a loss of 1.5 dB.

A second method is to angle the SOA waveguide on the chip. Such an angled stripe design makes 
the reflected field propagate backward at double the angle with respect to the waveguide, rather than 
being reflected directly into the waveguide, and therefore only a small fraction will couple back into 
the guided mode. Note that a consequence of using an angled stripe is that the output light will 
emanate from the SOA at a larger angle according to Snell’s law, and an appropriate angle of the fiber 
assemblies will have to be provisioned, which can be as large as 35° for an on-chip angle of 10°.

Another way to reduce reflections back into the waveguide is to end the waveguide a few microme-
ters before the facet and continue with only cladding material; this is often done in combination with a 
taper that enhances mode matching to the fiber. This so-called window structure allows the modal field 
to diverge before it hits the facet, so that the reflected field couples poorly back into the waveguide.

For low-gain SOAs, applying only an AR coating suffices. It has also been shown that only an 
angled stripe (without AR coating) can be sufficient.12 But when ultralow reflectivity is needed, it is 
common to find an AR coating being combined with an angled stripe, or a window region, or both. 
Reflectivities as low as 2 × 10–6 have been obtained in this way.13

It has to be noted that mode-matching techniques to enhance fiber-chip coupling efficiency, such as 
lateral tapers, have an effect on reflections. A larger (usually better-matched) mode diffracts at a smaller 
angle, improving the effectiveness of an angled stripe, but reducing the effectiveness of a window region.

Antireflection
coating

(a) (b) (c)

FIGURE 9 Suppressing facet reflections: (a) antireflection coating; (b) angled stripe; and 
(c) window structure.
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SEMICONDUCTOR OPTICAL AMPLIFIERS  19.9

Noise Figure

An optical amplifier’s noise figure depends on its inversion factor as nf /sp= 2n iη , with nsp the inversion 
factor (equal to one for full carrier inversion) and hi the optical transmission (1 – loss) at the input 
of the amplifier. An ideal fully inverted amplifier with zero input loss ( )ηi = 1  would have a nf = 2 
(or, expressed in decibels, NF = 3 dB). In a SOA, ηi consists of the fiber-chip couping coefficient (see 
Fig. 4a), which can be significantly different from unity. This is the reason why NF is usually some-
what higher for SOAs compared to fiber amplifiers.

The conventional interpretation of the noise figure is that it is the signal-to-noise ratio at an 
amplifier’s output divided by that at its input, for a shot-noise-limited input signal. For optical 
amplifiers this definition is not very practical, since signals in optical networks are seldom shot-
noise-limited.

A more practical definition is based on the approximation that in an optically amplified, optically 
filtered transmission line, the noise in the receiver is dominated by signal-spontaneous emission beat 
noise.14 This results in a definition of noise figure as

 nf
2 ASE||=
ρ
ghv

 (5)

in which g is the gain, ρASE|| is the power spectral density of the amplifier’s ASE noise, and hn is the 
photon energy. Only the noise power copolarized with the signal is taken into account, since noise 
with a polarization orthogonal to that of the signal does not give rise to beat noise in the detector. 
All quantities in this expression can be easily measured, which allows for straightforward character-
ization of a device’s noise figure (see “Noise Figure” in Sec. 19.4).

Saturation

In an amplifier, the gain depends on the amplified signal power, which at high values causes the 
output power to saturate. A strong input signal causes the stimulated emission to reduce the carrier 
density, which decreases the gain and at the same time shifts the gain peak to longer wavelengths, 
closer to the band gap emission wavelength of the active stripe. This gain compression can be writ-
ten as a function of the output power po as follows:15

 g g e p po= −
ss

/ sat  (6)

with gss the small-signal gain (assumed to be � 1), and

 p
h A

dg dn
o

sat /
=

ν η
τ Γ

  (7)

the characteristic saturation output power, which depends on the carrier lifetime t, the confinement 
factor Γ, the differential gain dg dn/ , the cross-section area A of the active stripe, and the output cou-
pling efficiency ho.

A convenient description of the saturation power of an optical amplifier is given by the output 
power at which the gain is reduced by a factor of two, or 3 dB. This so-called 3-dB saturation output 
power can now simply be written as

 p p3 2dB sat= ⋅ln  (8)

Figure 10 shows an example of a measured gain versus output power curve, from which the small-
signal gain of the amplifier and the 3-dB saturation power can be directly determined.
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19.10  FIBER OPTICS

Increasing the injection current into the SOA increases the saturation power through reduction 
of the carrier lifetime t and reduction of the differential gain dg dn/ .  An increase can also be accom-
plished by using a SOA with gain peak significantly shorter than the signal wavelength. Due to band 
filling, the differential gain is smaller on the red side of the gain peak, which causes the saturation 
power to be larger at longer wavelengths (see Fig. 11).

Structurally, the saturation power of a SOA can be increased by reducing the thickness of the active 
layer.16 The optical field expands widely in the vertical direction, which decreases the optical confine-
ment factor Γ much faster than it decreases the active cross-section A.

In the horizontal direction, the field is usually much better confined. Therefore another effective 
way to increase Psat is to use a flared gain stripe, that tapers to a much larger width at the output. This 
increases the active cross-section much faster than it does the confinement factor. Since the waveguide 
at the output will typically be multimode, care has to be taken in the design of the taper.
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FIGURE 10 Gain compression curve of a SOA. At small 
powers, the gain approaches the value of the small-signal gain Gss. 
The output power corresponding to a gain compression of a 
factor of two is the 3-dB saturation output power P3 dB. 
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FIGURE 11 Saturation power of a SOA versus signal 
wavelength. The smaller differential gain at longer wave-
lengths causes an increase in Psat.
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SEMICONDUCTOR OPTICAL AMPLIFIERS  19.11

Material Systems

Semiconductor optical amplifiers are most commonly fabricated in the InGaAsP/InP material system. 
The active and other waveguiding layers, as well as electrical contacting layers are epitaxially grown on 
an InP substrate. InGaAsP is chosen because it allows the emission wavelength to be chosen in the range 
1250 to 1650 nm, which contains a number of bands that are important for telecommunications.

Since the gallium atom is slightly smaller than the indium atom, whereas the arsenic atom is 
slightly larger than the phosphorus atom, by choosing the element ratios In:Ga and As:P properly, a 
crystal lattice can be formed with the same lattice constant as InP. The remaining degree of freedom 
among these lattice-matched compositions is used to tune the band gap, which is direct over the full 
range from binary InP to ternary InGaAs, hence the ability to form 1250 to 1650 nm emitters. For 
emission at wavelengths such as 850 or 980 nm, the GaAs/AlGaAs material is commonly used.

A quantum well may be created by sandwiching a thin layer of material between two layers with 
wider band gap. This forms a potential well in which the free carriers may be confined, leaving them 
only the plane of the quantum-well layer to move freely (see Fig. 12). Even though quantum wells 
are used almost exclusively for the fabrication of semiconductor lasers, both quantum well and bulk 
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19.12  FIBER OPTICS

active structures are used for SOAs, as the advantages of quantum wells are less pronounced in ampli-
fiers than they are in lasers. Recently, active structures have been demonstrated based on quantum dots. 
These dots confine the electrons not in one, but in all three spatial directions, giving rise to delta 
function-like density of states. This property is expected to lead to devices with reduced temperature 
dependence with respect to bulk or quantum well devices.

As mentioned earlier, strain can be used in the active layer to tune the polarization-dependent 
gain of a SOA. Strain is introduced by deviating from the layer compositions that would yield the 
active layer lattice-matched, either by introducing a larger fraction of the larger elements, to produce 
compressive strain, or by emphasizing the smaller atoms, to produce tensile strain. Figure 13 shows 
the effect of strain on PDG in a bulk active SOA.

Gain Dynamics

The dynamic behavior of a SOA is governed by the time constants associated with the various pro-
cesses its free carriers can undergo. The carrier lifetime t has already been mentioned. This is the 
characteristic time associated with interband processes such as spontaneous emission and the elec-
trical pumping of the active layer, that is, with the movement of electrons between the valence and 
the conduction band. The carrier lifetime is of the order of 25 to 250 ps.

Intraband processes such as spectral hole burning and carrier heating, on the other hand, govern 
the (re)distribution of carriers inside the semiconductor bands. These processes are much faster than 
the carrier lifetime.17

Dynamic effects can be a nuisance when one only wants to amplify modulated signals, because 
they introduce nonlinear behavior that leads to intersymbol interference. But they can be used 
advantageously in various forms of all-optical processing. Using a strong signal to influence the 
gain of the amplifier, one can affect the amplitude of other signals being amplified at the same 
time. An example of this cross-gain modulation (XGM) is shown in Fig. 14. In the gain-recovery 
measurement, the gain of the SOA is reduced almost instantaneously as the pump pulse sweeps the 
free carriers out of the active region. After the pulse has passed, the gain slowly recovers back to its 
original value.

The gain-recovery time depends on the design of the SOA and the injection current, as shown in 
Fig. 15. Cross-gain modulation can support all-optical processing for signals with data rates higher 
than 100 Gb/s.
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bulk active layers with varying amounts of tensile strain.
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SEMICONDUCTOR OPTICAL AMPLIFIERS  19.13

Along with the gain change caused by a strong input signal, there is a phase change associated with 
the refractive index difference caused by the removal of free carriers, which results in heavy chirping 
of signals optically modulated by the XGM. However, this cross-phase modulation (XPM) can also be 
used to advantage. Only a small gain change is needed to obtain a p phase shift, so all-optical phase 
modulation can be obtained without adding much amplitude modulation. Using a waveguide inter-
ferometer, this phase modulation can be converted back to on-off keying.

Intraband processes give rise to effects like four-wave mixing (FWM). This is an interaction 
between wavelengths injected into a SOA that creates photons at different wavelengths (see Fig. 16). 
A straightforward way to understand FWM is as follows. Two injected pump beams create a moving 
beat pattern of intensity hills and valleys, which interacts with the SOA nonlinearities to set up a mov-
ing grating of minima and maxima in refractive index. Photons in either beam can be scattered by 
that moving grating, creating beams at lower or higher frequency, spaced by the frequency difference 
between the two pump beams.

More detail on applications of the nonlinearities will be described in Sec. 19.8.
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19.14  FIBER OPTICS

Gain Clamping

One possible solution to limit intersymbol interference caused by SOA nonlinearities is to resort to 
gain clamping. When controlled lasing is introduced in a SOA, the gain is clamped by virtue of the 
lasing condition, and no gain variations are caused by modulated input signals.

Lasing can be introduced in a SOA by etching short gratings at both ends of the active waveguide.18,19 
The feedback wavelength is set to fall outside the wavelength band of interest for amplification, and the 
grating strength defines the round-trip loss, and therefore the level at which the gain is clamped (see
Fig. 17). Now when an input signal is introduced into the gain-clamped SOA (GC-SOA), the gain 
will not change as long as the device is lasing. As the amplified input signal takes up more power, less 
carriers are available to support the lasing action. Only when so many carriers are used by the signal 
to make the laser go below threshold, will gain start to drop.

The steady-state picture sketched needs to be augmented to account for the dynamic behavior of 
the clamping laser. Relaxation oscillations limit the effectiveness of gain clamping. In order to sup-
port amplification of 10-Gb/s NRZ on-off keying modulated signals, the GC-SOA is designed with its 
relaxation oscillation peak at 10 GHz, where the modulation spectrum has a null.

A different type of GC-SOA has its clamping laser operating vertically. This device, called linear 
optical amplifier (LOA),20 has a vertical cavity surface emitting laser (VCSEL) integrated along the full 
length of the active stripe. This design has the advantage that the clamping laser line is not present in 
the amplifier output, as it emits orthogonally to the propagation direction of the amplified signals.
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SEMICONDUCTOR OPTICAL AMPLIFIERS  19.15

The gain clamping laser in this case has a relaxation oscillation that varies over the length of the 
device. For this reason, no hard relaxation oscillation peak is observed. At the same time, the large 
spontaneous emission factor of the vertical laser makes the clamping level less well-defined: rather 
than staying absolutely constant up to the point of going below threshold, it causes a softer knee in 
the gain versus output power curve, somewhat in between the horizontal GC-SOA case (Fig. 17c) and 
the case of an unclamped SOA (Fig. 10).

In practice, the “sweet spot” for amplification of digitally modulated signals is at an output power 
corresponding to around 1 to 3 dB of gain compression,21 depending on data rate and modulation 
format. At this point in the gain versus output power curve, the LOA has no output power advantage 
over standard, unclamped SOAs. For analog transmission, the gain has to stay absolutely constant; 
this has only been attempted with horizontally clamped GC-SOAs.22

19.3 FABRICATION

The fabrication of SOAs is a wafer-scale process that is very similar to the manufacturing of semicon-
ductor laser diodes. First, epitaxial layers are grown on a semiconductor substrate. Then, waveguides 
are formed by etching, followed by one or more optional regrowth steps. Finally, p- and n-side metal-
lization is applied.

Waveguide Processing

InGaAsP/InP SOAs, like their laser counterparts, mostly use buried waveguide structures that are fab-
ricated in a standard buried heterostructure (BH) process: A mesa is etched in the epitaxial layer stack 
containing the gain stripe using a dielectric mask. Using this mask, selective regrowth is performed in 
the regions next to the waveguide, in order to form current blocking layers that force all injection cur-
rent to flow through the active stripe. This is accomplished either using semi-insulating material, for 
example, Fe:InP, or with a p-n structure that forms a reverse-biased diode. After removing the etching 
and regrowth mask, a p-doped InP top layer is grown to provide for the p-contact (see Fig. 18).

GaAs/AlGaAs structures are not easily overgrown. In this material system, ridge waveguides are 
usually used. Usually the epi layers are grown in a single growth step with a thick p-doped top layer 
already in place. Waveguides are formed by etching, after which the whole structure is covered with a 
passivation layer, in which contact openings are etched on top of the ridge. (See Fig. 19 for an example 
of a ridge structure grown on InP.)

The waveguide pattern on a SOA wafer usually includes angled stripes to reduce feedback into 
the waveguide from facet reflections. For the same reason, a buried waveguide may contain window 
structures, in which the waveguide ends a few micrometers before the facet, the remaining distance 
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FIGURE 18 (a) Schematic of planar buried heterostructure and (b) SEM photo-
graph of BH waveguide.
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19.16  FIBER OPTICS

being bridged by nonguided propagation in the regrown InP. The waveguides may contain tapers 
near the facets to shape the mode for improved fiber-chip coupling efficiency, and may be flared as 
described earlier to obtain higher saturation power.

Metallization

After waveguide processing, p-side metal is applied on top of the wafer, which is patterned to form 
contact pads. Before n-side metal is applied to the back side of the wafer, it is usually thinned in a 
lapping and polishing process to improve cleaving yield, as well as thermal conductivity between the 
active layer and the heatsink on which the devices will be mounted. Figure 20 shows a photograph 
of a finished SOA chip on submount.

Postprocessing and Package Assembly

A fully processed 2-in wafer can contain thousands of individual SOA devices. Before these can be used, 
a facet coating needs to be applied for passivation and to reduce reflections. To this end, the wafer is 
cleaved into bars containing many SOAs, which are subsequently antireflection coated. An AR coating 
is nominally a quarter-wave layer of dialectric material, which reduces reflections from the active wave-
guide back into the chip. In combination with an angled stripe and possibly a window region, both of 
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FIGURE 19 (a) Schematic of ridge waveguide structure and (b) SEM photograph of 
ridge waveguide.

FIGURE 20 SOA chip–mounted on a heatsink.

Bass_v5ch19_p001-042.indd 19.16 9/10/09 5:01:03 PM

DO
 N

OT
 D

UP
LI

CA
TE



SEMICONDUCTOR OPTICAL AMPLIFIERS  19.17

which reduce the fraction of backreflected light that is coupled back into the waveguide, the effective 
facet reflectivity may be lower than 10–5.13 Finally, the coated bars are diced into individual chips.

Most modern SOAs come packaged in a 14-pin industry standard butterfly package (see Fig 21). 
To increase fiber-chip coupling efficiency, either lensed fibers are used, or separate lenses are aligned 
between chip and fibers. In packaging schemes with multiple lenses per side, a collimated free-space sec-
tion can be provided that allows for inclusion of polarization-independent isolators inside the package.

19.4 DEVICE CHARACTERIZATION

Chip Screening

The initial characterization of a SOA chip comprises the diode characteristic and the ASE light out-
put. This is accomplished using a L-I-V measurement, which measures the light output versus cur-
rent (L-I) and the I-V curve at the same time.

The measurement procedure is identical to the L-I-V measurement that is used to determine 
the threshold of a laser diode, the main differences being that no thresold is measured for properly 
antireflection coated SOA chips, and facet emission is monitored on both sides. Figure 22 shows 
an example measurement: A current sweep is applied to the chip, and the voltage across the chip is 
measured, while facet emission is monitored using broad-area photodiodes.

(a) (b)

FIGURE 21 (a) Fiber-coupled chip and (b) SOA in industry-standard butterfly package.
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FIGURE 22 (a) Schematic of L-I-V measurement setup and (b) example measurement.
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19.18  FIBER OPTICS

Gain Measurement

Measuring device gain requires coupling an input signal into the chip, and measuring output power 
divided by input power. This is easily done in a packaged device. Measuring an unpackaged chip 
requires aligning lenses or lensed fibers in front of the facets using nanopositioning stages.

In small signal gain measurements, the ASE noise the amplifier produces will typically overwhelm 
the output signal power. Therefore, a filter has to be used in the output. Depending on filter width, 
signal power, and accuracy required, it might even be necessary to measure noise level and subtract 
out the noise power transmitted through the filter, to avoid overestimating the gain.

A gain versus output power measurement like Fig. 10 is easily accomplished by stepping the input 
power. From Eq. (6) it appears that small signal gain and 3-dB saturation power can be easily extracted 
by a linear fit to

 G G p po= −ss dB/3 3  (9)

where the measured gain values G are expressed in decibels and the measured output powers po are 
expressed in milliwatts. The fit parameter Gss is the small-signal gain and p3 dB is the 3-dB saturation 
output power as defined before. However, this expression assumes that the differential gain and the 
carrier lifetime remain constant upon saturation, which is not the case in practice. A second-order 
fit is necessary to accurately characterize the saturation behavior of the amplifier, in which case the 
1-dB and 3-dB saturation powers can be used as figures of merit.13

Polarization-Dependent Gain Measurement

Signals of controlled polarization need to be applied to the SOA in order to measure its PDG. If a 
device has been pigtailed using polarization-maintaining fiber, all that is needed is to connect a hor-
izontally polarized signal and then a vertically polarized signal. However, standard single-mode fiber 
does not preserve the polarization state, so more complicated measurement techniques are required 
in most cases.

Methods and systems available to measure polarization-dependent loss (PDL) in passive devices 
are usually applicable to PDG measurements, with one caveat: the device under test generates ASE 
noise, which has to be filtered out prior to the detector stage of the system. Because one is usually 
interested in the absolute value of the gain in addition to the PDG, the insertion loss of the filter needs 
to be well calibrated.

An often used method is polarization scrambling. A fast polarization scrambler scans through 
many different polarization states, evenly covering the Poincaré sphere. By measuring the output 
power of the SOA using a fast power meter with a min/max hold function, the highest and lowest 
gain over all polarizations can be found, and thus the PDG. Note that if an optical spectrum analyzer 
(OSA) is used as the power meter (in which case the detector is the filter), often a min/max function 
is not available, and having to coordinate the scans of the polarization scrambler and the OSA makes 
this method of PDG measurement inconvenient.

The Mueller matrix method23 is an alternative that does not suffer from this problem. In this case, a 
polarization controller is needed that can synthesize any desired polarization state in the input signal, 
although a limited variant of the method works with a polarization controller that can access only the 
principal states on the Poincaré sphere: horizontal, vertical, 45°, –45°, right-hand circular, left-hand 
circular. Note that these states are defined as launched in the fiber directly following the polarization 
controller. Due to the nonpolarization-maintaining nature of the fiber, the states launched into the 
SOA chip are unknown, although their relative properties are maintained, that is, orthogonal states 
remain orthogonal, etc.

The essence of the method is to first measure the gain corresponding to an unpolarized signal 
by averaging the gain of two orthogonally polarized states, for example horizontal and vertical. 
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SEMICONDUCTOR OPTICAL AMPLIFIERS  19.19

Next, gain is measured for three states that are orthogonal to each other on the Poincare sphere, 
for example, horizontal, 45°, and right-hand circular. The differences between these three gain 
values on the one hand, and the average gain measured in the first step on the other hand, con-
tain the information needed to determine the polarization transformation the light has under-
gone in the fiber between the polarization controller and the chip. The gains in the maximum 
and minimum polarization states can now be calculated, or alternatively those two polarization 
states can be synthesized in the polarization controller and the corresponding gains measured 
directly.

In practice, therefore, the Mueller method allows for rapid measurement of both gain and PDG 
of a SOA by measuring output signal powers for four predetermined polarization states. Note that 
both this method and the polarization scrambling method only yield the highest gain and lowest 
gain over polarization; not information on which of these gains belongs to TE and TM polarization 
in the waveguide, respectively. In other words, the methods yield the absolute value of the PDG but 
not its sign. The Mueller method, but not the scrambling method, can yield the sign of the PDG 
by comparing the calculated polarization transformations for a device under test (DUT) relative 
to a device with a large PDG of which the sign is known, for example, a device with unstrained 
or compressively strained active layer. The fiber leading up to the facet needs to remain relatively 
undisturbed when replacing the DUT with the reference chip, in order to preserve the polarization 
transformation.

Gain Ripple

Gain ripple can be measured either directly, by sampling gain at closely spaced wavelength points, 
or by proxy by measuring ASE ripple. If the gain ripple period is known (e.g., by deriving it from 
the length of the chip), the number of gain measurements can be greatly reduced. Since the ripple is 
caused by a Fabry-Pérot cavity formed by the gain stripe and the two facets, the curve of reciprocal 
gain (1/g) versus wavelength is a sinusoid. Measuring three points on this sinusoid separated by one-
third of the gain ripple period, the average and standard deviation are invariant for translation over 
wavelength. The inverted average now corresponds to the single pass gain, while the standard devia-
tion can be worked into the ripple amplitude13 (see Fig. 23a).

Alternatively, the amplitude of the ripple on the ASE spectrum can be found by measuring a small 
wavelength span with sufficiently narrow resolution bandwidth (see Fig. 23b.)
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FIGURE 23 (a) Measurement of gain ripple and (b) measurement of ASE ripple.
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19.20  FIBER OPTICS

Noise Figure

If the noise level has been measured during a gain measurement, all ingredients are present to calcu-
late noise figure. If G P Po i= −  is converted to linear units and ρASE  is given in watts per hertz, noise 
figure in linear units is given by

  nf
/ASE= +

2 2 1( )ρ
ghv g

  (10)

The rightmost term was neglected in Eq. (5); it is only of importance for low-gain devices. The 
factor 1/2 expresses the assumption that half the total ASE power is copolarized with the signal. This is 
a good approximation for a polarization-insensitive SOA. For devices with considerable polarization 
dependence, the value of the PDG can be used to partition the total ASE power into two polarization 
components. Combined with the corresponding gain, the above expression will then yield two equal 
values for the NF. An actual measurement of the NF associated with each polarization state requires 
measurement of the output signal and ASE power through a polarization analyzer.

Complete Characterization

Figure 24 schematically shows a measurement system that allows full steady-state characterization of 
a SOA that includes all of the above measurements. The input source is a tunable laser to allow for 
measurement of gain versus wavelength. A variable attenuator and a polarization controller enable 
measurement of a saturation curve and of the PDG. Input power is referenced to a power meter, 
while output power and noise levels are measured on an optical spectrum analyzer.

An additional pair of power meters is provided on both sides for measuring the total ASE power. 
Comparing the ASE powers thus measured with direct power measurement of the DUT fibers with 
a reference power meter allows calibration of the loss of the connectors indicated in Fig. 24. This 
ensures a true fiber-to-fiber measurement. For chip measurements, the two extra power meters are 
helpful during optimization of the fiber position in front of the facets.

An example of a complete dataset measured for a SOA is shown in Fig. 25.

High-Performance SOA Properties

The gain of a SOA is only limited by the quality of the antireflection coatings, and by the rising 
ASE noise power which may cause the amplifier to autosaturate. Devices with fiber-to-fiber gain 
as high as 36 dB (at l = 1310 nm, using a strained-layer MQW active layer) have been reported in 
the literature.13 High gain is not hard to obtain, by extending the device length and proportionally 
increasing the injection current. The difficult parameters to optimize are usually PDG, saturation 
output power, and noise figure. In this section, we will cite some state of the art results; unless stated 
otherwise, numbers quoted are fiber-coupled values.
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FIGURE 24 Measurement system to characterize gain versus wavelength, polarization, 
and input power.
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A tensile strained bulk active device with a saturation output power of 17 dBm at an injec-
tion current of I = 500 mA was reported, having a gain of 19 dB at l = 1550 nm.24 Polarization 
dependence was 0.2 dB thanks to the tensile strain, and NF was 7 dB. The high saturation power 
was reached mainly thanks to the thin active layer (50 nm). At 600 mA injection current, a similar 
device, implemented using a MQW structure with tensile strained barriers and unstrained wells, 
reached a saturation power of 20 dBm.25 Gain was 11 dB and PDG was 0.6 dB at 1550 nm, and NF 
was 6 dB.

A compressively strained MQW structure reached a chip output power of 24 dBm at 1590 nm.26 

This is a single-polarization device, having a peak chip gain of 18 dB. The 1.8 mm long structure was 
injected with a current of 1 A. The minimum chip NF was 3.6 dB, only 0.6 dB above the theoreti-
cal minimum, thanks to low cladding absorption. This chip was built into a polarization diversity 
module, in which a gain of 15 dB with a PDG of 0.5 dB was obtained. P3 dB and NF were 22 dBm and 
5.7 dB, respectively.27

A very large saturation output power of 29 dBm has been obtained in a slab-coupled optical wave-
guide amplifier (SCOWA), thanks to an ultralow confinement factor (Γ < 0.005).28 At an injection 
current of 5 A, the 10 mm long device exhibits a gain of 13.8 dB. The single-polarization device has 
a NF of 5.5 dB.29

The above results have been obtained with MQW or bulk active layers. Quantum dot (QD) active 
layers show promise because of their ultrafast gain dynamics (a few picoseconds) and ultrawide gain 
bandwidth. A high-performance device has been demonstrated with a gain of 25 dB, a NF of 5 dB, 
and a P3 dB of 19 dBm, all over a bandwidth of 1410 to 1500 nm.30 The 6-mm long device was pumped 
with a current of 2.5 A. These are chip-referenced numbers, and the device amplifies one polarization 
only. Recently, a polarization-independent QD device was demonstrated, which uses dots arranged 
in columns, surrounded by tensile strained barriers, to obtain a PDG of 0.5 dB.31 At a length of 6 mm 
and an injection current of 1.2 A, a fiber-to-fiber gain of 4 dB and a saturation power of 16.5 dBm 
were obtained. The chip NF of 9.5 dB was relatively high due to the low gain.

Enabling the photonic future tm

Alphion® Alphion SAOM 09P486

-50

-45

-40

-35

-30

-25

-20

 1200  1250  1300  1350  1400  1450

P
ow

er
 S

pe
ct

ra
l D

en
si

ty
 [d

B
m

 / 
nm

]

Wavelength [nm]

ASE Spectrum

 0

 5

 10

 15

 20

 25

 30

 35

 1280  1290  1300  1310  1320  1330

G
ai

n 
[d

B
]

Wavelength [nm]

Polarization Resolved Gain

 0

 5

 10

 15

 20

 25

 30

 35

-20 -15 -10 -5  0  5  10  15

G
ai

n 
[d

B
]

Output Power [dBm]

Gain Saturation

I 270 mA
T chip 25 oC
P ase,out -2.9 dBm
P ase,in -3.1 dBm
Peak wl 1288 nm
BW ase,fwhm 70.8 nm
Peak gain 18.0 dB
Max PDG 0.6 dB
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FIGURE 25 Example of a datasheet as delivered with a commercial SOA, showing 
the complete characterization results of the device.
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19.5 APPLICATIONS

Applications for SOAs make use of the gain provided by the device, as well as the high-speed inter-
nal dynamics, which can be used for various optical signal–processing applications. The gain and 
index dynamics within the SOA must be managed to enhance the desired application. In a first set 
of applications, the SOA is used for linear amplification. Here, the operating regime of the device 
is managed to reduce nonlinear effects to acceptable levels, which benefits from devices with large 
saturation powers. For nonlinear applications, operating conditions are chosen to enhance the non-
linear gain and/or index nonlinearities. Both the SOA design and its configuration within a system 
are chosen to produce the desired nonlinear functionality. For nonlinear applications, smaller values 
of saturation power can be a benefit. Also, incorporation of the SOA into a subsystem with other 
optical elements, such as filters, interferometers, and the like, is used to create the nonlinear func-
tional devices.

In the following sections, we characterize the applications of SOAs under three main headings: 
amplification of signals, switching and modulation, and nonlinear applications.

19.6 AMPLIFICATION OF SIGNALS

The function of amplification in a transmission system is performed in several places, as shown in
Fig. 26, in which the amplifier can be a power amplifier, an in-line amplifier, or a preamplifier. As 
shown, the transmission system is divided into three parts: the transmitter, the transmission line, 
and the receiver. The power amplifier is used in the transmitter, the in-line amplifier is used in the 
transmission line, and the preamplifier is used in the receiver.

Single-Channel Systems

The power amplifier is located in the transmitter to boost the optical signal level before it enters the 
transmission system. (In Fig. 26, two possible locations are shown before or after the modulator.) 
In most cases, the power amplifier is placed before the signal modulator, so that the optical signal is 
either continuous wave (CW) or a pulse train. In this case, the properties of concern for the SOA are 
its output power and broadband ASE. The signal injected into the SOA is relatively large, so if the 
broadband ASE is filtered to allow only a narrow band around the signal channel, noise degradation 
by the SOA is minimal in the power amplifier. Because the polarization of the system is controlled at 
this location, polarization sensitivity of the amplifier is not of concern. Because the signal is either 
CW or a train of equally spaced pulses, the gain recovery time will not influence the temporal prop-
erties of the amplified signal. The SOA can be operated in saturation to maximize the output power.

E/O

E/O

ô ô

Transmitter

MOD

MOD
l1

lN

Transmission line

O/E

O/E

Receiver

FIGURE 26 Placement of amplifiers in a WDM optical transmission system. The system is 
divided into transmitter, receiver, and transmission line blocks. SOAs here and in other figures are 
indicated by shaded triangles. E/O and O/E are electronic-to-optical converters (e.g., lasers) and 
optical-to-electronic converters (e.g., optical receivers), respectively.
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SEMICONDUCTOR OPTICAL AMPLIFIERS  19.23

However, when the SOA is used after the signal has been modulated and operated in saturation, it 
can distort the signal because the finite gain recovery time will introduce a time-dependent gain for 
each bit, which depends on the pattern of bits preceding it. For single-channel, intensity-modulated 
systems, this produces intersymbol interference (ISI). Because the gain recovery time is on the order 
of 100 ps, this will be a problem for multi-gigabit/s systems, where the bit period is comparable to 
the gain recovery time. An illustration of this is shown in Fig. 27, which shows an RZ bit sequence 
at 12.5 Gb/s, under conditions of minimal and 6-dB gain compression. The pattern-dependent gain 
produces significant eye closure, as shown. When the SOA is used as a power amplifier for analog-
modulated signals, gain saturation can introduce second and higher-order distortions.19 To control 
ISI and analog distortions, such as composite second order (CSO) and composite triple beat (CTB), 
requires operating the SOA in a region of small gain compression, commensurate with the overall 
system application. Gain-clamped SOAs have been used for this application.19 Clearly, SOAs with 
large saturation powers offer advantages because they operate at higher output power for a given level 
of gain compression.

The pre-amp SOA is used in front of the receiver, as shown in Fig 26. At this point, the signal 
level is low so saturation of the amplifier is not an issue. The role of the SOA is to increase the opti-
cal power in the signal to make the received electrical power far exceed the thermal noise power in 
the receiver. Hence, the gain and noise figure are the important issues for the SOA when used as a 
pre-amp. To achieve maximum receiver sensitivity, the noise in the receiver should be dominated 
by signal-spontaneous beat noise, which requires a narrow-band optical filter after the SOA that is 
centered on the signal wavelength. At the receiver, the signal polarization has become randomized, 
so the polarization-dependence of the gain of the SOA pre-amp should be minimal (practically, less 
than about 1 dB).

(a)

(b)

(c)

(d)

FIGURE 27 Effects of gain compression on bit sequences. Bottom traces show 
single-channel bit sequences at 12.5 Gb/s and top traces are corresponding eye diagrams. 
(a) and (b) correspond to the SOA operating under < 0.5 dB gain compression, while 
(c) and (d) correspond to the case of 6 dB gain compression. The effect of finite gain 
recovery on the pattern sequence and the corresponding eye diagrams is significant.
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19.24  FIBER OPTICS

The function of the in-line SOA is to compensate for the loss in the fiber and other components in 
the transmission link. Issues of gain, ASE noise, gain recovery and its effect on ISI, and polarization-
dependent gain arise for the in-line amplifiers. The output power level is determined by the operating 
characteristics for the transmission line, which require power levels compatible with management of 
fiber nonlinearities. Nevertheless, high-gain permits amplification to overcome the loss in long fiber 
links. The saturation power should be large, so that the amplifier can be operated at most lightly into 
the saturation regime. The ASE noise added to the signal by the SOA will degrade the optical signal-
to-noise ratio and will ultimately limit the system. The noise figure of the SOA can be a limit on the 
number of SOAs that could be cascaded.

The ASE noise power in a single polarization from an optical amplifier is given by Eq. (11), which 
follows from Eq. (5), where

 p g hvBASE nf= −1
2

1 0( )  (11)

where pASE is the ASE power ( ),p BASE ASE= ρ 0  nf is the noise figure, g is the gain, hn is the photon 
energy, and B0 is the optical bandwidth within which the ASE power is measured. Figure 28 shows a 
transmission line, which is composed of n fiber spans and n amplifiers. The loss of each fiber span, l, 
is exactly compensated by the gain g of each amplifier, so that the signal power is ps at the output of 
each amplifier. Each amplifier adds ASE noise given by Eq. (11), so that the optical signal-to-noise 
ratio (OSNR), at the end of the line is given by

 OSNR
nfASE

= =
−

p

np

p

n g hvB
s s

( )1 0

 (12)

Converting Eq. (12) to logarithmic units and referencing power levels to 1 mW (power is given in 
dBm), produces the very useful equation:

 OSNR dB NF( ) log= + − − −58 10P G ns  (13)

In Eq. (13), Ps is the signal output power in dBm, G is the gain (and span loss L) in decibels, and 
NF is the noise figure in decibels. In arriving at Eq. (13), the gain is assumed much larger than unity 
and the optical bandwidth B0 is taken to be 0.1 nm (at 1550-nm wavelength). Equations (12) and (13) 
also assume that the dominant optical noise is signal-spontaneous beat noise.14

Single-channel systems using SOAs to compensate fiber and other loss illustrate the general com-
ments above. An early single-channel demonstration of a link amplified using SOAs was reported in 
1996,32 for a 10-Gb/s RZ signal transmitted over 420 km at 1310 nm. In this experiment, there were 
10 in-line SOAs (compensating ≈17-dB loss from 40-km spans and other components), a power 
amplifier, and a preamplifier. The signal level was maintained below 10 dBm, well below the amplifier 
saturation power of 18 dBm. The signal degradation for this experiment is fully described by noise 
accumulation from the cascaded SOAs.

Successful demonstration of analog signals has been reported when the signal level is kept well 
below the saturation power. When used as a preamplifier for a CATV demonstration, which used a 
single wavelength carrying 23 QPSK subcarriers, a polarization-insensitive non-gain-clamped SOA 
enabled an 11-dB improvement for an 85-km link, (compared to a receiver without preamplifier).33 
Again, the main degradation arises from the SOA ASE noise.

Span 1 Span 2 Span 3 Span NG

LPs

...

FIGURE 28 An amplified transmission line. Each fiber span has loss l 
(L in decibels), each SOA has gain g (G in decibels), and the power at the output 
of each SOA is ps (Ps in decibels).
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DWDM Systems

In DWDM systems, channels are typically spaced by 50 to 200 GHz. In the range around 1.55 μm, 
an eight-channel system spaced at 200 GHz can cover a spectral wavelength range of 11.2 nm. Over 
this wavelength range, while the gain and saturation power of the SOA can vary by a few decibels, 
as can be seen from Figs. 5a and 11, insight can be obtained by considering the gain and saturation 
powers to have averaged values.

In DWDM systems, power amplifiers can be used before combining channels, so their use is equivalent 
to the single-channel systems above. If the power amplifier is used after combining intensity-modulated 
signals, cross-gain modulation from one channel to the others will impress crosstalk onto the signals. 
This effect is mitigated by operating the amplifier under the conditions of small (at most ≈ 1 dB) gain 
compression. For equally spaced (in frequency) channels, four-wave mixing can potentially also cause 
crosstalk between channels. Except for systems that use short pulses at high bit rates (and large peak 
powers), four-wave mixing in the power amplifier is small compared to cross-gain modulation.34

At the end of the system where the SOA can be used as a preamplifier, it is unlikely that the signals 
will saturate the amplifier, whether a single SOA is used to amplify many channels before they are 
separated or used for amplifying a single channel. The issues are the same as for a single-channel 
preamplifier: noise addition and polarization-dependent gain.

In-line amplifiers compensate for the span losses, which include losses due to dispersion compen-
sation and other elements in nodes. As for the single-channel systems discussed above, the output 
power should be as large as possible to ensure overall large OSNR for the system. As the output power 
approaches the saturation power, the amplifier gain dynamics lead to time-dependent gain and cross-
talk between channels caused by cross-gain compression. A variety of mitigation techniques have 
been proposed, including operation in a region of low saturation (≈ 1 dB gain compression),21,35,36 
use of a reservoir channel that biases the SOA into a region of gain compression for which cross-gain 
modulation is reduced,36,37 use of a gain-clamped amplifier,38 and the use of a pair of complementary 
signals to maintain a constant signal power into the amplifier.39,40

An illustration of the effects of gain compression on systems using SOAs is shown in Fig. 29, 
which shows results for a system of eight channels at 40Gb/s, operating over two 80-km spans. As the 
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FIGURE 29 System results for 40-Gb/s transmission. The trans-
mission line consists of two amplified 80-km fiber spans. Open symbols 
correspond to single-channel transmission, closed symbols correspond 
to transmission of eight channels, spaced at 200 GHz. Optimum Q is 
achieved in both cases for launch power in a single channel of ≈ –13 dBm.
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19.26  FIBER OPTICS

optical power is increased, the OSNR increases, although the system performance, as measured by the 
Q-factor41 reaches a peak and declines at higher power levels, due to cross-gain modulation effects. 
The peak in input powers for one-channel and eight-channel systems is separated by ≈ 9 dB, and in 
both cases corresponds to the same total input power to the SOA of –5 dBm, which corresponds to 
about 1-dB gain compression for the SOA that is used in the experiment.

The system capacity is limited by the OSNR at about 1 dB of gain compression. In a rough way, for 
similar systems before the onset of nonlinearities, Q is almost linearly related to the OSNR. Also, for 
different bit rates, the optical bandwidth for the optimized receiver depends linearly on the bit rate. 
Assuming these linear relationships, and noting that the relevant signal output power in Eq. (13) is 
the sum of powers for all channels (and assuming a single value for gain and saturation power), Eq. (13) 
can be manipulated to give

 10 58 101log logc k P L n= − − − − −dB NF  (14)

In Eq. (14) c is the overall system capacity in number of channels × bit-rate, P1 dB is the 1-dB gain 
compression power for the SOA, L is the span loss in dB (spans × loss/span), and k is a constant relating 
optimal Q to OSNR. The value of P1 dB for the output power has been used because this is the operat-
ing point for which nonlinearities caused by gain compression are minimal. Figure 30 shows a set of 
experiments for a variety of bit rates and links using similar SOAs. For these experiments, each systems 
capacity is determined for Q ≈ 16 dB, corresponding to a bit-error rate ≈ 1 ⋅ 10–9. The horizontal axis is 
the total link loss, which is the number of spans times the loss per span. In these experiments, the span 
losses were in the range of 15 to 17 dB and channel separations were either 100 or 200 GHz. The results 
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FIGURE 30 Results of a series of DWDM system experiments over multiple fiber 
spans, using a set of nominally similar SOAs. Overall system capacity, which is the num-
ber of channels times the bit-rate per channel, is plotted against the total link loss, which 
includes loss of dispersion compensating fiber for each span. The systems use NRZ 
intensity modulation and capacity is determined where all signals achieve a bit-error 
rate of 10–9 (Q ≈ 15.8 dB). The two curves show expectations for all spans with 20-dB 
loss (solid line) and 15-dB loss (dashed line). TW: TrueWave fiber.
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show that the analysis in terms of OSNR captures the main systems limitations and describes the overall 
system capacity.

When SOA systems are used with forward error correction (FEC) coding, Q values as low as 8 dB can 
be corrected to essentially error-free operation. This permits operation at lower OSNR (about 8 dB) and 
from Eq. (14), this will enable the overall system loss (and therefore length or capacity) to be increased 
by about 8 dB from the results shown in Fig. 30.

For phase-modulated signals, the lack of temporal intensity-dependence of the input signals will 
reduce the effects of time-dependent gain and cross-gain compression. In this case, the dominant 
nonlinearity, which will limit transmission, will be four-wave mixing. Thus, large system capacity 
and distance have been achieved using differential phase shift keying (DPSK) modulation, but larger 
channel separation is required to reduce four-wave mixing effects. Using DPSK modulation and SOAs 
operating under 3-dB gain compression, it was possible to operate an eight-channel, 10.7-Gb/s system 
over 1050 km, with a FEC margin of 6 dB.42 Because of four-wave mixing, the channels were spaced 
by 400 GHz. Four-wave mixing can also lead to system penalties comparable to those from cross-gain 
modulation for high bit-rate systems using short RZ pulses.38

CWDM Systems

Coarse WDM (CWDM) systems are envisioned to be inexpensive and environmentally tolerant for 
access and metro applications, with a reach of up to about 100 km. To this end, the channel spac-
ing is set to 20 nm in a wavelength range that spans the window from about 1250 to 1650 nm—a 
window that could include 20 channels. The coarse spacing allows for very reduced temperature and 
wavelength stability requirements on the components, and requires filters with large, almost 20-nm 
bandwidths. Amplification can extend the reach of such systems.

The broad gain bandwidth of SOAs is advantageous for application to CWDM systems, although 
a single SOA is incapable of covering the entire 1200- to 1600-nm window. Nevertheless, a broadband 
LOA has been used to amplify eight CWDM channels covering the range from 1470 to 1610 nm.43 To 
cover the full range, a set of SOAs designed to amplify different gain bands can be used.

Because the channel wavelength is specified only to within a band of 20 nm, filters that separate the 
different channels are much wider than the filters used in DWDM systems. Therefore, in addition to signal-
spontaneous beat noise, the component of optical noise due to beating of the ASE from the SOA with 
itself, within the signal bandwidth, (spontaneous-spontaneous beat noise) is also significant. Equations 
(12) and (13) are no longer valid. For filter bandwidths of 13 nm, the addition of the spontaneous-
spontaneous beat noise will reduce the sensitivity of a preamplified receiver by about 3 dB, assuming 
about 25-dB amplifier gain and a bit rate ≈5 Gb/s.14 Other issues for SOAs used in CWDM systems are 
the wavelength variation of the gain and saturation powers. Because the gain will vary by more than 3 dB 
over the SOA bandwidth used, a cascade of amplifiers would quickly lead to very unbalanced channels. 
With only one amplifier in the system, and only ≈100 km of fiber, this does not lead to much difficulty. 
For a cascade of amplifiers and fiber spans, however, weaker channels would rapidly degrade in OSNR 
and fiber nonlinearities would build up rapidly for the stronger channels.

Cross-gain modulation becomes an impairment when the amplifier is operated in saturation. All 
input wavelengths can contribute to saturation and reduction of the carrier density, but for equal 
input power in each channel, the channels nearest the gain peak will cause the largest effect. Because 
the differential gain is largest on the short-wavelength side of the gain peak, the carrier density changes 
will cause the largest gain compression for these channels. Therefore, the short wavelength channels 
will be most affected by cross-gain modulation. The nonlinearity caused by four-wave mixing will not 
be significant in CWDM systems, because the wavelengths are so widely separated and the four-wave 
mixing interaction falls off rapidly with wavelength (see Fig. 37).

For broader bandwidth coverage, a hybrid amplifier composed of an SOA and a fiber Raman 
amplifier, has been applied to CWDM systems.44 Here, the Raman pump is chosen to that the Raman 
gain peak lies to longer wavelength than the SOA peak. The composite amplifier can have a 3-dB gain 
bandwidth of over 120 nm. Wireless over fiber transmission has also been demonstrated in a CWDM 
system, employing a bidirectional SOA.45
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19.7 SWITCHING AND MODULATION

An unbiased SOA is strongly attenuating. The difference in output of a signal emerging from an 
SOA with gain compared to one attenuated by an unpumped SOA can be as high as 60 dB. This 
forms the basis of an optical switch, with very high extinction ratio.46 Figure 31 shows a 2 × 2 switch 
fabric, where the switching elements are SOAs. For this simple switch matrix, the bar state is enabled 
by supplying bias, and therefore gain, to SOAs 1 and 4, while SOAs 2 and 3 are unbiased. Thus, the 
cross state is highly attenuated. For the cross state, the opposite set of biases are applied—SOAs 2 
and 3 are biased and SOAs 1 and 4 are not biased.

The SOA-based switch is capable of moderately fast reconfiguration. The temporal response 
of an SOA between full on and full off states is several times the gain recovery time (to achieve 
high extinction), but can generally be ≈ 1 ns. To switch the state of the SOA by adjusting its drive 
current, the response must also include electrical parasitics, which can have bandwidths of up 
to a few gigahertz (or less), depending on device design. Thus, gigahertz rearrangements for 
switching fabrics based on SOAs are possible, and this is one of their significant benefits. For 
a switching application, the signal transmitting the fabric should not be distorted and should 
have minimal noise degradation. Thus, signals passing through SOAs in a switch fabric are in 
these regards similar to signals passing through cascades of SOAs in the transmission systems 
described above.

The fabric above is intensive in the number of SOA gates required per port. Other switch geom-
etries, involving combinations with AWGs, can reduce this requirement.47–50 Because of the high-speed 
response of the SOA switch fabrics, they are often used in space-switching stages of larger all-optical 
cross-connects, which may have additional features of wavelength interchange (using wavelength con-
verters, such as discussed below). Impressive all-optical nodes, including all-optical packet switching 
nodes, have been constructed using these switches.51–53

Because the gain of the SOA varies with the bias current, the SOA could be used as an optical 
modulator. The response speed of an SOA as a modulator is significantly slower than the response 
of a directly modulated laser, because there is no optical resonator and hence the response has no 
relaxation oscillation peak. The modulation bandwidth can be ≈2 GHz, and direct modulation has 
been achieved for a 2 Gb/s bit rate.54 Of course, the optical signal would be highly chirped. The 
amplifier does provide gain and its simplicity could be advantageous for some applications. The 
concept of a reflective SOA (RSOA) as a modulator was introduced for simple access systems, where 
the RSOA at the user node could amplify and modulate a wavelength that originates from the central 
office.55 Various improvements and applications use RSOAs in access networks with bit rates beyond 
1 Gb/s.56

SOA 1

SOA 4

SOA 3

SOA 2

FIGURE 31 2 × 2 switch fabric based 
on SOA gates.
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19.8 NONLINEAR APPLICATIONS

The gain and index of refraction within the SOA depend on several different physical processes with 
different time scales. The magnitudes and particular time responses will depend on material, struc-
tures (multiple quantum well vs. quantum dot vs. bulk) and operating conditions, such as wavelength, 
power, bit-rate, modulation format, and the like. There is a rich variety of effects and their applica-
tions. The general applications of these nonlinearities lead to optically controlled optical gates. The 
three most significant nonlinearities in SOAs are cross-gain modulation, cross-phase modulation and 
four-wave mixing. XGM and XPM depend on the optical intensity, while FWM depends on the 
optical field. The following sections describe the application of these nonlinearities.

Cross-Gain Modulation

The principle of XGM is shown in Fig. 32. In this process, a strong, saturating input (pump) signal 
at l1 and a weaker input at l2 (probe) are simultaneously injected into the SOA. The injection of the 
strong optical signal at l1 reduces the carrier density, which compresses the gain at all wavelengths. 
When the pump signal is turned off, the gain recovers. Thus, an inverted copy of the intensity mod-
ulation on the pump signal is copied onto the probe signal, as in Fig. 32. The device has functioned 
as a wavelength converter.57,58 Note that if probes at several wavelengths are input to the SOA, each 
probe experiences gain compression and the pump signal can be copied simultaneously onto each.59 
The schematic shows that the pump and probe signals copropagate and are separated by an external 
filter. It is possible to avoid the filter by counter-propagating the two signals. This reduces the high-
est speed capabilities of XGM, however, due to traveling-wave effects.

As the free carrier density is reduced, the gain compression depends on wavelength, as can be 
seen by comparing ASE curves for different pumping currents (related to carrier density) in Fig. 5b. 

SOA

(a)

lprobe
lprobe

lpump lpump

(b)

Pump power
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Iprobe(t)
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FIGURE 32 Principle of cross-gain modulation in a SOA. 
(a) In basic operation, a strong, modulated pump beam and a 
CW probe beam are input to the SOA. (b) The pump power is 
intense enough to compress the gain of the SOA, which creates 
an inverse of its intensity modulation on the probe. In this col-
linear arrangement, the outputs are separated by a filter (a).
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Thus, the gain is compressed more for shorter wavelengths than for longer wavelengths, and so the 
extinction ratio (which is the gain compression) for the converted signal will be larger for conversion 
from longer to shorter wavelength than vice versa. At different wavelengths, the power required for 
gain compression will scale with the saturation power, which increases with longer wavelength (Fig. 11). 
To achieve an extinction ratio of 10 dB or larger, the pump output power must be several times the 
saturation power, as can be seen from Fig. 10.

The polarization sensitivity for wavelength conversion by XGM depends on the polarization 
dependence of the SOA gain. For SOAs with minimal polarization dependence, there is minimal 
polarization sensitivity for XGM. Dynamical processes that are faster than carrier recombination can 
lead to anisotropies even in nominally polarization-insenstive SOAs,60 but these processes are fast and 
are not significant in cross-gain modulation wavelength conversion for multi-gigabit/s signals.

The temporal response of a wavelength converter based on XGM depends on the gain recovery 
time, which is dominated by the carrier recovery time. For SOAs, which operate with carrier densities 
in the range of 5 1018 3× × −to10 10 cm18 ,  the gain recovery is dominated by Auger recombination 
and is typically in the range of 100 ps (which is consistent with the data of Fig. 14). This would seem 
to support an operating bit rate of up to 10 Gb/s. To enable operation at higher bit-rates requires 
reducing the gain recovery time, which has been accomplished in several ways. Adding another sig-
nificant recombination process speeds up gain recovery and can be accomplished by using stimulated 
emission. If the input signal powers are high enough, stimulated emission can become strong enough 
to exceed the Auger recombination rate and reduce the gain recovery time to enable operation at 40 
Gb/s.61 Use of a long amplifier also helps, as the overall gain increases the stimulated emission rate and 
relatively enhances the gain for high-frequency signal components.62,63 In practice, stimulated emis-
sion can be increased by using a relatively high-power probe beam64 or using a third beam, the control 
beam, to set the rate of stimulated emission.65 Different materials can also affect the gain recovery 
time by carrier recombination. Recently, quantum dot material has shown promise for high-speed 
operation, because of its short-gain recovery time.66 SOAs based on p-type modulation-doped MQW 
active regions have shown a fast intrinsic carrier recombination time, which can be exploited for 
high-speed nonlinear devices.67 Another method for higher-speed operation of XGM involves filtering, 
which will be described next.

The carrier density affects not only the gain, but also the refractive index of the inverted semi-
conductor material. Thus, the temporal variation of the gain will impose a temporal variation on the 
refractive index within the SOA, which will lead to chirp on the wavelength-converted signal.68 For 
large gain compression, the refractive index change can be several times p radians. The phase change 
corresponding to a gain change can be given approximately by17

 
Δ
Δ

φ α
G

= − /8 68.  (15)

where ΔG is the gain change in decibels and a is the linewidth enhancement factor for semiconduc-
tor lasers and amplifiers.69 For a value of a ≈ 8, a phase-change of p requires about 3.4 dB of gain 
compression.

Because the wavelength-converted output at l2 is chirped, filtering can reduce both the excess 
spectral content of the output and its temporal response. Thus, narrow-band filtering at the output of 
the SOA can be used to effectively speed up the response of the wavelength converter.70 This approach 
has been used to achieve 100-Gb/s operation71 and up to 320-Gb/s operation of a wavelength con-
verter based on XGM.72

Cross-Phase Modulation

The refractive index changes with carrier density (and gain) led to chirp for signals created by XGM. The 
phase change caused by the refractive index change is the basis for another set of optical-optical gates and 
wavelength converters based on cross-phase modulation. To use XPM with intensity-modulated signals 
requires converting phase to amplitude and thus requires an interferometric structure.
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The operating principle is shown in Fig. 33. An input intensity-modulated signal will reduce the 
carrier density within the SOA by stimulated emission and reduces the gain as well, resulting in XGM. 
The refractive index within the active region depends on the free carrier density and increases as 
the free carrier density decreases. This produces a phase change Δf = ΔnL, for a device of length L
(assuming uniform Δn), as shown in the bottom of Fig. 33. This phase change can be read out by a 
second optical signal, if the SOA is placed in some kind of interferometric structure through which 
the second signal propagates.

The Mach-Zehnder structure, with an SOA in each arm, is used for many applications based on 
XPM.73 Fig. 34a shows a Mach-Zehnder interferometer with an SOA in each arm and three input 
waveguides. A CW probe at l2 is input from the left. The relative phases in each arm can be adjusted 
by controlling the carrier density in each SOA by its bias current. If the phases of the two arms are 

Time

Refractive index, j

Input optical signal

Carrier density

FIGURE 33 Principle underlying cross-phase modu-
lation. An intense input optical signal (top) passes through 
the SOA. This signal reduces the carrier density by stimu-
lated emission (middle). The refractive index of the active 
region depends on the free carrier density, increasing when 
the carrier density decreases (bottom). The phase change 
experienced by the probe propagating through the SOA is 
used for cross-phase modulation switching. Note that the 
temporal response is assumed instantaneous for this figure.
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FIGURE 34 Mach-Zehnder interferometer used for cross-phase modulation wavelength conver-
sion. (a) The arrangement shows the input (pump) signal and the probe signal counter-propagating. 
The input signal modulates the phase in SOA 1, switching the output state of the interferometer for the 
probe signal. (b) The output signal for inverting and noninverting operation, under CW conditions. 
Because of the nonlinear shape of the switch curves, it is possible to increase the extinction ratio from 
input to converted output.
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equal, the two arms constructively interfere at the output port, producing a maximum for the probe 
at the output port. Note that each SOA also has gain, so that the output probe has greater intensity 
than the input. If the two arms have a phase difference of p, the probe experiences destructive inter-
ference at the output port and a minimum intensity. The values of the maxima and minima for points 
of constructive and destructive interference also depend on the gain in each arm. The greatest static 
extinction ratio occurs when the gains of the arms are equal. When an intensity-modulated signal at 
l1 is input into one arm of the interferometer (Fig. 34a), it changes the phase in that arm. If the phase 
is changed by p, the output of the probe signal can be switched from on to off, for the case of initial 
constructive interference, and from off to on, for the case of initial destructive interference. These 
cases correspond to inverting and noninverting operation, respectively. Figure 34b shows switching 
curves for inverting and noninverting operation. The extinction ratio for such static switching can be 
in excess of 25 dB (sometimes as large as 40 dB).

The free carrier density dependence of the refractive index has a very weak dependence on wave-
length. Therefore, for a given gain compression, the extinction ratio and wavelength conversion 
penalties are almost independent of the direction and magnitude of wavelength shift (as long as it 
remains within the gain bandwidth of the SOA). In operation, the dynamic extinction ratio is not as 
large as the static extinction ratio, because of carrier dynamics which, at multi-gigabit/s bit rates, do 
not permit the device to reach a steady state. Nevertheless, dynamic extinction ratios of 15 dB are 
generally achieved.

The carrier density is varying during the pump intensity transitions, so chirp is imposed on the 
converted signal transitions. For the case of noninverting operation, the sign of the chirp leads to 
pulse compression in standard single-mode fibers in the 1550-nm regime.62 For inverting operation, 
the sign of the chirp leads to immediate pulse broadening in standard SMF.

The polarization dependence of XPM in the Mach-Zehnder structure depends on the polarization-
dependence of its components. For polarization-independent operation, the SOAs and the wave-
guides must be made polarization-insensitive. It is possible to optimize the Mach-Zehnder structures 
in many other ways, to permit counter-propagation of pump and probe signals, to separate pump and 
probe signals without need of an external filter, and to maximize the overlaps of optical fields inside 
the SOA active regions.74, 75 Other interferometer structures, such as Michelson and Sagnac, have also 
been used for nonlinear applications of XPM.

The gain recovery time in the SOA also affects the phase recovery time, which limits the response 
speed for XPM. To increase the operating speed of the optical-optical gate based on XPM in a Mach-
Zehnder interferometer, it is possible to operate the device in a differential mode,76 as illustrated in 
Fig. 35. By supplying pump inputs into the SOA in each arm, but with a delay t between them, it is 
possible to carve a gating window of duration t. Figure 35b shows that the phase dynamics of the 
SOA in the upper arm can be balanced by the phase dynamics in the lower arm. The output phase 
is determined by the difference in phase between the two arms, which creates the gating window. 
Of course, the relative amplitudes of the pumps in each arm must also be properly balanced so that 
full cancellation of the time-varying phase in each arm can be achieved, to create a gate with high 
extinction. Figure 35c shows the gating windows that can be carved by varying the relative delays 
between pump inputs to the upper and lower SOAs. Using this device as an optical demultiplexer, a 
10.5-Gb/s signal has been demultiplexed from a 168-Gb/s data stream.76

XPM in interferometric structures that require only a single SOA have also been demonstrated. 
The ultrafast nonlinear interferometer (UNI) device77 operates by creating an interferometer based 
on orthogonal polarization states propagating through the SOA. By proper timing of the pump pulse 
with respect to temporally delayed probe pulses in the orthogonal polarizations, the pump can affect 
the index of only one polarization state. Thus, when the two orthogonal polarizations are recombined, 
switching is effected. In a different arrangement, a single SOA in which a pump and probe copropagate 
is combined with a 1-bit delay interferometer to convert XPM to intensity modulation, effectively copy-
ing the signal from the pump to the probe.78 This can be fast and the SOA and delay interferometer can 
be integrated monolithically, but it does operate for a fixed bit rate, set by the delay interferometer.

In all of the above discussions, intensity modulated signals were required for both XGM and XPM. 
Wavelength conversion of phase-modulated signals has also been demonstrated, in a sophisticated two-
stage device based on XPM, using a delay interferometer and a Mach-Zehnder wavelength converter.79
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Four-Wave Mixing

Four-wave mixing is the fastest nonlinearity in SOAs, but it is very sensitive to polarization and to 
the wavelength separation between inputs. This is a c(3) nonlinearity, which depends on the opti-
cal field rather than optical intensity.80 Figure 36 shows a schematic for four-wave mixing in a SOA 
with two input wavelengths. As explained previously, in four-wave mixing the two input fields 
interfere in the SOA to produce phase and index gratings. Each of the input fields then scatters off 
these gratings, producing longer and shorter wavelength sidebands, as shown in Fig. 16. If the two 

SOA 1

SOA 2

Output gate

CW

RZ input signal

Gain recovery
in SOA 1

Gain recovery
in SOA 2

Gating window

j 1

j 2

τ

τ

j 1 – j 2

(b) (c)

(a)

FIGURE 35 Differential operation of the Mach-Zehnder wavelength converter. (a) The 
input pulses, separated by a time delay t, are sent into SOA 1 and SOA 2. The first pulse, to 
SOA 1, creates a phase change in the top arm, which switches the interferometer output for 
the CW probe input. The second pulse, to SOA 2, creates a phase change in the bottom arm, 
which cancels the remaining phase change in the top arm, closing the interferometer output. 
(b) Schematic of the gain recovery and the creation of a gating window. (c) Examples of tuning 
the switching window by varying the separation of pulses. The horizontal scale is 20 ps/division.

SOA l c (Conjugate signal)

Filter

l1 (Pump)
l 2 (Signal)

l cl –c

l –c

l 1l 2

FIGURE 36 Four-wave mixing in a SOA. A strong pump and a signal are 
input to the SOA. Nonlinear mixing creates sidebands separated from the input 
pair by the difference in frequency between inputs (bottom). The desired signal, 
the conjugate signal, is separated from the inputs and the other sideband by a 
filter (top).
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input wavelengths are lp and ls, for pump and signal, respectively, conservation of energy produces 
a converted signal lc at

 
1 2 1
λ λ λc p s

= −  (16)

If the pump signal is CW, the converted signal will carry both the amplitude and the phase-
conjugate information of the original signal. Thus, FWM is an optical-optical gate that, when used 
for wavelength conversion, straightforwardly works for both amplitude and phase-modulated sig-
nals. The converted signal described by Eq. (16) is created using one photon from the input signal 
and two from the input pump. The other sideband at l–c, which is created from two signal photons 
and one pump photon ( ),1 2 1/ / /λ λ λ− = −c s p  has a more complicated amplitude and phase relation 
to the original signal.

An example of the dependence of four-wave mixing efficiency as a function of wavelength sepa-
ration between the signal and pump beams is shown in Fig. 37. The conversion efficiency is weak, 
depends strongly on wavelength separation, and is asymmetric to longer or shorter wavelength. The 
shape and asymmetry arises because the nonlinear gratings formed within the SOA arise from several 
dynamical processes.81 Carrier density modulation, which has a characteristic lifetime of ≈100 ps, is 
responsible for the highest efficiency mixing process, but only to frequency shifts of ≈10 GHz (≈0.1 nm 
at 1550 nm). Carrier heating and cooling processes, which have a time constant ≈1 ps, are responsible 
for frequency shifts to ≈1 THz (≈8 nm), while the interband Kerr effect, with a characteristic time 
constant of ≈1 fs, is responsible for frequency shifts beyond 1 THz. Each dynamical process has its 
own amplitude-phase coupling constant and the overall four-wave mixing process is the coherent 
addition of nonlinear interactions from each process. Because of the different amplitude-phase cou-
pling constants, the conversion efficiency is asymmetric with wavelength. Four-wave mixing requires 
phase-matching as well as energy conservation [Eq. (16)]. For typical SOA lengths below ≈ 1 mm 
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FIGURE 37 Four-wave mixing efficiency as a function of wave-
length separation between pump and signal inputs, for a SOA operating 
near 1550 nm. For this experiment, the two inputs have equal intensity. 
Note the asymmetry and that conversion efficiency is larger to the shorter 
wavelength (higher frequency) side.

Bass_v5ch19_p001-042.indd 19.34 9/10/09 5:01:11 PM

DO
 N

OT
 D

UP
LI

CA
TE
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and for frequency shifts of less than several terahertz, phase-matching requirements are satisfied. 
For wavelength shifts greater than ≈100 GHz, the dynamical processes responsible are on the 1-ps or 
shorter time scale, so the response speed of FWM is very fast.

The FWM process is capable of shifting multiple signal wavelengths simultaneously, with a single 
pump wavelength. Each signal produces a converted output as described by Eq. (16). Thus, a band of 
wavelengths may be shifted simultaneously (but the wavelengths are not shifted independently).

The conversion process is weak: typically for input signals of a few dBm, conversion efficiency var-
ies from –10 to –40 dB, as the wavelength shift increases. Because the SOA also produces ASE noise, 
the signal-to-noise ratio of the converted output can be affected. For conditions of small saturation, 
in addition to the wavelength shift, the converted power depends on g p pp s

3 2 , where g, pp, and ps are 
the gain, pump power, and signal power, respectively, while the ASE noise depends on g.82 For satu-
rated conditions, the converted power can increase more rapidly with pump power.83 The efficiency 
of FWM can be enhanced by using long SOAs, up to 2 mm in length.84,85 This effect can be understood 
by noting that in a long SOA, the later portion is saturated and provides little gain. However, the non-
linearity is active in this region and the FWM fields grow coherently and quadratic in the SOA length, 
while the ASE adds incoherently and grows linearly in SOA length.86 Therefore, the efficiency and the 
signal-to-noise ratio for FWM are enhanced in a long SOA.

FWM is very polarization sensitive—the results in Fig. 37 are obtained with all polarizations par-
allel. More complicated arrangements, involving two nondegenerate pump wavelengths, have been 
used to make the FWM process polarization-insensitive and to flatten the wavelength dependence of 
the conversion efficiency.87, 88

FWM in SOAs has been used for a variety of optical-optical gate functions, including wavelength 
conversion,89 optical sampling,90 optical logic, and the like. Because the converted signal preserves the 
phase information of the input signal, but is its phase-conjugate, FWM in SOAs has also been applied 
to dispersion compensation in fiber transmission systems.91,92

Further Comments for Nonlinear Applications

The optimum length of the SOA depends on the application.86 For linear applications, high-gain, 
high saturation power, and low noise figure are desirable properties. For short amplifiers with high 
gain, the carrier density (and therefore pumping current density) is high. This will lead to a large 
inversion factor and therefore low noise figure. Also, the carrier lifetime will be short because of the 
large carrier density, and the differential gain coefficient may be small because of band-filling, result-
ing in a good saturation power. However, if the SOA is too short, the required pumping current 
density to produce the desired gain may be unsustainable without damaging the SOA. Alternatively, 
large saturation power for a given gain can be achieved in a long amplifier with a lower gain coef-
ficient. This can be achieved using a thin active region, which increases the saturation power by 
decreasing the mode confinement factor, Γ, increasing the carrier density, which reduces the car-
rier lifetime, and again decreasing the differential gain coefficient because of band-filling. In long 
SOAs, however, the ends of the SOA can be saturated by the amplifier’s own ASE, which results in 
decreased inversion and higher noise figure. Additionally, the effects of internal loss in the SOA are 
more significant when the gain coefficient is low (because of Γ), which also effects the carrier inver-
sion and noise figure. SOAs of various lengths have therefore been used for linear applications.

For nonlinear applications, it is desirable to have amplifiers with lower saturation input powers 
(the input power that would produce 3-dB gain compression of the amplifier gain), to enable XGM 
and XPM with smaller pump power requirements. This is achieved in high-gain amplifiers, with 
relatively longer lengths. Because the probe signal is input with high power, the ASE noise is of less 
significance for XGM and XPM than for linear systems. Also, for longer SOAs the high rate of stimu-
lated emission can shorten the carrier lifetime, leading to shorter gain-recovery times. To fully under-
stand the temporal response of an SOA for XGM or XPM, however, requires modeling the SOA as a 
distributed amplifier, which shows that the modulation frequency response varies along the length 
of the amplifier and depends on the magnitude of the internal loss.62,63,93 The final, output section of 
the SOA, where the gain is compressed significantly, has a gain response with larger bandwidth than 
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the preceding sections, which leads to high-speed operation. In general, the temporal response of the 
SOA for XGM or XPM is enhanced for a long amplifier and enhanced by large Γ, large differential 
gain coefficient, high current (for large carrier density), and large input power. For FWM applica-
tions, a long amplifier is also beneficial. The front portion of the SOA can amplify the input signals, 
while the latter, saturated section can build up the nonlinear interactions, as discussed in “Four-Wave 
Mixing” in Sec. 19.8.

The nonlinear applications for SOAs were illustrated above mostly for the function of all-optical 
wavelength conversion. But in general, the application is that of an optical-optical gate, which can be 
used for various all-optical logic functions, such as optical demultiplexers (as illustrated for a Mach-
Zehnder based device, above,76 XOR and other logic gates, optical header processors, optical sampling, 
and all-optical regeneration. The optical transfer function for an interferometer, such as the Mach-
Zehnder wavelength converter in Fig. 34, is decidedly nonlinear, so it can be used as a 2R (reamplifying 
and reshaping) regenerator. When it is combined with optical retiming, it becomes a key element in a 
3R optical regenerator (reamplify, reshape, retime). There is a significant body of work on all-optical 
regeneration, which often uses nonlinear SOAs as a fundamental gating and shaping mechanism.94

19.9 FINAL REMARKS

This chapter has described the properties, technology, and applications for SOAs. It is not meant to 
be a complete literature review on the subject, but rather to describe the principles underlying the 
devices and their basic applications. The technology of semiconductor optical amplifiers has reached 
a level of maturity where devices with well-defined properties are supplied and characterized. They 
are capable of supplying linear gain for a number of applications and systems of low to moderate 
complexity. As stand-alone gain blocks, the fact that, unlike fiber amplifiers, their gain spectrum can 
be tuned by their stoichiometry, permits them to be used in systems with many wavelength ranges 
or broad wavelength ranges, such as CWDM.

Increasingly, SOAs are key elements in photonic integrated circuits, both for applications of their 
nonlinear functionality as well as for gain blocks. PICs of moderate size are being developed and can 
incorporate tens of active elements, including SOAs. For example, SOAs have been used as power 
amplifiers for ten-channel 40 Gb/s per channel transmitter-PICs.95 SOAs are used as gain blocks and 
also the basic nonlinear elements in medium-size PICs for functionality such as optical packet for-
warding,96 wavelength selection,50 and wavelength conversion.97
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20.1 GLOSSARY

Definitions

Bandwidth. A measure of the frequency spread of a signal, system, or information-carrying capacity. 

Chirping. The time dependence of the instantaneous frequency of a signal.

Commutator/decommutator. Devices that assist in the sampling, multiplexing, and demultiplexing 
of time domain signals.

Homogeneous broadening. Physical mechanism that broadens the linewidth of a laser transition. 
The amount of broadening is exactly the same for all excited states.

Kerr effect. Dependence of a material’s index of refraction on the square of an applied electric fi eld.

Mode partition noise. Noise associated with mode competition in a multimode laser.

Multiplexing/demultiplexing. Process of combining and separating several independent signals 
that share a common communication channel.

Passband. Range of frequencies allowed to pass in a linear system.

Picosecond. One trillionth of a second.

Pockel’s effect. Dependence of a material’s index of refraction on an applied electric fi eld.

Photon lifetime. Time associated with the decay in light intensity within an optical resonator.

p-n junction. Region that joins two materials of opposite doping. This occurs when n-type and p-
type materials are joined to form a continuous crystal.

Quantum-confi ned Stark effect (QCSE). Optical absorption induced by an applied electric fi eld 
across a semiconductor quantum well.

Quantum well. Thin semiconductor layer sandwiched between material with a larger bandgap. The 
relevant dimension of the layer is on the order of 10 nm.

Sampling. The process of acquiring discrete values of a continuous signal.

Spontaneous emission. Energy decay mechanism to reduce the energy of excited states by the emis-
sion of light.
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Spatial hole burning. The resultant nonuniform spatial distribution of optical gain in a material, 
owing to standing waves in an optical resonator.

Stimulated emission. Energy decay mechanism that is induced by the presence of light in matter to 
reduce the energy of excited states by the emission of light. 

Terabit. Information equivalent to one trillion bits of information.

Abbreviations

 ADC analog to digital converter

 APD avalanche photodetector

 CMI code mark inversion

 DFB distributed feedback

 DBR distributed Bragg refl ector

 DS digital signal

 EDFA erbium-doped fi ber amplifi er

 FP fabry-Perot

 FDM frequency division multiplexing

 LED light-emitting diode

 NRZ non-return-to-zero

 OOK on-off keying

 OC-N optical carrier (Nth level)

 PCM pulse code modulation

 PLM pulse length modulation

 PAM pulse amplitude modulation

 PPM pulse position modulation

 RZ return-to-zero

 SONET synchronous optical network

 SDH synchronous digital hierarchy

 STS synchronous transmission signal

 SPE synchronous payload envelope

 TOAD terahertz optical asymmetric demultiplexer

 SLALOM semiconductor laser amplifi er loop optical mirror

 UNI unbalanced nonlinear interferometer

 TDM time-division multiplexing

 TDMA time domain multiple access

 WDM wavelength division multiplexing

 VCO voltage-controlled oscillator

Symbols

 W(Hz) bandwidth of a signal in units of hertz

 xS(t) sampled version of a continuous function of time

x(t) continuous analog signal

 T period

 fS sampling frequency

 pT periodic sampling pulse train
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 d delta function

 n index of refraction

 n integer

 X(w) frequency spectrum of the signal x(t)

 w angular frequency (rad/s)

N number of levels in an analog-to-digital converter

B number of bits respresenting N levels in an analog-to-digital converter

 Λ grating period

 l wavelength 

 j phase shift

 tD or tP photon decay time or photon lifetime

 tRT round trip propagation time of an optical cavity

 R1,2 mirror refl ectivities

20.2 INTRODUCTION

Information and data services, such as voice, data, video, and Internet, are integral parts of our 
everyday personal and business lives. In 2001, the worldwide telecommunication traffic began being 
dominated by the fast-growing Internet traffic, as compared to the slow-growing voice traffic that 
dominated networks in years prior. In 2008, the amount of data traffic being transported over fiber 
optic networks is about 100 Tb/s, up from 1 Tb/s in 2001. The growth of and demand for bandwidth 
and communication services is growing steadily at about 80 percent per year globally, and high-
speed photonic technologies must evolve to meet this demand. Currently deployed high-speed opti-
cal data transmission links are based on electrical time domain multiplexed (ETDM) transmission, 
where only electronic-signal-processing is performed at the transmitter and receiver to multiplex and 
demultiplex multiple users to and from the communication channel, respectively. In contrast, opti-
cal time domain multiplexing (OTDM) uses optical components and subsystems to multiplex and 
demultiplex user information at the transmitter and receiver. 

The general organization of this chapter is to initially provide the reader with a brief review of 
digital signals and sampling. Following this introduction, time-division multiplexing (TDM) is intro-
duced. These two sections provide the reader with a firm understanding of the overall system perspec-
tive as to how these networks are designed. To provide an understanding of the current state of the 
art, a review of selected high-speed optical and optoelectronic device technologies is given. Before a 
final summary and outlook toward future directions, a specific ultrahigh-speed optical time-division 
optical link is discussed, to coalesce the concepts with the discussed device technology. 

20.3 MULTIPLEXING AND DEMULTIPLEXING

Fundamental Concepts

Multiplexing is a technique used to combine the information of multiple communication sites or 
users over a common communication medium and sending the information over a communication 
channel where the bandwidth, or information carrying capacity, is shared between each user. In the 
case where the shared medium is time, a communication link is created by combining the informa-
tion from several independent sources and transmitting the information from each source simulta-
neously. This is done by temporally interleaving the bits of each source of information so that each 
user sends data for a very short period of time over the communication channel. The user waits 
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until all other users transmit their data before the first user can transmit another bit of information. 
At the receiver end, the data is demultiplexed for an intended user, while the rest of the information 
continues to its destination.

Sampling

An important concept in time-division multiplexing is being able to have a simple and effective 
method for converting real-world information into a form that is suitable for transmission by light. 
This process of transforming real signals into a form that is suitable for reliable transmission requires 
one to sample the analog signal to be sent and digitize and convert the analog signal to a stream of 
1s and 0s. This process is usually performed by a sample and hold circuit, followed by an analog to 
digital converter (ADC). In the following section the concepts of signal sampling and digitization is 
reviewed, with the motivation to convey the idea of the robustness of digital communications. 

Sampling Theorem 

Time-division multiplexing relies on the fact that an analog bandwidth–limited signal may be exactly 
specified by taking samples of the signal, if the samples are taken sufficiently frequently. Time multi-
plexing is achieved by interleaving the samples of the individual signals. To see that any signal can be 
exactly represented by a sequence of samples, an understanding of the sampling theorem is needed. 
The theorem states that a real-valued bandwidth-limited signal that has no spectral components 
above a frequency of W hertz is determined uniquely by its value at uniform intervals spaced no 
greater than 1/(2W) s apart. This means that an analog signal can be completely reconstructed from 
a set of uniformly spaced discrete samples in time. The signal samples xS(t) are usually obtained by 
multiplying the signal x(t) by a train of narrow pulses pT(t), with a time period T = 1/fS ≤ 1/2W. The 
process of sampling can be mathematically represented as

x t x t p t

x t t nT

x nT

s T

n

( ) ( ) ( )

( ) ( )
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=−∞
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where it is assumed that the sampling pulses are ideal impulses and n is an integer. Defining the 
Fourier transform and its inverse as
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+∞

∫  (2)

and
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∞
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1
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one can show that the spectrum XS(w) of the signal xS(t) is given by
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OPTICAL TIME-DIVISION MULTIPLEXED COMMUNICATION NETWORKS  20.5

In the case of the sampling pulses, p, being perfect delta functions, and given that the Fourier trans-
form of d (t) is 1, the signal spectrum is given by

X X n
TS = −

⎛
⎝⎜

⎞
⎠⎟∑ ω π2  (5)

This is represented pictorially in Fig. 1a to c. In Fig. 1a and b an analog signal and its sampled ver-
sion, where the sample intervals is ~8 times the nominal sample rate of 1/(2W) are repersented. From 
Fig. 1c it is clear that the spectrum of the signal is repeated in frequency every 2p/T Hz, if the sample 
rate T is 1/(2W). By employing (passing the signal through) an ideal rectangular low-pass filter, that is, 
a uniform (constant) passband with a sharp cutoff, centered at dc with a bandwidth of 2p/T, the signal 
can be completely recovered. This filter characteristic implies an impulse response of 

h t W
Wt

Wt
( )

sin( )= 2
2

2
π

π
 (6)

V(t)

(a)

(b)

(c)

Time (s)

V(t)

Time (s)

X(w)

2p/T

• •

Frequency (Hz)

FIGURE 1 An analog bandwidth-limited signal (a), along with 
its sampled counterpart, sampled at a rate of ~8 times the Nyquist rate 
(b), and (c) frequency spectrum of a band-limited signal that has been 
sampled at a rate T = 1/2W, where W is the bandwidth of the signal.
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20.6  FIBER OPTICS

The reconstructed signal can now be given as

x t W x nT
W t nT

W t nTn

( ) ( )
sin[ ( )]

( )
= ⋅ −

−=−∞

+∞

∑2
2

2
π

π

== =x t T T
W

( )/
1

2
 (7)

This reconstruction is shown in Fig. 2. It should be noted that the oscillating nature of the impulse 
response h(t) interferes destructively with other sample responses, for times away from the centroid 
of each reconstructed sample. 

Interleaving

The sampling principle can be exploited in time-division multiplexing by considering the ideal case 
of a single point-to-point link connecting N users to N other users over a single communication 
channel (see Fig. 3). As the rotary arm of the switch swings around, it samples each signal sequen-
tially. The rotary switch at the receiving end is in synchronism with the switch at the sending end. 
The two switches make contact simultaneously at a similar number of contacts. With each revolu-
tion of the switch one sample is taken of each input signal and presented to the correspondingly 
numbered contact of the receiving end switch. The train of samples at Receiver 1, pass through a 
low-pass filter and at the filter output the original signal m(t) appears reconstructed. 

When the signals to be multiplexed vary rapidly in time, electronic switching systems are employed, 
as opposed to simple mechanical switches. The transmitter commutator samples and combines sam-
ples, while the receiver decommutator separates or demultiplexes samples belonging to individual 
signals so that these signals may be reconstructed. 

The interleaving of the samples that allow multiplexing is shown in Fig. 4. For illustrative pur-
poses, only two analog signals are considered. Both signals are repetitively sampled at a sample rate 
of T; however, the instant at which the samples of each signal are taken are different. The input signal 
to Receiver 1 in Fig. 3, is the train of samples from Transmitter 1 and the input signal to Receiver 2 is 

2

1

V(t)

Time (s)

−2

−1

FIGURE 2 Temporal reconstruction of the sampled signal after passing 
the samples through a rectangular filter.
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OPTICAL TIME-DIVISION MULTIPLEXED COMMUNICATION NETWORKS  20.7

the train of samples from Transmitter 2. The relative timing of the sampled signals of Transmitter 1 
has been drawn to be exactly between the samples of Transmitter 2 for clarity; however, in practice, 
these samples would be separated by a smaller timing interval to accommodate additional temporally 
multiplexed signals. 

Demultiplexing—Synchronization 
of Transmitter and Receiver 

In any type of time-division multiplexing system, it is required that the sampling at the transmit-
ter end and the demultiplexing at the receiver end be synchronized to each other. As an example, 
consider the diagram of the commutator of Fig. 3. When the transmitting multiplexer is set in a 
position that samples and transmits information from Transmitter 1, the receiving demultiplexer 
must be in a position to demultiplex and receive information that is intended for Receiver 1. To 
accomplish this timing synchronization, the receiver has a local clock signal that controls the timing 
of the commutator to switch from one time slot to the next. The clock signal may be a narrow band 
sinusoidal signal from which an appropriate clocking signal, with sufficiently fast rising edges of the 
appropriate signal strength, can be derived. The repetition rate of the clock in a simple configuration 
would then be equal to the sample rate of an individual channel times the number of channels being 
multiplexed, thereby assigning one time slot per clock cycle. 

At the receiver end, the clock signal is required to keep the decommutator synchronized to the 
commutator, that is, running at the same rate. In addition, there must be additional timing informa-
tion to provide agreement as to the relative positions, or phase of the commutator-decommutator 
pair, which ensures that information from Transmitter 1 is guaranteed to be received at the desired 
destination of Receiver 1. The time interval from the beginning of the time slot allocated to a particu-
lar channel, until the next recurrence of that particular time slot is commonly referred to as a frame.
As a result, timing information is required at both the bit (time slot) and frame levels. A common 
arrangement in time-division-multiplexed systems is to allow for one or more time slots per frame to 
provide timing information, depending on the temporal duration of the transmitted frame. It should 

Commutator Decommutator

Transmitter 1

Transmitter 2

Receiver 1

Receiver 2

Transmission medium

Transmitter 8 Receiver 8

FIGURE 3 Illustration of a time multiplexer/demultiplexer based on simple mechanical switches, called 
commutators and decommutators.
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20.8  FIBER OPTICS

be noted that there are a variety of methods for providing timing information, such as directly using 
a portion of the allocated bandwidth, as mentioned above, or alternatively, recovering a clock signal 
by deriving timing information directly from the transmitted data.

Digital Signals—Analog to Digital Conversion 

The sampled signal, as shown in Fig. 4, represent the actual values of the analog signal at the sam-
pling instants. In a practical communication system or in a realistic measurement setup, the received 
or measured values can never be absolutely correct, because of the noise introduced by the transmis-
sion channel or small inaccuracies impressed on the received data owing to the detection or mea-
surement process. It turns out that it is sufficient to transmit and receive only the quantized values 
of the signal samples. The quantized values of sampled signals represented to the nearest digit, may 
be represented in a binary form or in any coded form using only 1s and 0s. For example, sampled 
values of a signal between 2.5 and 3.4 would be represented by the quantized value of 3, and could 
be represented as 11, using 2 bits (in base 2 arithmetic). This method of representing a sampled ana-
log signal is known as pulse code modulation. An error is introduced on the signal by this quantiza-
tion process. The magnitude of this error is given by

ε = 0 4.
N

 (8)

where N is the number of levels determined by N = 2B, and B is the B-bit binary code, for example, 
B = 8 for 8-bit words representing 256 levels. Thus one can minimize the error by increasing the 
number of levels, which is achieved by reducing the step size in the quantization process. It is inter-
esting to note that using only 4 bit (16 levels), a maximum error of 2.5 percent is achieved, while 
increasing the number of bits to 8 (256 levels) gives a maximum error of 0.15 percent. 

Optical Representation of Binary Digits and Line Coding 

The binary digits can be represented and transmitted on an optical beam and passed through an opti-
cal fiber or transmitted in free space. The optical beam is modulated to form pulses to represent the 
sampled and digitized information. A family of four such representations is shown in Fig. 5. There are 
two particular forms of data transmission that are quite common in optical communications owing 
to the fact that their modulation formats occur naturally in both direct and externally modulated 
optical sources. These two formats are referred to as “non-return-to-zero” (NRZ), or “return-to-zero” 
(RZ). In addition to NRZ and RZ data formats, pulse-code-modulated data signals are transmitted 
in other codes that are designed to optimize the link performance, owing to channel constraints. 

V(t)

Time (s)

FIGURE 4 Two band-limited analog signals and their respec-
tive samples occurring at a rate of approximately six times the 
highest frequency, or three times the Nyquist rate.
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OPTICAL TIME-DIVISION MULTIPLEXED COMMUNICATION NETWORKS  20.9

Some important data transmission formats for optical time-division-multiplexed networks are code 
mark inversion (CMI), and Manchester coding or biphase coding. In CMI, the coded data has no 
transitions for logical 1 levels. Instead, the logic level alternates between a high and low level. For logi-
cal 0, on the other hand, there is always a transition from low to high at the middle of the bit interval. 
This transition for every logical 0 bit ensures proper timing recovery. For Manchester coding, logic 1 
is represented by a return-to-zero pulse with a 50 percent duty cycle over the bit period (a half-cycle 
square wave), and logic 0 is represented by a similar return-to-zero waveform of “opposite phase,” 
hence the name biphase. The salient feature of both biphase and CMI coding is that their power spec-
tra have significant energy at the bit rate, owing to the guarantee of a significant number of transi-
tions from logic 1 to 0. This should be compared to the power spectra of RZ and NRZ data, which 
are shown in Fig. 6. The NRZ has no energy at the bit rate, while the RZ power spectrum does 
have energy at the bit rate, but the spectrum is also broad, having a width twice as large as NRZ. 

1 0 1 1 0 0 1 0 1 1 1PCM

NRZ

RZ

Biphase

CMI

Time

FIGURE 5 Line-coded representations of the pulse-code-modulated 
logic signal “10110010111.” NRZ: non-return to zero; RZ: return to zero; 
biphase, also commonly referred to as Manchester coding; CMI: code 
mark inversion.
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0.5
RZ
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)
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Frequency (Hz)

-2p/T 2p/T

FIGURE 6 Power spectra of NRZ, RZ, and biphase line-coded 
data. Note the relative power at the bit rate.
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20.10  FIBER OPTICS

The received data power spectra is important for TDM transmission links, where at the receiver end, 
a clock or synchronization signal is required to demultiplex the data. It is useful to be able to recover 
a clock or synchronization signal derived from the transmitted data, instead of using a portion of the 
channel bandwidth to send a clock signal. Therefore by choosing a transmission format with a large 
power spectral component at the transmitted bit rate, provides an easy method to recover a clock 
signal. 

Timing Recovery

Time-division multiplexing and time-division multiple access networks inherently require timing 
signals to assist in demultiplexing individual signals from their multiplexed counterparts. One pos-
sible method is to utilize a portion of the communication bandwidth to transmit a timing signal. 
Technically, this is feasible, however, (1) this approach requires hardware dedicated to timing func-
tions distributed at each network node that performs multiplexing and demultiplexing functions, 
and (2) network planners want to optimize the channel bandwidth without resorting to dedicating 
a portion of the channel bandwidth to timing functions. The desired approach is to derive a timing 
signal directly from the transmitted data. This allows the production of the required timing signals 
for multiplexing and demultiplexing without the need of using valuable channel bandwidth. 

As suggested by Fig. 7, a simple method for recovering a timing signal from transmitted return-to-
zero data is to use a bandpass filter to pass a portion of the power spectrum of the transmitted data. 
The filtered output from the tank circuit is a pure sinusoid that provides the timing information. 

T
T

Time (s)Time (s)

2p/T Frequency (Hz)

P(W)

2p/T Frequency (Hz)

P(W)

FIGURE 7 Principle of clock recovery using line filtering. Upper left: Input RZ data stream. Lower left: Power spectrum 
of a periodic RZ sequence. Center: Schematic of an electrical tank circuit for realizing a bandpass filter. Lower right: Power 
spectrum of the filtered signal. Upper right: Filtered time domain clock signal. 
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OPTICAL TIME-DIVISION MULTIPLEXED COMMUNICATION NETWORKS  20.11

An important parameter to consider in line filtering is the quality factor, designated as the filter Q.
Generally, the Q factor is defined as

Q o=
ω

ωΔ
 (9)

where wo is the resonant frequency and Δw is the bandwidth of the filter. It should also be noted that 
the Q is a measure of the amount of energy stored in the bandpass filter, such that the output from 
the filter decays exponentially at a rate directly proportional to Q. In addition, for bandpass filters 
based on passive electrical circuits, the output peak signal is directly proportional to Q. These two 
important physical features of passive line filtering imply that the filter output will provide a large 
and stable timing signal if the Q factor is large. However, since Q is inversely proportional to the filter 
bandwidth, a large Q typically implies a small filter bandwidth. As a result, if the transmitter bit rate 
and the resonant frequency of the tank circuit do not coincide, the clock output could be zero. In 
addition the clock output is very sensitive to the frequency offset between the transmitter and reso-
nant frequency. Therefore, line filtering can provide a large and stable clock signal for large filter Q,
but the same filter will not perform well when the bit rate of the received signal has a large frequency 
variation. In TDM bit timing recovery, the ability to recover the clock of an input signal over a wide 
frequency range is called frequency acquisition or locking range, and the ability to tolerate timing 
jitter and a long interval of zero transitions is called frequency tracking or hold over time. Therefore, 
the trade-off exists between the locking range (low Q) and hold over time (large Q) in line filtering.

A second general scheme to realize timing recovery and overcome the drawbacks of line filtering 
using passive linear components is the use of a phase-locked loop in conjunction with a voltage-
controlled oscillator (VCO) (see Fig. 8a). In this case, two signals are fed into the mixer. One signal is 
derived from the data, for example, from a line-filtered signal possessing energy at the bit rate, while 
the second signal is a sinusoid generated from the VCO. The mixer is used as a phase detector and 
produces a DC voltage that is applied to the VCO to adjust its frequency of operation. The overall 
design of the PLL is to adjust the voltage of the PLL to track the frequency and phase of the input data 
signal. Owing to the active components in the PLL, this approach for timing recovery can realize a 
broad locking range, low insertion loss, and good phase-tracking capabilities. It should be noted that 

Phase detector (mixer) Voltage-controlled oscillator

Bandpass filter Amplifier Amplifier

Feedback path

(a)
1 1 10

Data in

XOR gate

Delay (half bit)

Bandpass
filter

(b)

Delayed
input

Pseudo RZ signal

0 1 0

FIGURE 8 (a) Schematic diagram of a phase-locked loop using a mixer as a phase detector and a voltage-controlled oscil-
lator to provide the clock signal that can track phase wander in the data stream. (b) Data format conversion between input NRZ 
data to RZ output data using an electronic logic gate. The subsequent RZ output is then suitable for use in a clock recovery device.

Bass_v5ch20_p001-026.indd 20.11 9/10/09 5:02:11 PM

DO
 N

OT
 D

UP
LI

CA
TE



20.12  FIBER OPTICS

while the concepts for timing recovery described in this section were illustrated using techniques that 
are not directly applicable to ultrahigh-speed optical networking, the underlying principles will still 
hold for high-speed all-optical techniques. These approaches are discussed in more detail later in the 
section on device technology.

While both these techniques require the input data to be in the return-to-zero format, many data 
transmission links use nonreturn-to-zero line coding owing to its bandwidth efficiency. Unfortunately, 
in NRZ format there is no component in the power spectrum at the bit rate. As a result, some prepro-
cessing of the input data signal is required before clock recovery can be performed. A simple method 
for achieving this is illustrated in Fig. 8b. The general concept is to present the data signal with a 
delayed version of the data at the input ports of a logic gate that performs the exclusive OR operation. 
The temporal delay, in this case, should be equal to 1/2 bit. The output of the XOR gate is a pseudo RZ 
data stream that can then be line filtered for clock recovery. 

20.4 INTRODUCTION TO DEVICE TECHNOLOGY 

Thus far, a general description of the concepts of digital communications and the salient features of 
TDM and TDMA have been presented. Next we address specific device technology that is employed 
in OTDM networks, for example, sources, modulators, receivers, clock recovery oscillators, demul-
tiplexers, to provide an understanding of how and why specific device technology may be employed 
in a system to either optimize the network performance, to minimize cost, or to provide the maxi-
mum flexibility in supporting a wide variety of user applications.

Optical Time division Multiplexing—Serial versus Parallel 

Optical time division multiplexing can generally be achieved by two main methods. The first 
method is referred as parallel multiplexing, while the second method classified as serial multiplexing.
These two approaches are schematically illustrated in Fig. 9. The advantage of the parallel type of 
multiplexer is that it employs simple, linear passive optical components, not including the inten-
sity modulator, and that the limitation in the transmission speed is not limited by the modulator 
or any other high-speed switching element. The drawback, however, is that the relative temporal 
delays between each channel must be accurately controlled and stabilized, which increases the com-
plexity of this approach. Alternatively, the serial approach to multiplexing is simple to configure. In 
this approach a high-speed optical clock pulse train and modulation signal pulses are combined and 
introduced into an all-optical switch to create a modulated channel on the high bit-rate clock signal. 
Cascading this process allows all the channels to be independently modulated, with the requirement 
that the relative delay between each channel must be appropriately adjusted.

Device Technology—Transmitters

For advanced lightwave systems and networks, it is the semiconductor laser that dominates as the 
primary optical source that is used to generate the light that is modulated and transmitted as infor-
mation. The reason for their dominance is that these devices are very small, typically a few hundred 
micrometers on a side, have excellent efficiency in converting electrons to photons, and are low cost. 
In addition, semiconductor diode lasers can generate optical signals at wavelengths of 1.3 and 1.55 μm. 
These wavelengths are important because they correspond to the spectral regions where optical 
signals experience minimal dispersion (spreading of the optical data bits) and minimal loss.

These devices initially evolved from simple light-emitting diodes, comprising a simple p-n junction, 
to Fabry-Perot (FP) semiconductor lasers, to distributed feedback (DFB) lasers and distributed Bragg 
reflector (DBR) lasers, and finally to mod-locked semiconductor diode lasers and optical fiber lasers. 
Below, a simple description of each of these devices is given, along with advantages and disadvantages 
that influence how these optical transmitter are deployed in current optical systems and networks.
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OPTICAL TIME-DIVISION MULTIPLEXED COMMUNICATION NETWORKS  20.13

Fabry-Perot Semiconductor Lasers The Fabry-Perot semiconductor laser diode comprises a 
semiconductor p-n junction that is heavily doped and fabricated from a direct-gap semiconductor 
material. The injected current is sufficiently large to provide optical gain. The optical feedback is 
provided by mirrors, which are usually obtained by cleaving the semiconductor material along its 
crystal planes. The large refractive index difference between the crystal and the surrounding air 
causes the cleaved surfaces to act as reflectors. As a result, the semiconductor crystal acts as both the 
gain medium and as an optical resonator, or cavity (see Fig. 10). Provided that the gain coefficient is 
sufficiently large, the feedback transforms the device into an optical oscillator or laser diode. 

Considering that the physical dimensions of the semiconductor diode laser are quite small, the 
short length of the diode forces the longitudinal mode spacing c/2nL to be quite large. Here, c is the 
speed of light, L is the length of the diode chip, and n is the refractive index. Nevertheless, many of 
these modes can generally fit within the broad gain bandwidth allowed in a semiconductor diode 
laser. As an example, consider a FP laser diode operating at 1.3 μm, fabricated from the InGaAsP 
material system. If n = 3.5 and L = 400 μm, the modes are spaced by 107 GHz, and corresponds to a 
wavelength spacing of 0.6 nm. In this device, the gain bandwidth can be 1.2 THz, corresponding to 
a wavelength spread of 7 nm, and as many as 11 modes can oscillate. Given that the mode spacing 
can be modified by cleaving the device so that only one axial mode exists within the gain bandwidth, 
the resulting device length would be approximately 36 μm, which is difficult to achieve. It should be 
noted that if the bias current is increased well above threshold, the device can tend to oscillate on a 
single longitudinal mode. However for telecommunications, it is very desirable to directly modulate 

Optical delay 1

Modulator

Channel 1

Optical delay 2

Modulator

Optical delay N

Modulator

Channel N
Optical pulse source

rate = F(GHz)

Optical multiplexed data
rate = N × F (Gb/s)

Channel 1

(a)

(b)

Channel 1 Channel 2 Channel N

Optical switch Optical switch Optical switch

FIGURE 9 Schematic of optical time-division multiplexing for interleaving high-speed RZ optical pulses: (a) Parallel imple-
mentation and (b) serial implementation.
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20.14  FIBER OPTICS

the laser, thus avoiding the cost of an external modulator. However, in the case of direct modulation, 
the output emission spectrum will be multimode, and as a result, effects of dispersion will broaden the 
optical data bits, and force the data rate to be reduced to avoid intersymbol interference. Given this 
effect, Fabry–Perot lasers tend to have a more limited use in longer optical links.

Distributed Feedback Lasers The effects of dispersion and the broad spectral emission from semi-
conductor LEDs and semiconductor Fabry-Perot laser diodes tend to reduce the overall optical 
data transmission rate. Thus, methods have been developed to design novel semiconductor laser 
structures that will only operate on a single longitudinal mode. This then will allow these devices to 
be directly modulated and allow for longer transmission paths since the overall spectral width is nar-
rowed, and the effect of dispersion is minimized.

The preferred method of achieving single frequency operation from semiconductor diode lasers 
is to incorporate frequency-selective reflectors at both end of the diode chip or, alternately, fabricate 
the grating directly adjacent to the active layer. These two approaches result in devices referred to as 
distributed Bragg reflector lasers and distributed feedback lasers, respectively. In practice, it is easier to 
fabricate a single grating structure above the active layer, as opposed to two separate gratings at each 
end and as a result, the DFB laser has become the laser of choice for telecommunication applications. 
These devices operate with spectral widths on the order of a few megahertz, and have modulation 
bandwidths over 10 GHz. Clearly, the high modulation bandwidth and low spectral width make these 
devices well suited for direct modulation, or on-off keyed (OOK) optical networks. It should be noted 
that the narrow linewidth of a few megahertz is for the device operating in a continuous wave mode, 
while modulating the device will necessarily broaden the spectral width. 

In DFB lasers, Bragg reflection gratings are employed along the longitudinal direction of the laser 
cavity and are used to suppress the lasing of additional longitudinal modes. As shown in Fig. 11a,
a periodic structure, similar to a corrugated washboard, is fabricated over the active layer, where 
the periodic spacing is denoted as Λ. Owing to this periodic structure, both forward and backward 
traveling waves must interfere constructively with each other. In order to achieve this constructive 
interference between the forward and backward waves, the round trip phase change over one period 
should be 2pm, where m is an integer and is called the order of the Bragg diffraction. With m = 1, the 
first-order Bragg wavelength, lB, is

 2p = 2Λ(2pn/lB) (10)

or

 lB = 2Λn (11)

Metal contact
layer

P-type region

Light output
Light output

N-type region
Active region

FIGURE 10 Schematic illustration of a simple Fabry-Perot semiconductor diode laser.
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OPTICAL TIME-DIVISION MULTIPLEXED COMMUNICATION NETWORKS  20.15

where n is the refractive index of the semiconductor. Therefore, the period of the periodic struc-
ture determines the wavelength for the single mode output. In reality, a periodic DFB structure gen-
erates two main modes, symmetrically placed on either side of the Bragg wavelength lB. In order 
to suppress this dual frequency emission, and generate only one mode at the Bragg wavelength, a 
phase shift of l/4 can be used to remove the symmetry. As shown in Fig. 11b, the periodic structure 
has a phase discontinuity of p/2 at the middle, which gives an equivalent l/4 phase shift. Owing to 
the ability of the l/4 DFB structure to generate a single frequency, narrow spectral linewidth, these 
devices are the preferred device for present telecommunications.

Mode-Locked Lasers Mode locking is a technique for obtaining very short bursts of light from 
lasers, and can be easily achieved employing both semiconductor and fiber gain media. As a result 
of mode locking, the light that is produced is automatically in a pulsed form that produces RZ data 
if passed through an external modulator being electrically driven with NRZ data. More importantly, 
the temporal duration of the optical bits produced by mode locking is much shorter than the period of 
the driving signal. To contrast this, consider a DFB laser whose light is externally modulated. In this 
case, the temporal duration of the optical bits will be equal to the temporal duration of the electri-
cal pulses driving the external modulator. As a result, the maximum possible data transmission rate 
achievable from the DFB will be limited to the speed of the electronic driving signal. With mode 
locking; however, a low frequency electrical drive signal can be used to generate ultrashort optical 
bits. By following the light production with external modulation and optical bit interleaving, one 
can realize the ultimate in OTDM transmission rates. To show the difference between a mode-locked 

(a) Conventional DFB laser

(b) l/4 DFB laser

FIGURE 11 Schematic illustrations of distrib-
uted feedback lasers (DFB): (a) Conventional DFB and 
(b) Quarter-wave DFB, showing the discontinuity of 
the Bragg grating structure to achieve single wavelength 
operation.
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20.16  FIBER OPTICS

pulse train and its drive, Fig. 12 plots a sinusoid and a mode-locked pulse train consisting of five 
locked optical modes.

To understand the process of mode locking, it should be recalled that a laser can oscillate on many 
longitudinal modes that are equally spaced by the longitudinal mode spacing, c/(2nL). Normally, 
these modes oscillate independently; however, techniques can be employed to couple and lock their 
relative phases together. The modes can then be regarded as the components of a Fourier-series 
expansion of a periodic function of time of period T = (2nL)/c, which represents a periodic train of 
optical pulses. Consider, for example, a laser with multiple longitudinal modes separated by c/2nL.
The output intensity of a perfectly mode-locked laser, as a function of time t, and axial position z, with 
M locked longitudinal modes, each with equal intensity, is given by

I t z M A
c M t z c T

c t z c
( , ) | |

sin [ ( / )/ ]

sin [( / )
= −

−
2 2

2

2 TT]
 (12)

where T is the periodicity of the optical pulses, and sin c(x) is sin (x)/x. In practice, there are several 
methods to generate optical pulse trains by mode locking and generally fall into two categories: 
(1) active mode locking and (2) passive mode locking. In both cases, to lock the longitudinal modes 
in phase, the gain of the laser is allowed to increase above its threshold for a short duration, by open-
ing and closing a shutter that is placed within the optical cavity. This allows a pulse of light to form. 
By allowing the light to propagate around the cavity and continually reopening and closing the shutter 

(a)

(b)

Time (s)

In
te

n
si

ty
 (

W
)

L

Gain medium

Output pulses

ModulatorSaturable absorber

~

T = 2L/c

FIGURE 12 Optical intensity distribution of five coherent, phase-locked modes of a laser (a), 
and a schematic diagram of an external cavity mode-locked laser (b). Superimposed on the opti-
cal pulse train is a typical sinusoid that could be used to mode-lock the laser, showing that much 
shorter optical pulses can be obtained from a low-frequency signal.
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at a rate inversely proportional to the round-trip time forms a stable, well-defined optical pulse is 
formed. If the shutter is realized by using an external modulator, the technique is referred to as active 
mode locking, where as if the shutter is realized by a device or material that is activated by the light 
intensity itself, the process is called passive mode locking. Both techniques can be used simultane-
ously and is referred to as hybrid mode locking (see Fig. 12b).

Direct and Indirect Modulation

To transmit information in OTDM networks, the light output of the laser source must be modu-
lated in intensity. Depending on whether the output light is modulated by directly modulating the 
current source to the laser or whether the light is modulated external to, or after the light has been 
generated, the process of modulation can be classified as either (1) direct modulation or (2) indirect 
or external modulation (see Fig. 13a and b). With direct modulation, the light is directly modulated 
inside the light source, while external modulation, uses a separate external modulator placed after 
the laser source. 

Direct modulation is used in many optical communication systems owing to its simple and cost-
effective implementation. However, owing to the physics of laser action and the finite response of 
populating the lasing levels owing to current injection, the light output under direct modulation 
cannot respond to the input electrical signal instantaneously. Instead, there are turn-on delays and 
oscillations that occur when the modulating signal, which is used as the pumping current, has large 
and fast changes. As a result, direct modulation has several undesirable effects, such as frequency 
chirping and linewidth broadening. In frequency chirping, the spectrum of the output-generated 
light is time varying, that is, the wavelength and spectrum changes in time. This is owing to the fact 

Bias Tee

(a)

(b)

. . .

~

~

. . .

FIGURE 13 Illustrative example of direct modulation (a) and external 
modulation (b) of a laser diode.
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20.18  FIBER OPTICS

that as the laser is turned on and off, the gain is changed from a very low value to a high value. Since 
the index of refraction of the laser diode is closely related to the optical gain of the device, as the gain 
changes, so does its index. It is this time varying refractive index that leads to frequency chirping, and 
is sometimes referred to as phase modulation. 

External Modulation

To avoid the undesirable frequency chirping effects in DFB lasers and mode partition noise in FP 
lasers associated with direct modulation, external modulation provides an alternative approach 
to achieve light modulation with the added benefit of avoiding these detrimental effects. A typical 
external modulator consists of an optical waveguide in which the incident light propagates through 
and the refractive index or absorption of the medium is modulated by a signal that represents the 
data to be transmitted. Depending on the specific device, one can realize three basic types of exter-
nal modulators: (1) electro-optic, (2) acousto-optic, and (3) electroabsorption. Generally, acousto-
optic modulators respond slowly, on the order of several nanoseconds, and as a result are not used 
for external modulators in telecommunication applications. Electroabsorption (EA) modulators rely 
on the fact that the band edge of a semiconductor can be frequency shifted to realize an intensity 
modulation for a well-defined wavelength that is close to the band edge of the modulator. Linear 
frequency responses up to 50 GHz are possible; however, the fact that both the wavelength of the 
laser and the modulator must be accurately matched makes this approach more difficult to imple-
ment with individual devices. It should be noted, however, that EA modulators and semiconductor 
lasers can be integrated in the same device, helping to remove restrictions on matching the transmit-
ter’s and modulator’s wavelength.

The typical desirable properties of an external modulator, from a communications perspective, are 
that these devices should possess a large modulation bandwidth, a large depth of modulation, a small 
insertion loss or loss of the signal light passing through the device, and a low electrical drive power. In 
addition, for some types of communication TDM links, a high degree of linearity between the drive 
signal and modulated light signal is required (typical for analog links), and an independence of input 
polarization (polarization diversity) is desired. Finally, low cost and small size of these devices are 
extremely useful for cost-effective and wide-area deployment. 

Electro-Optic Modulators An electro-optic modulator can be a simple optical channel or waveguide 
that the light to be modulated propagates. The material that is chosen to realize the electro-optic 
modulator must possess an optical birefringence that can be controlled or adjusted by an external 
electrical field that is applied along or transverse to the direction of propagation of the light to be 
modulated. This birefringence means that the index of refraction is different for light that propagates 
in different directions in the crystal. If the input light has a well-defined polarization state, this light 
can be made to see, or experience, a different refractive index for different input polarization states. 
By adjusting the applied voltage to the electro-optic modulator, the polarization can be made to 
rotate, or the speed of the light can be slightly varied. This modification of the input light property 
can be used to realize a change of the output light intensity, by using a crossed polarizer or by inter-
fering the modulated light with an exact copy of the unmodulated light. This can easily be achieved 
by using a waveguide interferometer, such as a Mach-Zehnder interferometer. If the refractive index 
is directly proportional to the applied electric field, the effect is referred to as the Pockel’s effect.

Generally, for high-speed telecommunication applications, device designers employ the use of 
the electro-optic effect as a phase modulator in conjunction with an integrated Mach-Zehnder 
interferometer or an integrated directional coupler. Phase modulation (or delay/ retardation mod-
ulation) does not effect the intensity of the input light beam. However, by incorporating a phase 
modulator in one branch of an interferometer, the resultant output light from the interferometer 
will be intensity modulated. Consider an integrated Mach-Zehnder interferometer in Fig. 14. If the 
waveguide divides the input optical power equally, the transmitted intensity is related to the output 
intensity by the well-known interferometer equation Io = IIcos2(j/2), where j is the phase differ-
ence between the two light beams, and the transmittance function is defined as Io/II = cos2(j/2). 

Bass_v5ch20_p001-026.indd 20.18 9/10/09 5:02:14 PM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICAL TIME-DIVISION MULTIPLEXED COMMUNICATION NETWORKS  20.19

Owing to the presence of the phase modulator in one of the interferometer arms, and with the 
phase being controlled by the applied voltage in accordance with a linear relation for the Pockel’s 
effect, for example, j = jo − pV/Vp. In this equation, jo is determined by the optical path difference 
between the two beams and Vp is the voltage required to achieve a p phase shift between the two 
beams. The transmittance of the device, therefore becomes a function of the applied voltage V,

 T(V) = cos2(j/2 - pV/2Vp) (13)

This function is plotted in Fig. 15 for an arbitrary value of jo. Commercially available integrated 
devices operate at speeds up to 40 GHz and are quite suitable for OTDM applications such as modula-
tion and demultiplexing.

C.W. light in

Modulated light out

~

FIGURE 14 Illustration of an integrated lithium niobate Mach-Zehnder modulator.
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FIGURE 15 Input–output relations of an external modulator based on the 
Pockel’s effect. Superimposed on the transfer function is a modulated drive signal 
and the resultant output intensity from the modulator.
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20.20  FIBER OPTICS

Electroabsorption Modulators Electroabsorption modulators are intensity modulators that rely on 
the quantum confined Stark effect. In this device, thin layers of semiconductor material are grown 
on a semiconductor substrate to generate a multiplicity of semiconductor quantum wells or multiple 
quantum wells (MQW). For telecommunication applications, the semiconductor material family 
that is generally used is InGaAsP/InP. The number of quantum wells can vary, but is typically on the 
order of 10, with an overall device length of a few hundred micrometers. Owing to the dimensions of the
thin layers, typically 100 Å or less, the electron and holes bind to form excitons. These excitons have 
sharp, and well-defined, optical absorption peaks that occur near the bandgap of the semiconductor 
material. By applying an electric field, or bias voltage, in a direction perpendicular to the quantum 
well layers, the relative position of the exciton absorption peak can be made to shift to longer wave-
lengths. As a result, an optical field that passes through these wells can be preferentially absorbed, 
if the polarization of the light field is parallel to the quantum well layers. Therefore, by modulating 
the bias voltage across the MQWs, the input light can be modulated. These devices can theoretically 
possess modulation speeds as high as 50 GHz, with contrasts approaching 50 dB. A typical device 
schematic and absorption curve is show in Fig. 16a and b.

Output modulated light

Metal contact

InGaAsP/InP

Multiple quantum wells

Waveguide structure

InP substrate

Input light

(a)

V = −VB
V = 0

Transmitter
spectrum

Optical frequency (THz)

(b)
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FIGURE 16 (a) Schematic diagram of an electro-absorption modula-
tor. Light propagation occurs along the fabricated waveguide structure, in the 
plane of the semiconductor multiple quantum wells. (b) Typical absorption 
spectrum of a multiple quantum well stack under reverse bias and zero bias. 
Superimposed is a spectrum of a laser transmitter, showing how the shift in 
the absorption edge can either allow passage or attenuate the transmitted light.
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Optical Clock Recovery

In time-division-multiplexed and multiple-access networks, it is necessary to regenerate a timing 
signal to be used for demultiplexing. Above, a general discussion of clock extraction was given, and 
in this section, an extension to those concepts are outlined for clock recovery in the optical domain. 
As in the conventional approaches to clock recovery, optical clock extraction has three general 
approaches: (1) the optical tank circuit, (2) high-speed phase-locked loops, and (3) injection locking 
of pulsed optical oscillators. The optical tank circuit can be easily realized by using a simple Fabry-
Perot cavity. For clock extraction, the length L of the cavity must be related to the optical transmis-
sion bit rate. For example, if the input optical bit rate is 10 Gb/s, the effective length of the optical 
tank cavity is 15 mm. While the concept of the optical tank circuit is intuitively pleasing, since it has 
many of the same features as electrical tank circuits, that is, a cavity Q and its associated decay time. 
In the case of a simple Fabry-Perot cavity as the optical tank circuit, the optical decay time, or photon 
lifetime, is given by

τ
τ

D R R
=

−
RT

1 1 2

 (14)

where tRT is the round-trip time given as 2L/c, and R1 and R2 are the reflection coefficients of the 
cavity mirrors. One major difference between the optical tank circuit and its electrical counterpart is 
that the output of the optical tank circuit never exceeds the input optical intensity (see Fig. 17a). 

A second technique that builds on the concept of the optical tank is optical injection seeding or 
injection locking. In this technique, the optical data bits are injected into a nonlinear device such as 
a passively mode-locked semiconductor laser diode (see Fig. 17b). The key difference between this 
approach and the optical tank circuit approach is that the injection-locking technique has internal 
gain to compensate for the finite photon lifetime, or decay, of the empty cavity. In addition to the 
gain, the cavity also contains a nonlinear element, for example, a saturable absorber to initiate and 
sustain pulsed operation. Another important characteristic of the injection-locking technique, using 
passively mode-locked laser diodes is that clock extraction can be prescaled, that is, a clock signal can 
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exp(−t/tp)
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(b)

L

L

Saturable absorber Gain stripe

i

Passively mode-locked laser diode

FIGURE 17 All optical clock recovery based on optical injection of (a) an optical tank circuit (Fabry-Perot cavity), 
and (b) a mode-locked semiconductor diode laser.

Bass_v5ch20_p001-026.indd 20.21 9/10/09 5:02:15 PM

DO
 N

OT
 D

UP
LI

CA
TE
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be obtained at bit rates exactly equal to the input data bit rate or at harmonics or subharmonics of 
the input bit rate. In this case of generating a prescaled clock signal at a subharmonic of the input 
data stream, the resultant signal can directly be used for demultiplexing, without any addition signal 
processing. 

The operation of the injection-seeded optical clock is as follows. The passively mode-locked laser 
produces optical pulses at its natural rate, which is proportional to the longitudinal mode spacing 
of the device cavity, c/(2L). Optical data bits from the transmitter are injected into the mode-locked 
laser, where the data transmission rate is generally a harmonic of the clock rate. This criteria immedi-
ately provides the prescaling required for demultiplexing. The injected optical bits serve as a seeding 
mechanism to allow the clock to build up pulses from the injected optical bits. As the injected opti-
cal bits and the internal clock pulse compete for gain, the continuous injection of optical bits force 
the internal clock pulse to evolve and shift in time to produce pulses that are synchronized with the 
input data. It should be noted that it is not necessary for the input optical bit rate to be equal to or 
greater than the nominal pulse rate of the clock, for example, the input data rate can be lower than 
the nominal bit rate of the clock. This is analogous to the transmitter sending data with primarily 0s, 
with logic 1 pulses occurring infrequently. The physical operating mechanism can also be understood 
by examining the operation in the frequency domain. From a frequency domain perspective, since 
the injected optical data bits are injected at a well-defined bit rate, the optical spectrum has a series of 
discrete line spectra centered around the laser emission wavelength, and separated in frequency by the 
bit rate. Since the optical clock emits a periodic train of optical pulses, its optical spectra is also a series 
of discrete line spectra, separated by the clock-repetition frequency. If the line spectra of the injected 
data bits fall within optical gain bandwidth of the optical clock, the injected line spectra will serve as 
seeding signals to force the optical clock to emit line spectra similar to the injected signals. Since the 
injected data bits are repetitively pulsed, the relative phase relation between the discrete line spectra 
have the proper phase relation to force the clock to emit synchronously with the injected data.

All-Optical Switching for Demultiplexing 

In an all-optical switch, light controls light with the aid of a nonlinear optical material. It should 
be noted here that all materials will exhibit a nonlinear optical response, but the strength of the 
response will vary widely depending on the specific material. One important effect to realize an all-
optical switch is the optical Kerr effect, where the refractive index of a medium is proportional to 
the square of the incident electric field. Since light is inducing the nonlinearity, or in other words, 
providing the incident electric field, the refractive index becomes proportional to the light intensity. 
Since the intensity of a light beam can change the refractive index, the speed of a second weaker 
beam can be modified owing to the presence of the intense beam. This effect is used extensively in 
combination with an optical interferometer to realize all-optical switching (see section on electro-
optic modulation using a Mach-Zehnder interferometer). Consider, for example, a Mach-Zehnder 
interferometer that includes a nonlinear optical material that possess the optical Kerr effect (see 
Fig. 18). If data to be demultiplexed is injected into the interferometer, the relative phase delay in 
each arm can be adjusted so that the entire injected data signal is present only at one output port. 
If an intense optical control beam is injected into the nonlinear optical medium, synchronized with 
a single data bit passing through the nonlinear medium, that bit can be slowed down, such that 
destructive interference occurs at the original output port and constructive interference occurs at 
the secondary output port. In this case, the single bit has been switched out of the interferometer, 
while all other bits are transmitted.

Optical switches have been realized using optical fiber in the form of a Sagnac interferometer, and 
the fiber itself is used as the nonlinear medium. These devices are usually referred to as nonlinear 
optical loop mirrors (NOLM). Other versions of all-optical switches may use semiconductor optical 
amplifiers as the nonlinear optical element. In this case, it is the change in gain induced by the control 
pulse that changes the refractive index owing to the Kramers-Kronig relations. Devices such as these 
are referred to as a terahertz asymmetric optical demultiplexers (TOAD), semiconductor laser ampli-
fier loop optical mirrors (SLALOM), and unbalanced nonlinear interferometers (UNI). 

Bass_v5ch20_p001-026.indd 20.22 9/10/09 5:02:15 PM

DO
 N

OT
 D

UP
LI

CA
TE



OPTICAL TIME-DIVISION MULTIPLEXED COMMUNICATION NETWORKS  20.23

Ultrahigh-Speed Optical Time-Division-Multiplexed Optical 
Link—A Tutorial Example

To demonstrate how the ultrafast device technology can realize state-of-the-art performance in 
optical time domain multiplexed systems, the following is an example that incorporates the device 
technology discussed in this chapter. Figure 19 shows a schematic illustration of an ultrahigh-speed 
OTDM transmission experiment that was used by a collaborative research team of scientists at the 
Heinrich Hertz Institute in Germany and Fujitsu Laboratories in Japan, to demonstrate 2.56-Tb/s 
transmission over an optical fiber span of 160 km. The transmitter comprised a 10-GHz mode-
locked laser operating at 1550-nm wavelength, generating pulses of 0.42 ps. The pulse train was 
modulated and temporally multiplexed in two multiplexing stages to realize a maximum data trans-
mission rate of 2.56 Tb/s. This signal is transmitted through 160 km of dispersion-managed optical 
fiber. At the receiver, the data generates a timing reference signal that drives a mode-locked fiber 

(a)

Input clock pulse

Input data stream

(b)

Demultiplexed pulse

Transmitted data

Input data

Clock recovery
optical control pulse

Nonlinear optical loop mirror

Demultiplexed data

Transmitted data

FIGURE 18 Schematic diagram of an all optical switch. (a) Simple configuration 
based on a Mach-Zehnder interferometer and a separate nonlinear material activated by an 
independent control pulse. (b) An optical fiber implementation of an all optical switch. This 
implementation relies on the inherent nonlinearity of the fiber that is induced by an inde-
pendent control pulse.
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20.24  FIBER OPTICS

laser that is used as an optical gate in a nonlinear optical loop mirror. The resulting demultiplexed 
data is then detected using a DQPSK photodetection scheme. The robustness of this experiment is 
quantified by the ratio of the number of errors received to the data pulse period. Error-free opera-
tion is defined as less than 10−9. The system performed error free with a received optical power of 
less than 0.1 mW.

20.5 SUMMARY AND FUTURE OUTLOOK 

This chapter reviewed the fundamental basics of optical time-division-multiplexed communication 
networks, starting from an elementary perspective of digital sampling. Given this as an underlying 
background, specific device technology was introduced to show how the system functionality can be 
realized using ultrahigh-speed optics and photonic technologies. Finally, as an example of how these 
system and device technologies are incorporated into a functioning ultrahigh-speed optical time-
division-multiplexed system, a 2.56-Tb/s link was discussed.

In the introduction, the difference between ETDM and OTDM was described. To have an idea 
of what the future may provide, it should be noted that 100-Gb/s ETDM are now being currently 
tested in laboratories, while the same data rates were investigated using OTDM techniques nearly 

Transmitter

DQPSK modulator
and multiplexer
10 → 80 Gb/s

Optical amplifier

10-GHz mode-locked
laser and pulse compressor

Delay line
multiplexer

(80 Gb/s → 2.56 Tb/s)

160-km dispersion-managed
fiber link
2.56 Tb/s

Receiver

Demultiplexed port
10 (40)Gb/s

Optical amplifier

DQPSK
receiver

Nonlinear optical loop mirror

Mode-locked laser
10 (40) GHz

clock recovery oscillator

FIGURE 19 Schematic diagram of a 640-Gb/s optical fiber link, using all the critical components described in this chapter, 
for example, mode-locked laser, high-speed modulator, temporal interleaver, optical clock recovery, all optical switching for 
demultiplexing and an optical photoreceiver.
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a decade earlier. As electronic technology continues to improve in speed, OTDM techniques are 
replaced by their electronic counterparts in commercially deployed systems. As a result, we have seen 
OTDM transmission technology pushing the boundaries of ultrahigh-speed data transmission in 
optical fibers, thus providing a roadmap for the development of commercial ETDM transmission over 
optical fiber. As we have shown, OTDM techniques are demonstrating transmission rates in excess 
of 2.5 Tb/s today, and perhaps suggest similar data rates for ETDM fiber optic transmission in the 
next decade.
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21.1 INTRODUCTION

The progress in optical communications over the past 30 years has been astounding. It has expe-
rienced many revolutionary changes since the days of short-distance multimode transmission at 
0.8 μm.1 In 1980, AT&T could transmit 672 two-way conversations along a pair of optical fibers.2

In 1994, an AT&T network connecting Florida with the Virgin Islands was able to carry 320,000 
two-way conversations along two pairs of optical fibers. The major explosion came after the matu-
rity of fiber amplifiers and wavelength-division multiplexing (WDM) technologies. By 2003, the 
transoceanic system of Tyco Telecommunications is able to transmit 128 wavelengths per fiber pair 
at 10 Gb/s/wavelength with the total capacity 10 Tb (eight fiber pairs)—a capability of transmit-
ting more than 100 million simultaneous voice circuits on a eight-fiber pair cable. In experiments, 
a recent notable report demonstrated a record of 25.6-Tb/s WDM transmission using 160 channels 
within 8000 GHz fiber bandwidth.3

High-speed single-channel systems may offer compact optical systems with a minimized footprint 
and a maximized cost-per-bit efficiency.4 Transmission of single-channel 1.28 Tb/s signal over 70 km was 
achieved by traditional return-to-zero (RZ) modulation format using optical time-division multiplexing 
(OTDM) and polarization multiplexing.5 Although single-channel results are quite impressive, they have 
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21.2  FIBER OPTICS

two disadvantages: (1) they make use of only a very small fraction of the enormous bandwidth available 
in an optical fiber, and (2) they connect two distinct end points, not allowing for a multiuser environment. 
Since the required rates of data transmission among many users have been increasing at an impressive 
pace for the past several years, it is a highly desirable objective to connect many users with a high-
bandwidth optical communication system. 

WDM-related technologies have been growing rapidly and clearly dominated the research field 
and the telecommunications market. For instance, the new fiber bands (S and L) are being opened up, 
new modulation schemes are being deployed, unprecedented bit-rate/wavelength (≥ 40 Gb/s) is being 
carried over all-optical distance. Over 100 WDM channels are being simultaneously transmitted over 
ultralong distances.6–9 It is difficult to overstate the impact of fiber amplifiers and WDM technologies 
in both generating and supporting the telecommunications revolution during last 10 years. 

Due to its high capacity and performance, optical fiber communications have already replaced 
many conventional communication systems in point-to-point transmission and networks. Driven by 
the rising capacity demand and the need to reduce cost, in addition to the fixed WDM transmission 
links with point-to-point configuration, the next step of the network migration is to insert the recon-
figurable optical add/drop multiplexers (OADMs) in the links and network nodes. An automatically 
switching network can support the flexibility of the transmission. Hence, the necessary bandwidth 
can be provided to the customers on demand.10,11

This chapter intends to review the state-of-the-art WDM technologies and reflect the tremendous 
progress over the past few years.

Fiber Bandwidth

The driving factor for the use of multichannel optical systems is the abundant bandwidth available 
in the optical fiber. The attenuation curve as a function of optical carrier wavelength is shown in 
Fig. 1.12 There are two low-loss windows: one near 1.3 μm and an even lower-loss one near 1.55 μm. 
Consider the window at 1.55 μm, which is approximately 25,000 GHz wide. (Note that due to the 
extremely desirable characteristics of the erbium-doped fiber amplifier (EDFA), which amplifies 
only near 1.55 μm, most systems would use EDFAs and therefore not use the dispersion-zero 1.3-
μm band of the existing embedded conventional fiber base.) The high-bandwidth characteristic 
of the optical fiber implies that a single optical carrier at 1.55 μm can be baseband-modulated at 
approximately 25,000 Gb/s, occupying 25,000 GHz surrounding 1.55 μm, before transmission losses 
of the optical fiber would limit transmission. Obviously, this bit rate is impossible for present-day 
electrical and optical devices to achieve, given that even heroic lasers, external modulators, switches, 
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WDM FIBER-OPTIC COMMUNICATION NETWORKS  21.3

and detectors all have bandwidths less than or equal to 100 GHz. Practical data links today are sig-
nificantly slower, perhaps no more than tens of gigabits per second per channel. Since the single
high-speed channel makes use of an extremely small portion of the available fiber bandwidth, an effi-
cient multiplexing method is needed to take full advantage of the huge bandwidth offered by optical 
fibers. As we will see in this chapter, WDM has been proven to be the most appropriate approach.

Introduction to WDM Technology

In real systems, even a single channel will probably be a combination of many lower-speed signals 
since few individual applications today utilize this high bandwidth. These lower-speed channels 
are multiplexed together in time to form a higher-speed channel. This time-division multiplexing 
(TDM) can be accomplished in either the electrical or optical domain. In TDM, each lower-speed 
channel transmits a bit (or a collection of bits known as a packet) in a given time slot and then 
waits its turn to transmit another bit (or packet) after all the other channels have had their oppor-
tunity to transmit. Until the late 1980s, fiber communication was mainly confined to transmitting a 
single optical channel using TDM technology. Due to fiber attenuation, this channel required peri-
odic regeneration which included detection, electronic processing, and optical retransmission. Such 
regeneration causes a high-speed optoelectronic bottleneck, is bit-rate specific, and can only handle 
a single wavelength. The need for these single-channel regenerators (i.e., repeaters) was replaced 
when the EDFA was developed, enabling high-speed repeaterless single-channel transmission. We 
can think of this single approximate gigabits per second channel as a single high-speed “lane” in a 
highway in which the cars represent packets of optical data and the highway represents the optical 
fiber. It seems natural to dramatically increase the system capacity by transmitting several different 
independent wavelengths simultaneously down a fiber in order to more fully utilize this enormous 
fiber bandwidth.13,14 Therefore, the intent was to develop a multiple-lane highway, with each lane 
representing data traveling on a different wavelength. 

In the most basic WDM arrangement as shown in Fig. 2, the desired number of lasers, each emit-
ting a different wavelength, are multiplexed together by a wavelength multiplexer (or a combiner) 
into the same high-bandwidth fiber.13–16 Each of N different-wavelength lasers is operating at the 
slower gigabits per second speeds, but the aggregate system is transmitting at N times the individual 
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FIGURE 2 Diagram of a simple WDM system.
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21.4  FIBER OPTICS

laser speed providing a significant capacity enhancement. After being transmitted through a high-
bandwidth optical fiber, the combined optical signals must be demultiplexed by a wavelength demul-
tiplexer at the receiving end by distributing the total optical power to each output port and then 
requiring that each receiver selectively recovers only one wavelength. Therefore, only one signal is 
allowed to pass and establish a connection between source and destination. WDM allows us to make 
use much of the available fiber bandwidth, although various device, system, and network issues will 
still limit utilization of the full fiber bandwidth.

Figure 3 shows the continuous capacity growth in optical fiber systems over the past 30 years. The 
highest capacity has been achieved using WDM. One interesting point about this trend predicted two 
decades ago by T. Li of AT&T Bell Labs is that the transmission capacity doubles every 2 years. WDM 
technology has provided the platform for this trend to continue, and there is no reason to assume that 
WDM won’t continue to produce dramatic progress.

21.2 BASIC ARCHITECTURE OF WDM NETWORKS

We have explained how WDM enables the utilization of a significant portion of the available fiber 
bandwidth by allowing many independent signals to be transmitted simultaneously in one fiber. 
In fact, WDM technology also enables wavelength routing and switching of data paths in an opti-
cal network. By utilizing wavelength-selective components, each data channel’s wavelength can be 
routed and detected independently through the network. The wavelength determines the commu-
nication path by acting as the signature address of the origin, destination, or routing. Data can then 
be presumed not traveling on optical fiber but on wavelength-specific “light-paths” from source to 
destination that can be arranged by a network controller to optimize throughput. Therefore, the 
basic system architecture that can take the full advantage of WDM technology is an important issue, 
and will be discussed in this section.

Point-to-Point Links

As shown in Fig. 2, in a simple point-to-point WDM system, several channels are multiplexed at one 
node, the combined signals are then transmitted across some distance of fiber, and the channels are 
demultiplexed at a destination node. This point-to-point WDM link facilitates the high-bandwidth 
fiber transmission without routing or switching in the optical data path.
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WDM FIBER-OPTIC COMMUNICATION NETWORKS  21.5

Wavelength-Routed Networks

Figure 4 shows a more complex multiuser WDM network structure, where the wavelength is used 
as the signature address for either the transmitters or the receivers, and determines the routing path 
through an optical network. In order for each node to be able to communicate with any other node 
and facilitate proper link setup, the transmitters or the receivers must be wavelength tunable; we 
have arbitrarily chosen the transmitters to be tunable in this network example. Note that the wave-
lengths are routed passively in wavelength-routed networks.

WDM Stars, Rings, and Meshes

Three common WDM network topologies are star, ring, and mesh networks.17–19 In the star topol-
ogy, each node has a transmitter and receiver, with the transmitter connected to one of the passive 
central star’s inputs and the receiver connected to one of the star’s outputs, as is shown in Fig. 5a.
Rings, as shown in Fig. 5b, are also popular because: (1) many electrical networks use this topology, 
and (2) rings are easy to implement for any geographical network configuration. In this example, 
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communications links and routing paths are determined by 
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21.6  FIBER OPTICS

each node in the unidirectional ring can transmit on a specific signature wavelength, and each node 
can recover any other node’s wavelength signal by means of a wavelength-tunable receiver. Although 
not depicted in the figure, each node must recover a specific channel. This can be performed: (1) where 
a small portion of the combined traffic is tapped off by a passive optical coupler, thereby allowing 
a tunable filter to recover a specific channel, or (2) in which a channel-dropping filter completely 
removes only the desired signal and allows all other channels to continue propagating around the 
ring. Furthermore, a synchronous optical network (SONET) dual-ring architecture, with one ring 
providing service and the other protection, can provide automatic fault detection and protection 
switching.20

In both the star and ring topologies, each node has a designated wavelength, and any two nodes 
can communicate with each other by transmitting and recovering that wavelength. This implies that 
N wavelengths are required to connect N nodes. The obvious advantage of this configuration, known 
as a single-hop network, is that data transfer occurs with an uninterrupted optical path between the 
origin and destination; the optical data starts at the originating node and reaches the destination node 
without stopping at any other intermediate node. A disadvantage of this single-hop WDM network 
is that the network and all its components must accommodate N wavelengths, which may be difficult 
(or impossible) to achieve in a large network, that is, the present fabrication technology cannot pro-
vide and the transmission capability cannot accommodate 1000 distinct wavelengths for a 1000-user 
network.

It is important to address that the reliability is a problem in fiber ring. If a station is disabled or if 
a fiber breaks, the whole network goes down. To address this problem, a double-ring optical network, 
also called a “self-healing” ring, is used to bypass the defective stations and loops back around a fiber 
break, as shown in Fig. 6. Each station has two inputs and two outputs connected to two rings that 
operate in opposite directions.

An alternative to require N wavelengths to accommodate N nodes is to have a multihop network 
(mesh network) in which two nodes can communicate with each other by sending data through a third 
node, with many such intermediate hops possible, shown in Fig. 5c. In the mesh network, the nodes 
are connected by reconfigurable optical crossconnects (OXCs).21 The wavelength can be dynamically 
switched and routed by controlling the OXCs. Therefore, the required number of wavelengths and 
the tunable range of the components can be reduced in this topology. Moreover, the mesh topology 
can also provide multiple paths between two nodes to make the network protection and restoration 
easier to realize. If a failure occurs in one of the paths, the system can automatically find another path 
and restore communications between any two nodes. However, OXCs with large numbers of ports are 
extremely difficult to obtain, which limits the scalability of the mesh network.

In addition, there exist several other network topologies, such as tree network, which is widely 
used in broadcasting or distributing systems. At the “base” of the tree is the source transmitter from 
which emanates the signal to be broadcast throughout the network. From this base, the tree splits 

Switching node
Fiber break

FIGURE 6 A self-healing ring network.

Bass_v5ch21_p001-052.indd 21.6 9/9/09 3:46:01 PM

DO
 N

OT
 D

UP
LI

CA
TE



WDM FIBER-OPTIC COMMUNICATION NETWORKS  21.7

many times into different “branches,” with each branch either having nodes connected to it or further 
dividing into subbranches. This continues until all the nodes in the network can access the base trans-
mitter. Whereas the other topologies are intended to support bidirectional communication among 
the nodes, this topology is useful for distributing information unidirectionally from a central point 
to a multitude of users. This is a very straightforward topology and is in use in many systems, most 
notably cable television (CATV).

By introducing Fig. 7 in which a larger network is composed of smaller ones, we have also intro-
duced the subject of the architecture of the network which depends on the network’s geographical 
extent. The three main architectural types are the local-, metropolitan-, and wide-area networks, 
denoted by LAN, MAN, and WAN, respectively.22 Although no rule exists, the generally accepted 
understanding is that a LAN interconnects a small number of users covering a few kilometers (i.e., 
intra- and interbuilding), a MAN interconnects users inside a city and its outlying regions, and a 
WAN interconnects significant portions of a country (100 of kilometers). Based on Fig. 7, the smaller 
networks represent LANs, the larger ones MANs, and the entire figure would represent a WAN. In 
other words, a WAN is composed of smaller MANs, and a MAN is composed of smaller LANs. Hybrid 
systems exist, and typically a wide-area network will consist of smaller local-area networks, with mix-
ing and matching between the most practical topologies for a given system. For example, stars and 
rings may be desirable for LANs whereas buses may be the only practical solution for WANs. It is, at 
present, unclear which network topology and architecture will ultimately and most effectively take 
advantage of high-capacity optical systems.

Circuit and Packet Switching

The two fundamental types of underlying telecommunication network infrastructures, based on 
how traffic is multiplexed and switched, are circuit-switched and packet switched. A circuit-switched 
network provides circuit-switched connections to its customers. Once the connection is established, 
a guaranteed amount of bandwidth is allocated to each connection and become available to the 
connection anytime. The network is also transparent and the nodes seem to be directly connected. 
In addition, circuit switching requires a lower switching speed (more than milliseconds). Many 
types of communication links and distribution systems may satisfactorily be interconnected by 
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FIGURE 7 Hybrid network topologies and architectures 
woven together to form a large network.
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21.8  FIBER OPTICS

circuit switching which is relatively simple to operate. The problems with circuit switching include 
(1) it is not efficient at handling bursty data traffic (low utilization for traffic with changing intensity 
or short lived connections); (2) there is a delay before the connection can be used; (3) the resources 
are permanently allocated to a connection and cannot be used for any other users, and (4) circuit-
switched networks are more sensitive to faults (e.g., if a part of the connection fails, the whole 
transfer fails).

Since optical circuit switching is the relatively mature technology today, the current deployed 
WDM wavelength-routing network is generally circuit-switched. The basic mechanism of commu-
nication in a wavelength-routed network is a lightpath (corresponding to a circuit), which is an all 
optical connection (communication channel) linking multiple optical segments from a source node 
to a destination node over a wavelength on each intermediate link. At each intermediate node of the 
network, the lightpath is routed and switched from one link to another link. A lightpath can use either 
the same wavelength throughout the whole link or a concatenation of different wavelengths after 
undergoing wavelength conversion at intermediate optical nodes. In the absence of any wavelength 
conversion device, a lightpath is required to be on the same wavelength channel throughout its path 
in the network; this requirement is referred to as the wavelength continuity property of the lightpath. 
Once the setup of a lightpath is completed, the whole lightpath is available during the connection. 
Note that different lightpaths can use the same wavelength as long as they do not share any common 
links (i.e., same wavelength can be reused spatially in different parts of the network).

As shown in Fig. 8, the key network elements in the wavelength-routing network are optical line 
terminal, OADM (see Fig. 9), and OXC (see Fig. 10). There are many different OADM structures 
such as parallel or serial, fixed or reconfigurable. In general, an ideal OADM would add/drop any 
channel and any number of channels, and would be remotely controlled and reconfigured without 
disturbance to unaffected channels. There will be more discussion on reconfigurable in “Network 
Reconfigurability” section. The other requirements for an OADM include low and fixed loss, inde-
pendent of set of wavelengths dropped, and low cost. An OXC can switch the channels from input 
to output ports and input to output wavelengths. The functions in an OXC node include provid-
ing lightpath, rerouting (switching protection), restoring failed lightpath, monitoring performances, 
accessing to test signals, wavelength conversion, and multiplexing and grooming. An OXC can be either 

End user End user Periphery
electronics

Electronic switch

O/E

. . . .

OXC
OXC

CORE
optics

CORE
optics

Optical access node

Optical line
terminal

User group

End users

OADM
OADM

OXC

OXC

OXC

OADM

FIGURE 8 An optical network showing optical line terminal, OADM, and OXC.

Bass_v5ch21_p001-052.indd 21.8 9/9/09 3:46:02 PM

DO
 N

OT
 D

UP
LI

CA
TE



WDM FIBER-OPTIC COMMUNICATION NETWORKS  21.9

(a)

(b)

2 × 2
switch

Node

M
u
x

Node(s)

l1, l2, l3

l1   l2 l3 l1   l2 l3

D
e
m
u
x

l-

l-

M
u
x

l-

l1

l1

l2

lN

lj

l2

l3

l1, ..., lj, ..., lN
l1, ..., lj, ..., lN

D
e
m
u
x

l-
l1, ..., l2, ..., l3

2 × 2
switch

2 × 2
switch

FIGURE 9 Optical add-drop multiplexing (OADM) systems: (a) fixed versus 
(b) reconfigurable.

Inputs Outputs

Electronic control

Space
switch
for l1

WDM
demux

l1, ..., l4 WDM
mux

Space
switch
for l2

WDM
demux

WDM
mux

l1, ..., l4

Space
switch
for l3

WDM
demux

WDM
mux

l1, ..., l4

Space
switch
for l4

WDM
demux

WDM
mux

l1, ..., l4

FIGURE 10 An optical crossconnect system in reconfigurable optical networks.

Bass_v5ch21_p001-052.indd 21.9 9/9/09 3:46:03 PM

DO
 N

OT
 D

UP
LI

CA
TE



21.10  FIBER OPTICS

electrical (performing O-E-O conversion for each WDM channels) or optical, transparent or opaque. 
To accomplish all these functions, the OXC needs three building blocks: (1) fiber switching, to route 
all of the wavelengths on an incoming fiber to a different outgoing fiber (optical space switches); 
(2) wavelength switching, to switch specific wavelengths from an incoming fiber to multiple outgoing 
fibers (multiplexing/demultiplexing); and (3) wavelength conversion, to take incoming wavelengths 
and convert them to another optical frequency on the outgoing port. This is essential to achieve 
strictly nonblocking architectures when using wavelength switching. 

In packet switched networks, the data stream is broken into small packets. These data packets 
are multiplexed together with packets from other data stream inside the network. The packets are 
switched inside the network based on their destination. To facilitate this switching, a packet header is 
added to the payload in each packet. The header carries addressing information. The switching nodes 
read the header and then determine where to switch the packet. At the receiver end, packets belonging 
to a particular stream are put back together. Therefore, packet switching requires switching speeds of 
microseconds or less. For high-speed optical transmission, packet switching holds the promise for 
more efficient data transfer, for which no long-distance handshaking is required. The high-bandwidth 
links are used more efficiently. 

As shown in Fig. 11, an optical packet switching node is generally composed of three parts: control 
unit, switching unit, and input/output interfaces. The control unit retains information about network 
topology, the forwarding table, scheduling, and buffering. It decides the switching time and is in 
charge of resolving contentions at a node. The switching unit allows the data to remain in the optical 
domain during the routing process. It is especially important for optical packet-switched networks 
that the switching speed be fast enough to minimize overhead. The input/output interface is where 
optical technologies are utilized to deal with contention problems. Optical buffers and wavelength 
converters are the building blocks of time and wavelength domain contention resolution modules, 
respectively, and are housed in the interface units. In addition, other physical layer functionalities 
required for an optical switching node such as synchronization are realized at the interface.

Note that network packet switching can be accomplished in a conceptually straightforward man-
ner by requiring a node to optoelectronically detect and retransmit each and every incoming optical 
data packet. The control and routing information is contained in the newly detected electronic packet, 
and all the switching functions can occur in the electrical domain prior to optical retransmission of 
the signal. Unfortunately, this approach implies that an optoelectronic speed bottleneck will eventu-
ally occur in this system. On the other hand, it is extremely difficult to accomplish the signal process-
ing in the optical domain currently. Alternatively, much research is focused toward maintaining an 
all-optical data path and performing the switching functions all-optically with only some electronic 
control of the optical components. The reason is that the control unit detects and processes only the 
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FIGURE 11 Schematic diagram of an optical packet-switching node.
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WDM FIBER-OPTIC COMMUNICATION NETWORKS  21.11

header of a packet (not the payload). Therefore it is possible to transmit the header at a lower bit rate 
to facilitate the processing. As a result, the presence of electronics at the control unit does not neces-
sarily pose a limitation on the data transmission rate. Figure 12 shows a generic solution which pas-
sively taps an incoming optical signal. Information about the signal is made known electrically to the 
node but the signal itself remains in the optical domain. The routing information may be contained 
in the packet header or in some other form (i.e., wavelength, etc.). Header information can be trans-
mitted in several different ways. For example, the baseband header can be transmitted as a data field 
inside a packet either at the same bit rate as the data, or at a lower rate to relax the speed requirement 
on the electronics for header detection. It can also be located out-of-band either on a subcarrier on 
the same wavelength or on a different wavelength, altogether. 

The various functions that may be performed in an optical switching node include (1) address/
label recognition to determine the intended output port, (2) header updating or label swapping 
to prepare the packet header for the next node, (3) bit and/or packet synchronization to the local 
node to time the switching process, (4) routing-table caching as a reference for routing decisions, 
(5) output-port contention resolution via buffering and/or wavelength conversion, (6) signal 
monitoring to assess the signal quality, (7) signal regeneration to combat the accumulated distor-
tion of the signal, and (8) optical switching to direct packets to the appropriate output ports. 

It is very important to mention that in the past several years, data traffic has been growing at a 
much faster rate than voice traffic. Data traffic is “bursty” in nature, and reserving bandwidth for 
bursty traffic could be very inefficient. Circuit-switching networks are not optimized for this type 
of traffic. On the other hand, packet-switching networks require a complex processing unit and fast 
optical switches. Therefore, optical burst switching (OBS) was introduced to reduce the processing 
required for switching at each node and to avoid optical buffering. OBS is somewhere between packet 
switching and circuit switching with the switching period on the order of many packets. OBS takes 
advantage of time domain statistical multiplexing to utilize the large bandwidth of a single channel 
to transmit several lower-bandwidth bursty channels. At the network edge, packets are aggregated to 
generate bursts that are sent over the network core. In almost all OBS schemes, the header is sent sepa-
rately from the payload with an offset time that is dependent on the scheme.23,24 The header is sent to 
the switches, and the path is then reserved for the payload that follows. The loose coupling between 
the control packet and the burst alleviates the need for optical buffering and relaxes the requirement 
for switching speed.

Many challenging optical switching issues require solutions,25 such as routing control,26–28 contention 
resolution,29–40 and optical header processing.41–48 Most of these issues will relate to packet switching, 
although circuit switching will also require attention. Due to the limited space, we give only some 
references to facilitate further study by the reader.
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FIGURE 12 Passive optical tapping of an optical packet in order to determine routing 
information and allow a node to electronically control an optical switch.
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Network Reconfigurability

In addition to high capacity, the reconfigurable WDM network could offer flexibility and availabil-
ity. A reconfigurable network is highly desirable to meet the requirements of high bandwidth and 
bursty traffic in future networks. Through the reconfigurable network, service providers and net-
work operators could respond quickly and cost-effectively to new revenue opportunities. As shown 
in Fig. 9, a fixed add/drop multiplexing node can only process the signal(s) at a given wavelength 
or a group of wavelengths. While in the dynamic reconfigurable node, operators could add or drop 
any number of wavelengths. This added flexibility would save operating and maintenance costs and 
improve network efficiency. In general, a network is reconfigurable if it can provide the following 
functionality for multichannel operations: (1) channel add/drop and (2) path reconfiguration for 
bandwidth allocation or restoration. It appears that a reconfigurable network is highly desirable to 
meet the requirements of high bandwidth and bursty traffic in future networks. 

Since a reconfigurable network allows dynamic network optimization to accommodate changing 
traffic patterns, it provides more efficient use of network resources. Figure 13 shows blocking prob-
ability as a function of call arrival rate in a WDM ring network with 20 nodes.49 A configurable topol-
ogy can support 6 times the traffic of a fixed WDM topology for the same blocking probability. 

Among many different solutions, the reconfigurable optical add/drop multiplexers (ROADMs) 
have emerged as key building blocks for the next-generation WDM systems with the goal of any wave-
length anywhere. ROADMs add the ability to remotely switch traffic at the wavelength layer in WDM 
network, thus allowing individual data channels to be added or dropped without optical-electrical-
optical (O-E-O) conversion of all WDM channels.50–55 Figure 14 shows a few ROADM architectures 
based on different switching technologies: discrete switches or switch matrix plus filters [mux/switch/
demux, variable optical attenuators (VOA)]; wavelength blockers (WB); integrated planar lightwave 
circuits (iPLC); and wavelength-selective switches (WSS). With the exception of mux-switch-demux 
design, the devices are typically implemented in broadcast-and-select optical architectures with pas-
sive splitters in the pass-through path. A relevant attribute of ROADM technology is the integration 
of multiplexing/demultiplexing and switching into a single component. This integration can signifi-
cantly lower pass-through losses when compared with multiple discrete components.53

ROADM networks can deliver considerable operation benefits such as simplified planning and 
engineering, and improved network utilization. Its applications include optical multicast/broadcast, 
scalable colorless add/drop capacity, capacity/service upgrade without traffic disruption, cost-effective 
optical protection and restoration, and low cost of ownership.50,53

The key component technologies enabling network reconfigurability include wavelength-tunable 
lasers and laser arrays, wavelength routers, optical switches, OXCs, OADMs, optical amplifiers, and 
tunable optical filters, and the like. Although huge benefits are possible with a reconfigurable topology, 
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WDM FIBER-OPTIC COMMUNICATION NETWORKS  21.13

the path to reconfigurability is paved with various degrading effects. As shown in Fig. 4, the signal 
may pass through different lengths of fiber links due to the dynamic routing, causing some degrad-
ing effects in reconfigurable networks to be more critical than in static networks, such as nonstatic 
dispersion and nonlinearity accumulation due to reconfigurable paths, EDFA gain transients, chan-
nel power nonuniformity, cross-talk in optical switching and cross-connects, and wavelength drift 
of components. We will discuss some of these important effects in Sec. 21.3, followed by selected 
advanced technologies to dealing with these effects in WDM systems.

21.3 FIBER SYSTEM IMPAIRMENTS

One key benefit of reconfigurable WDM networks might be the transparency to bit rate, protocol 
and modulation format of all the various wavelength channels propagating in the system. However, 
key challenges exist when determining an optimum path through the network, since an optical 
wavelength might accumulate different physical impairments as it is switched through the network. 
These nonidealities will be imposed by both the transmission links and the optical switching nodes. 
Since system performance depends on many different optical impairments, a network-layer rout-
ing and wavelength assignment algorithm might rapidly provision a lightpath that cannot meet the 
signal-quality requirement.56–59 In this section, we will give a brief review of different physical-layer 
impairments, including fiber attenuation and power loss, fiber chromatic dispersion, fiber polariza-
tion mode dispersion, and fiber nonlinear effects. The management of both fiber dispersion and 
nonlinearities will also be discussed at the end of this section. Note that EDFA-related impairments, 
such as noise, fast power transients, and gain peaking in EDFA cascades will be described in Sec. 21.5.

Fiber Attenuation and Optical Power Loss

The most basic characteristic of a link is the power loss, which is caused by fiber attenuation and 
connections.60 Attenuation, defined as the ratio of the input power to the output power, is the loss of 
optical power as light travels along the fiber. Attenuation in an optical fiber is caused by absorption, 
scattering, and bending losses. The fundamental physical limits imposed on the fiber attenuation are 
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21.14  FIBER OPTICS

due to scattering off the silica atoms at shorter wavelengths and the material absorption at longer 
wavelengths. There are two minima in the loss curve: one near 1.3 μm and an even lower one near 
1.55 μm (see Fig. 1). Fiber bending can also induce power loss because radiation escapes through its 
bends. The bending loss is inversely proportional to the bend radius and is wavelength dependent. 

Power loss is also present at fiber connections, such as connectors, splices, and couplers. Coupling 
of light into and out of a small-core fiber is much more difficult to achieve than coupling electrical 
signals in copper wires since: (1) photons are weakly confined to the waveguide whereas electrons are 
tightly bound to the wire, and (2) the core of a fiber is typically much smaller than the core of an elec-
trical wire. First, light must be coupled into the fiber from a diverging laser beam, and two fibers must 
be connected to each other. Second, connecting two different fibers in a system must be performed 
with great care due to the small size of the cores. One wishes to achieve connections exhibiting: (1) low 
loss, (2) low back reflection, (3) repeatability, and (4) reliability. Two popular methods of connecting 
fibers are the permanent splice and the mechanical connector. The permanent “fusion” splice can be 
accomplished by placing two fiber ends near each other, generating a high-voltage electric arc which 
melts the fiber ends, and “fusing” the fibers together. Losses and back reflections tend to be extremely 
low, being less than 0.1 dB and less than −60 dB, respectively. Disadvantages of these fusion splices 
include (1) the splice is delicate and must be protected, and (2) the splice is permanent. Alternatively, 
there are several types of mechanical connectors, such as ST and FC/PC. Losses and back reflections 
are still fairly good, and are typically less than 0.3 dB and less than −45 dB, respectively. 

Low loss is extremely important since a light pulse must contain a certain minimum amount of power 
in order to be detected, such that “0” or “1” data bit can be unambiguously detected. If not for dispersion, 
we would clearly prefer to operate with 1.55 μm light due to its lower loss for long-distance systems.

Chromatic Dispersion

In fact, in any medium (other than vacuum) and in any waveguide structure (other than ideal infi-
nite free space), different electromagnetic frequencies travel at different speeds. This is the essence 
of chromatic dispersion. As the real fiber-optic world is rather distant from the ideal concepts of 
both vacuum and infinite free space, dispersion will always be a concern when one is dealing with 
the propagation of electromagnetic radiation through fiber. The velocity in fiber of a single mono-
chromatic wavelength is constant. However, data modulation causes a broadening of the spectrum 
of even the most monochromatic laser pulse. Thus, all modulated data has a nonzero spectral width 
which spans several wavelengths, and the different spectral components of modulated data travel 
at different speeds. In particular, for digital data intensity modulated on an optical carrier, chro-
matic dispersion leads to pulse broadening—which in turn leads to chromatic dispersion limiting 
the maximum data rate that can be transmitted through optical fiber (see Fig. 15). 

Considering that the chromatic dispersion in optical fibers is due to the frequency-dependent 
nature of the propagation characteristics for both the material and the waveguide structure, the speed 
of light of a particular wavelength l can be expressed as follows using a Taylor series expansion of the 
value of the refractive index as a function of the wavelength.
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where co is the speed of light in vacuum, lo is a reference wavelength, and the terms in ∂ ∂n/ λ and 
∂ ∂2 2n/ λ  are associated with the chromatic dispersion and the dispersion slope (i.e., the variation of 
the chromatic dispersion with wavelength), respectively. Transmission fiber has positive dispersion, 
that is, longer wavelengths see longer propagation delays. The units of chromatic dispersion are pico-
seconds per nanometer per kilometer, meaning that shorter time pulses, wider frequency spread due 
to data modulation, and longer fiber lengths will each contribute linearly to temporal dispersion. 
Figure 16 shows the dispersion coefficient, D (ps/nm.km), of a conventional single-mode fiber with 
the material and waveguide contributions plotted separately.60 For a given system, a pulse will disperse 
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WDM FIBER-OPTIC COMMUNICATION NETWORKS  21.15

more in time for a wider frequency distribution of the light and for a longer length of fiber. Higher 
data rates inherently have both shorter pulses and wider frequency spreads. Therefore, as network 
speed increases, the impact of chromatic dispersion rises precipitously as the square of the increase 
in data rate. The quadratic increase with the data rate is a result of two effects, each with a linear con-
tribution. On one hand, a doubling of the data rate makes the spectrum twice as wide, doubling the 
effect of dispersion. On the other hand, the same doubling of the data rate makes the data pulses only 
half as long (hence twice as sensitive to dispersion). The combination of a wider signal spectrum and 
a shorter pulse width is what leads to the overall quadratic impact—when the bit rate increases by a 
factor of 4, the effects of chromatic dispersion increase by a whopping factor of 16!61

vj
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Index of refraction (f )

Fourier
transform

vi vk

v = velocity

(b) Information bandwidth of data

fcarrier
Freq.Time

0 1 1 0 1 0

F [distance (bit rate)2]
ps/nm

km
(c) Temporal pulse spreading

Time

FIGURE 15 The origin of chromatic dispersion in data transmission. 
(a) Chromatic dispersion is caused by the frequency-dependent refractive index in 
fiber. (b) The nonzero spectral width due to data modulation. (c) Dispersion leads 
to pulse broadening, proportional to the transmission distance and the data rate. 
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FIGURE 16 Dispersion coefficient, D, as a function of wavelength 
in the conventional silica single-mode fiber.60
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21.16  FIBER OPTICS

The data rate and the data-modulation format can significantly affect the sensitivity of a system 
to chromatic dispersion. For example, the common non-return-to-zero (NRZ) data format, in which 
the optical power stays high throughout the entire time slot of a “1” bit, is more robust to chromatic 
dispersion than is the return-to-zero (RZ) format, in which the optical power stays high in only part 
of the time slot of a “1” bit. This difference is due to the fact that RZ data has a much wider channel 
frequency spectrum compared to NRZ data, thus incurring more chromatic dispersion. However, in 
a real WDM system, the RZ format increases the maximum allowable transmission distance by virtue 
of its reduced duty cycle (compared to the NRZ format) making it less susceptible to fiber nonlineari-
ties. We will discuss some robust modulation formats in Sec. 21.4 too.

A rule for the maximum distance over which data can be transmitted is to consider a broadening 
of the pulse equal to the bit period. For a bit period B, a dispersion value D and a spectral width Δl,
the dispersion-limited distance is given by 

L
D B D B cB BD =

⋅ ⋅
=

⋅ ⋅
∝1 1 1

2Δλ ( )
 (2)

(see Fig. 17). For example, for single mode fiber, D = 17 ps/nm⋅km, so for 10 Gb/s data the distance is 
LD equal to 52 km. In fact, a more exact calculation shows that for 60 km, the dispersion induced power 
penalty is less than 1 dB.62 The power penalty for uncompensated dispersion rises exponentially with 
transmission distance, and thus to maintain good signal quality, dispersion compensation is required.

Polarization-Mode Dispersion

Single-mode fibers actually support two perpendicular polarizations of the original transmitted signal 
(fundamental mode). In an ideal fiber (perfect) these two modes are indistinguishable, and have the 
same propagation constants owing to the cylindrical symmetry of the waveguide. However, the core of 
an optical fiber may not be perfectly circular, and the resultant ellipse has two orthogonal axes. The 
index-of-refraction of a waveguide, which determines the speed of light, depends on the shape of the 
waveguide as well as the glass material itself. Therefore, light polarized along one fiber axis travels at a 
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different speed as does light polarized along the orthogonal fiber axis (see Fig. 18). This phenomenon 
is called polarization mode dispersion (PMD). Fiber asymmetry may be inherent in the fiber from the 
manufacturing process, or it may be a result of mechanical stress on the deployed fiber. The inherent 
asymmetries of the fiber are fairly constant over time, while the mechanical stress due to movement 
of the fiber can vary, resulting in a dynamic aspect to PMD. Since the light in the two orthogonal axes 
travel with different group velocities, to the first order, this differential light speed will cause a temporal 
spreading of signals, which is termed the differential group delay (DGD).

Because of random variations in the perturbations along a fiber span, PMD in long fiber spans accu-
mulates in a random-walk-like process that leads to a square root of transmission-length dependence.63

Moreover, PMD does not have a single value for a given span of fiber. Rather, it is described in terms of 
average DGD, and a fiber has a distribution of DGD values over time. The probability of the DGD of a 
fiber section being a certain value at any particular time follows a maxwellian distribution (see Fig. 19). 
The probability of DGD = Δτ  given by

prob( ) expΔ Δ Δτ
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with mean value 〈 〉 =Δτ πα8/ . PMD is usually expressed in ps/km1/2 in long fiber spans, and the 
typical PMD parameter (Dp) is 0.1 to 10 ps/km1/2.64,65
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FIGURE 18 Illustration of polarization mode dispersion caused by imperfect round fiber 
core. An input optical pulse has its power transmitted on two orthogonal polarization modes, 
each arriving at different times.
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21.18  FIBER OPTICS

Today’s fiber has a very low PMD value and is well characterized. But there is still a small resid-
ual asymmetry in the fiber core. Moreover, slight polarization dependencies exist in discrete inline 
components such as isolators, couplers, filters, erbium-doped fiber, modulators, and multiplexers. 
Therefore, even under the best of circumstances, PMD still significantly limit the deployment of more 
than or equal to 40 Gb/s systems (see Fig. 20).67

Other polarization-related impairments, such as polarization-dependent loss (PDL), and polarization-
dependent gain (PDG), may also cause deleterious effects in a fiber transmission link.68 Moreover, the 
interaction between PMD and PDL/PDG may lead to significant overall performance degradation, 
which dramatically surpasses the result of adding the degradations induced by the two impairments 
independently.69–73 The readers can find more in-depth discussion in the related literatures.

Fiber Nonlinearities

Most nonlinear effects originate from the nonlinear refractive index of fiber. The refractive index 
not only depends on the frequency of light but also on the intensity (optical power), and it is related 
to the optical power as74

�n P n n I n n
P

Ao o( , ) ( ) ( )ω ω ω= + = +2 2
eff

 (4)

where no(w) is the linear refractive index of silica, n2 is the intensity-dependent refractive index coef-
ficient, P is the optical power inside the fiber, and Aeff is the effective mode area of the fiber. The 
typical value of n2 is 2.6 × 10−20 m2/W. This number takes into account the averaging of the polariza-
tion states of the light as it travels in the fiber. The intensity dependence of the refractive index gives 
rise to three major nonlinear effects.

Self-Phase Modulation A million photons “see” a different glass than does a single photon, and a 
photon traveling along with many other photons will slow down. Self-phase modulation (SPM) occurs 
because of the varying intensity profile of an optical pulse on a single WDM channel (see Fig. 21a). 
This intensity profile causes a refractive index profile and, thus, a photon speed differential. The result-
ing phase change for light propagating in an optical fiber is expressed as

ΦNL eff= γ PL  (5)
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where the quantities g and Leff are defined as

γ
π

λ
=

2 2n

Aeff

  and  L
e L

eff = − −1 α

α
 (6)

where a is the fiber attenuation loss, Leff is the effective nonlinear length of the fiber that accounts for 
fiber loss, and g is the nonlinear coefficient measured in radians per kilometer per watt. A typical range of 
values for g is about 10−30 rad/km ⋅ W. Although the nonlinear coefficient is small, the long transmission 
lengths and high optical powers that have been made possible by the use of optical amplifiers can cause a 
large enough nonlinear phase change to play a significant role in state-of-the-art lightwave systems.

Cross-Phase Modulation When considering many WDM channels copropagating in a fiber, pho-
tons from channels 2 through N can distort the index profile that is experienced by channel 1. The 
photons from the other channels “chirp” the signal frequencies on channel 1, which will interact 
with fiber chromatic dispersion and cause temporal distortion (see Fig. 21b). This effect is called 
cross-phase modulation (XPM). In a two-channel system, the frequency chirp in channel 1 due to 
power fluctuation within both channels is given by

Δ
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dt
L

dP

dt
L

dP

dt
= = +NL

eff effγ γ1 22  (7)

where, dP1/dt and dP2/dt are the time derivatives of the pulse powers of channels 1 and 2, respec-
tively. The first term on right hand side of the above equation is due to SPM, and the second term is 
due to XPM. Note that the XPM-induced chirp term is double that of the SPM-induced chirp term. 
As such, XPM can impose a much greater limitation on WDM systems than can SPM, especially in 
systems with many WDM channels.

Four-Wave-Mixing The optical intensity propagating through the fiber is related to the electric 
field intensity squared. In a WDM system, the total electric field is the sum of the electric fields of each 
individual channel. When squaring the sum of different fields, products emerge that are beat terms 

(a)

n2

n1
n1

Time

(b)

l2
l2

l1 l1

n0 n 0́

TimeTime

Time

FIGURE 21 (a) Self-phase modulation: the photons in the 
pulse “see” different refraction index and (b) cross-phase modulation: 
the glass that a photon in the l2 pulse “sees” changes as other channels 
(with potentially varying power) move to coincide with the l2 pulse.
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21.20  FIBER OPTICS

at various sum and difference frequencies to the original signals. Figure 22 depicts that if a WDM 
channel exists at one of the four-wave-mixing (FWM) beat-term frequencies, the beat term will 
interfere coherently with this WDM channel and potentially destroy the data.

Other Nonlinear Effects The nonlinear effects described above are governed by the power depen-
dence of refractive index, and are elastic in the sense that no energy is exchanged between the 
electromagnetic field and the dielectric medium. A second class of nonlinear effects results from 
stimulated inelastic scattering in which the optical field transfers part of its energy to the nonlinear 
medium. Two important nonlinear effects fall in this category:74 (1) stimulated Raman scattering 
(SRS) and (2) stimulated Brillouin scattering (SBS). The main difference between the two is that 
optical phonons participate in SRS, while acoustic phonons participate in SBS. In a simple quan-
tum-mechanical picture applicable to both SRS and SBS, a photon of the incident field is annihi-
lated to create a photon at a downshifted frequency. The downshifted frequency range where new 
photons can be generated is approximately 30 THz in SRS and only approximately 30 MHz in SBS. 

The fiber nonlinearities, including SPM, XPM, FWM as well as stimulated scattering, will start 
to degrade the optical signals when the optical power in fiber becomes high. An important param-
eter when setting up spans in optical systems is the launch power to the fiber. The power must be 
large enough to provide an acceptable optical signal-to-noise ratio (OSNR) at the output of the span 
but below the limit where excited fiber nonlinearities distort the signal. The specific limit depends on 
several different factors such as the type of fiber used, the bit rate, amplifier spacing, and the applied 
dispersion map. In dense WDM systems, the trade-off relationship between OSNR degradation by 
accumulation of amplified spontaneous emission (ASE) noise from optical amplifiers and nonlinear 
waveform-distortion in transmission fibers determines the optimum transmission power and together 
they limit the regenerative repeater spacing.76

Dispersion and Nonlinearities Management 

In this section, we will address the concepts of chromatic dispersion and fiber nonlinearities man-
agement followed by some examples highlighting the need for tunability to enable robust optical 
WDM systems in dynamic environments.
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In the preceding section, we saw that although chromatic dispersion is generally considered a nega-
tive characteristic, it is not always bad for fiber transmission. It is, in fact, a necessary evil for the deploy-
ment of WDM systems. When the fiber dispersion is near zero in a WDM system, different channels 
travel at almost the same speed. Any nonlinear effects that require phase matching between the differ-
ent wavelength channels will accumulate at a higher rate than if wavelengths travel at widely different 
speeds (the case of higher dispersion fiber). Therefore, it may not be a good idea to reduce the fiber 
dispersion to zero by using dispersion-shifted fiber, which has both the dispersion zero and the loss 
minimum located at 1.55 μm. As an alternative, we keep the local dispersion along the transmission link 
high enough to suppress nonlinear effects, while managing the total dispersion of the link to be close to 
zero, as shown in Fig. 23. This is a very powerful concept: at each point along the fiber the dispersion has 
some nonzero value, eliminating FWM and XPM, but the total dispersion at the end of the fiber link is 
zero, so that no pulse broadening is induced. The most advanced systems require periodic dispersion 
compensation, as well as pre- and postcompensation (before and after the transmission fiber). 

The addition of negative dispersion to a standard fiber link has been traditionally known as “dispersion 
compensation,” however, the term “dispersion management” is more appropriate. Standard single-
mode fiber (SMF) has positive dispersion, but some new varieties of nonzero dispersion-shifted fiber 
(NZDSF) come in both positive and negative dispersion varieties, as shown in Fig. 24. Reverse dispersion 
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fiber is also now available, with a large dispersion comparable to that of SMF, but with the opposite 
sign. When such flexibility is available in choosing both the magnitude and sign of the dispersion of 
the fiber in a link, dispersion-managed systems can fully be optimized to the desired dispersion map 
using a combination of fiber and dispersion compensation devices (see Fig. 24). Dispersion is a linear 
process, so the first-order-dispersion maps can be understood as linear systems. However, the effects 
of nonlinearities cannot be ignored, especially in WDM systems with many tens of channels where 
the launch power may be very high. In particular, in systems deploying dispersion compensating fiber 
(DCF), the large nonlinear coefficient of the DCF can dramatically affect the dispersion map. We will 
review and highlight a few different dispersion management solutions in the following sections.

Fixed Dispersion Compensation From a systems point of view, there are several requirements for 
a dispersion compensating module: low loss, low optical nonlinearity, broadband (or multichannel) 
operation, small footprint, low weight, low power consumption, and clearly low cost. It is unfortu-
nate that the first dispersion compensation modules, based on DCF only met two of these require-
ments: broadband operation and low power consumption. On the other hand, several solutions have 
emerged that can complement or even replace these first-generation compensators.

Dispersion compensating fiber One of the first dispersion compensation techniques was to 
deploy specially designed sections of fiber with negative chromatic dispersion. The technology for 
DCF emerged in the 1980s and has developed dramatically since the advent of optical amplifiers 
in 1990. DCF is the most widely deployed dispersion compensator, providing broadband opera-
tion and stable dispersion characteristics, and the lack of a dynamic, tunable DCF solution has not 
reduced its popularity.77 In general, the core of the average DCF is much smaller than that of stan-
dard SMF, and beams with longer wavelengths experience relatively large changes in mode size (due 
to the waveguide structure) leading to greater propagation through the cladding of the fiber, where 
the speed of light is greater than that of the core. This leads to a large negative dispersion value. 
Additional cladding layers can lead to improved DCF designs that can include negative dispersion 
slope to counteract the positive dispersion slope of standard SMF.

In spite of its many advantages, DCF has a number of drawbacks. First of all, it is limited to a fixed 
compensation value. In addition, DCF has a weakly guiding structure and has a much smaller core 
cross-section, approximately 19 μm2, compared to the 85 μm2 (approximately) of SMF. This leads to 
higher nonlinearity, higher splice losses, as well as higher bending losses. Secondly, the length of DCF 
required to compensate for SMF dispersion is rather long, about one-fifth of the length of the trans-
mission fiber for which it is compensating. Thus DCF modules induce loss, and are relatively bulky 
and heavy. The bulk is partly due to the mass of fiber, but also due to the resin used to hold the fiber 
securely in place. Another contribution to the size of the module is the higher bending loss associ-
ated with the refractive index profile of DCF; this limits the radius of the DCF loop to 6 to 8 inches, 
compared to the minimum bend radius of 2 inches for SMF.

Traditionally, DCF-based dispersion compensation modules are usually located at amplifier sites. 
This serves several purposes. First, amplifier sites offer relatively easy access to the fiber, without 
requiring any digging or unbraiding of the cable. Second, DCF has high loss (usually at least double 
that of standard SMF), so a gain stage is required before the DCF module to avoid excessively low 
signal levels. DCF has a cross section 4 times smaller than SMF, hence a higher nonlinearity, which 
limits the maximum launch power into a DCF module. The compromise is to place the DCF in the 
midsection of a two-section EDFA. This way, the first stage provides pre-DCF gain, but not to a 
power level that would generate excessive nonlinear effects in the DCF. The second stage amplifies 
the dispersion compensated signal to a power level suitable for transmission through the fiber link. 
This launch power level is typically much higher than the one that could be transmitted through DCF 
without generating large nonlinear effects. Many newer dispersion compensation devices have better 
performance than DCF, in particular lower loss and lower nonlinearities. For this reason, they may 
not have to be deployed at the midsection of an amplifier. 

Chirped fiber bragg gratings Fiber Bragg gratings (FBGs) have emerged as major components 
for dispersion compensation because of their low loss, small footprint, and low optical nonlinearities.78
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When the periodicity of the grating is varied along its length, the result is a chirped grating which 
can be used to compensate for chromatic dispersion. The chirp is understood as the rate of change 
of the spatial frequency as a function of position along the grating. In chirped gratings the Bragg 
matching condition for different wavelengths occurs at different positions along the grating length. 
Thus, the roundtrip delay of each wavelength can be tailored by designing the chirp profile appro-
priately. Figure 25 compares the chirped FBG with uniform FBG. In a data pulse that has been 
distorted by dispersion, different frequency components arrive with different amounts of relative 
delay. By tailoring the chirp profile such that the frequency components see a relative delay which 
is the inverse of the delay of the transmission fiber, the pulse can be compressed back. The disper-
sion of the grating is the slope of the time delay as a function of wavelength, which is related to 
the chirp. An optical circulator is traditionally used to separate the reflected output beam from the 
input beam.

The main drawback of Bragg gratings is that the amplitude profile and the phase profile as a func-
tion of wavelength have some amount of ripple. Ideally, the amplitude profile of the grating should 
have a flat (or rounded) top in the passband, and the phase profile should be linear (for linearly 
chirped gratings) or polynomial (for nonlinearly chirped gratings). The grating ripple is the deviation 
from the ideal profile shape. Considerable effort has been expended on reducing the ripple. While 
early gratings were plagued by more than 100 ps of ripple, published results have shown vast improve-
ment to values close to ±3 ps.

Ultimately, dispersion compensators should accommodate multichannel operation. Several WDM 
channels can be accommodated by a single chirped FBG in one of two ways: fabricating a much longer 
(i.e., meters-length) grating, or using a sampling function when writing the grating, thereby creating 
many replicas of transfer function of the FBG in the wavelength domain.79

Tunable Dispersion Compensation

The need for tunability In a perfect world, all fiber links would have a known, discrete, and 
unchanging value of chromatic dispersion. Network operators would then deploy fixed dispersion 
compensators periodically along every fiber link to exactly match the fiber dispersion. Unfortunately, 
several vexing issues may necessitate that dispersion compensators have tunability, that is, they have 
the ability to adjust the amount of dispersion to match system requirements.

First, there is the most basic business issue of inventory management. Network operators typi-
cally do not know the exact length of a deployed fiber link nor its chromatic dispersion value. 
Moreover, fiber plants periodically undergo upgrades and maintenance, leaving new and nonexact 
lengths of fiber behind. Therefore, operators would need to keep in stock a large number 
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21.24  FIBER OPTICS

of different compensator models, and even then the compensation would only be approximate. 
Second, we must consider the sheer difficulty of 40 Gb/s signals. The tolerable threshold for accu-
mulated dispersion for a 40 Gb/s data channel is 16 times smaller than that at 10 Gb/s. If the com-
pensation value does not exactly match the fiber to within a few percent of the required dispersion 
value, then the communication link will not work. Tunability is considered a key enabler for this 
bit rate (see Fig. 26). Third, the accumulated dispersion changes slightly with temperature, which 
begins to be an issue for 40 Gb/s systems and 10 Gb/s ultralong haul systems. In fiber, the zero-
dispersion wavelength changes with temperature at a typical rate of 0.03 nm/°C. It can be shown 
that a not-uncommon 50°C variation along a 1000-km 40-Gb/s link can produce significant deg-
radation (see Fig. 27). Fourth, we are experiencing the dawn of reconfigurable optical networking. 
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FIGURE 26 The need for tunability. The tolerance of OC-768 systems to chromatic 
dispersion is 16 times lower than that of OC-192 systems. Approximate compensation by 
fixed in-line dispersion compensators for a single channel may lead to rapid accumulation 
of unacceptable levels of residual chromatic dispersion.
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FIGURE 27 Accumulated dispersion changes as a function 
of the link length and temperature fluctuation along the fiber link.
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In such systems, the network path, and therefore the accumulated fiber dispersion, can change. It is 
important to note that even if the fiber spans are compensated for span-by-span, the pervasive use 
of compensation at the transmitter and receiver suggests that optimization and tunability based on 
path will still be needed.

Other issues that increase the need for tunability include (1) laser and (de)mux wavelength drifts 
for which a data channel no longer resides on the flat-top portion of a filter, thereby producing a chirp 
on the signal that interacts with the fiber’s chromatic dispersion, (2) changes in signal power that 
change both the link’s nonlinearity and the optimal system dispersion map, and (3) small differences 
that exist in transmitter-induced signal chirp.

Approaches to tunable dispersion compensation A host of techniques for tunable dispersion 
compensation have been proposed in recent years. Some of these ideas are just interesting research 
ideas, but several have strong potential to become viable technologies. We will discuss FBG-based 
technology as an example.

If a FBG has a refractive-index periodicity that varies nonlinearly along the length of the fiber, it 
will produce a time delay that also varies nonlinearly with wavelength (see Fig. 28). Herein lays the 
key to tunability. When a linearly chirped grating is stretched uniformly by a single mechanical ele-
ment, the time delay curve is shifted toward longer wavelengths, but the slope of the ps versus nm 
curve remains constant at all wavelengths within the passband. When a nonlinearly chirped grating is 
stretched, the time delay curve is shifted toward longer wavelengths, but the slope of the ps versus nm 
curve at a specific channel wavelength changes continuously.80

Another solution was also reported, which is based on differential heating of the substrate. The 
thermal gradient induced a chirp gradient, which could be altered electrically81 and has a major 
advantage: no moving parts. However, this is countered by the disadvantage of slow tuning, limited 
to seconds or minutes. Additionally, the technology requires accurate deposition of a thin film of 
tapered thickness. The process of deposition of the tapered film seems to have some yield issues, 
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21.26  FIBER OPTICS

making it rather difficult to manufacture. A 32-channel, 100-GHz channel spacing, FBG-based tunable 
dispersion compensator is demonstrated recently, with ±400 ps/nm range.82 The parameters of the 
compensator are shown in Fig. 29. We can see that the tunable dispersion compensator exhibits uniform 
channel profiles, with flat top, steep edges, and low crosstalk. 

Although currently no technology is a clear winner, the trend of dispersion compensation is 
toward tunable devices, or even actively self-tunable compensators, and such devices will allow system 
designers to cope with the shrinking system margins and with the emerging rapidly reconfigurable 
optical networks. 

Electronic Solutions It is worth to mention that some of the most promising solutions of disper-
sion are electronic signal processing such as electronic equalizers and forward error correction 
(FEC) coding.83,84 The electronic equalizers rely on post-detection signal processing including filter-
ing and adaptive signal processing to sharpen up distorted data pulses. Because the detection itself 
is nonlinear, the job of compensating for the linear distortions of chromatic dispersion is quite a bit 
more complicated. Many of the high-performance 40 Gb/s systems also incorporate FEC coding. 
Such coding adds some redundancy into the bits of a data stream to more easily find and correct 
errors. FEC is implemented using electronic chips, and it adds a system power margin that can ease 
the deleterious problems associated with fiber nonlinearities, chromatic dispersion, signal-to-noise 
ratio, and PMD. Note that electronic processing is potentially very cheap, and much easily scalable 
to large volume production, at least at data less than 10 Gb/s.

Analog equalizers that can combat the distortion produced by chromatic dispersion and PMD 
have been demonstrated at bit rates up to 43 Gb/s.85 Hardware-implemented maximum likelihood 
sequence estimation (MLSE) has been demonstrated to reduce penalties from intersymbol interfer-
ence and to extend the chromatic-dispersion-limited transmission length.86,87 Using electrical pre-
equalization, 10-Gb/s transmission is demonstrated over 5120-km SMF without optical dispersion 
compensation.88 The electrically precompensating transmitter is shown in Fig. 30a and Fig. 30b shows 
the BER measurement after transmission.

Another greatest trend in electronic signal processing for optical transmission is digital sam-
pling and signal processing techniques for optical receivers.89 Digital sampling techniques move 
several of the largest problems in optical transmission into the electrical domain. High-speed sam-
pling followed by offline processing has been used in most experimental demonstrations of coher-
ent detection with digital signal processing.90–93 It is still challenging for the benefits of coherent 
detection and digital signal processing to outweigh the cost of implementing real-time processing 
at high data rates.
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21.4 OPTICAL MODULATION FORMATS 
FOR WDM SYSTEMS

Most of current fiber systems use binary modulation with error-control coding schemes. The spec-
tral efficiency cannot exceed 1 b/s ⋅ Hz per polarization regardless of detection technique. With the 
increase of bit rate and decrease of channel spacing in WDM systems, higher special efficiency is 
required. To achieve spectral efficiencies above 1 b/s ⋅ Hz and increase overall capacity of a WDM 
transmission system, more advanced modulation formats will be needed. The types of data modula-
tion formats also have substantial impacts on fiber impairments. Due to the fact that optical signals 
propagating in fibers offer several degrees of freedom, including amplitude, frequency, phase, polar-
ization, and time, intense research efforts have been made toward the combination coding over these 
degrees of freedom as a means to increase fiber transmission capacity, especially as a way to combat 
or benefit from fiber impairments. In this section, we will discuss the optical modulation formats of 
digital signals in WDM systems. We will highlight a few examples and present their advantages and 
disadvantages based on fiber system performance characterization.

Basic Concepts

The digital signal, which may be modulated at approximately gigabits per second rates, is being 
transmitted on an optical carrier wave whose frequency is in the multiterahertz regime. This optical 
carrier wave, A(t), has an intensity amplitude, A0, an angular frequency, wc, and a phase f:94

A t A c( ) cos( )= +0 ω φ  (8)
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FIGURE 30 Ten Gb/s transmission over 5120-km SMF without optical dispersion 
compensation using electrical preequalization: (a) electrically precompensating trans-
mitter and (b) BER versus OSNR after transmission.88
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21.28  FIBER OPTICS

A binary digital signal implies transmitting two different quantities of anything which can subse-
quently be detected as representing a “1” and “0,” that is, we can transmit blue and red, and this can 
represent “1” and “0” in the receiver electronics if blue and red can be distinguished. We can therefore 
modulate either the amplitude, frequency, or phase of the optical carrier between two different values 
to represent either a “1” or “0,” known respectively as amplitude-, frequency-, and phase-shift keying 
(ASK, FSK, and PSK), with the other two variables remaining constant:

A t A m A tcASK( ) [ ( )]cos( )= + +0 Δ ω φ m = {−
+

1 0
1 1

," "
," "

A t A m tcFSK( ) cos{[ ( )] }= + +0 ω ω φΔ

A A t mcPSK = + +0 cos[ ( )]ω φ π  (9)

where ΔA is the amplitude modulation and is less than A0, and Δw is the FSK frequency deviation. 
ASK has two different light amplitude levels; FSK has two different optical carrier wavelengths; and 
PSK has two different phases which can be detected as an amplitude change in the center of the bit 
time for which a “1” or “0” bit can be determined. It is important to emphasize that the differential-
phase-shift-keying (DPSK) format, in which the phase of the preceding bit is used as a relative phase 
reference, has been reemerged in the last few years due to its less OSNR requirement and robustness 
to fiber nonlinearities.95–97 The DPSK modulation signal is not the binary code itself, but a code that 
records changes in the binary stream. The PSK signal can be converted to a DPSK signal by the fol-
lowing rules: a “1” in the PSK signal is denoted by no change in the DPSK, a “0” in the PSK signal is 
denoted by a change in the DPSK signal. For a DPSK signal, optical power appears in each bit slot, 
and can occupy the entire bit slot (NRZ-DPSK) or can appear as an optical pulse (RZ-DPSK).

Figure 31 shows the impression of a simple digital signal on the optical carrier. These three for-
mats can be implemented by appropriately changing the optical source, whether by modulating the 
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FIGURE 31 ASK, FSK, and PSK (DPSK) time modulation while employing an 
optical carrier wave.
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light amplitude, laser output wavelength, or using an external phase shifter. ASK is important since 
it is the simplest to implement, FSK is important because a smaller chirp is incurred when direct 
modulation of a laser is used, and PSK is important because it, in theory, requires the least amount of 
optical power to enjoy error-free data recovery.98

It should be mentioned that ASK, which is by far the most common form, is called on-off-keying 
(OOK) if the “0” level is really at zero amplitude. Figure 32 shows NRZ and RZ OOK. NRZ is the 
simplest format in which the amplitude level is high during the bit-time if a “1” is transmitted and 
is low if a “0” is transmitted. RZ format requires that a “1” always return to the low state during the 
bit-time even when two “1”s are transmitted in sequence, whereas the “0” bit remains at a low level. 
This eliminates the possibility of a long string of “1”s producing a constant high level but does not 
eliminate a long string of “0”s from producing a constant low level. The main attraction of the RZ 
format is its demonstrated improved immunity to fiber nonlinearities relative to NRZ. Note that the 
frequency of the optical carrier is so high that the optical detector, whose electronic bandwidth is 
usually << 100 GHz, will not detect it and only the envelope of the gigabits per second data will be 
electrically recovered. 

Once a signal has been modulated and transmitted, it must be accurately detected. Two detection 
schemes include direct detection and coherent detection.99,100 Direct detection can be used for ASK 
and FSK modulation. PSK generally requires complicated coherent detection, which is based on mix-
ing of two light waves to detect the phase information.

Direct detection, which is by far the simpler of the two schemes, involves detecting the amount 
of optical power incident on the optical detector. Direct detection of an ASK (or OOK) signal, 
that is, light “on” or light “off,” is extremely simple to accomplish using a detector and a high-
bandwidth power meter (see Fig. 33a). This ASK signal is recovered by a detector of a certain elec-
trical low-pass-filtering bandwidth. The electrical spectrum of the recovered ASK signal, which 
is sent in random NRZ format and can be measured on an RF spectrum analyzer, is shown in 
Fig. 33b. Only the first lobe of RF spectrum is necessary for recovering the data since only the 
transition edges would be affected by cutting off the higher lobes. The first lobe is considered the 
baseband signal representing the data stream.101 It is important to mention that the sensitivity of 
a direct detection receiver can be improved significantly by using a low noise optical preamplifier 
that is just before the photodetector. The output of the optical amplifier needs to be high enough 
so that at the photodetector the noise is dominated by the signal-spontaneous beat noise of the 
optical preamplifier.
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FIGURE 32 Modulation formats: (a) NRZ (non-return-to-zero) modulation format 
and (b) RZ (return-to-zero) modulation format.
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Carrier-Suppressed Return-to-Zero and Duobinary

It is important to note that the type of data modulation formats have substantial impacts on the 
fiber dispersive and nonlinear effects. Some of these formats carry information through OOK, but 
also modulate the optical phase in a noninformation-bearing way in order to enhance the signals’ 
robustness to chromatic dispersion, optical filtering, and/or nonlinearities. This group includes for-
mats such as optical duobinary, chirped return-to-zero (CRZ), and alternating-phase OOK formats 
such as carrier-suppressed return-to-zero (CS-RZ). We will highlight a few examples here and present 
their advantages and disadvantages based on fiber system performance characterization.

CS-RZ optical signals have the feature of presenting bits that are p phase-shifted relative to neigh-
boring bits such that on average all the phases cancel each other out for a net phase of zero. A CSRZ 
optical data stream may consist of a plurality of pulses where half of the pulses have an alternating 
phase relationship with the other half of the pulses, which leads to carrier suppression, as shown in 
Fig. 34a. Because of this phase inversion between adjacent bit periods that reduces interbit interfer-
ence, CSRZ signals show increased tolerance dispersion and nonlinear penalties (see Fig. 34b).102

The CS-RZ format can be generated by using a sinusoidal signal to drive the Mach-Zehnder modu-
lator; the drive frequency is one half of the bit rate (fr/2) and the amplitude is 2Vp . As shown in Fig. 35, 
the generated pulse has the repetition rate of fr , and the phase of the pulses alternates between 0 and p.

Optical duobinary has been proven more resilient to dispersion for more than 10 Gb/s data and 
is reasonably simple to implement. As shown in Fig. 36, optical duobinary signal is commonly gen-
erated by applying a baseband duobinary (three-level) electrical signal to the RF input of a lithium 
niobate (LiNbO3) Mach-Zehnder modulator biased at maximum distinction (at Vp). The result is a 
binary, intensity-modulated optical signal, with a duobinary-modulated optical electric field caused 
by p-radian shift. With a zero (ck = 1) input, no light is transmitted, but the +1 (ck = 2) and −1(ck = 0) 
inputs are transmitted as +E and −E electrical fields. While this is a three-level signal in terms of the 
electric field, it is a two-level signal in terms of optical power. The same receiver that is used for a NRZ 
modulation scheme can be used for duobinary modulation. The power detector squares the electric 
field to detect power and hence the +E and –E outputs of the fiber get mapped to the same power level 
and are detected as logical 1s. Note that the received data is the invert of the original binary input. This 
choice significantly reduces the complexity of the receiver (the first optical duobinary system used a 
mapping that requires three levels of optical power). One of the key components is a driver that can 
produce a voltage swing of 2Vp V at high data rates such as more than 10 Gb/s in order to drive the 
Mach-Zehnder modulator. 
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FIGURE 33 (a) Direct detection optical system and (b) baseband signal of a directly-
detected NRZ signal.
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FIGURE 34 (a) Optical spectra of CS-RZ and RZ formats and (b) 40 Gb/s CSRZ 
and RZ pulses under different dispersion values.102
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The combination of the duobinary encoder and the above mapping of electric fields help reduce 
the effects of dispersion in the fiber. The pulses spread out as they travel down the fiber. In an NRZ 
scheme, a data sequence of 1 0 1 is mapped onto the optical domain as +E 0 +E. In the encoded duobi-
nary sequence, a 1 0 1 sequence cannot occur, but a 1 0 −1 does occur, which is mapped to +E 0 −E in 
the optical domain. The effect of dispersion in the two cases is shown in Fig. 37, which depicts why the 
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resulting dispersion is less in the case of duobinary modulation. Figure 37 also shows an experimental 
result that optical duobinary technique expands the transmission distance to more than 150 km 
SMF for 10 Gb/s data.103

The optical duobinary technique has been proven in experiment to expand the usable bandwidth 
and transmission distance in a four-channel multiplexed 40-Gb/s-based WDM system without indi-
vidual channel dispersion slope compensation. That 160-Gb/s WDM transmission using four 40-Gb/s 
optical duobinary channels over a 100-km DSF is successful by virtue of the high dispersion tolerance of 
the optical duobinary signal.104 Furthermore, the narrow optical spectrum of optical duobinary signals 
provides high spectral efficiency and reduces the coherent crosstalks in the ultradense WDM system.105

DPSK and DQPSK

With the transmission capacity increases in WDM systems, PSK systems regain much interest in 
recent years. As we mentioned in the early section, PSK formats carry the information in the optical 
phase itself and DPSK formats carry the information in optical phase changes between bits. Since 
photodetector is inherently insensitive to the optical phase; a detector only converts the optical sig-
nal power into an electrical signal, directly detecting PSK signal is impractical due to the lack of an 
absolute phase reference. Therefore, PSK systems generally require complicated coherent detection 
which needs a local oscillator (laser) to mix with the received signal light.106 However, we can detect 
the DPSK signal using a 1-bit delayed Mach-Zehnder interferometer followed by a balanced direct-
detection system. A DPSK signal records the phase changes in the binary stream. Thus the demodu-
lator only needs to determine these changes in the coming signal phase. A typical balanced DPSK 
receiver is shown in Fig. 38. The optical DPSK signal is first sent to a Mach-Zehnder interferometer 
(MZI) with the 1-bit period differential delay between the two arms. The MZI lets two adjacent bits 
interfere with each other at its output ports. This interference leads to the presence (absence) of 
power at an MZI output port if two adjacent bits interfere constructively (or destructively) with 
each other. Thus, the preceding bit in a DPSK-encoded bit stream acts as the phase reference for the 
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current bit. No phase change between these two bits will generate a “1” (or “0”) at the constructive 
port (or destructive port). Recall the generation of DPSK from PSK signals, this process is exactly 
the reverse process. Ideally, one of the MZI output ports is adjusted for destructive interference in 
the absence of phase modulation (destructive port), while the other output port then automatically 
exhibits constructive interference due to energy conservation (constructive port). For the same rea-
son, the two MZI output ports will carry identical, but logically inverted data streams under DPSK 
modulation.95

Using the balanced direct-detection scheme, the DPSK system has the advantage of requiring a 
lower OSNR than OOK to reach a given BER. Intuitively, this can be understood by comparing the 
signal constellations for DPSK and OOK.99 To achieve the same symbol distance, the average optical 
power in DPSK is only half as compared to OOK. At 40 Gb/s, a sensitivity of about 38 photons/bit 
has been reported using RZ-DPSK.107 This is approximately 3 dB better than the best OOK results 
of 78 photons/bit.108 The lower OSNR requirement of DPSK can be used to extend transmission 
distance, reduce optical power requirements, or relax component specifications. Both numerical 
simulations and experiments have also shown DPSK to be more robust to some nonlinear effects 
than OOK97 due to the following facts: (1) the optical power is evenly distributed (power is present 
in every bit slot for DPSK, which reduces bit-pattern-dependent nonlinear effects), and (2) the 
optical peak power is 3 dB lower for DPSK than for OOK for the same average optical power. Figure 39 
shows the simulation results of comparison of the transmission of 43 Gb/s signals, NRZ, CSRZ and 
RZ-DPSK.109

To further increase the bit rates and spectral efficiency in WDM systems, an extension to dif-
ferential quadrature phase-shift keying (DQPSK) is introduced.95 It transmits the four phase shifts 
{0, p/2, −p/2, p} at a symbol rate of half the aggregate bit. DQPSK requires relatively complicated 
transmitter and receiver. As shown in Fig. 40, the transmitter consists of two parallel DPSK modula-
tors that are integrated together in order to achieve phase stability. The receiver essentially consists 
of two DPSK receivers, although the phase difference in the arms of the delay interferometers is now 
set to p/4 and −p/4. 

As compared to DPSK, the required OSNR to reach a given BER is increased by about 1 to 2 dB, 
depending on the BER.110 Also, the frequency offset tolerance between the laser and the delay inter-
ferometer is about 6 times less than for DPSK,111 making the delay interferometer design and stabili-
zation somewhat challenging. The benefit of DQPSK is that, for the same data rate, the symbol rate 
is reduced by a factor of two. Consequently, the spectral occupancy is reduced, the transmitter and 
receiver bandwidth requirements are reduced, and the chromatic dispersion and PMD limitations are 
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FIGURE 39 Comparison of 43 Gb/s signals, NRZ, CSRZ, and RZ-DPSK, with channel spacing of 
75 GHz, (a) after 1200 km NZ-DSF (dispersion = 8 ps/nm ⋅ km) transmission and (b) at the optimum 
fiber input power. The broken line indicates the 11.8-dB Q-factor that corresponds a BER of 10−15 after 
Reed Solomon (255, 239) forward error correction.109
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extended. The tolerance of DQPSK signal to PMD enables polarization-multiplexed data transmis-
sion to increase the spectral efficiency further. As shown in Fig. 41, a recent experiment demonstrated 
of 1.6-b/s ⋅ Hz spectrally efficient transmission over 1700-km single-mode fiber, using 40-channel 
85.6-Gb/s (totally 3.2-Tb/s) polarization-multiplexed RZ-DQPSK.112

Even higher spectral efficiency can be achieved using various combinations of phase- and amplitude-
shift keying.113–115 Such multilevel modulation can also improve system tolerance to chromatic 
dispersion and PMD. However, these schemes quickly become quite complicated to implement, 
require higher OSNR, and are sensitive to nonlinear phase noise. 
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Table 1 gives an overview of some key characteristics of the optical modulation formats.116 The 
second and third columns summarize the transmitter and receiver hardware complexities, respec-
tively, in terms of the optoelectronic component requirements. The fourth column specifies required 
OSNR for BER equal to 10−3 based on BER simulations that properly take into account the non-
gaussian noise statistics of beat-noise-limited detection. The assumed 42.7 Gb/s are representative of 
a 40-Gb/s per-channel bit rate, including a 7 percent overhead for FEC, as standardized for terrestrial 
fiber transmission systems. The fifth column quantifies the accumulated chromatic dispersion that 
yields a 2-dB penalty in OSNR, and the sixth column quantifies the tolerance (1-dB OSNR penalty) 
of different modulation formats to the first-order PMD.

While actually measured values for required OSNR may differ somewhat from the numbers given in 
Table 1 due to various optical and electronic hardware implementation aspects, some general facts are

 1. RZ formats in general require 1 to 3 dB less OSNR for identical BER than their NRZ equivalents, 
which is mostly due to the reduced impact of intersymbol interference (ISI) on RZ formats.

 2. Using DPSK instead of intensity modulation, OSNR requirements are significantly reduced. 
The gain of balanced-detection DPSK over OOK is generally independent of the target BER and 
typically amounts to around 3 dB. Depending on the modulation waveforms, extinction ratios, 
and optical as well as electrical filters, the gain of DPSK can also even exceed 3 dB.

 3. DQPSK requires only 1 to 1.5 dB higher OSNR than DPSK at poor BER (e.g., 10−3), though the 
OSNR gap between DPSK and DQPSK increases at good BER (e.g., 10−12).117 The good OSNR 
performance at FEC error ratios makes DQPSK an attractive candidate for optically routed net-
works that require narrow optical signal spectra.118

 4. Duobinary and DQPSK have significantly better dispersion tolerance than other formats due to 
their narrower spectra.

 5. For most modulation formats, a 1-dB penalty occurs at a DGD between 30 and 40 percent of 
the symbol duration, with RZ formats being in general more resilient to PMD than NRZ for-
mats.119 Since the tolerance to the first-order PMD scales linearly with symbol duration. DQPSK 
has about twice the PMD tolerance of binary modulation formats at the same bit rate.

Table 2 shows a summary comparison of the various modulation formats relative to NRZ-OOK.120

Note that the performance of a modulation format may depend significantly on its implementation 
details. The choice of the most suitable format depends on the application (metropolitan, regional, or 
long-haul), bit rate, wavelength spacing, optical power level, fiber type and dispersion map, the number 
of pass-through nodes and associated multiplexing filtering technique, the amplification scheme, as 
well as other system requirements.121 The “optimum” implementation characteristics of a modula-
tion format often depend on a subtle interplay of several parameters and require extensive studies to 
maximize system performance.122

TABLE 1 Overview of Modulation Formats and Some Performance Values at 42.7 Gb/s (Required OSNR at 
BER = 10−3)116

 Modulation    Required  CD (ps/nm)  DGD (ps) 
 Format TX Complexity RX Complexity OSNR (dB) (2-dB Penalty) (1-dB Penalty)

NRZ-OOK 1 MZM 1 PD 15.9  54  8
50% RZ-OOK 1–2 MZMs 1 PD 14.4  48 10
67% CSRZ-OOK 2 MZMs 1 PD 14.9  42 11
Duobinary 1 MZM 1 PD 16.6 211  6
NRZ-DPSK 1 MZM 1 DI + 2 PDs 11.7  74 10
50% RZ-DPSK 1–2 MZMs 1 DI + 2 PDs 11.1  50 10
NRZ-DQPSK 2 nested MZMs 2 DI + 4 PDs 13.2 168 20
50% RZ-DQPSK 2 nested MZMs 2 DI + 4 PDs 12.2 161 21

PD: photodiode; OF: optical filter; DI: delay interferometer; MZM: Mach–Zehnder modulator; PC: pulse carver; CD: chromatic 
dispersion; DGD: differential group delay.

Bass_v5ch21_p001-052.indd 21.36 9/9/09 3:46:12 PM

DO
 N

OT
 D

UP
LI

CA
TE



WDM FIBER-OPTIC COMMUNICATION NETWORKS  21.37

21.5 OPTICAL AMPLIFIERS IN WDM NETWORKS

The optical amplifier is ideally a transparent box which provides gain and is also insensitive to the 
bit-rate, modulation-format, power, and wavelengths of the signal(s) passing through it. The signals 
remain in optical form during amplification. Optical amplifiers have played a key role in the optical 
telecommunications world due to rapid device progress and revolutionary systems results.123 In fact, 
much of advances in optical communications can be traced to the incorporation of optical amplifiers.

EDFA is the most widely used optical amplifier. In this section, we will consider some important 
issues about EDFAs with regards to their implementation in WDM systems. EDFAs have been used in 
multichannel WDM systems to compensate for: (1) fiber attenuation losses in transmission, (2) com-
ponent excess losses, and (3) optical network splitting losses. These optical splitting losses can occur 
in a passive star, in which the optical power is divided by the number of users (N), or in a ring/bus in 
which there may possibly be optical tapping losses at each node.

Figure 42a shows WDM transmission in a conventional electrically regenerated system. Regenerators 
can correct for fiber attenuation and chromatic dispersion by detecting an optical signal and then 

TABLE 2 Comparison of the Various Modulation Formats Relative to NRZ-OOK at 40 Gb/s120

 Mod. Format  
Performance vs. NRZ CS-RZ Duobinary DPSK DQPSK DPSK-RZ DQPSK-RZ

OSNR sensitivity Slightly  Slightly  Much  Slightly  Much  Better 
  better  worse  better  better  better
CD tolerance and  Slightly  Much  Slightly  Much  Slightly Much
 spectral efficiency  worse  better  better  better  worse  better
PMD tolerance Better Equivalent Slightly  Much  Better Much
    better  better   better
Nonlinearity  Better Equivalent Better Equivalent Much  Equivalent
 tolerance      better
Cost and complexity Slightly  Equivalent Slightly  Much  Worse Much
  worse   worse  worse   worse

(a)

Reg l1

l1, . . ., l4

l1, . . ., l4

l1, . . ., l4

l1, . . ., l4

Reg l1

Reg l1

Reg l1

D
e
m
u
x

M
u
x

Reg = receiver + transmitter

(b)

OA

FIGURE 42 Wideband amplifiers enable WDM: (a) regeneration and 
(b) optical amplification.
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retransmitting it as a new signal using an internal laser. However, regenerators (being a hybrid of 
optics and electronics) are expensive, bit-rate and modulation-format specific, and waste much power 
and time in converting from photons to electrons and back again to photons. In contrast, as shown in 
Fig. 42b, the EDFA is ideally a transparent box which is insensitive to the bit-rate, modulation-format, 
power, and wavelengths of the signal(s) passing through it, and most importantly, provides gain for 
all the WDM channels simultaneously. Since all the channels remain in optical form during amplifi-
cation, optically amplified WDM systems are potentially cheaper and more reliable than electrically 
regenerated systems. 

Gain Peaking in EDFA Cascades

The EDFA is an almost ideal optical amplifier for WDM systems except for one major flaw: the 
gain is not uniform with wavelength, whereas the inter-amplifier losses are nearly wavelength 
independent.124–127 For a single amplifier, as shown in Fig. 43, the gain exhibits a peak at 1530 nm and 
a relatively flat region near 1555 nm. Moreover, the gain shape of an EDFA is dependent on the 
inversion of Er3+ in the Erbium-doped fiber.128 When the inversion is low, which can be achieved 
by operating the amplifier in deep saturation, the gain peak at 1530 nm can be suppressed and the 
gain flatness around 1555 nm would become quite flat.

If several channels are located on the relatively flat shoulder region of the gain spectrum, then 
the gain differential after a single amplifier will be within a few decibels. However, when a cascade of 
EDFAs is used to periodically compensate for losses, the differential in gain and resultant OSNR can 
become quite severe. A large differential in SNR among many channels can be deleterious for proper 
system performance. Figure 43 shows the gain spectrum after a single amplifier and after 13 cascaded 
amplifiers. The gain does not accumulate linearly from stage to stage, and the resultant wavelength-
dependent gain shape dramatically changes in a cascade. Along the cascade, gain is gradually “pulled” 
away from the shorter wavelengths and made available at the longer wavelengths, resulting in a usable 
bandwidth of only several nanometers.

EDFA Gain Flattening

We have shown the bandwidth reduction due to nonuniform gain in a cascade of EDFAs. It is clear 
that gain flattening is an important issue in optically amplified networks. Several methods have been 
reported for equalizing nonuniform EDFA gain. These methods include
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FIGURE 43 EDFA gain nonuniformity accumulation.

Bass_v5ch21_p001-052.indd 21.38 9/9/09 3:46:13 PM

DO
 N

OT
 D

UP
LI

CA
TE



WDM FIBER-OPTIC COMMUNICATION NETWORKS  21.39

 1. Long period grating filters: A long period grating (LPG) with an index-varying period of 
approximately 100 μm provides coupling between the core modes and the cladding modes, cre-
ating a wavelength-dependent loss to equalize the EDFA gain shape,129–131 as shown in Fig. 44. 

 2. Mach-Zehnder filters: The wavelength dependent transmission characteristics of cascaded 
Mach-Zehnder filters can be tailored to compensate for the gain nonuniformity of EDFAs.132

 3. Special designed EDFAs: A new coaxial dual-core gain-flattened EDF refractive index profile 
(RIP) is demonstrated recently, which is based on resonant coupling analogous to that in an 
asymmetric directional coupler. It has median gains more than 28 dB and gain excursion within 
± 2 dB across the C-band.133

Fast Power Transients

The lifetime of a stimulated erbium ion is generally approximately 10 ms, which seems to be long 
enough to be transparent to signals modulated by data at the rates of several gigabits per second or 
higher. However, the EDFAs could be critically affected by the adding or dropping of WDM chan-
nels, network reconfiguration, or link failures, as illustrated in Fig. 45. To achieve optimal channel 
SNRs, the EDFAs are typically operated in the gain-saturation regime where all channels must share 
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the available gain.134,135 Therefore, when channels are added or dropped, the power of the remaining 
channels will increase resulting transient effects. 

The transients can be very fast in EDFA cascades.136 As shown in Fig. 46, with an increase in the 
number of cascaded EDFAs, the transients can occur in approximately 2 μs. These fast power tran-
sients in chain-amplifier systems should be controlled dynamically, and the response time required 
scales as the size of the network. For large-scale networks, response times shorter than 100 ns may be 
necessary.

From a system point of view, fiber nonlinearity may become a problem when too much channel 
power exists, and a small SNR at the receiver may arise when too little power remains.137 The corre-
sponding fiber transmission penalty of the surviving channel is shown in Fig. 47 in terms of the Q factor, 
for varying numbers of cascaded EDFAs. When 15 channels are dropped or added, the penalties are 
quite severe. Note that this degradation increases with the number of channels N simply because of 
enhanced SPM due to a large power excursion as a result of dropping N − 1 channels. 
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In order to maintain the quality of service, the surviving channels must be protected when channel 
add or drop or network reconfiguration occurs. The techniques include (1) optical attenuation, by 
adjusting optical attenuators between the gain stages in the amplifier to control the amplifier gain,138

(2) pump power control, by adjusting the drive current of the pump lasers to control the amplifier 
gain,139 (3) link control, using a power-variable control channel propagating with the signal channels 
to balance the amplifier gain,140 and (4) EDFA gain clamping, by an automatic optical feedback con-
trol scheme to achieve all-optical gain clamping.141

Static Gain Dynamic and Channel Power Equalization

We just discussed EDFA gain flattening, which is a passive channel power equalization scheme effec-
tive only for a static link. However, in the nonstatic optical networks, the power in each channel 
suffers from dynamic network changes, including wavelength drift of components, changes in span 
loss, and channel add or drop. As an example, Fig. 48 shows how the gain shape of a cascaded EDFA 
chain varies significantly with link loss changes due to environmental problems. This is because the 
EDFA gain spectra are dependent on the saturation level of the amplifiers. The results in Fig. 48 are 
for a cascade of 10 gain-flattened EDFAs, each with 20-dB gain, saturated by 16 input channels with 
−18 dBm per channel.

System performance can be degraded due to unequalized WDM channel power. These degrading 
effects include SNR differential (reduced system dynamic range), widely varying channel crosstalk, non-
linear effects, and low signal power at the receiver. Therefore, channel power needs to be equalized 
dynamically in WDM networks to ensure stable system performance. To obtain feedback for control 
purposes, a channel power monitoring scheme is very important. A simple way to accomplish this is 
to demultiplex all the channels and detect the power in each channel using different photodetectors or 
detector arrays. To avoid the high cost of many discrete components in WDM systems with large num-
bers of channels, other monitoring techniques that take advantage of wavelength-to-time mapping have 
also been proposed including the use of concatenated FBGs or swept acousto-optic tunable filters.

Various techniques have been proposed for dynamic channel power equalization, including parallel 
loss elements,142 individual bulk devices (e.g., AOTFs),143 serial filters,144 micro-optomechanics (MEMS),145

and integrated devices.146,147 As an example, Fig. 49 shows the parallel loss element scheme, where the 
channels are demultiplexed and attenuated by separate loss elements. An additional advantage of this 
scheme is that ASE noise is reduced by the WDM multiplexer and demultiplexer. Possible candidates 
for the loss elements in this scheme include optomechanical attenuators, acousto-optic modulators, 
and FBGs.
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Raman Amplifier

Raman amplifier is another important type of optical amplifier for WDM systems. The fundamental 
principles are based on Raman scattering as follows. The pump light photon is absorbed and sets the 
fiber molecules into mechanical vibrations. A photon is again radiated at the Stokes frequency, but since 
mechanical vibrations are not uniform in a fiber, the Stokes frequency is not a set number. Furthermore, 
the pump and signal may co- or counter-propagate in the fiber. It is worth to mention that practical, effi-
cient, and high-power pump sources have diminished the disadvantage of the relatively poor efficiency 
of the Raman process over the last few years. Interest in Raman amplification has steadily increased.148,149

The most important feature of Raman amplifiers is their capability to provide gain at any signal 
wavelength, as opposed to EDFAs based on the doped ions in the fibers. The position of the gain 
bandwidth within the wavelength domain can be adjusted simply by tuning the pump wavelength. 
Thus, Raman amplification potentially can be achieved in every region of the transmission window 
of the optical transmission fiber. It only depends on the availability of powerful pump sources at the 
required wavelengths. Figure 50 illustrates the Raman gain coefficient in a few different fibers. 
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The disadvantage of Raman amplification is the need for high pump powers to provide a reasonable 
gain. However, the Raman effect can be used for signal amplification in transmission windows that 
cannot be covered properly by EDFAs. The upgrade of already existing systems by opening another 
transmission window where Raman amplification is applied could be an attractive application. 
Another application of the Raman effect is given with hybrid EDFA/Raman amplifiers characterized 
by a flat gain over especially large bandwidths. Repeaters can be built that compensate for the nonflat-
ness of the EDFA gain with a more flexible Raman gain. Multiwavelength pumping could be used to 
shape the Raman gain such that it equalizes for the EDFA gain shaping. 

Figure 51 shows a typical Raman amplifier that is backward pumped and the gain is distributed 
over the long transmission fibers.148,149 The spectral flexibility of Raman amplification allows the gain 
spectrum to be shaped by combining multiple pump wavelengths to make a polychromatic pump 
spectrum. There have been many studies searching for optimization approaches that give the flattest 
gain with the fewest number of pumps. Using this broadband pumping approach, amplifiers with 
gain bandwidths greater than 100 nm have been demonstrated.150 When designing such broadband 
Raman amplifiers, one must consider the strong Raman interaction between the pumps. The short 
wavelength pumps amplify the longer wavelengths, and so more power is typically needed at the 
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shortest wavelengths (see Fig. 51b). This interaction between the pumps also affects the noise proper-
ties of broadband amplifiers.

Another advantage of Raman amplifier is the feature of distributed amplification, since the trans-
mission fiber itself can be used as a gain medium. As shown in Fig. 52a, in the conventional EDFA 
repeater systems, the signal monotonically attenuates in the fiber span, which is amplified at a point 
of the EDFA (lumped amplifier) location to recover the original level before entering the next fiber 
span. On the other hand, Raman amplifiers are mostly used in a distributed configuration, as shown 
in Fig. 52b. The transmission impairments are caused mostly by signal quality degradation due to 
optical nonlinearity in the transmission fiber and ASE noise entailed by optical amplifiers. In the 
presence of distributed Raman amplifier, the magnitude of the signal level excursion is smaller than 
the case with EDFA only, which can reduce both nonlinearity and degradation of OSNR due to ASE 
noise.151,152 A transmission of 6.4 Tb/s (160 × 42.7 Gb/s) over 3200 km of fiber has been demonstrated 
in a distributed Raman amplified system.153

21.6 SUMMARY

In this chapter, we have covered many different aspects of high-speed WDM fiber-optic communica-
tion networks. We have endeavored to treat the most important topics—those that will likely impact 
these networks for years to come. The enormous growth of these systems is due to the revolutionary 
introduction of the EDFA. With the increasing knowledge, more development, higher data rates, and 
increasing channel count, WDM network limitations are being continually redefined. Network recon-
figurability can offer great benefits for future WDM networks. However, a number of new degrading 
effects must be solved before reconfigurable networks become a reality. Yet the push for more band-
width in WDM systems continues due to the enormous inherent potential of the optical fiber.
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22.1 INTRODUCTION

To understand why optical solitons are needed in optical fiber communication systems, we should 
consider the problems that limit the distance and/or capacity of optical data transmission. A fiber-
optic transmission line consists of a transmitter and a receiver connected with each other by a 
transmission optical fiber. Optical fibers inevitably have chromatic dispersion, losses (attenuation 
of the signal), and nonlinearity. Dispersion and nonlinearity can lead to the distortion of the sig-
nal. Because the optical receiver has a finite sensitivity, the signal should have a high-enough level 
to achieve error-free performance of the system. On the other hand, by increasing the signal level, 
one also increases the nonlinear effects in the fiber. To compensate for the fiber losses in a long dis-
tance transmission, one has to periodically install optical amplifiers along the transmission line. By 
doing this, a new source of errors is introduced into the system—an amplifier spontaneous emission 
noise. (Note that even ideal optical amplifiers inevitably introduce spontaneous emission noise.) 
The amount of noise increases with the transmission distance (with the number of amplifiers). To 
keep the signal-to-noise ratio (SNR) high enough for the error-free system performance, one has to 
increase the signal level and hence the potential problems caused by the nonlinear effects. Note that 
the nonlinear effects are proportional to the product of the signal power P and the transmission 
distance L, and both of these multipliers increase with the distance. Summarizing, we can say that all 
the problems—dispersion, noise, and nonlinearity—grow with the transmission distance. The prob-
lems also increase when the transmission bit rate (speed) increases. It is important to emphasize that 
it is very difficult to deal with the signal distortions when the nonlinearity is involved, because the 
nonlinearity can couple all the detrimental effects together [nonlinearity, dispersion, noise, polar-
ization mode dispersion (i.e., random birefringence of the fiber), polarization-dependent loss/gain, 
etc.]. That happens when the nonlinear effects are out of control. The idea of soliton transmission is 
to guide the nonlinearity to the desired direction and use it for your benefit. When soliton pulses are 
used as an information carrier, the effects of dispersion and nonlinearity balance (or compensate) 
each other and thus don’t degrade the signal quality with the propagation distance. In such a regime, 
the pulses propagate through the fiber without changing their spectral and temporal shapes. This 
mutual compensation of dispersion and nonlinear effects takes place continuously with the distance 
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in the case of “classical” solitons and periodically with the so-called dispersion map length in the 
case of dispersion-managed solitons. In addition, because of the unique features of optical solitons, 
soliton transmission can help to solve other problems of data transmission, like polarization mode 
dispersion. Also, when used with frequency guiding filters (sliding guiding filters in particular), the 
soliton systems provide continuous all-optical regeneration of the signal suppressing the detrimen-
tal effects of the noise and reducing the penalties associated with wavelength-division multiplexed 
(WDM) transmission. Because the soliton data looks essentially the same at different distances 
along the transmission, the soliton type of transmission is especially attractive for all-optical data 
networking. Moreover, because of the high quality of the pulses and return-to-zero (RZ) nature of 
the data, the soliton data is suitable for all-optical processing.

22.2 NATURE OF THE CLASSICAL SOLITON

Signal propagation in optical fibers is governed by the nonlinear Schroedinger equation (NSE) for 
the complex envelope of the electric field of the signal.1–3 This equation describes the combined 
action of the self-phase modulation and dispersion effects, which play the major role in the signal 
evolution in most practical cases. Additional linear and nonlinear effects can be added to the mod-
ified NSE.4 Mathematically, one can say that solitons are stable solutions of NSE.1,2 In this paper, 
however, we will give a qualitative physical description of the soliton regimes of pulse propagation, 
trying to avoid mathematics as much as possible.

Consider first the effect of dispersion. An optical pulse of width t has a finite spectral bandwidth 
BW /≈1 τ .  When the pulse is transform limited, or unchirped, all the spectral components have the 
same phase. In time domain, one can say that all the spectral components overlap in time, or sit on 
top of each other (see Fig. 1). Because of the dispersion, different spectral components propagate 
in the fiber with different group velocities, Vgr. As a result of the dispersion action alone, the initial 

(b)

t broadens, BW = const

Pulse with negative chirp

Pulse with positive chirp

(a)

Transform-limited pulse

Time

D<0

D>0

Time

=
t

w+

w+

w+ w−

w−

w−

wo

wo

wo

Time

FIGURE 1 (a) Transform-limited pulse: all spectral components of the pulse “sit” 
on top of each other. (b) Effect of group velocity dispersion on a transform-limited pulse.
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unchirped pulse broadens and gets chirped (frequency modulated). The sign of the chirp depends on 
the sign of the fiber group velocity dispersion (see Fig. 1).

  D d
V

d=
⎛

⎝
⎜

⎞

⎠
⎟

1

gr

/ λ   (1)

(l is the light wavelength). A characteristic fiber length called the dispersion length, at which the 
pulse broadens by a factor sqrt (2), is determined both by the fiber dispersion and the pulse width:

  z
c

Dd = 2 0 322 2

2

π τ
λ

.
  (2)

(c is the speed of light). Note that the pulse spectral bandwidth remains unchanged because the dis-
persion is a linear effect.

Consider now the nonlinear effect of self-phase modulation (SPM).5 Due to the Kerr effect, the 
fiber refractive index depends on the signal intensity, n I n n I( ) = + ,0 2  where n2 is the nonlinear refrac-
tive index and intensity is I P A= / , P is the signal power and A is the fiber effective cross-section mode 
area. During a pulse propagation through the fiber, different parts of the pulse acquire different values 
of the nonlinear phase shift: φ π λ( ) ( ) .t n I t L= 2 2/  Here I(t) is the intensity pulse shape in time domain 
and L is the transmission distance. This time-dependent nonlinear phase shift means that different 
parts of the pulse experience different frequency shifts:

  δω φ π
λ

( )
( )

t
d

dt
n L

dI t

dt
= = − 2

2  (3)

As one can see, the frequency shift is determined by the time derivative of the pulse shape. Because 
the nonlinear refractive index in silica-based fibers is positive, the self-phase modulation effect always 
shifts the front edge of the pulse to the “red” spectral region (downshift in frequency), and the trail-
ing edge of the pulse to the “blue” spectral region (upshift in frequency). This means that an initially 
unchirped pulse spectrally broadens and gets negatively chirped (Fig. 2). A characteristic fiber length 
called the nonlinear length, at which the pulse spectrally broadens by a factor of two, is

   z n INL =
⎛
⎝⎜

⎞
⎠⎟

−
2

2 0

1
π
λ

  (4)

Note that, when acting alone, SPM does not change the temporal intensity profile of the pulse.
As it was mentioned earlier, when under no control, both SPM and dispersion may be very harm-

ful for the data transmission distorting considerably the spectral and temporal characteristics of the 
signal. Consider now how to control these effects by achieving the soliton regime of data transmission 
when the combined action of these effects results in a stable propagation of data pulses without 
changing their spectral and temporal envelopes.

FIGURE 2 Effect of self-phase modulation on a transform-
limited pulse.

Transform-limited pulse Spectrally broadened pulse
with negative chirp

SPM
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In our qualitative consideration, consider the combined action of dispersion and nonlinearity 
(SPM) as an alternative sequence of actions of dispersion and nonlinearity. Assume that we start 
with a chirp-free pulse (see Fig. 3). The self-phase modulation broadens the pulse spectrum and 
produces a negative frequency chirp: The front edge of the pulse becomes red-shifted, and the trailing 
edge becomes blue-shifted. When positive GVD is then applied to this chirped pulse, the red spectral 
components are delayed in time with respect to the blue ones. If the right amount of dispersion is 
applied, the sign of the pulse chirp can be reversed to negative: The blue spectral components shift in 
time to the front pulse edge, while the red spectral components move to the trailing edge. When the 
nonlinearity is applied again, it shifts the frequency of the front edge to the red spectral region and 
upshifts the frequency of the trailing edge. That means that the blue front edge becomes green again, 
the red trailing edge also becomes green, and the pulse spectrum bandwidth narrows to its original 
width. The described regime of soliton propagation is achieved when the nonlinear and dispersion 
effect compensate each other exactly. In reality, the effects of dispersion and SPM act simultaneously, 
so that the pulse spectral and temporal widths stay constant with the distance, and the only net effect 
is a (constant within the entire pulse) phase shift of 0.5 rad per dispersion length of propagation.6 The 
condition of the soliton regime is equality of the nonlinear and dispersion lengths: z zd = NL. One can 
rewrite this expression to find a relationship between the soliton peak power, pulse width, and fiber 
dispersion:

  P
DA

cn0

3

2
2

20 3224
= λ

π τ.
  (5)

Here, P0 is the soliton peak power and t is the soliton FWHM. Soliton pulses have a sech2 form. Note 
that as it follows from our previous consideration, classical soliton propagation in fibers requires a 
positive sign of the fiber’s dispersion, D (assuming that n2 is positive). Consider a numerical example. 
For a pulse of width τ = 20 ps propagating in a fiber with D = − −0 5 1 1. ,ps nm km  fiber cross-section 
mode area A = =50 1 552μ μm m,, .λ  and typical value of n2

22 6= . ,cm /W  one can find the soliton 
peak power is 2.4 mW. The dispersion length is zd = 200 km in this case.

22.3 PROPERTIES OF SOLITONS

The most important property of optical solitons is their robustness.6–20 Consider what robustness 
means from a practical point of view. When a pulse is injected into the fiber, the pulse does not have 
to have the exact soliton shape and parameters [Eq. (5)] to propagate as a soliton. As long as the 
input parameters are not too far from the optimum, during the nonlinear propagation the pulse 
“readjusts” itself, shaping into a soliton and shedding off nonsoliton components. For example, 
an unchirped pulse of width t will be reshaped into a single soliton as long as its input power P, is 
greater than P0/4 and less than 2.25P0. Here, P0 is the soliton power determined by Eq. (5).3

SPM D>0 SPM

FIGURE 3 Qualitative explanation of classical soliton. Combined action of disper-
sion and nonlinearity (self-phase modulation) results in a stable pulse propagation with 
constant spectral and temporal widths. See text.
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Solitons are also robust with respect to the variations of the pulse energy and of the fiber param-
eters along the transmission line. As long as these variations are fast enough (period of perturbations 
is much smaller than the soliton dispersion length zd), the soliton “feels” only the average values of 
these parameters. This feature is extremely important for practical systems. In particular, it makes 
it possible to use solitons in long distance transmission systems where fiber losses are periodically 
compensated by lumped amplifiers. As long as the amplifier spacing is much less than the soliton dis-
persion length L zdamp << ,  classical solitons work very well in these systems. Note that all soliton per-
turbations result in a loss of some part of the soliton energy, which is radiated into dispersive waves.

Consider now a case of slow variations of parameters along the transmission when a characteristic 
length at which a fiber parameter (or pulse energy) changes considerably is much longer than the 
soliton dispersion length. Soliton parameters follow adiabatically these changes. That means that all 
the parameters in Eq. (5) can be considered as distance dependent, and Eq. (5) remains valid. It can 
be rewritten in the following form:

  τ
τ

( )
( ) ( )
( ) ( )

( ) ( )
z

D z A z
P z z

D z A z= =const const
enerrgy( )z

  (6)

One can derive many important consequences from this equation.13–22 One example would be the pulse 
broadening (and spectral narrowing) in a fiber with loss [assuming D(z) and A(z) are constant].13–15 

Note that the soliton broadening can be used in repeaterless data transmission systems when high-
input signal power is required.15 On the other hand, one can get a pulse compression in a fiber with 
adiabatic gain. Similar effects can be obtained by changing the fiber dispersion and/or mode area 
along the length. For example, adiabatic soliton compression can be obtained in a fiber with slowly 
decreasing dispersion (dispersion-tapered fiber).16–22 

It is important to emphasize that the adiabatic soliton propagation does not necessarily require 
that each of these parameters—pulse energy, fiber dispersion, and mode area—changes adiabatically 
with the distance, as long as the whole expression, [D(z) A(z)]/[energy(z)] changes adiabatically with 
the distance. For example, soliton propagation in a dispersion-tapered fiber with losses is equivalent 
to transmission in a lossless, constant-dispersion fiber if the dispersion decreases with the same rate 
with the distance as the pulse energy [i.e., if D(z)/energy(z) = const]. Note that this is true no matter 
what the fiber loss and the pulse width are.

So far, we’ve been discussing a single pulse propagation. In communication systems, one has to 
deal with streams of pulses. When two or more soliton pulses propagate in the fiber at the same 
wavelength, they can interact with each other: Tails from one soliton pulse may overlap with the other 
pulse. Due to the cross-phase modulation effect, this overlap leads to the frequency shifts of the inter-
acting solitons. The signs of the frequency shifts are opposite for the two solitons. Through the fiber 
dispersion, the frequency changes result in the changes of the soliton group velocities. The strength 
of the interaction decreases very fast with the soliton separation and for most practical applications 
can be considered to be negligible when the separation is 4 to 5 times greater than the soliton pulse 
width t.23,24 The character of interaction depends on the mutual optical phases of the solitons: When 
they are the same, the solitons attract to each other; when they are out of phase, the solitons repel 
from each other; when the phase difference is p /2, the solitons do not interact.

22.4 CLASSICAL SOLITON TRANSMISSION SYSTEMS

The soliton properties described earlier determine the engineering rules for designing the soliton-
based transmission systems. First, to make sure that every individual pulse is stable in the trans-
mission line with constant fiber dispersion and loss periodically compensated by lump amplifiers, 
the amplifier spacing Lamp should be much smaller than the soliton dispersion length zd. To avoid 
considerable pulse-to-pulse interaction, the minimum distance between adjacent pulses should be 
T ≥ 4τ , where 1/T is the transmission bit rate and t is the soliton pulse width. The pulse power 
determined from Eq. (5) should be considered as a path-average power Pav. If the signal energy 
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22.6  FIBER OPTICS

decreases with the distance in the fiber spans between the amplifiers as exp (g z) (here, g  is the loss 
rate), the path-average power is related to the pulse power at the output of each amplifier (input to 
the fiber span) Pin, as

  P P
L

L0

1
=

−
in

amp

amp| |

exp( )γ
γ

  (7)

Here, Lamp is the amplifier spacing. As it was stated earlier, the dispersion and nonlinear effects “com-
pensate” each other in the soliton regime of transmission, so that the pulses propagate practically 
without changing their temporal and spectral shapes. As long as the length scale of perturbations 
of the transmission parameters is much shorter than the soliton dispersion length, the pulses “feel” 
only the average parameters. Note, however, that perturbations may lead to shedding of dispersive 
waves by solitons.12

There are two main sources of errors in the soliton transmission systems: fluctuations of the pulse 
energies and fluctuations of the pulse arrival times.25 The origin of the energy fluctuations is the 
same as in the other types of systems—spontaneous emission noise generated by the amplifiers. Each 
amplifier contributes a noise with a spectral density (power per unit bandwidth):

  P G n hν ν= −( )1 sp  (8)

Here, G is the power gain of the amplifier, hn is the photon energy, and nsp ≥1 is the spontaneous 
emission factor that characterizes the quality of the amplifier. In the best case, when the amplifier 
is highly inverted, nsp is close to unity. In a broadband transmission system (i.e., without in-line 
spectral filters), when the lumped amplifiers compensate exactly for the fiber loss, the noise grows 
linearly with the distance (with the number of amplifiers). At the output of a transmission line of 
length L, the path-averaged spectral density is

  P L n h F Gν γ νav sp| |= ( )  (9)

Here, function F(G) describes the penalty one has to pay for having high-gain amplifiers (or long 
amplifier spacing):

  F G
G

G G
( )

( )

ln
= −1 2

2
  (10)

The penalty function has its minimum [ ( ) ]F G =1  in the case of distributed amplification (when G → 1) 
and grows with G. The SNR at the output of transmission should be high enough to have error-free 
transmission. Note that the noise spectral density Pn has units of energy. It is also the noise energy 
received in any time T in a spectral bandwidth 1/T. That is why Pn is also called the equipartition 
energy. To have the error probability less than 10−9 and 10−15, the ratio of the pulse energy to the 
equipartition energy should be, correspondently, 100 and 160. For example, consider a transmission 
system with the average loss of 0.21 dB/km, nsp =1 5. , amplifier spacing of 50 km. The minimum 
pulse energy at the input of each fiber span to have the error probability less than 10−9 in such a system 
of length L = 5000 km is 20 f J, and for L = 10,000 km, it is 40 fJ.

Another type of error in the soliton systems is the fluctuation in the pulse arrival times, or tim-
ing jitter. The timing jitter can be caused by several factors. The adjacent pulse-to-pulse interactions 
can cause the pulses to shift in time. As we have stated earlier, interaction problems can be practi-
cally eliminated by spacing the solitons in time by more than 4 or 5 of their width. A very important 
source of the timing jitter is the spontaneous emission noise. Every time the noise is added to the 
signal, it modulates the carrier frequencies of the solitons at random. The chromatic dispersion of 
the fiber then converts these frequency variations in a variation of the pulses’ arrival times. This effect 
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SOLITONS IN OPTICAL FIBER COMMUNICATION SYSTEMS  22.7

is known as the Gordon-Haus effect.6,26 The variance of the timing jitter produced by the Gordon-
Haus effect is

  σ γ
τGH

2
sp

| |≈ 0 2 2
3. ( )n hn F G

A
D

L   (11)

An error occurs when a pulse arrives outside of the acceptance time window W of the detection system 
(this window is usually slightly less than the bit slot, T). To have the error probability less than 10−9, the 
acceptance window should be greater than 12 standard deviations of the timing jitter:

  W ≥12σGH   (12)

The Gordon-Haus jitter limits the maximum bit rate and transmission distance. As one can see from
Eq. (11), the jitter increases very fast with the distance; it also increases when t decreases. Another factor 
that limits the maximum transmission distance is that σGH

2  is proportional to the pulse energy [because 
the pulse energy is proportional to (D/t)], and long-distance transmission systems should have high-
enough pulse energies to keep the SNR high. Consider a numerical example, L = =9000 20km ps, ,τ  
nsp =1 4. , γ = − −0 048 1. ,km  amplifier spacing = 30 km, D = 0.5 ps/(nm−1 km−1), A = 50 μm2. Equation 
(11) then gives the standard deviation of the Gordon-Haus timing jitter σ =11 7. ps. As one can see, 
according to Eq. (12), this jitter is too high for 10 Gbit/s transmission (1/T = 100 ps) to be error-free, 
because 12 1σGH /> T  in this case.

Another source of the timing jitter is the acoustic interaction of pulses.27–30 Due to the electrostric-
tion effect in the fiber, each propagating pulse generates an acoustic wave in the fiber. Other pulses 
experience the refractive index change caused by the acoustic wave. The resultant frequency changes 
of the pulses lead, through the effect of the fiber chromatic dispersion, to the fluctuation in the arrival 
times. The acoustic effect causes a “long-range” interaction: Pulses separated by a few nanoseconds 
can interact through this effect. One can estimate the acoustic timing jitter from the following simpli-
fied equation:

   σ
τa

D
R L≈ −4 3 0 99

2
1 2 2. ( . ) /   (13)

Here, standard deviation σa is in picoseconds; dispersion D is in picoseconds per nanometer per 
kilometer; the bit rate R T=1/ , is in gigabits per second; and the distance L, is in megameters. 
Equation (13) also assumes the fiber mode area of A = 50 2μm . The acoustic jitter increases with the 
bit rate, and it has even stronger dependence on the distance than the Gordon-Haus jitter.

As it follows from the previous considerations, the timing jitter can impose severe limitations on 
the distance and capacity of the systems, and it has to be controlled.

22.5 FREQUENCY-GUIDING FILTERS

The Gordon-Haus and acoustic timing jitters originate from the frequency fluctuations of the 
pulses. That means that by controlling the frequency of the solitons, one can control the timing jitter 
as well. The frequency control can be done by periodically inserting narrowband filters (so-called 
frequency-guiding filters) along the transmission line, usually at the amplifier locations.31,32 If, for 
some reason, the center frequency of a soliton is shifted from the filter peak, the filter-induced dif-
ferential loss across the pulse spectrum “pushes” the pulse frequency back to the filter peak. As a 
result, the pulse spectrum returns back to the filter peak in a characteristic damping length Δ. If the 
damping length is considerably less that the transmission distance L the guiding filters dramatically 
reduce the timing jitter. To calculate the timing jitter in a filtered system, one should replace L3 by 
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22.8  FIBER OPTICS

3LΔ2 in Eq. (11), and L2 in Eq. (13) should be replaced by 2LΔ. Then, we get the following expression 
for the Gordon-Haus jitter:

  σ γ
τGH, sp

| |
f n hn F G

A
D

L2
2

20 6≈ . ( ) Δ  (14)

The damping properties of the guiding filters are determined mainly by the curvature of the filter 
response in the neighborhood of its peak. That means that shallow Fabry-Perot etalon filters can 
be used as the guiding filters. Fabry-Perot etalon filters have multiple peaks, and different peaks can 
be used for different WDM channels. The ability of the guiding filters to control the frequency jitter 
is determined both by the filter characteristics and by the soliton spectral bandwidth. In the case 
of Fabry-Perot filters with the intensity mirror reflectivity R, and the free spectral range (FSR), the 
damping length is

  Δ = −
0 483

12
2

. ( )
( )τ FSR

R
R

Lf   (15)

Here, Lf  is the spacing between the guiding filters; usually, Lf  equals the amplifier spacing Lamp. 
Note that the Gordon-Haus and acoustic jitters are not specific for soliton transmission only. Any 

kind of transmission systems, including so-called linear transmission, are subject to these effects. 
However, the guiding filters can be used in the soliton systems only. Every time a pulse passes through 
a guiding filter, its spectrum narrows. Solitons can quickly recover their bandwidth through the fiber 
nonlinearity, whereas for a linear transmission the filter action continuously destroys the signal.

Note that even a more effective reduction of the timing jitter can be achieved if, in addition to the 
frequency-guiding filters, an amplitude and/or phase modulation at the bit rate is applied to the signal 
periodically with the distance. “Error-free” transmission over practically unlimited distances can be 
achieved in this case (1 million kilometers at 10 Gbit/s has been demonstrated).33,34 Nevertheless, this 
technique is not passive, high-speed electronics is involved, and the clock recovery is required each 
time the modulation is applied. Also, in the case of WDM transmission, all WDM channels have to be 
demultiplexed before the modulation and then multiplexed back afterward; each channel has to have 
its own clock recovery and modulator. As one can see, this technique shares many drawbacks of the 
electronic regeneration schemes.

The frequency-guiding filters can dramatically reduce the timing jitter in the systems. At the same 
time, though, in some cases they can introduce additional problems. Every time a soliton passes 
through the filter, it loses some energy. To compensate for this loss, the amplifiers should provide an 
additional (excess) gain. Under this condition, the spontaneous emission noise and other nonsoliton 
components with the spectrum in the neighborhood of the filter peak experience exponential growth 
with the distance, which reduces the SNR and can lead to the soliton instabilities. As a result, one has 
to use weak-enough filters to reduce the excess gain. In practice, the filter strength is chosen to mini-
mize the total penalty from the timing jitter and the excess gain.

22.6 SLIDING FREQUENCY-GUIDING FILTERS

As one can see, the excess gain prevents one from taking a full advantage of guiding filters. By using 
the sliding frequency-guiding filters,35 one can essentially eliminate the problems associated with the 
excess gain. The trick is very simple: The transmission peak of each guiding filter is shifted in fre-
quency with respect to the peak of the previous filter, so that the center frequency slides with the 
distance with the rate of ′ =f df dz/ . Solitons, thanks to the nonlinearity, can follow the filters and 
slide in frequency with the distance. But all unwanted linear radiation (e.g., spontaneous emission 
noise, nonsoliton components shedded from the solitons, etc.) cannot slide and eventually is killed 
by the filters. The sliding allows one to use strong guiding filters and even to reduce the amount of 
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SOLITONS IN OPTICAL FIBER COMMUNICATION SYSTEMS  22.9

noise at the output of transmission in comparison with the broadband (no guiding filters) case. The 
maximum filter strength36 and maximum sliding rate35 are determined by the soliton stability. The 
error-free transmission of 10 Gbit/s signal over 40,000 km and 20 Gbit/s over 14,000 km was dem-
onstrated with the sliding frequency-guiding filters technique.37,38

It is important to emphasize that by introducing the sliding frequency-guiding filters into the 
transmission line, one converts this transmission line into an effective, all-optical passive regenera-
tor (compatible with WDM). Solitons with only one energy (and pulse width) can propagate stably 
in such a transmission line. The parameters of the transmission line (the filter strength, excess gain, 
fiber dispersion, and mode area) determine the unique parameters of these stable solitons. The system 
is opaque for a low-intensity radiation (noise, for example). However, if the pulse parameters at the 
input of the transmission line are not too far from the optimum soliton parameters, the transmission 
line reshapes the pulse into the soliton of that line. Note, again, that the parameters of the resultant 
soliton do not depend on the input pulse parameters, but only on the parameters of the transmission 
line. Note also that all nonsoliton components generated during the pulse reshaping are absorbed 
by the filters. That means, in particular, that the transmission line removes the energy fluctuations 
from the input data signal.6 Note that the damping length for the energy fluctuations is close to the 
frequency damping length of Eq. (15). A very impressive demonstration of regenerative properties of 
a transmission line with the frequency-guiding filters is the conversion of a nonreturn-to-zero (NRZ) 
data signal (frequency modulated at the bit rate) into a clean soliton data signal.39 Another important 
consequence of the regenerative properties of a transmission line with the frequency-guiding filters is 
the ability to self-equalize the energies of different channels in WDM transmission.40 Negative feed-
back provided by frequency-guiding filters locks the energies of individual soliton channels to values 
that do not change with distance, even in the face of considerable variation in amplifier gain among 
the different channels. The equilibrium values of the energies are independent of the input values. 
All these benefits of sliding frequency-guiding filters are extremely valuable for practical systems. 
Additional benefits of guiding filters for WDM systems will be discussed later.

22.7 WAVELENGTH DIVISION MULTIPLEXING

Due to the fiber chromatic dispersion, pulses from different WDM channels propagate with different 
group velocities and collide with each other.41 Consider a collision of two solitons propagating at dif-
ferent wavelengths (different channels). When the pulses are initially separated and the fast soliton (the 
soliton at shorter wavelength, with higher group velocity) is behind the slow one, the fast soliton even-
tually overtakes and passes through the slow soliton. An important parameter of the soliton collision 
is the collision length Lcoll, the fiber length at which the solitons overlap with each other. If we let the 
collision begin and end with the overlap of the pulses at half power points, then the collision length is

  L
Dcoll = 2τ

λΔ
 (16)

Here, Δl is the solitons wavelengths difference. Due to the effect of cross-phase modulation, the 
solitons shift each other’s carrier frequency during the collision. The frequency shifts for the two 
solitons are equal in amplitudes (if the pulse widths are equal) and have opposite signs. During the 
first half of collision, the fast accelerates even faster (carrier frequency increases), while the slow soli-
ton slows down. The maximum frequency excursion δ fmax, of the solitons is achieved in the middle 
of the collision, when the pulses completely overlap with each other:

   δ
π τ

ε
τ λ λ

f
f

n

A Dmax .

.
= ± = ±1

3 0 322

1 18
2 2

2

Δ Δ
  (17)

Here, Δ Δf c= − λ λ/ 2 is the frequency separation between the solitons, and ε τ=1 13 0. P  is the soliton 
energy. In the middle of collision, the accelerations of the solitons change their signs. As a result, the 
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22.10  FIBER OPTICS

frequency shifts in the second half of collision undo the frequency shifts of the first half, so that the 
soliton frequency shifts go back to zero when the collision is complete. This is a very important and 
beneficial feature for practical applications. The only residual effect of complete collision in a loss-
less fiber is the time displacements of the solitons:

  δ
τ

ε λ
λ

t
f

n

cDAcc = ± = ±0 1786 2
2

2
2

.

Δ Δ   (18)

The symmetry of the collision can be broken if the collision takes place in a transmission line with 
loss and lumped amplification. For example, if the collision length Lcoll is shorter than the amplifier 
spacing Lamp, and the center of collision coincides with the amplifier location, the pulses intensities 
are low in the first half of collision and high in the second half. As a result, the first half of colli-
sion is practically linear. The soliton frequency shifts acquired in the first half of collision are very 
small and insufficient to compensate for the frequency shifts of opposite signs acquired by the pulses 
in the second half of collision. This results in nonzero residual frequency shifts. Note that similar 
effects take place when there is a discontinuity in the value of the fiber dispersion as a function of 
distance. In this case, if a discontinuity takes place in the middle of collision, one half of the collision 
is fast (where D is higher) and the other half is slow. The result is nonzero residual frequency shifts. 
Nonzero residual frequency shifts lead, through the dispersion of the rest of the transmission fiber, to 
variations in the pulses arrival time at the output of transmission. Nevertheless, if the collision length 
is much longer than the amplifier spacing and of the characteristic length of the dispersion variations 
in the fiber, the residual soliton frequency shifts are zero, just like in a lossless uniform fiber. In prac-
tice, the residual frequency shifts are essentially zero as long as the following condition is satisfied:41

   L Lcoll amp≥ 2   (19)

Another important case is so-called half-collisions (or partial collisions) at the input of the trans-
mission.42 These collisions take place if solitons from different channels overlap at the transmission 
input. These collisions result in residual frequency shifts of δ fmax and the following pulse timing 
shifts δtpc, at the output of transmission of length L:

  δ δ λ ε λ
τ λ

t f
c

D L L
n

c A
Lpc coll /≈ − = ± −max ( )

.
(

2
24

1 18

Δ
LLcoll /4)  (20)

One can avoid half-collisions by staggering the pulse positions of the WDM channels at the trans-
mission input.

Consider now the time shifts caused by all complete collisions. Consider a two-channel transmis-
sion, where each channel has a 1/T bit rate. The distance between subsequent collisions is

  l
T

Dcoll =
Δλ

 (21)

The maximum number of collisions that each pulse can experience is L/lcoll. This means that the 
maximum time shift caused by all complete collisions is

  δ δ
ε λ

λ
t t L l

n

cTA
LΣ Δcc cc coll/≈ = ±

2 2  (22)

It is interesting to note that δtΣcc does not depend on the fiber dispersion. Note also that Eq. (22) 
describes the worst case when the pulse experiences the maximum number of possible collisions. 
Consider a numerical example. For a two-channel transmission, 10 Gbit/s each (T = 100 ps), pulse 
energy ( ),ε = 50 fJ  channel wavelength separation (Δl = 0.6 nm), fiber mode area (A = 50 μm2 

and L = 10 mm), we find δtΣcc ps.= 45  Note that this timing shift can be reduced by increasing the 
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SOLITONS IN OPTICAL FIBER COMMUNICATION SYSTEMS  22.11

channel separation. Another way to reduce the channel-to-channel interaction by a factor of two 
is to have these channels orthogonally polarized to each other. In WDM transmission, with many 
channels, one has to add timing shifts caused by all other channels. Note, however, that as one can 
see from Eq. (22), the maximum penalty comes from the nearest neighboring channels.

As one can see, soliton collisions introduce additional jitter to the pulse arrival time, which can 
lead to considerable transmission penalties. As we saw earlier, the frequency-guiding filters are very 
effective in suppressing the Gordon-Haus and acoustic jitters. They can also be very effective in sup-
pressing the timing jitter induced by WDM collisions. In the ideal case of parabolical filters and 
the collision length being much longer than the filter spacing Lcoll >> Lf , the filters make the residual 
time shift of a complete collision δtcc exactly zero. They also considerably reduce the timing jitter 
associated with asymmetrical collisions and half-collisions. Note that for the guiding filters to work 
effectively in suppressing the collision penalties, the collision length should be at least a few times 
greater than the filter spacing. Note also that real filters, such as etalon filters, do not always perform 
as good as ideal parabolic filters. This is true especially when large-frequency excursions of solitons 
are involved, because the curvature of a shallow etalon filter response reduces with the deviation of 
the frequency from the filter peak. In any case, filters do a very good job in suppressing the timing 
jitter in WDM systems.

Consider now another potential problem in WDM transmission, which is the four-wave mixing. 
During the soliton collisions, the four-wave mixing spectral sidebands are generated. Nevertheless, in 
the case of a lossless, constant-dispersion fiber, these sidebands exist only during the collision, and 
when the collision is complete, the energy from the sidebands regenerates back into the solitons. That 
is why it was considered for a long time that the four-wave mixing should not be a problem in soliton 
systems. But this is true only in the case of a transmission in a lossless fiber. In the case of lossy fiber 
and periodical amplification, these perturbations can lead to the effect of the pseudo-phase-matched 
(or resonance) four-wave mixing.43 The pseudo-phase-matched four-wave mixing lead to the soliton 
energy loss to the spectral sidebands and to a timing jitter (we called that effect an extended Gordon-
Haus effect).43 The effect can be so strong that even sliding frequency-guiding filters are not effective 
enough to suppress it. The solution to this problem is to use dispersion-tapered fiber spans. As we 
have discussed earlier, soliton propagation in the condition:

  
D z A z

z

( ) ( )

( )Energy
const=  (23)

is identical to the case of lossless, constant-dispersion fiber. That means that the fiber dispersion 
in the spans between the amplifiers should decrease with the same rate as the signal energy. In the 
case of lumped amplifiers, this is the exponential decay with the distance. Note that the dispersion-
tapered spans solve not just the four-wave mixing problem. By making the soliton transmission per-
turbation-free, they lift the requirements to have the amplifier spacing much shorter than the soliton 
dispersion length. The collisions remain symmetrical even when the collision length is shorter than 
the amplifier spacing. (Note, however, that the dispersion-tapered fiber spans do not lift the require-
ment to have guiding filter spacing as short as possible in comparison with the collision length and with 
the dispersion length.) The dispersion-tapered fiber spans can be made with the present technology.22 

Stepwise approximation of the exact exponential taper made of fiber pieces of constant dispersion 
can also be used.43 It was shown numerically and experimentally that by using fiber spans with only 
a few steps one can dramatically improve the quality of transmission.44,45 In the experiment, each 
fiber span was dispersion tapered typically in three or four steps, the path-average dispersion value was 
0.5 ± 0.05 ps nm−1 km−1 at 1557 nm. The use of dispersion-tapered fiber spans together with sliding 
frequency-guiding filters allowed transmission of eight 10-Gbit/s channels with the channel spac-
ing, Δl = 0.6 nm, over more than 9000 km. The maximum number of channels in this experiment was 
limited by the dispersion slope, dD/dl, which was about 0.07 ps nm−2 km−1. Because of the disper-
sion slope, different WDM channels experience different values of dispersion. As a result, not only 
the path average dispersion changes with the wavelength, but the dispersion tapering has exponen-
tial behavior only in a vicinity of one particular wavelength in the center of the transmission band. 
Wavelength-division multiplexed channels located far from that wavelength propagate in far from 
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22.12  FIBER OPTICS

the optimal conditions. One solution to the problem is to use dispersion-flattened fibers (i.e., 
fibers with dD d/ λ = 0). Unfortunately, these types of fibers are not commercially available at this 
time. This and some other problems of classical soliton transmission can be solved by using dispersion-
managed soliton transmission.46–63

22.8 DISPERSION-MANAGED SOLITONS

In the dispersion-managed (DM) soliton transmission, the transmission line consists of the fiber 
spans with alternating signs of the dispersion. Let the positive and negative dispersion spans of the 
map have lengths and dispersions, L+, D+ and L−, D−, respectively. Then, the path-average dispersion 
Dav is

  D D L L D Lav map/= ++ + − −( )   (24)

Here, Lmap is the length of the dispersion map:

 L L Lmap = ++ −   (25)

Like in the case of classical soliton, during the DM soliton propagation, the dispersion and non-
linear effects cancel each other. The difference is that in the classical case, this cancellation takes place 
continuously, whereas in the DM case, it takes place periodically with the period of the dispersion 
map length Lmap. The strength of the DM is characterized by a parameter S, which is determined 
as47,50,52

  S
c

D D L D D L
=

− − −+ + − −λ
π τ

2

22

( ) ( )av av  (26)

The absolute values of the local dispersion are usually much greater than the path average dispersion: 
| |, | _| >> | |.avD D D+  As one can see from Eq. (26), the strength of the map is proportional to the num-
ber of the local dispersion lengths of the pulse in the map length: S L zd≈ map local/ , . The shape of the 
DM solitons are close to Gaussian. A very important feature of DM solitons is the so-called power 
enhancement. Depending on the strength of the map, the pulse energy of DM solitons, eDM, is greater 
than that of classical solitons, e0, propagating in a fiber with constant dispersion, D D= av : ,47 50  

   ε εDM ≈ +0
21 0 7( . )S   (27)

Note that this equation assumes lossless fiber. The power enhancement effect is very important for 
practical applications. It provides an extra degree of freedom in the system design by giving the possi-
bility to change the pulse energy while keeping the path-average fiber dispersion constant. In particu-
lar, because DM solitons can have adequate pulse energy (to have a high-enough SNR) at or near zero 
path average dispersion, timing jitter from the Gordon-Haus and acoustic effects is greatly reduced 
(e.g., the variance of the Gordon-Haus jitter, σ 2 , scales almost as 1/ DMε ).49 Single-channel high-
bit-rate DM soliton transmission over long distances with weak guiding filters and without guiding 
filters was experimentally demonstrated.46,51

Dispersion-managed soliton transmission is possible not only in transmission lines with positive 
dispersion, Dav > 0, but also in the case of Dav = 0 and even Dav < 0.52 To understand this, consider 
qualitatively the DM soliton propagation (Fig. 4). Locally, the dispersive effects are always stronger 
than the nonlinear effect (i.e., the local dispersion length is much shorter than the nonlinear length). 
In the zero approximation, the pulse propagation in the map is almost linear. Let’s call the middle of 
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the positive D sections “point a,” the middle of the negative sections “point c,” transitions between 
positive and negative sections “point b,” and transitions between negative and positive sections “point d.” 
The chirp-free (minimum pulse width) positions of the pulse are in the middle of the positive- and 
negative-D sections (points a and c). The pulse chirp is positive between points a, b, and c (see Fig. 4). 
That means that the high-frequency (blue) spectral components of the pulse are at the front edge of 
the pulse, and the low-frequency (red) components are at the trailing edge. In the section c-d-a, the pulse 
chirp is negative. The action of the nonlinear SPM effect always downshifts in frequency the front 
edge of the pulse and up shifts in frequency the trailing edge of the pulse. That means that the non-
linearity decreases the spectral bandwidth of positively chirped pulses (section a-b-c) and increases 
the spectral bandwidth of negatively chirped pulses (section c-d-a). This results in the spectral band-
width behavior also shown in Fig. 4: The maximum spectral bandwidth is achieved in the chirp-free 
point in the positive section, whereas the minimum spectral bandwidth is achieved in the chirp-free 
point in the negative section. The condition for the pulses to be DM solitons is that the nonlinear 
phase shift is compensated by the dispersion-induced phase shift over the dispersion map length. 
That requires that ∫ >D dzBW2 0 (here, BW is the pulse spectral bandwidth). Note that in the case 
of classical solitons, when spectral bandwidth is constant, this expression means that dispersion D
must be positive. In the DM case, however, the pulse bandwidth is wider in the positive-D section 
than in the negative-D section. As a result, the integral can be positive, even when D Ddz Lav map/= ∫  
is zero or negative. Note that the spectral bandwidth oscillations explain also the effect of power 
enhancement of DM solitons.

Consider interaction of adjacent pulses in DM systems.54 The parameter that determines the 
strength of the interaction is the ratio t /T (here, t  is the pulse width and T is the spacing between 
adjacent pulses). As in the case of classical soliton transmission, the cross-phase modulation effect 
(XPM) shifts the frequencies of the interacting pulses, ΔfXPM, which, in turn, results in timing jitter at 
the output of the transmission. As it was discussed earlier, the classical soliton interaction increases 

FIGURE 4 Qualitative description of dispersion-managed (DM) soliton trans-
mission. Distance evolution of the fiber dispersion [D(z)], pulse chirp, pulse width 
[ ( )],τ z  and pulse bandwidth [BW(z)]. Evolution of the pulse shape in different fiber 
sections is shown in the bottom.
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very quickly with t /T. To avoid interaction-induced penalties in classical soliton transmission systems, 
the pulses should not overlap significantly with each other: t /T should be less than 0.2 to 0.3. In the 
DM case, the situation is different. The pulse width in the DM case oscillates with the distance t (z); 
that means that the interaction also changes with distance. Also, because the pulses are highly chirped 
when they are significantly overlapped with each other, the sign of the interaction is essentially inde-
pendent of the mutual phases of the pulses. Cross-phase modulation always shifts the leading pulse 
to the red spectral region, and the trailing pulse shifts to the blue spectral region. The XPM-induced 
frequency shifts of interacting solitons per unit distance is

  
d f

dz

n

T A
T

Δ
ΦXPM /≈ ± 0 15

2 2
2

. ( )
π ε

λ
τ   (28)

The minus sign in Eq. (28) corresponds to the leading pulse, and the plus sign corresponds to the 
trailing pulse. Numerically calculated dimensionless function, Φ( ),τ /T  is shown in Fig. 5. As it fol-
lows from Eq. (28), Φ( )τ /T  describes the strength of the XPM-induced interaction of the pulses as a 
function of the degree of the pulse overlap. One can see that the interaction is very small when t /T is 
smaller than 0.4 (i.e., when the pulses barely overlap), which is similar to the classical soliton propa-
gation. The strength of the interaction of DM solitons also increases with t /T, but only in the region 
0 1< <τ /T . In fact, the interaction reaches its maximum at τ /T ≈1 and then decreases and becomes 
very small again when τ /T >> 1 (i.e., when the pulses overlap nearly completely). There are two rea-
sons for such an interesting behavior at τ /T >> 1. The XPM-induced frequency shift is proportional 
to the time derivative of the interacting pulse’s intensity, and the pulse derivative reduces with the 
pulse broadening. Also, when the pulses nearly completely overlap, the sign of the derivative changes 
across the region of overlap so that the net effect tends to be canceled out. 

Based on Eq. (28) and Fig. 5, one can distinguish three main regimes of data transmission in DM 
systems. In all these regimes, the minimum pulse width is, of course, less than the bit slot, T. The 
regimes differ from each other by the maximum pulse breathing with the distance. In the first, “non-
pulse-overlapped,” regime, adjacent pulses barely overlap during most of the transmission, so that the 
pulse interaction is not a problem in this case. This is the most stable regime of transmission. In the 
“partially-pulse-overlapped” regime, the adjacent pulses spend a considerable portion of the transmis-
sion being partially overlapped [t (z) being around T]. Cross-phase modulation causes the frequency 
and timing jitter in this case. In the third, “pulse-overlapped,” regime, the adjacent pulses are almost 
completely overlapped with each other during most of the transmission [ ( ) ].min ,τ L z Tdmap local/ >>  

FIGURE 5 Dimensionless function Φ( )τ /T  describing the XPM-
induced frequency shift of two interacting chirped Gaussian pulses as 
a function of the pulse width normalized to the pulse separation.
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The XPM-induced pulse-to-pulse interaction is greatly reduced in this case in comparison with the pre-
vious one. The main limiting factor for this regime of transmission is the intrachannel four-wave mixing 
taking place during strong overlap of adjacent pulses.54 The intrachannel four-wave mixing leads to the 
amplitude fluctuations of the pulses and “ghost” pulse generation in the “zero” slots of the data stream.

22.9 WAVELENGTH-DIVISION MULTIPLEXED 
DISPERSIONMANAGED SOLITON 
TRANSMISSION

One of the advantages of DM transmission over classical soliton transmission is that the local dis-
persion can be very high (|D+|, |D−| >> |Dav|), which efficiently suppresses the four-wave mixing 
from soliton-soliton collisions in WDM. Consider the timing jitter induced by collisions in the non-
pulse-overlapped DM transmission. The character of the pulse collisions in DM systems is quite dif-
ferent from the case of a transmission line with uniform dispersion: In the former, the alternating 
sign of the high local dispersion causes the colliding solitons to move rapidly back and forth with 
respect to each other, with the net motion determined by Dav.

56–59 Because of this rapid breathing of 
the distance between the pulses, each net collision actually consists of many fast or “mini” collisions. 
The net collision length can be estimated as59

  L
D

D D L

D D Dcoll
av

av

av av

eff

av

≈ +
−

≈ ++ +2 2τ
λ

τ
λ

τ
Δ Δ

( )

ΔΔλ
  (29)

Here, t  is the minimum (unchirped) pulse width. Here, we also defined the quantity τ λeff ≡ + +L D Δ , 
which plays the role of an effective pulse width. For strong dispersion management, t eff is usually much 
bigger than t . Thus, Lcoll becomes almost independent of Δl and much longer than it is for classical 
solitons subject to the same Dav. As a result, the residual frequency shift caused by complete pulse 
collisions tends to become negligibly small for transmission using strong maps.58 The maximum 
frequency excursion during the DM soliton collision is59

  δ
ε

λ λ
ε

λ λτ
f

n

L D AD

n

ADmax ≈ ± = ±
+ +

2 22
2

2

av av effΔ Δ
  (30)

Now, we can estimate the time shift of the solitons per complete collision:

  δ λ δ α δ λ α
ε

t D c fdz D L f c
n

cc av av coll/ /≈ ≈ ≈ ±∫2 2 22
max

λλ
λcADavΔ 2  (31)

Here, a ≤ 1 is a numerical coefficient that takes into account the particular shape of the frequency 
shift as a function of distance. Consider now the time shifts caused by all collisions. In a two-channel 
transmission, the distance between subsequent collisions is l T Dcoll av/= ( ).Δλ  The maximum num-
ber of complete collisions at the transmission distance L is ( )L L l− coll coll/  (we assume that L > Lcoll), and 
the number of incomplete collisions at the end of transmission is Lcoll/lcoll. The timing shift caused 
by all these collisions can be estimated as

  δ δ α
ελ

λ
t t L L l

n

cAT
L LΣ Δc cc coll coll/ /≈ − = ± −( ) (2

2 2
ccoll /2)   (32)

Consider the problem of initial partial collisions. As it was discussed earlier for the case of classical 
solitons, initial partial collisions can be a serious problem by introducing large timing jitter at the 
output of transmission. On the other hand, for the classical case, one could avoid the half-collisions 
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by staggering the pulse positions of the WDM channels at the transmission input. The situation 
is very different for the DM case. In the DM case, the collision length is usually longer than the 
distance between subsequent collisions (i.e., Lcoll > lcoll). Thus, a pulse can collide simultaneously
with several pulses of another channel. The maximum number of such simultaneous collisions 
is N L l Tsc coll coll/ /≈ = 2τ  + −+ +[( ) ] .D D L Tav /Δλ  Note that Nsc increases when the channel spacing 
Δl increases. The fact that the collision length is greater than the distance between collisions also 
means that initial partial collisions are inevitable in DM systems. Moreover, depending on the data 
pattern in the interacting channel, each pulse can experience up to Nsc initial partial collisions with 
that channel (not just one as in the classical case). As a consequence, the residual frequency shifts can 
be bigger than d fmax. The total time shift caused by the initial partial collisions at distance L > Lcoll 
can be estimated as

   δτ βδ λ β
ελ

pc sc coll av/ /= − ≈ ±f N L L D c
n

cATmax ( )2
2

2 2

ΔΔλ
( )L L− coll /2   (33)

Here, b ≤ 1 is a numerical coefficient that takes into account the particular shape of the frequency 
shift as a function of distance for a single collision.

Equations (32) and (33) assume that the transmission distance is greater than the collision length. 
When L > Lcoll, these equations should be replaced by

   δ α β δ λ α β
ελ

t D f
c

L
l

n
Σc, pc av

coll

≈ ≈ ±( , ) ( , )max

2 2
2

2 ccAT
L

LΔλ
2

coll

  (34)

Note that the signs of the timing shifts caused by initial partial collisions and by complete collisions 
are opposite. Thus, the maximum (worst-case) spread of the pulse arriving times caused by pulse 
collisions in the two-channel WDM transmission is described by:

   δ δ δt t tmax = +| | | |pc cΣ   (35)

In a WDM transmission with more than two channels, one has to add contributions to the time 
shift from all the channels. Note that the biggest contribution makes the nearest neighboring channels, 
because the time shift is inversely proportional to the channel spacing, Δl. Now, we can summarize 
the results of Eqs. (32) through (35) as follows. When L > Lcoll [Eqs. (32) to (33)], corresponding to 
very long distance transmission, δtmax increases linearly with the distance and almost independently 
of the path-average dispersion Dav. When L < Lcoll [Eq. (34)], which corresponds to short-distance 
transmission and/or very low path-average dispersion, δtmax increases quadratically with the distance 
and in proportion to Dav. Note also that the WDM data transmission at near zero path-averaged dis-
persion Dav = 0, may not be desirable, because Lcoll → ∞ and frequency excursions δ fmax → ∞ when 

D → 0 [see Eq. (30)]. Thus, even though Eq. (34) predicts the time shift to be zero when Dav is exactly 
zero, the frequency shifts of the solitons can be unacceptably large and Eq. (34) may be no longer 
valid. There are also practical difficulties in making maps with Dav < 0.1 ps nm−1 km−1 over the wide 
spectral range required for dense WDM transmission. 

It is interesting to compare these results with the results for the case of classical solitons [Eqs. (17) 
to (22)]. The time shifts per complete collisions [Eqs. (18) and (31)] are about the same, the time 
shifts from all initial partial collisions [Eqs. (20) and (33)] are also close to each other. The total maxi-
mum time shifts from all collisions are also close to each other for the case of long distance transmis-
sion. That means that, similar to the classical case, one has to control the collision-induced timing jit-
ter when it becomes too large. As it was discussed earlier, the sliding frequency-guiding filters are very 
effective in suppressing the timing jitter. Because the collision length in DM systems is much longer 
than in classical systems, and, at the same time, it is almost independent of the channel wavelength 
separation, the requirement that the collision length is much greater than the filter spacing, Lcoll >> 
Lf , is easy to meet. As a result, the guiding filters suppress the timing jitter in DM systems even more 
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effective than in classical soliton systems. The fact that the frequency excursions during collisions are 
much smaller in DM case, also makes the filters to work more effectively. 

As we have discussed previously, many important features of DM solitons come from the fact that 
the soliton spectral bandwidth oscillates with the distance. That is why guiding filters alter the disper-
sion management itself and give an additional degree of freedom in the system design.60 Note also 
that the position of the filters in the dispersion map can change the soliton stability in some cases.61 

It should also be noted that because of the weak dependence of the DM soliton spectral bandwidth 
on the soliton pulse energy, the energy fluctuations damping length provided by the guided filters is 
considerably longer than the frequency damping length.62 This is the price one has to pay for many 
advantages of DM solitons. From the practical point of view, the most important advantage is the 
flexibility in system design and freedom in choosing the transmission fibers. For example, one can 
upgrade existing systems by providing an appropriate dispersion compensation with dispersion com-
pensation fibers or with lumped dispersion compensators (fiber Bragg gratings, for example). The 
biggest advantage of DM systems is the possibility to design dispersion maps with essentially zero 
dispersion slope of the path-average dispersion, dDav/dl, by combining commercially available fibers 
with different signs of dispersion and dispersion slopes. (Note that it was a nonzero dispersion slope 
that limited the maximum number of channels in classical soliton long distance WDM transmission.) 
This was demonstrated in the experiment where almost flat average dispersion Dav = 0.3 ps nm−1 km−1 was 
achieved by combining standard, dispersion-compensating, and True-Wave (Lucent nonzero disper-
sion-shifted) fibers.63 By using sliding frequency-guiding filters and this dispersion map, “error-free” 
DM soliton transmission of twenty-seven 10-Gbit/s WDM channels was achieved over more than 
9000 km without using forward error correction. It was shown that once the error-free transmis-
sion with about 10 channels is achieved, adding additional channels practically does not change per-
formance of the system. (This is because, for each channel, only the nearest neighboring channels 
degrade its performance.) The maximum number of WDM channels in this experiment was limited 
only by the power and bandwidth of optical amplifiers used in the experiment. One can expect that 
the number of channels can be increased by a few times if more powerful and broader-bandwidth 
amplifiers are used.

22.10 CONCLUSION

We considered the basic principles of soliton transmission systems. The main idea of the “soliton 
philosophy” is to put under control, balance, and even to extract the maximum benefits from other-
wise detrimental effects of the fiber dispersion and nonlinearity. The “soliton approach” is to make 
transmission systems intrinsically stable. Soliton technology is a very rapidly developing area of 
science and engineering, which promises a big change in the functionality and capacity of optical 
data transmission and networking.
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FIBER-OPTIC 
COMMUNICATION 
STANDARDS

Casimer DeCusatis
IBM Corporation
Poughkeepsie, New York

23.1 INTRODUCTION

This chapter presents a brief overview of several major industry standards for optical communica-
tions, including the following:

• ESCON/SBCON (Enterprise System Connection/Serial Byte Connection)

• FDDI (Fiber Distributed Data Interface)

• Fibre Channel Standard

• ATM (Asynchronous Transfer Mode)/SONET (Synchronous Optical Network)

• Ethernet (including Gigabit, 10 Gigabit, and other variants)

• InfiniBand 

23.2 ESCON

The Enterprise System Connection (ESCON)∗ architecture was introduced on the IBM System/390 
family of mainframe computers in 1990 as an alternative high-speed I/O channel attachment.1,2 The 
ESCON interface specifications were adopted in 1996 by the ANSI X3T1 committee as the serial 
byte connection (SBCON) standard.3

The ESCON/SBCON channel is a bidirectional, point-to-point 1300-nm fiber-optic data link with 
a maximum data rate of 17 Mbytes/s (200 Mbit/s). ESCON supports a maximum unrepeated distance 
of 3 km using 62.5 μm multimode fiber and LED transmitters with an 8-dB link budget, or a maxi-
mum unrepeated distance of 20 km using single-mode fiber and laser transmitters with a 14-dB link 
budget. The laser channels are also known as the ESCON extended distance feature (XDF). Physical 
connection is provided by an ESCON duplex connector, illustrated in Fig. 1. Recently, the single-mode 

23.1

23

∗ESCON is a registered trademark of IBM Corporation, 1991.
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23.2  FIBER OPTICS

ESCON links have adopted the SC duplex connector as standardized by Fibre Channel. With the use 
of repeaters or switches, an ESCON link can be extended up to 3 to 5 times these distances, and using 
wavelength division multiplexing (WDM) they can be extended even further, up to 100 km or more. 
However, performance of the attached devices in channel-to-channel applications typically falls off 
quickly at longer distances due to the longer round-trip latency of the link, making this approach 
suitable only for applications that can tolerate a lower effective throughput, such as remote backup 
of data for disaster recovery. There are some applications which can run over an ESCON physical 
layer without experiencing this performance degradation, such as virtual tape servers (VTS). ESCON 
devices and CPUs may communicate directly through a channel-to-channel attachment, but more 
commonly attach to a central nonblocking dynamic crosspoint switch. The resulting network topol-
ogy is similar to a star-wired ring, which provides both efficient bandwidth utilization and reduced 
cabling requirements. The switching function is provided by an ESCON director, a nonblocking cir-
cuit switch. Although ESCON uses 8B/10B encoded data, it is not a packet-switching network; instead, 
the data frame header includes a request for connection that is established by the director for the dura-
tion of the data transfer. An ESCON data frame includes a header, payload of up to 1028 bytes of data, 
and a trailer. The header consists of a 2-character start-of-frame delimiter, 2-byte destination address, 
2-byte source address, and 1 byte of link control information. The trailer is a 2-byte cyclic redundancy 
check (CRC) for errors, and a three-character end-of-frame delimiter. ESCON uses a DC-balanced 
8B/10B coding scheme developed by IBM.

23.3 FDDI

The fiber distributed data interface (FDDI) was among the first open networking standards to specify 
optical fiber. It was an outgrowth of the ANSI X3T9.5 committee proposal in 1982 for a high-speed 
token passing ring as a back-end interface for storage devices. While interest in this application 
waned, FDDI found new applications as the backbone for local area networks (LANs). The FDDI 
standard was approved in 1992 as ISO standards IS 9314/1-2 and DIS 9314-3; it follows the architec-
tural concepts of IEEE standard 802 (although it is controlled by ANSI, not IEEE, and therefore has 
a different numbering sequence) and is among the family of standards (including token ring and 
ethernet) that are compatible with a common IEEE 802.2 interface. FDDI is a family of four speci-
fications, namely, the physical layer (PHY), physical media dependent (PMD), media access control 
(MAC), and station management (SMT). These four specifications correspond to sublayers of the 
data link and physical layer of the OSI reference model; as before, we will concentrate on the physical 
layer implementation.

The FDDI network is a 100-Mbit/s token passing ring, with dual counterrotating rings for fault 
tolerance. The dual rings are independent fiber-optic cables; the primary ring is used for data trans-
mission, and the secondary ring is a backup in case a node or link on the primary ring fails. Bypass 
switches are also supported to reroute traffic around a damaged area of the network and prevent the 
ring from fragmenting in case of multiple node failures. The actual data rate is 125 Mbit/s, but this 
is reduced to an effective data rate of 100 Mbit/s by using a 4B/5B coding scheme. This high speed 

FIGURE 1 ESCON duplex fiber-optic connector.
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FIBER-OPTIC COMMUNICATION STANDARDS  23.3

allows FDDI to be used as a backbone to encapsulate lower speed 4, 10, and 16 Mbit/s LAN protocols; 
existing ethernet, token ring, or other LANs can be linked to an FDDI network via a bridge or router. 
Although FDDI data flows in a logical ring, a more typical physical layout is a star configuration with 
all nodes connected to a central hub or concentrator rather than to the backbone itself. There are two 
types of FDDI nodes, either dual attach (connected to both rings) or single attach; a network supports 
up to 500 dual-attached nodes, 1000 single-attached nodes, or an equivalent mix of the two types. 
FDDI specifies 1300-nm LED transmitters operating over 62.5 μm multimode fiber as the reference 
media, although the standard also provides for the attachment of 50, 100, 140, and 185 μm fiber. Using 
62.5 μm fiber, a maximum distance of 2 km between nodes is supported with an 11-dB link budget; 
since each node acts like a repeater with its own phase-lock loop to prevent jitter accumulation, the 
entire FDDI ring can be as large as 100 km. However, an FDDI link can fail due to either excessive 
attenuation or dispersion; for example, insertion of a bypass switch increases the link length and may 
cause dispersion errors even if the loss budget is within specifications. For most other applications, 
this does not occur because the dispersion penalty is included in the link budget calculations or 
the receiver sensitivity measurements. The physical interface is provided by a special media interface 
connector (MIC), illustrated in Fig. 2. The connector has a set of three color-coded keys which are 
interchangable depending on the type of network connection;1 this is intended to prevent installation 
errors and assist in cable management.

An FDDI data frame is variable in length and contains up to 4500 8-bit bytes, or octets, including 
a preamble, start of frame, frame control, destination address, data payload, CRC error check, and 
frame status/end of frame. Each node has an MAC sublayer that reviews all the data frames looking 
for its own destination address. When it finds a packet destined for its node, that frame is copied into 
local memory; a copy bit is turned on in the packet; and it is then sent on to the next node on the ring. 
When the packet returns to the station that originally sent it, the originator assumes that the packet 
was received if the copy bit is on; the originator will then delete the packet from the ring. As in the IEEE 
802.5 token ring protocol, a special type of packet called a token circulates in one direction around the 
ring, and a node can only transmit data when it holds the token. Each node observes a token retention 
time limit, and also keeps track of the elapsed time since it last received the token; nodes may be given 
the token in equal turns, or they can be given priority by receiving it more often or holding it longer 
after they receive it. This allows devices having different data requirements to be served appropriately.

Because of the flexibility built into the FDDI standard, many changes to the base standard have 
been proposed to allow interoperability with other standards, reduce costs, or extend FDDI into the 
MAN or WAN. These include a single-mode PMD layer for channel extensions up to 20 to 50 km. 
An alternative PMD provides for FDDI transmission over copper wire, either shielded or unshielded 
twisted pairs; this is known as copper distributed data interface, or CDDI. A new PMD was also devel-
oped to adapt FDDI data packets for transfer over a SONET link by stuffing approximately 30 Mbit/s 
into each frame to make up for the data rate mismatch (we will discuss SONET as an ATM physical 
layer in a later section). An enhancement called FDDI-II uses time-division multiplexing to divide 
the bandwidth between voice and data; it accommodates isochronous, circuit-switched traffic as well 
as existing packet traffic. An option known as low cost (LC) FDDI uses the more common SC duplex 
connector instead of the more expensive MIC connectors, and a lower-cost transceiver with a 9-pin 
footprint similar to the single-mode ESCON parts.

FIGURE 2 FDDI duplex fiber-optic connector.
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23.4  FIBER OPTICS

23.4 FIBRE CHANNEL STANDARD

Development of the ANSI Fibre Channel (FC) Standard began in 1988 under the X3T9.3 Working 
Group, as an outgrowth of the Intelligent Physical Protocol Enhanced Physical Project. The motiva-
tion for this work was to develop a scaleable standard for the attachment of both networking and I/O 
devices, using the same drivers, ports, and adapters over a single channel at the highest speeds cur-
rently achievable. The standard applies to both copper and fiber-optic media, and uses the English 
spelling fibre to denote both types of physical layers. In an effort to simplify equipment design, FC 
provides the means for a large number of existing upper-level protocols (ULPs), such as IP, SCI, and 
HIPPI, to operate over a variety of physical media. Different ULPs are mapped to FC constructs, 
encapsulated in FC frames, and transported across a network; this process remains transparent to 
the attached devices. The standard consists of five hierarchical layers,4 namely a physical layer, an 
encode/decode layer which has adopted the DC-balanced 8B/10B code, a framing protocol layer, a 
common services layer (at this time, no functions have been formally defined for this layer), and a 
protocol-mapping layer to encapsulate ULPs into FC. Physical layer specifications for 1, 2, 4, and 
8 Gbit/s links have been defined (refer to the ANSI standard for the most recent specifications). If 
the two link endpoints have different data rate capabilities, the links will auto-negotiate to the high-
est available rate between either 1, 2, and 4 Gbit/s rates or between 2, 4, and 8 Gbit/s rates. Note that 
the 10 Gbit/s data rate specifies a 64B/66B encoding scheme, rather than 8B/10B, and consequently 
is not backward compatible with lower data rates; this rate is typically reserved for inter-switch 
links (ISLs). The second layer defines the Fibre Channel data frame; frame size depends upon the 
implementation and is variable up to 2148 bytes long. Each frame consists of a 4-byte start-of-frame 
delimiter, a 24-byte header, a 2112-byte pay-load containing from 0 to 64 bytes of optional headers 
and 0 to 2048 bytes of data, a 4-byte CRC, and a 4-byte end-of-frame delimiter. In October 1994, 
the Fibre Channel physical and signaling interface standard FC-PH was approved as ANSI standard 
X3.230-1994.

Logically, Fibre Channel is a bidirectional point-to-point serial data link. Physically, there are 
many different media options (see Table 1) and three basic network topologies. The simplest, default 
topology, is a point-to-point direct link between two devices, such as a CPU and a device controller. 
The second, Fibre Channel Arbitrated Loop (FC-AL), connects between 2 and 126 devices in a loop 
configuration. Hubs or switches are not required, and there is no dedicated loop controller; all nodes 
on the loop share the bandwidth and arbitrate for temporary control of the loop at any given time. 
Each node has equal opportunity to gain control of the loop and establish a communications path; 
once the node relinquishes control, a fairness algorithm ensures that the same node cannot win 
control of the loop again until all other nodes have had a turn. As networks become larger, they may 
grow into the third topology, an interconnected switchable network or fabric, in which all network 
management functions are taken over by a switching point, rather than each node. An analogy for a 
switched fabric is the telephone network; users specify an address (phone number) for a device with 
which they want to communicate, and the network provides them with an interconnection path. In 
theory there is no limit to the number of nodes in a fabric; practically, there are only about 16 million 
unique addresses. Fibre Channel also defines three classes of connection service, which offer options 
such as guaranteed delivery of messages in the order they were sent and acknowledgment of received 
messages.

As shown in Table 1, FC provides for both single-mode and multimode fiber-optic data links using 
longwave (1300-nm) lasers and LEDs as well as short-wave (780 to 850 nm) lasers. The physical con-
nection is provided by an SC duplex connector defined in the standard (see Fig. 3), which is keyed to 
prevent misplugging of a multimode cable into a single-mode receptacle. This connector design has 
since been adopted by other standards, including ATM, low-cost FDDI, and single-mode ESCON. 
The requirement for international class 1 laser safety is addressed using open fiber control (OFC) on 
some types of multimode links with shortwave lasers. This technique automatically senses when a full 
duplex link is interrupted, and turns off the laser transmitters on both ends to preserve laser safety. 
The lasers then transmit low-duty cycle optical pulses until the link is reestablished; a handshake 
sequence then automatically reactivates the transmitters.

Bass_v5ch23_p001-010.indd 23.4 9/9/09 11:01:55 AM

DO
 N

OT
 D

UP
LI

CA
TE
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TABLE 1 Examples of the Fiber Channel Standard Physical Layer

 Data Rate  Maximum  Signaling Rate
   Media Type (Mbytes/s) Distance (Mbaud) Transmitter

SMF 800  10 km 8500.0 LW laser
 400  10 or 4 km 4250.0 LW laser
 200  10 km  2125.0 LW laser
 100  10 km 1062.5 LW laser
  50  10 km 1062.5 LW laser
  25  10 km 1062.5 LW laser
50-μm multimode fiber 800  10 km 8500.0 SW laser
 400  10 or 4 km 4250.0 SW laser
 200  10 km  2125.0 SW laser
 100 500 m 1062.5 SW laser
  50   1 km 531.25 SW laser
  25   2 km 265.625 SW laser
  12.5  10 km 132.8125 LW LED
62.5-μm multimode fiber 100 300 m 1062.5 SW laser
  50 600 m 531.25 SW laser
  25   1 km 265.625 LW LED
  12.5   2 km 132.8125 LW LED
105-Ω type 1 shielded  25  50 m 265.125 ECL
 twisted pair electrical 12.5 100 m 132.8125 ECL
75 Ω mini coax 100  10 m 1062.5 ECL
  50  20 m 531.25 ECL
  25  30 m 265.625 ECL
  12.5  40 m 132.8125 ECL
75 Ω video coax 100  25 m 1062.5 ECL
  50  50 m 531.25 ECL
  25  75 m 265.625 ECL
  12.5 100 m 132.8125 ECL
150 Ω twinax or STP 100  30 m 1062.5 ECL
  50  60 m 531.25 ECL
  25 100 m 265.625 ECL

LW = long wavelength, SW = short wavelength, ECL = emitter-coupled logic.

FIGURE 3 Single-mode SC duplex fiber-
optic connector, per ANSI FC Standard speci-
fications, with one narrow key and one wide 
key. Multimode SC duplex connectors use two 
wide keys.
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23.5 ATM/SONET

Developed by the ATM Forum, this protocol promised to provide a common transport media 
for voice, data, video, and other types of multimedia. ATM is a high-level protocol that can run 
over many different physical layers including copper; part of ATM’s promise to merge voice and 
data traffic on a single network comes from plans to run ATM over the synchronous optical network 
(SONET) transmission hierarchy developed for the telecommunications industry. SONET is 
really a family of standards defined by ANSI T1.105-1988 and T1.106-1988, as well as by several 
CCITT recommendations.5–8 Several different data rates are defined as multiples of 51.84 Mbit/s, 
known as OC-1. The numerical part of the OC-level designation indicates a multiple of this fun-
damental data rate, thus 155 Mbit/s is called OC-3. The standard provides for incremental data 
rates including OC-3, OC-9, OC-12, OC-18, OC-24, OC-36, and OC-48 (2.48832 Gbit/s). Both 
single-mode links with laser sources and multimode links with LED sources are defined for OC-1 
through OC-12; only single-mode laser links are defined for OC-18 and beyond. SONET also 
contains provisions to carry sub-OC-1 data rates, called virtual tributaries, which support tele-
com data rates including DS-1 (1.544 Mbit/s), DS-2 (6.312 Mbit/s), and 3.152 Mbit/s (DS1C). 
The basic SONET data frame is an array of nine rows with 90 bytes per row, known as a synchronous-
transport signal level 1 (STS-1) frame. In an OC-1 system, an STS-1 frame is transmitted once 
every 125 μs (810 bytes per 125 μs yields 51.84 Mbit/s). The first three columns provide overhead 
functions such as identification, framing, error checking, and a pointer which identifies the start 
of the 87-byte data payload. The payload floats in the STS-1 frame, and may be split across two 
consecutive frames. Higher speeds can be obtained either by concatenation of N frames into an 
STS-Nc frame (the “c” stands for concatenated) or by byte-interleaved multiplexing of N frames 
into an STS-N frame.

ATM technology incorporates elements of both circuit and packet switching. All data is broken 
down into a 53-byte cell, which may be viewed as a short fixed-length packet. Five bytes make up 
the header, providing a 48-byte payload. The header information contains routing information 
(cell addresses) in the form of virtual path and channel identifiers; a field to identify the payload type; 
an error check on the header information; and other flow control information. Cells are generated 
asynchronously; as the data source provides enough information to fill a cell, it is placed in the 
next available cell slot. There is no fixed relationship between the cells and a master clock, as in con-
ventional time-division multiplexing schemes; the flow of cells is driven by the bandwidth needs 
of the source. ATM provides bandwidth on demand; for example, in a client-server application the 
data may come in bursts; several data sources could share a common link by multiplexing during 
the idle intervals. Thus, the ATM adaptation layer allows for both constant and variable bit rate 
services. The combination of transmission options is sometimes described as a pleisosynchronous 
network, meaning that it combines some features of multiplexing operations without requiring a 
fully synchronous implementation. Note that the fixed cell length allows the use of synchronous 
multiplexing and switching techniques, while the generation of cells on demand allows flexible use 
of the link bandwidth for different types of data, characteristic of packet switching. Higher-level 
protocols may be required in an ATM network to ensure that multiplexed cells arrive in the correct 
order, or to check the data payload for errors (given the typical high reliability and low BER of mod-
ern fiber-optic technology, it was considered unnecessary overhead to replicate data error checks 
at each node of an ATM network). If an intermediate node in an ATM network detects an error in 
the cell header, cells may be discarded without notification to either end user. Although cell loss 
priority may be defined in the ATM header, for some applications the adoption of unacknowledged 
transmission may be a concern.

ATM data rates were intended to match SONET rates of 51, 155, and 622 Mbit/s; an FDDI-compliant 
data rate of 100 Mbit/s was added, in order to facilitate emulation of different types of LAN traffic 
over ATM. In order to provide a low-cost copper option and compatibility with 16-Mbit/s token ring 
LANs to the desktop, a 25-Mbit/s speed has also been approved. For premises wiring applications, 
ATM specifies the SC duplex connector, color coded beige for multimode links and blue for single-mode 
links. At 155 Mbit/s, multimode ATM links support a maximum distance of 3 km while single-mode 
links support up to 20 km.
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23.6 ETHERNET

Ethernet was originally a local area network (LAN) communication standard developed for copper 
interconnections on a common data bus; it is an IEEE standard 802.3.9 The basic principle used in 
Ethernet is carrier sense multiple access with collision detection (CSMA/CD). Ethernet LANs may 
be configured as a bus, often wired radially through a central hub. A device attached to the LAN 
that intends to transmit data must first sense whether another device is transmitting. If another 
device is already sending, then it must wait until the LAN is available; thus, the intention is that 
only one device will be using the LAN to send data at a given time. When one device is sending, 
all other attached devices receive the data and check to see if it is addressed to them; if it is not, 
then the data is discarded. If two devices attempt to send data at the same time (e.g., both devices 
may begin transmission at the same time after determining that the LAN is available; there is a gap 
between when one device starts to send and before another potential sender can detect that the 
LAN is in use), then a collision occurs. Using CSMA/CD as the media access control protocol, when 
a collision is detected attached devices will detect the collision and must wait for different lengths 
of time before attempting retransmission. Since it is not always certain that data will reach its desti-
nation without errors or that the sending device will know about lost data, each station on the LAN 
must operate an end-to-end protocol for error recovery and data integrity. Data frames begin with 
an 8-byte preamble used for determining start-of-frame and synchronization, and a header consist-
ing of a 6-byte destination address, 6-byte source address, and 2-byte length field. User data may 
vary from 46 to 1500 bytes, with data shorter than the minimum length padded to fit the frame; the 
user data is followed by a 2-byte CRC error check. Thus, an Ethernet frame may range from 70 to 
1524 bytes.

The original Ethernet standard, known also as 10Base-T (10 Mbit/s over unshielded twisted pair 
copper wires) was primarily a copper standard, although a specification using 850-nm LEDs was also 
available. Subsequent standardization efforts increased this data rate to 100 Mbit/s over the same 
copper media (100Base-T), while once again offering an alternative fiber specification (100Base-FX). 
Recently, the standard has continued to evolve with the development of Gigabit Ethernet (1000Base-
FX), which operates over fiber as the primary medium. Standardized as IEEE 802.3z, Gigabit Ethernet 
includes changes to the MAC layer in addition to a completely new physical layer operating at 1.25 
Gbit/s. Switches rather than hubs predominate, since at higher data rates throughput per end user and 
total network cost are both optimized by using switched rather than shared media. The minimum 
frame size has increased to 512 bytes; frames shorter than this are padded with idle characters (car-
rier extension). The maximum frame size remains unchanged, although devices may now transmit 
multiple frames in bursts rather than single frames for improved efficiency. The physical layer will use 
standard 8B/10B data encoding. The standard allows several different physical connector types for 
fiber, including the SC duplex and various small-form-factor connectors about the size of a standard 
RJ-45 jack, although the LC duplex has become the most commonly used variant. Early transceivers 
were packaged as gigabit interface converters, or GBICs, which allows different optical or copper 
transceivers to be plugged onto the same host card. This has been replaced by small form factor plug-
gable transceivers (either SFP or SFP+). Some variants of the standard allow operation of long-wave 
(1300 nm) laser sources over both single-mode and multimode fiber. When a transmitter is optimized 
for a single-mode launch condition, it will underfill the multimode fiber; this causes some modes to 
be excited and propagate at different speeds than others, and the resulting differential mode delay 
significantly degrades link performance. One solution involves the use of special optical cables known 
as optical mode conditioners with offset ferrules to simulate an equilibrium mode launch condition 
into multimode fiber.

Ethernet continues to evolve as one of the predominant protocols for data center networking. 
Standards are currently being defined for both 40 Gbit/s and 100 Gbit/s Ethernet links. Other emerg-
ing standards allow transport of Fibre Channel over Ethernet, in an effort to converge two common 
types of optical networks. In an effort to make the Ethernet links more robust, other new standards 
known as Converged Enhanced Ethernet (CEE) are under development. The CEE standards add 
features such as new types of fine grained flow control, enhanced quality of service, and lossless 
transmission. 
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23.7 INFINIBAND

The InfiniBand standards was developed by the InfiniBand Trade Association (IBTA) in an attempt 
to converge multiple protocol networks. Currently, it is most widely used for low-latency, high-per-
formance applications in data communication. InfiniBand specifies 8B/10B encoded data, and both 
serial and parallel optical links, some of which are illustrated in Table 2.10 These are referred to by 
the number of lanes in the physical layer interface; for example, a 4X link employs four optical fibers 
in each direction of a bidirectional link. The industry standard multifiber push-on (MPO) connec-
tor is specified for parallel optical links, while the SC duplex connector is commonly used for single 
fiber links (note that the 10 Gbit/s serial IB link physical layer is very similar to the 10-Gbit Ethernet 
link specification). InfiniBand is a switched point-to-point protocol, although some data communi-
cation applications employ the InfiniBand physical layer only, and are therefore not compatible with 
InfiniBand switches (e.g., the Parallel Sysplex IB links developed for IBM mainframes). Although 
InfiniBand links are not designed for operation at distances beyond 10 km, with sufficiently large 
receive buffers or other flow control management techniques they can be extended to much longer 
distances. This can be done using protocol independent wavelength multiplexing, or by encapsulat-
ing InfiniBand into another protocol such as SONET. 
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TABLE 2 Examples of the InfiniBand Physical Layer

 Per Lane   Unidirectional 
 Data Rate Number of Signaling Rate
Media Type (Gbits/s) Lanes (Mbytes) Transmitter

50-μm multimode fiber 2.5 1X 250 VCSEL
  4X 10,000 VCSEL
  8X 20,000 VCSEL 
  12X 30,000 VCSEL
50-μm multimode fiber 5.0 1X 500 VCSEL
  4X 20,000 VCSEL
  8X 40,000 VCSEL 
  12X 60,000 VCSEL
50-μm multimode fiber 10.0 1X 10,000 VCSEL
SMF 10.0 1X 10,000 LW laser

LW = long wavelength, VCSEL = vertical cavity surface emitting laser.
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24

24.1 INTRODUCTION

Optical fiber sensors are a broad topic. The objective of this chapter is to briefly summarize the 
fundamental properties of representative types of optical fiber sensors and how they operate. Four 
different types of sensors are evaluated systematically on the basis of performance criteria such as 
resolution, dynamic range, cross-sensitivity to multiple ambient perturbations, fabrication, and 
demodulation processes. The optical fiber sensing methods that will be investigated include well-
established technologies such as fiber Bragg grating (FBG)–based sensors, and rapidly evolving mea-
surement techniques such as those involving long-period gratings (LPGs). Additionally, two popular 
versions of Fabry-Perot interferometric sensors (intrinsic and extrinsic) are evaluated.

The outline of this chapter is as follows. The principles of operation and fabrication processes 
of each of the four sensors are discussed separately. The sensitivity of the sensors to displacement 
and simultaneous perturbations such as temperature is analyzed. The overall complexity and perfor-
mance of a sensing technique depends heavily on the signal demodulation process. Thus, the detec-
tion schemes for all four sensors are discussed and compared on the basis of their complexity. Finally, 
a theoretical analysis of the cross-sensitivities of the four sensing schemes is presented and their per-
formance is compared. 

Measurements of a wide range of physical measurands by optical fiber sensors have been investi-
gated for more than 20 years. Displacement measurements using optical fiber sensors are typical of 
these, and both embedded and surface-mounted configurations have been reported by researchers in 
the past.1 Fiber-optic sensors are small in size, are immune to electromagnetic interference, and can be 
easily integrated with existing optical fiber communication links. Such sensors can typically be easily 
multiplexed, resulting in distributed networks that can be used for health monitoring of integrated, 
high-performance materials and structures. 

Optical fiber sensors of displacement are perhaps the most basic of all fiber sensor types because 
they may be configured to measure many other related environmental factors. They should possess 
certain important characteristics. First, they should either be insensitive to ambient fluctuations in 
temperature and pressure or should employ demodulation techniques that compensate for changes 
in the output signal due to these additional perturbations. In an embedded configuration, the sen-
sors for axial strain measurements should have minimum cross-sensitivity to other strain states. The 
sensor signal should itself be simple and easy to demodulate. Nonlinearities in the output require 
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24.2  FIBER OPTICS

expensive decoding procedures or necessitate precalibration and sensor-to-sensor incompatibility. 
The sensor should ideally provide an absolute and real-time displacement or strain measurement in a 
form that can be easily processed. For environments where large strain magnitudes are expected, the 
sensor should have a large dynamic range while at the same time maintaining the desired sensitivity. 
We now discuss each of the four sensing schemes individually and present their relative advantages 
and shortcomings.

24.2 EXTRINSIC FABRY-PEROT 
INTERFEROMETRIC SENSORS 

The extrinsic Fabry-Perot interferometric (EFPI) sensor, proposed by a number of groups and 
authors, is one of the most popular fiber-optic sensors used for applications in health monitoring 
of smart materials and structures.2,3 As the name suggests, the EFPI is an interferometric sensor in 
which the detected intensity is modulated by the parameter under measurement. The simplest con-
figuration of an EFPI is shown in Fig. 1.

The EFPI system consists of a single-mode laser diode that illuminates a Fabry-Perot cavity 
through a fused biconical tapered coupler. The cavity is formed between an input single-mode fiber 
and a reflecting target element that may be a fiber. Since the cavity is external to the lead-in/lead-out 
fiber, the EFPI sensor is independent of transverse strain and small ambient temperature fluctua-
tions. The input fiber and the reflecting fiber are typically aligned using a hollow core tube as shown 
in Fig. 10. For optical fibers with uncoated ends, Fresnel reflection of approximately 4 percent results 
at the glass-to-air and air-to-glass interfaces that define the cavity. The first reflection at the glass-air 
interface R1, called the reference reflection, is independent of the applied perturbation. The second 
reflection at the air-glass interface R2, termed the sensing reflection, is dependent on the length of 
the cavity d, which in turn is modulated by the applied perturbation. These two reflections interfere 

Hollow core fiber

Multimode fiber 

Adhesive
Single mode

fiber
d

Support system

Output to
oscilloscope

Laser

Detector

Coupler
Splice tube

Sensor head

Index-
matching gel

R2
R1

FIGURE 1 Extrinsic Fabry-Perot interferometric sensor and system.
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OPTICAL FIBER SENSORS  24.3

(provided 2d < Lc, the coherence length of the light source) and the intensity I at the detector varies 
as a function of the cavity length,

I I d= ⎛
⎝⎜

⎞
⎠⎟0

4
cos

π
λ

  (1)

where I0 is the maximum value of the output intensity and l is the center wavelength of the light 
source, here assumed to be a laser diode.

The typical intensity-versus-displacement transfer function curve [Eq. (1)] for an EFPI sensor is 
shown in Fig. 2. Small perturbations that result in operation around the quiescent or Q point of the 
sensor lead to an approximately linear variation in output intensity versus applied displacement. For 
larger displacements, the output signal is not a linear function of the input signal, and the output 
signal may vary over several sinusoidal periods. In this case, a fringe in the output signal is defined as 
the change in intensity from a maximum to a maximum, or from a minimum to a minimum, so each 
fringe corresponds to a change in the cavity length by half of the operating wavelength l. The change 
in the cavity length Δd is then employed to calculate the strain using the expression

ε = Δd

L
 (2)

where L is defined as the gauge length of the sensor and is typically the distance between two points 
where the input and reflecting fibers are bonded to the hollow-core support tube.

The EFPI sensor has been used for the analysis of materials and structures.1,3 The relatively low tem-
perature sensitivity of the sensor element, due to the opposite directional expansion of the fiber and 
tube elements, makes it attractive for the measurement of strain and displacement in environments 
where the temperature is not anticipated to change over a wide range. The EFPI sensor is capable of 
measuring subangstrom displacements with strain resolution better than 1 me and a dynamic range 
greater than 10,000 me. Moreover, the large bandwidth simplifies the measurement of highly cyclical 
strain. The sensor also allows single-ended operation and is hence suitable for applications where ingress 
to and egress from the sensor location are important. The sensor requires simple and inexpensive fab-
rication equipment and an assembly time of a few minutes. Additionally, since the cavity is external to 
the fibers, transverse strain components that tend to influence the response of similar intrinsic sensors 
through Poisson-effect cross-coupling have negligible effect on the EFPI sensor output.

FIGURE 2 EFPI transfer function curve.
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24.4  FIBER OPTICS

24.3 INTRINSIC FABRY-PEROT 
INTERFEROMETRIC SENSORS

The intrinsic Fabry-Perot interferometric (IFPI) sensor is similar in operation to its extrinsic counter-
part, but significant differences exist in the configurations of the two sensors.4 The basic IFPI sensor is 
shown in Fig. 3. An optically isolated laser diode is used as the optical source to one of the input arms 
of a bidirectional 2 × 2 coupler. The Fabry-Perot cavity is formed internally by fusing a small length 
of single-mode fiber to one of the output legs of the coupler. As shown in Fig. 3, the reference (R) and 
sensing (S) reflections interfere at the detector to again provide a sinusoidal intensity variation versus 
cavity path length modulation. The cavity can also be implemented by introducing two Fresnel or other 
reflectors along the length of a single fiber. The photosensitivity effect in germanosilicate fibers has been 
used in the past to fabricate broadband grating-based reflector elements to define such an IFPI cavity.5

Since the cavity is formed within an optical fiber, changes in the refractive index of the fiber due to the 
applied perturbation can significantly alter the phase of the sensing signal S. Thus the intrinsic cavity 
results in the sensor being sensitive to ambient temperature fluctuations and all states of strain.

The IFPI sensor, like all other interferometric signals, has a nonlinear output that complicates the 
measurement of large-magnitude strain. This can again be overcome by operating the sensor in the 
linear regime around the Q point of the sinusoidal transfer function curve. The main limitation of 
the IFPI strain sensor is that the photoelastic-effect-induced change in index of refraction results in 
a nonlinear relationship between the applied perturbation and the change in cavity length. For most 
IFPI sensors, the change in the propagation constant of the fundamental mode dominates the change 
in cavity length. Thus IFPIs are highly susceptible to temperature changes and transverse strain 
components.6 In embedded applications, the sensitivity to all of the strain components can result 
in complex signal output. The process of fabricating an IFPI strain sensor is more complicated than 
that for the EFPI sensor since the sensing cavity of the IFPI sensor must be formed within the optical 
fiber by some special procedure. The strain resolution of IFPI sensors is approximately 1 me with an 
operating range greater than 10,000 me. IFPI sensors also suffer from drift in the output signal due to 
variations in the polarization state of the input light.

Thus the preliminary analysis shows that the extrinsic version of the Fabry-Perot optical fiber sen-
sor seems to have an overall advantage over its intrinsic counterpart. The extrinsic sensor has negli-
gible cross-sensitivity to temperature and transverse strain. Although the strain sensitivities, dynamic 
ranges, and bandwidths of the two sensors are comparable, the IFPIs can be expensive and cumber-
some to fabricate due to the intrinsic nature of the sensing cavity. 

The extrinsic and intrinsic Fabry-Perot interferometric sensors possess nonlinear sinusoidal out-
puts that complicate signal processing at the detector. Although intensity-based sensors have a sim-
ple output variation, they suffer from limited sensitivity to strain or other perturbations of interest. 
Grating-based sensors have recently become popular as transducers that provide wavelength-encoded 
output signals that can typically be easily demodulated to derive information about the perturba-
tion under investigation. We next discuss the advantages and drawbacks of Bragg grating sensing 
technology. The basic operating mechanism of Bragg grating-based strain sensors is then reviewed 

FIGURE 3 The intrinsic Fabry-Perot interferometric (IFPI) sensor.
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OPTICAL FIBER SENSORS  24.5

and the expressions for strain resolution are obtained. These sensors are then compared to the recently 
developed long-period grating devices in terms of fabrication process, cross-sensitivity to multiple 
measurands, and simplicity of signal demodulation. 

24.4  FIBER BRAGG GRATING SENSORS 

The phenomenon of photosensitivity was discovered by Hill and coworkers in 1978.7 It was found that 
permanent refractive index changes could be induced in optical fibers by exposing the germanium-
doped core of a fiber to intense light at 488 or 514 nm. Hill found that a sinusoidal modulation of 
index of refraction in the core created by the spatial variation of such an index-modifying beam gives 
rise to refractive index grating that can be used to couple the energy in the fundamental guided mode 
to various guided and lossy modes. Later Meltz et al.8 suggested that photosensitivity is more efficient 
if the fiber is side-exposed to a writing beam at wavelengths close to the absorption wavelength (242 nm) 
of the germanium defects in the fiber. The side-writing process simplified the fabrication of Bragg 
gratings, and these devices have recently emerged as highly versatile components for optical fiber com-
munication and sensing systems. Recently, loading of the fibers with hydrogen prior to writing has 
been used to produce order-of-magnitude larger changes in index in germanosilicate fibers.9

Principle of Operation 

Bragg gratings in optical fibers are based on a phase-matching condition between propagating opti-
cal modes. This phase-matching condition is given by 

k k kg c B+ =   (3)

where kg, kc, and kB are, respectively, the wave vectors of the coupled guided mode, the resulting cou-
pling mode, and the grating. For a first-order interaction, kB = 2π/ ,Λ  where Λ is the spatial period of 
the grating. In terms of propagation constants, this condition reduces to the general form of interac-
tion for mode coupling due to a periodic perturbation

Δ
Λ

β π= 2
 (4)

where Δb is the difference in the propagation constants of the two modes involved in mode cou-
pling, where both modes are assumed to travel in the same direction.

Fiber Bragg gratings (FBGs) involve the coupling of the forward-propagating fundamental LP01 in 
a single-mode fiber to the reverse-propagating LP01 mode.10 Here, consider a single-mode fiber with 
b01 and −b01 as the propagation constants of the forward- and reverse-propagating fundamental LP01
modes. To satisfy the phase-matching condition,

Δ
Λ

β β β π= − − =01 01

2
( )   (5)

where β π λ01 2= n neff eff/ ,  is the effective index of the fundamental mode, and l is the free-space 
wavelength of the source. Equation (5) reduces to10

λB n= 2Λ eff   (6)

where lB is termed the Bragg wavelength—the wavelength at which the forward-propagating LP01
mode couples to the reverse-propagating LP01 mode. Such coupling is wavelength dependent, since 
the propagation constants of the two modes are a function of the wavelength. Hence, if an FBG ele-
ment is interrogated using a broadband optical source, the wavelength at which phase matching 
occurs is back-reflected. This back-reflected wavelength is a function of the grating period Λ and the 
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24.6  FIBER OPTICS

effective index neff of the fundamental mode as shown in Eq. (6). Since strain and temperature effects 
can modulate both of these parameters, the Bragg wavelength is modulated by both of these external 
perturbations. The resulting spectral shifts are utilized to implement FBGs for sensing applications.

Figure 4 shows the mode-coupling mechanism in fiber Bragg gratings using a b-plot. Since the 
difference in propagation constants (Δb) between the modes involved in coupling is large, we see from 
Eq. (4) that only a small period, Λ, is needed to induce this mode coupling. Typically for optical fiber 
communication system applications the value of lB is approximately 1.5 μm. From Eq. (6), Λ is thus 
approximately 0.5 μm for neff = 1.5, the approximate index of refraction of the glass in a fiber. Due to 
the small period, on the order of 1 μm, FBGs are typically classified as short-period gratings (SPGs).

Bragg Grating Sensor Fabrication

Fiber Bragg gratings have commonly been manufactured using two side-exposure techniques, 
namely interferometric and phase mask methods. The interferometric method, shown in Fig. 5, uses 
an ultraviolet (UV) writing beam at 244 or 248 nm, split into two parts of approximately the same 
intensity by a beam splitter.8 The two beams are focused on a portion of the Ge-doped fiber, whose 
protective coating has been removed using cylindrical lenses. The period of the resulting interfer-
ence pattern, and hence the period of the Bragg grating element to be written, is varied by altering 
the mutual angle q. A limitation of this method is that any relative vibration of the pairs of mirrors 
and lenses can lead to the degradation of the quality of the fringe pattern and the fabricated grating; 
thus the entire system has a stringent stability requirement. To overcome this drawback, Kashyap10

proposed a novel interferometer technique in which the path difference between the interfering UV 
beams is produced by propagation through a right-angled prism, as shown in Fig. 6. This geometry 
is inherently stable because both beams are perturbed similarly by any prism vibration.

FIGURE 4 Mode-coupling mechanism in fiber Bragg gratings. The 
large value of Δb in FBGs requires a small value of the grating periodicity Λ.
The hatched regions represent the guided modes in the forward (b > 0) and 
reverse (b > 0) directions.

0−b01 b01−n1
w
c −n2

w
c n2

w
c n1

w
c

b =
w n

c

Δb = 2p/Λ

FIGURE 5 Fabrication of Bragg 
gratings using interferometric scheme.
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OPTICAL FIBER SENSORS  24.7

The phase mask technique has gained popularity as an efficient holographic side-writing proce-
dure for grating fabrication.11 In this method, shown in Fig. 7, an incident UV beam is diffracted into 
−1, 0, and +1 orders by a relief grating typically generated on a silica plate by electron beam exposure 
and plasma etching. The two first diffraction orders undergo total internal reflection at the glass-air 
interface of a rectangular prism and interfere at the location of the fiber placed directly behind the 
mask. This technique is wavelength specific, since the period of the resulting two-beam interference 
pattern is uniquely determined by the diffraction angle of −1 and +1 orders and thus the properties 
of the phase mask. Obviously, different phase masks are required for the fabrication of gratings at dif-
ferent Bragg wavelengths. A setup for actively monitoring the growth of a grating in the transmission 
mode during fabrication is shown in Fig. 8.

Bragg Grating Sensors 

From Eq. (6) we see that a change in the value of neff and/or Λ can cause the Bragg wavelength l to 
shift. This fractional change in the resonance wavelength Δl/l is given by 

Δ ΔΛ
Λ

Δλ
λ

= +
n

n
eff

eff

  (7)

where ΔΛ/Λ and Δneff/neff are the fractional changes in the period and the effective index, respectively. 
The relative magnitudes of the two changes depend on the type of perturbation to which the grating is 
subjected. For most applications the effect due to change in effective index is the dominating mechanism.

An axial strain e in the grating changes the grating period and the effective index and results in a 
shift in the Bragg wavelength, given by

1 1 1
λ

λ
ε ε ε

Δ
Λ

ΔΛ Δ
= +

n

n

eff

eff   (8)

The first term on the right side of Eq. (8) is unity, while the second term has its origin in the photoelas-
tic effect. An axial strain in the fiber serves to change the refractive index of both the core and the cladding. 
This results in a variation in the value of the effective index of glass. The photoelastic or strain-optic coef-
ficient is approximately −0.27. Thus, the variations in neff and Λ due to strain have contrasting effects on 
the Bragg peak. The fractional change in the Bragg wavelength due to axial strain is 0.73e, or 73 percent of 
the applied strain. At 1550 and 1300 nm, the shifts in the resonance wavelength are 11 nm/%e and 
9 nm/%e, respectively. An FBG at 1500 nm shifts by 1.6 nm for every 100°C rise in temperature.7

FIGURE 7 Phase mask method 
of fabricating Bragg gratings.
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FIGURE 8 Setup to write Bragg 
gratings in germanosilicate fibers.
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24.8  FIBER OPTICS

Limitations of Bragg Grating Strain Sensors

The primary limitation of Bragg grating sensors is the complex and expensive fabrication technique. 
Although side-writing is commonly being used to manufacture these gratings, the requirement of 
expensive phase masks increases the cost of the sensing system. In the interferometric technique, 
stability of the setup is a critical factor in obtaining high-quality gratings. Since index changes of the 
order of 10−3 are required to fabricate these gratings, laser pulses of high energy levels are necessary.

The second primary limitation of Bragg gratings is their limited bandwidth. The typical value of 
the full width at half-maximum (FWHM) is between 0.1 and 1 nm. Although higher bandwidths can 
be obtained by chirping the index or period along the grating length, this adds to the cost of the grating 
fabrication. The limited bandwidth requires high-resolution spectrum analysis to monitor the grating 
spectrum. Kersey and Berkoff12 have proposed an unbalanced Mach-Zehnder interferometer to detect 
the perturbation-induced wavelength shift. Two unequal arms of the Mach-Zehnder interferometer 
are excited by the back reflection from a Bragg grating sensor element. Any change in the input opti-
cal wavelength modulates the phase difference between the two arms and results in a time-varying 
sinusoidal intensity at the output. This interference signal can be related to the shift in the Bragg peak 
and the magnitude of the perturbation can be obtained. Recently, modal interferometers have also 
been proposed to demodulate the output of a Bragg grating sensor.13 The unbalanced interferometers 
are also susceptible to external perturbations and hence need to be isolated from the parameter under 
investigation. Moreover, the nonlinear output may require fringe counting, which can be complicated 
and expensive. Additionally, a change in the perturbation polarity at the maxima or minima of the 
transfer function curve will not be detected by this demodulation scheme. To overcome this limita-
tion, two unbalanced interferometers may be employed for dynamic measurements.

Cross-sensitivity to temperature leads to erroneous displacement measurements in applications 
where the ambient temperature has a temporal variation. So a reference grating used to measure temper-
ature change may be utilized to compensate for the output of the strain sensor. Recently, temperature-
independent sensing has been demonstrated using chirped gratings written in tapered optical fibers.14 

Finally, the sensitivity of fiber Bragg grating strain sensors may not be adequate for certain appli-
cations. This sensitivity of the sensor depends on the minimum detectable wavelength shift at the 
receiver. Although excellent wavelength resolution can be obtained with unbalanced interferometric 
detection techniques, standard spectrum analysis systems typically provide a resolution of 0.1 nm. At 
1300 nm, this minimum detectable change in wavelength corresponds to a strain resolution of 111 me.
Hence, in applications where strains smaller than 100 me  are anticipated, Bragg grating sensors may 
not be practical. The dynamic range of strain measurement can be as much as 15,000 me.

24.5 LONG-PERIOD GRATING SENSORS

This section discusses the use of novel long-period gratings (LPGs) as displacement-sensing devices. 
We analyze the principle of operation of these gratings, their fabrication process, typical experimen-
tal evaluation, their demodulation process, and their cross-sensitivity to ambient temperature.

Principle of Operation

Long-period gratings that couple the fundamental guided mode to different guided modes have 
been demonstrated.15,16 Gratings with longer periodicities that involve coupling of a guided mode 
to forward-propagating cladding modes were recently proposed by Vengsarkar et al.17,18 As discussed 
previously, fiber gratings satisfy the Bragg phase-matching condition between the guided and clad-
ding or radiation modes or another guided mode. This wavelength-dependent phase-matching con-
dition is given by 

β β β π
01

2− = =Δ
Λ

  (9)
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OPTICAL FIBER SENSORS  24.9

where Λ is the period of the grating and b01 and b are the propagation constant of the fundamental 
guided mode and the mode to which coupling occurs, respectively.

For conventional fiber Bragg gratings, the coupling of the forward-propagating LP01 mode occurs 
to the reverse-propagating LP01 mode ( ).β β= − 01  Since Δb is large in this case, as shown in Fig. 9a, the
grating periodicity is small, typically on the order of 1 μm. Unblazed long-period gratings couple the 
fundamental mode to the discrete and circularly symmetric, forward-propagating cladding modes  
( ),β β= n  resulting in smaller values of Δb, as shown in Fig. 9b, and hence periodicities ranging in the 
hundreds of micrometers.17 The cladding modes attenuate rapidly as they propagate along the length 
of the fiber, due to the lossy cladding-coating interface and bends in the fiber. Since Δb is discrete 
and a function of the wavelength, this coupling to the cladding modes is highly selective, leading to a 
wavelength-dependent loss. As a result, any modulation of the core and cladding guiding properties 
modifies the spectral response of long-period gratings, and this phenomenon can be utilized for sens-
ing purposes. Moreover, since the cladding modes interact with the fiber jacket or any other material 
surrounding the cladding, changes in the index of refraction or other properties of these effective 
coatings materials can also be detected.

LPG Fabrication Procedure 

To fabricate long-period gratings, hydrogen-loaded (3.4 mole %), germanosilicate fibers may be 
exposed to 248-nm UV radiation from a KrF excimer laser through a chrome-plated amplitude 
mask possessing a periodic rectangular transmittance function. Figure 10 shows a typical setup used 

FIGURE 9 Depiction of mode coupling in (a) Bragg gratings and 
(b) long-period gratings. The differential propagation constant Δb deter-
mines the grating periodicity.
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FIGURE 10 Setup to fabricate long-period gratings using an amplitude mask.
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24.10  FIBER OPTICS

to fabricate such gratings. The laser is pulsed at approximately 20 Hz with a pulse duration of several 
nanoseconds. The typical writing times for an energy of 100 mJ/cm2/pulse and a 2.5-cm exposed 
length vary between 6 and 15 min for different fibers. The coupling wavelength lp shifts to higher 
values during exposure due to the photoinduced enhancement of the refractive index of the fiber core 
and the resulting increase in b01. After writing, the gratings are annealed at 150°C for several hours 
to remove the unreacted hydrogen. This high-temperature annealing causes lp to move to shorter 
wavelengths due to the decay of UV-induced defects and the diffusion of molecular hydrogen 
from the fiber. Figure 11 depicts the typical transmittance of a grating. Various attenuation bands 
correspond to coupling to discrete cladding modes of different orders. A number of gratings can be 
fabricated at the same time by placing more than one fiber behind the amplitude mask. Due to the 
relatively long spatial periods, the stability requirements during the writing process are not so severe 
as those for short-period Bragg gratings.

For coupling to the highest-order cladding mode, the maximum isolation (loss in transmis-
sion intensity) is typically in the 5- to 20-dB range on wavelengths depending on fiber parameters, 
duration of UV exposure, and mask periodicity. The desired fundamental coupling wavelength can 
easily be varied by using inexpensive amplitude masks of different periodicities. The insertion loss, 
polarization mode dispersion, backreflection, and polarization-dependent loss of a typical grating 
are 0.2 dB, 0.01 ps, −80 dB, and 0.02 dB, respectively. The negligible polarization sensitivity and 
backreflection of these devices eliminates the need for expensive polarizers and isolators.

We now look at representative experiments that have been performed and discussed to examine 
the displacement sensitivity of long-period gratings written in different fibers.19,20 For example, grat-
ings have been fabricated in four different types of fibers—standard dispersion-shifted fiber (DSF), 
standard 1550-nm fiber, and conventional 980- and 1050-nm single-mode fibers. For the sake of 
brevity, these will be referred to as fibers A, B, C, and D, respectively. The strain sensitivity of gratings 
written in different fibers was determined by axially straining the gratings between two longitudinally 
separated translation stages. The shift in the peak loss wavelength of the grating in fiber D as a func-
tion of the applied strain is depicted in Fig. 12 along with that for a Bragg grating (about 9 nm/% e at 
1300 nm).7 The strain coefficients of wavelength shift b for fibers A, B, C, and D are shown in Table 1. 

FIGURE 11 Transmission spectrum of a long-period 
grating written in Corning FLEXCOR fiber with period 
Λ = 198 μm. The discrete, spiky loss bands correspond to the 
coupling of the fundamental guided mode to discrete cladding 
modes.
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OPTICAL FIBER SENSORS  24.11

Fiber D has a coefficient of 15.2 nm/%e, which gives it a strain-induced shift that is 50 percent larger 
than that for a conventional Bragg grating. The strain resolution of this fiber for a 0.1-nm detectable 
wavelength shift is 65.75 me.

The demodulation scheme of a sensor determines the overall simplicity and sensitivity of the sens-
ing system. Short-period Bragg grating sensors were shown to possess signal processing techniques 
that are complex and expensive to implement. We now present a simple demodulation method to 
extract information from long-period gratings. The wide bandwidth of the resonance bands enables 
the wavelength shift due to the external perturbation to be converted into an intensity variation that 
can be easily detected.

Figure 13 shows the shift induced by strain in a grating written in fiber C. The increase in the loss 
at 1317 nm is about 1.6 dB. A laser diode centered at 1317 nm was used as the optical source, and 
the change in transmitted intensity was monitored as a function of applied strain. The transmitted 
intensity is plotted in Fig. 14 for three different trials. The repeatability of the experiment demon-
strates the feasibility of using this simple scheme to utilize the high sensitivity of long-period gratings. 
The transmission of a laser diode centered on the slope of the grating spectrum on either side of the 
resonance wavelength can be used as a measure of the applied perturbation. A simple detector and 
amplifier combination at the output can be used to determine the transmission through the detector. 

FIGURE 12 Shift in the highest order resonance 
band with strain for a long-period grating written in fiber D
(circles). Also depicted is the shift for a conventional 
Bragg grating (dashed line).
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TABLE 1 Strain Sensitivity of Long-Period Gratings Written in 
Four Different Types of Fibers

  Strain Sensitivity
 Type of Fiber (nm/%e)

A—standard dispersion-shifted fiber (DSF) −7.27
B—standard 1550-nm communication fiber 4.73
C—conventional 980-nm single-mode fiber 4.29
D—conventional 1060-nm single-mode fiber 15.21

Values correspond to the shift in the highest order resonance wavelength. 
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24.12  FIBER OPTICS

On the other hand, a broadband source can also be used to interrogate the grating. At the output an 
optical bandpass filter can be used to transmit only a fixed bandwidth of the signal to the detector. 
The bandpass filter should again be centered on either side of the peak loss band of the resonance 
band. These schemes are easy to implement, and unlike the case for conventional Bragg gratings, 
complex and expensive interferometric demodulation schemes are not necessary.20

FIGURE 13 Strain-induced shift in a long-period grating 
fabricated in fiber C. The loss at 1317 nm increases by 1.6 dB due 
to the applied strain (5036 me).
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FIGURE 14 The change in the grating transmission 
at 1317 nm as a function of strain for three different trails. 
The increase in loss by 1.6 dB at 5036 me provides evidence 
of the feasibility of the simple setup used to measure strain.
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OPTICAL FIBER SENSORS  24.13

Temperature Sensitivity of Long-Period Gratings 

Gratings written in different fibers were also tested for their cross-sensitivity to temperature.20 The tem-
perature coefficients of wavelength shift for different fibers are shown in Table 2. The temperature sen-
sitivity of a fiber Bragg grating is 0.014 nm/°C. Hence the temperature sensitivity of a long-period grat-
ing is typically an order of magnitude higher than that of a Bragg grating. This large cross-sensitivity to 
ambient temperature can degrade the strain sensing performance of the system unless the output signal 
is adequately compensated. Multiparameter sensing using long-period gratings has been proposed to 
obtain precise strain measurements in environments with temperature fluctuations.19

In summary, long-period grating sensors are highly versatile. These sensors can easily be used in 
conjunction with simple and inexpensive detection techniques. Experimental results prove that these 
methods can be used effectively without sacrificing the enhanced resolution of the sensors. Long-period 
grating sensors are insensitive to input polarization and do not require coherent optical sources. Cross-
sensitivity to temperature is a major concern while using these gratings for strain measurements. 

24.6 COMPARISON OF SENSING SCHEMES 

Based on these results, interferometric sensors have a high sensitivity and bandwidth but are limited by 
nonlinearity in their output signals. Conversely, intrinsic sensors are susceptible to ambient temperature 
changes, while grating-based sensors are simpler to multiplex. Each may be used in specific applications. 

24.7 CONCLUSION 

We have briefly summarized the performance of four different interferometric and grating-based 
sensors as representative of the very wide range of possible optical fiber sensor instrumentation 
and approaches. This analysis was based on the sensor head fabrication and cost, signal processing, 
cross-sensitivity to temperature, resolution, and operating range. Relative merits and demerits of the 
various sensing schemes were discussed.
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25.1 GLOSSARY

Symbols

 a fi ber core radius

 F fi lling factor of air holes in a PCF

 G signal gain in a fi ber

 g(z) gain as a function of length

 k0 wavenumber in vacuum

 M2 beam quality factor; a value of 1 indicates a diffraction-limited beam

 n refractive index

 N population density of an energy level

 P power of laser emission

 R mirror refl ectivity

 Veff effective V parameter for a PCF

 wL mode fi eld radius

 a propagation loss

 hpump pump overlap with doped region

 hsignal signal overlap with doped region

 l wavelength

 Λ pitch or spacing of air holes in a PCF

 v frequency

 s emission or absorption cross section

 t upper-state lifetime

25.1
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25.2  FIBER OPTICS

Abbreviations and Definitions

 Air-cladding  Region of air holes connected by thin glass bridges to the cladding region of a 
photonic crystal fi ber forming an air-glass boundary used to guide pump radiation 
with high numerical aperture

 AO Acousto-optical

 AR Antirefl ective

 ASE Amplifi ed spontaneous emission

 CCC  Chirally coupled core, a type of fi ber with a small satellite core chirally wrapped 
around the signal core; the small core couples higher-order modes out from the 
central core allowing larger mode areas

 Cladding  The region of an optical fi ber that surrounds the core; in conventional fi bers this region 
is lower refractive index than the core to allow total internal refl ection guidance

 Core  The central region in a fi ber where signal light is guided in most cases by total internal 
refl ection

 CPA  Chirped pulse amplifi cation, a technique used to amplify ultrashort pulses whereby 
the pulse is temporally stretched before being amplifi ed and recompressed after 
amplifi cation in order to avoid high peak powers in the amplifi er

 DFB Distributed feedback laser

 Dichroic  An optical element that exhibits desired properties at two separate wavelengths (for 
instance, a mirror that is HR at one wavelength and HT at another)

 EO Electro-optical

 FBG Fiber Bragg grating

 GG IAG  Gain-guided index antiguided fi bers are fi bers with core index less than that of the 
cladding but which can have gain in the core to compensate for losses

 GMRF  Guided-mode resonance fi lter, a device consisting of a subwavelength grating on 
top of a waveguide layer used to form a narrow band refl ectivity

 HOM  Higher-order mode, any mode of a fi ber of higher order than the fundamental mode

 HR High refl ectivity

 HT High transmission

 LMA  Large mode area; any of a number of techniques or technologies used to increase the 
mode fi eld diameter of a fi ber intended for use in an amplifi er or laser system where 
high power operation requires larger mode fi eld diameters to avoid nonlinear effects

 MCVD  Modifi ed chemical vapor deposition; a technique for fi ber preform fabrication 
involving depositing chemical “soots” on the inside of a glass tube and subsequently 
collapsing the tube

 MFA  Mode fi eld adaptor; device used to change the mode fi eld diameter of a fi ber to 
match that of a second fi ber

 MFD  Mode fi eld diameter; diameter of the distribution of radiation within an optical 
fi ber usually at 1/e2 value of power

 MOPA  Master oscillator power amplifi er; system involving a low-power laser source (the 
oscillator) amplifi ed by one or many amplifi er chains

 Multicore fi ber  Fibers possessing several cores within a single cladding with each core designed to 
separately guide light and with these cores arrayed in such a pattern as to produce 
desired beam profi le in the far fi eld

 NA  Numerical aperture of a fi ber; a function of square root of the difference of the 
squares of the refractive index of core and cladding

 OVD  Outside vapor deposition; a technique for fi ber preform manufacture

 PCF  Photonic crystal fi ber; one of several fi ber types with a latticelike structure of 
different refractive indices to create guidance in a fi ber
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 PM  Polarization-maintaining fi ber; fi ber designed with one of a variety of stress-in-
ducing structures to introduce birefringence in the fi ber core

 Pump cladding  The region of a double-clad fi ber within which pump radiation is guided so it can cross 
through the doped fi ber core, surrounded by a lower index glass or polymer layer

 SBS Stimulated Brillouin scattering

 SESAM  Semiconductor saturable absorber mirror; a mirror with built-in saturable absorption 
that is often used to mode-lock fi ber laser systems

 SMET  Single-mode excitation technique; a technique where light from a laser source is 
launched into a fi ber with appropriate care to launch only the fundamental mode 
of the fi ber, even if the fi ber itself is multimode

 SPM Self-phase modulation

 SRS Stimulated Raman scattering

 TEC  Thermally expanded core; a technique for heating a fi ber core causing the core 
dopants to diffuse, thus expanding it

 TFB  Tapered fi ber bundle; device combining multiple pump fi bers into a bundle to 
deliver pump radiation to a fi ber laser or amplifi er

 USP Ultrashort pulse

 VAD Vapor axial deposition; a technique for fi ber preform manufacture

 VBG Volume Bragg grating

 V-parameter  Parameter that indicates guidance properties of a fi ber; a value less than 2.405 indicates 
single-mode guidance; V is a function of wavelength, NA, and core radius

 ZBLAN  A fl uoride glass named for its chemical composition containing ZnF4, BaF2, LaF3,
AlF3, and NaF

25.2 INTRODUCTION

Introductory Remarks

Although fiber lasers were first demonstrated at the dawn of the laser age,1 it is only recently that 
fiber lasers have risen in visibility on the landscape of laser development. This resurgence arose as 
a consequence of transformational changes in pump technology, and fiber design and fabrication 
techniques. Thus nowadays a fiber laser can be thought of as a device for the conversion of light 
from low brightness laser diodes to high brightness, highly coherent laser light. Their rise in power 
and brightness capabilities has been so significant that they are now beginning to invade the appli-
cations space once dominated by solid-state lasers. As these devices permeate many fields of laser 
applications in manufacturing medicine and defense, there are growing demands and constraints 
placed on the fiber laser’s spectrum, beam quality, and pulse duration. These demands can only be 
met with solid-state lasers at the expense of efficiency, complexity, and cost. However, they are in 
many cases a natural consequence, or relatively simple modification of modern fiber lasers. 

As industrial, medical, and defense applications of the high-power lasers force increasing levels of 
electrical efficiency, beam quality, and ruggedness with commensurate reductions in cost, complexity, 
and footprint, fiber lasers will increasingly meet these needs. In this chapter we summarize the basic 
principles of fiber lasers, the latest developments in design and fabrication, their different modalities 
in output characteristics, and their potential for future growth in output power and overall utility. 

A Brief History of Fiber Lasers

Although most of the developments in fiber lasers did not occur until the onset of the fiber optics 
telecommunications and the development of high-power optical diodes, it should not be forgotten 
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25.4  FIBER OPTICS

that the basic concept of the fiber laser, that of a doped fiber core surrounded by optically transparent 
cladding was devised by Snitzer in the early 1960s at the very birth of the laser age.1–3 The current 
rapid growth in high-power fiber laser achievements owes its origins to (1) the development of high 
quality silica fibers and (2) the development of high-power diode laser technology.

The rapid growth in telecommunications and the large investments in improving optical fiber 
technology spurred new interest in fiber lasers in the 1970s. Multimode core-pumped fiber lasers were 
demonstrated, pumped by both diode lasers and bulk lasers.4,5 Silica became the standard host mate-
rial for most fiber lasers, a direct extension of fiber optics telecommunications technology. Despite the 
improving optical quality of silica fibers, the first single-mode fiber laser was not demonstrated until 
the mid-1980s, This laser was still of low power, due to the unavailability of high brightness pump 
sources for the directly core-pumped scheme.6 The 1980s also saw the first tunable and Q-switched 
fiber lasers.7,8 At that time fiber laser development was largely driven by the potential of (erbium) 
Er-doped fiber at approximately 1.5 μm,9,10 to serve as low-loss, low-dispersion, optical amplifiers11

transformed the telecommunications industry. 
High laser power single-mode fiber lasers beyond approximately 1 W of output power, at this time 

were limited by available single-mode diode pump sources required for the core-pumping scheme. 
It was difficult to efficiently couple light from then-available diode sources into single-mode fiber 
cores due to the diode’s elliptical beam output shape and limitations on single transverse mode diode 
output powers. The most significant advance to overcoming this problem has become the basis for 
all high-power fiber lasers manufactured today, the so called “double clad fiber” was first proposed in 
1988 by Snitzer.12 Shown schematically in Fig. 1, the introduction of a second, undoped inner clad-
ding of much larger diameter (typically > 100 μm) than the doped core allowed for effective coupling 
of much higher pump powers. So long as this inner cladding layer had a refractive index less than that 
of the core, there was effective coupling of the pump light into the core region. Similarly the outer 
cladding layer must have a refractive index less than that of the inner cladding region, in order to limit 
the loss of pump light from the fiber.

This innovation led to a period of rapid increase in fiber laser output power, limited only by pump 
diode power.12–15 The double clad fiber enabled scaling to 110 W average powers and approximately 
100 μJ peak powers in purely single-mode fiber cores. At these power levels, however, further increases 
in the power of fiber lasers were impeded by a set of new problems associated with nonlinear optical 
effects and fiber damage in the very small single-mode cores.16,17 New concepts for increasing the 
size of the fiber laser core, now commonly referred to as large-mode-area (LMA) fibers were demon-
strated in Refs. 17 to 19. LMA technologies have given birth to the state-of-the-art high-power fiber 
lasers that exist today, enabling continuous wave (CW) lasers to reach powers of more than 3 kW and 
pulsed fiber laser to reach more than 4 mJ output power in nanosecond pulses with diffraction-limited 
beam quality.20,21

FIGURE 1 Simple schematic of a double clad fiber. 
The refractive index profile should have the following 
index relation: ncore > n inner cladding > nouter cladding.

Outer cladding
(often low index polymer)

Inner cladding
pump guidance

Doped core
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Rapid Growth of Fiber Lasers

Beginning with the development of the first double clad fiber laser and continuing with LMA fiber 
laser technologies, the output powers of fiber lasers has undergone near-exponential growth in the 
last 10 years. A convenient benchmark for such growth can be seen in the output power of CW Yb 
fiber lasers beginning around 1997. Figure 2 shows the highest reported output powers of Yb CW 
fiber lasers over a period of years. 

The LMA fiber technologies described here are critical to the future growth of high-power fiber 
lasers. In the future, the development and refinement of LMA technologies will lead to further growth 
in output powers, with 10 kW being a reasonable goal in the not-too-distant future. Indeed, recently a 
paper outlining the limitations in output power from single-mode Yb-based fiber lasers has approxi-
mated the upper limit on output power at 36 kW from a single fiber based on today’s technology and 
reasonable assumptions for future growth.35

Comparison of Fiber Lasers to Bulk Lasers

High-power fiber lasers possess several advantages when compared to bulk solid-state lasers. These 
include their compact, simple construction, simplified thermal management, extremely high beam 
quality, and high optical-to-optical efficiency. These beneficial properties are forces driving the use 
of fiber lasers for high-power applications. 

Fiber laser systems offer a clear advantage in terms of their size and performance in harsh environments. 
This follows from the fact that fiber lasers are often completely monolithic. That is, they are comprised 
of an unbroken chain of all-fiber-based components with no need for realignment and no potential for 
contamination. Though some very high-power kilowatt-class fiber-based systems have not yet been made 
completely monolithic and still require some free-space components, the fact that a majority of the cavity 
exists “in fiber” still provides a stability benefit compared to bulk solid-state lasers. In fact the highest power 
systems demonstrated have been completely monolithic systems.21,32

Fiber lasers also have a distinct advantage over bulk lasers in terms of thermal management resulting 
from the much larger surface area of fiber lasers compared to bulk lasers.36,37 This enables the heat depo-
sition resulting from the quantum defect of the pump light to be distributed over the full length of a fiber. 
Most fiber lasers can operate with only minimal attention to thermal management, though cooling and 
attention to thermal issues in fiber lasers cannot be completely ignored for reasons including polymer 
coating integrity and laser efficiency as suggested by studies done in Refs. 38 to 40.

FIGURE 2 Plot of highest achieved CW output powers in fiber lasers 
operating at 1 μm wavelength dating from 1997 to the present day based on 
Refs. 16 and 21 to 34.
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Often, high-power applications call for the power to be delivered at long distances from the laser 
output itself or for light to be focused to extremely small spot sizes leading to a requirement for 
diffraction-limited beams. In a fiber laser, the transverse modes are defined by the fiber itself. Correct 
fiber design ensures that no other modes besides the lowest-order transverse mode are allowed to 
exist in the waveguide, the core of the fiber, leading to excellent output beam quality. Bulk lasers are 
often victims of optical distortions due to thermal lensing and birefringence in the gain media caused 
by temperature gradients and the temperature sensitive nature of the refractive index. In general, fiber 
lasers are mostly immune to thermal gradient induced optical distortion because of more efficient 
heat removal and the wave-guiding nature of the fiber.

25.3 Fiber Laser Limitations

Despite the many advantages of fiber lasers, fiber-based systems also have some limitations that 
require further research and development to mitigate. These limitations all stem from the small core 
sizes of fibers. 

Optical Damage

The most obvious limitation is the damage threshold of the fiber core material due to the laser high-
power density in the relatively small fiber core area. The bulk damage threshold of silica is extremely 
high (~600 GW/cm2 at ~1000 nm wavelength) though tightly focused pulses can damage the bulk 
material. However, damage most easily occurs when light exiting the fiber reaches the surface damage 
threshold, which in silica is approximately 40 GW/cm2.41 The most obvious way to mitigate this 
damage threshold is to increase the core size; however, due to the need to maintain beam quality this 
technique has limitations. An alternative method for damage mitigation in fiber amplifiers is end 
capping, a process which involves splicing a coreless short section of fiber onto the end of a fiber, 
allowing the expansion of the beam before reaching the glass-air interface.

Nonlinear Effects

A second issue in high-power fiber lasers is the result of detrimental nonlinear effects. Such effects 
are based on third-order nonlinearities in the glass such as self phase modulation, stimulated Raman 
scattering (SRS), stimulated Brillouin scattering (SBS), and self focusing. Details on the origins and 
background of such effects can be found in Chap. 10, “Nonlinear Effects in Optical Fibers,” in this 
volume and Chap. 15, “Stimulated Raman and Brillouin Scattering” in Vol. IV. The impact and sever-
ity of these nonlinear effects varies depending on the laser type. Narrow linewidth lasers suffer from 
unwanted spectral broadening at high powers caused by stimulated Brillouin scattering. Pulsed 
lasers can experience the effects of Raman scattering. Ultrashort pulse lasers can experience pulse 
distortions based on self phase modulation. In addition, high average powers cause a hard limita-
tion due to the onset of self focusing in bulk glass leading eventually to catastrophic damage. With 
the exception of self-focusing, which is core size independent; other nonlinear effects can again be 
mitigated by simply increasing core diameter. In addition, other techniques such as acoustic design 
of fiber and thermal control of a fiber can be used to reduce such effects as SBS.42–44

Energy Storage

A limitation in high power fiber lasers with high energy pulses is the small gain volume of the doped 
core. Even in a very long fiber the total volume of gain medium is small. Fiber lasers that must have 
high pulse energies find a limitation in terms of the capability to store sufficient energy in the fiber core. 
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HIGH-POWER FIBER LASERS AND AMPLIFIERS  25.7

In addition, the leading edge of a pulse can “steal” or saturate the gain in fiber amplifiers and the pulse 
itself can become temporally distorted. Such issues can be mitigated by of course increasing the fiber 
core diameter, leading to more gain medium volume and, consequently, higher energy storage. In addition, 
pulse deformation can be circumvented by using an input pulse designed to compensate for the defor-
mation with a shape designed to accommodate for the nonuniform temporal gain. 

CW Damage Threshold

The damage threshold of extremely high-power CW fiber lasers is reviewed in Ref. 35. There each of the 
previously discussed damage mechanisms, as well as additional damage considerations are considered 
in order to make an estimate of maximum achievable power from a single-mode single-fiber device 
operating at a wavelength near 1000 nm.35 Using this reference as a basis the reader can also make some 
extrapolations about the damage threshold of fiber lasers at longer, eyesafe wavelengths. In many cases 
it appears that such longer-wavelength fiber laser (most notably at 1.5 and 2 μm) may have improved 
power handling capabilities in many situations compared to their 1-μm counterparts.

25.4 Fiber Laser Fundamentals

Fiber Laser Operation

The fundamentals of fiber laser operation and amplification are the same as those in any laser system. 
Equations describing laser operation of a bulk laser can be adapted to fiber lasers by taking into account 
the wave-guiding nature of the fiber and using the appropriate parameters. A detailed description of 
laser operation as a whole can be found in Chap. 16, “Lasers” and Chap. 23, “Quantum Theory of the 
Laser,” in Vol. II of this Handbook. Included here are only a few equations useful to the design and oper-
ation of fiber lasers.

It is convenient to describe the operation of a fiber gain medium by a set of rate equations. The 
following define the operation of a simple fiber laser system that, depending on the sign selected, can 
have pump and signal light traveling in either direction in the fiber,

± = −
±∂

∂
P

z
N Npump

pump pump pumpη σ λ σ λ( ( ) ( ) )10 1 01 0 PP

P

z
N

pump

signal

signal signal

±

±

± = −
∂

∂
η σ λ( ( )10 1 σσ λ01 0( ) )signal signalN P±  (1)

Here the ± indicates direction of propagation, Ni is the energy of a given level i, s ij is the emission or 
absorption cross section from level i to level j, P is power of a given signal, hpump is the pump overlap 
with the doped region, and hsignal is the signal overlap with the doped region.45,46 This model does 
not take amplified spontaneous emission (ASE) or temporal effects into account. Equation (1) can 
be solved by applying slightly more sophisticated modeling discussed in Refs. 45 and 46. Solving the 
coupled differential Eq. (1) numerically, one can obtain the change in pump and laser signal power 
over distance along the fiber and in time. In addition, by using the appropriate boundary conditions 
these equations can be used to model amplifiers in the co-, counter- and bidirectional propagation 
of pump light and also oscillators. 

Considering the signal power in the fiber, the total gain in a fiber is the integral of gain along the 
fiber length where the gain at any given point along the fiber is given by

g z N z N z( ) [ ( ) ( ) ( ) ( )]= −σ λ σ λ10 1 01 0signal signal  (2)
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25.8  FIBER OPTICS

Thus, the signal gain in a fiber can be expressed as

G
Pq=

+
exp

[ ( ) ( )]σ λ σ λ η τ10 01 10signal signal absorbbed

pump core
signalhv A

N z L LL− −
⎧
⎨
⎪

⎩⎪
σ σ α01 0( ) ( )

⎫⎫
⎬
⎪

⎭⎪
 (3)

with aL the core propagation loss, and all other terms as defined earlier.47 The final expression to be 
defined is the laser saturation power given by47

P
hv A

satsignal

signal core

signal

=
+[ ( ) (σ λ σ λ10 01 ssignal )]τ10

 (4)

This saturation power can be used to describe the change in the small signal gain as the power is 
increased. In addition, in order for the amplifier to have efficient energy extraction, the signal input 
must be on the order of the saturation power.

Another important relationship for fiber lasers describes the relative output power from either end 
of a fiber. Knowledge of the optimum amount of feedback required into one end of the fiber is useful 
to ensure a majority of output from the other end. To determine the exact output power performance 
of a fiber laser, either solutions to coupled differential equations for signal round trip propagation in 
a fiber or a detailed Rigrod analysis48 must be computed. However a simplified expression can be writ-
ten if certain assumptions are made, and the ratio of output power from each fiber end as a function 
of their reflectivity can be written as follows:

P

P

R

R

R

R
1

2

1

2

2

1

1

1
=

−
−  (5)

where R1 or 2 is the reflectivity of end 1 or 2. Clearly if the reflectivity of one end is far greater than the 
other, the output power will be predominantly from the lower reflectivity end.46,48 Since most simple 
fiber lasers use approximately 4 percent Fresnel reflection at one end as an output coupler (and even 
those that employ fiber Bragg grating output coupler use reflectivities typically in the range of 4 to 
15%), only relatively low feedback (much less than 90%) is required on the opposing end to ensure 
that a majority of power leaves from the low reflectivity end. 

Important Fiber Equations

A second set of equations related to fiber lasers govern the guidance of light in the fibers themselves. 
The fundamentals of light guidance in optical fibers can be found in Part 4, “Fiber Optics,” Vol. V 
and Ref. 49. Since LMA fiber lasers are currently the most promising for substantial output powers 
the following discussion deals with guided light propagation in this type of fiber laser. 

The fiber V parameter is defined as

V k a n n= −0 1
2

2
2  (6)

where is k0 the wavenumber and a the core radius and with square root of the difference of the 
squares of n1 and n2 alternately expressed as the fiber NA (numerical aperture). The V parameter 
can be used to determine the guiding properties of a fiber with a given core and numerical aperture. 
A fiber core with a V parameter of less than 2.405 can sustain only a single lowest-order mode. Most 
LMA fibers have a V parameter closer to 3 or 4, with large core radii a and small numerical apertures 
NA. Weak guidance of higher-order modes in LMA fibers allows them to be stripped out by using 
techniques that provide preferential loss to higher-order modes discussed later and hence enables 
single-mode propagation in a multimode fiber. The control of the NA and hence the V parameter is 
therefore a principal factor in LMA fiber laser design.
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HIGH-POWER FIBER LASERS AND AMPLIFIERS  25.9

It is important to note that the true mode area of a fiber does not correspond to the actual core size 
of the fiber, due to the multimode nature of LMA fiber cores fundamental mode diameter (also known 
as mode field diameter) may be smaller than the actual core diameter. In the case of truly single-mode 
fibers the mode field diameter may actually be larger than core diameter. Hence, when quoting mode 
area (the important factor in determining damage threshold and nonlinearities in fiber lasers) one 
should use the actual size of the lowest-order mode, not the core size. This is especially important when 
dealing with fiber splicing or mode field adaptation between dissimilar fibers where splice or device 
losses must be minimized. This mode diameter can be approximated by the equation

w a
V VL ≈ + +

⎛
⎝⎜

⎞
⎠⎟

0 65
1 619 2 879

3 2 6
.

. .
/  (7)

where wL is the mode radius, V is the V parameter and a is core radius, it should be noted that this is 
valid for the mode field radius of the fundamental mode in the cases where V is more than 2.405.50

We now consider briefly the highly multimode regime. In this case hundreds to thousands of fiber 
modes can exist in different mode families. The actual number of modes in any fiber is proportional 
to V2, so for fibers with very large core and/or NA, a very large number of modes can propagate.51

It is a property of light in fibers that as one goes to higher mode number, the location of energy in 
the higher-order modes moves outward from the center of the fiber. As a consequence, when light 
is propagating in a highly multimode fiber (for instance, the pump cladding of a double clad fiber), 
there is a significant portion of energy that may never cross into the core. This can be both a positive 
effect in terms of evanescent pump coupling and a negative effect in terms of helical modes not being 
absorbed in the core of double clad fibers. As consequence, one must be aware of not only the number 
of modes but their shape within the fiber when making design considerations in a fiber laser system. 

25.5 FIBER LASER ARCHITECTURES

Fiber laser architectures have evolved as improvements in pump coupling technologies and laser diode 
brightness, and fiber-based components have driven higher power, and more efficient, compact, stable, 
and robust platforms. Originally so-called “free-space coupling” using conventional optical elements to 
image the light output from diode lasers or diode laser bars (lenses, prisms, etc.) was the only effective 
fiber laser architecture for high-power systems and it still offers advantages for developmental systems. 
However, there are inherent advantages to “all-fiber” or “monolithic” systems in simplicity, efficiency, 
stability, compactness, and cost. Here the relevant diode and fiber technologies are described before 
free-space pumping architectures are laid out, and the latest all-fiber approaches are summarized.

Pumping Techniques

After the fiber itself, the most critical element of a fiber laser system is the pump delivery technique. 
Since diode lasers are used to pump fiber lasers, this section describes how low-brightness diode laser 
light is coupled into the core of a fiber laser or amplifier. Efficient fiber lasers rely on effective launch 
of high average diode laser pump power into the fiber. Unabsorbed or improperly launched pump 
light results in waste heat that can cause thermal damage to polymer coatings on the fiber, to the pump 
combiners, to other devices in the system or to the fiber itself. It is also a waste of expensive diode laser 
pump power. As a result in any fiber laser system, whether free space coupled or monolithic, the design 
of the pumping system is critical. Fiber-pumping design can be divided into issues of core-clad con-
figuration, choice of diode laser source, and actual pump power delivery method into the fiber. 

Pump Launch Schemes By far the simplest and most widely used pump scheme is end pumping by 
imaging the diode laser delivery fiber (or diode output facet itself) onto the end of the fiber laser or 
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25.10  FIBER OPTICS

amplifier. Two lenses are used, designed for minimal aberrations, resulting in small pump spot size for effi-
cient coupling. The pump light must be delivered into a spot less than the diameter of the fiber and within 
the fiber pump cladding’s numerical aperture. The output of bare diode bars or stacks can be shaped to take 
their long, narrow distributions and make them approximately circular while conserving brightness. Two 
methods for this both involve using fast and slow axis micro lenses on bars and then using either stacked 
glass plates to slice the beam into sections and stack the sections on top of each other,52 or by using two mir-
rors to restack the different parts of the beam.53 These methods allow for the use of bare diode bars or stacks 
rather than fiber-coupled diodes, thus providing lower cost alternatives compared to fiber-coupled bars, and 
potentially higher available powers than fiber-coupled methods. Experiments have demonstrated the use of 
diode bars to directly launch more than 1 kW into a fiber end.27

Though end-pumped schemes are capable of providing kilowatt-level incident pump powers, other 
methods allowing more uniform distribution of pump light along the length of a fiber have been inves-
tigated. One approach uses various techniques to inject pump light along the length of a fiber by either 
microprisms or V-groves etched into the side of the fiber.54,55 This approach allows pump power to be 
distributed along a very large length of fiber and requires minimal alignment, compared to free-space 
end-pumping techniques, but its implementation is more difficult and time consuming with the need 
for multiple etches or other fiber preparation. Moreover, in the event of fiber damage, the entire array 
must be replaced, rather than simply the fiber as is the case in end-pumped configurations. 

Directly side pumping a fiber core has also been attempted, however, obtaining sufficient absorption 
over a few micron fiber core is challenging. Some fibers have been created with flattened sides allowing 
them to be coiled tightly in a spiral, thus permitting pump light from diode bars to enter from the side 
and pass through multiple fiber cores in the spiral, allowing for higher efficiency pumping with relatively 
simple to use diode bars.23 While allowing minimal alignment, simple packaging and easy thermal man-
agement, difficulties with this technique arise in manufacture, assembly, and repair of such fibers.

Free-space end-pumping schemes work very well but have the disadvantage of being limited to 
only being able to pump the two ends of the fiber, limiting the amount of pump power to that avail-
able in a single diode bar, stack (or two in polarization combined cases), or fiber-coupled device. In 
addition, launching very high pump power into small fiber ends may cause thermal damage to the 
fiber. To avoid this, fibers may need to be end capped or have actively cooled ends, especially when 
using nonsilica glass fibers which have lower melting points. 

Monolithic or “all-fiber” fiber lasers best realize fiber’s potential advantages over bulk solid-state lasers. 
There are several main techniques to achieve monolithic pumping, each with particular advantages and 
disadvantages. Telecommunication lasers utilize waveguide-based “y” couplers or wavelength multiplexers 
to achieve pump and signal combination; however, these devices are optimized for low powers and for 
operation of core-pumped lasers with single-mode pump components not capable of the power levels 
needed for high-power systems. Alternative techniques must be used in high-power double-clad fibers.

The most straightforward technique for coupling pump light is simply splicing a single pump fiber 
to the end of a gain fiber (of course with a fiber Bragg reflector in between to form a resonator). This 
method is low loss and very simple to implement, however, the main downfall of this technique is that 
only one fiber can be spliced to the laser, and hence power delivery is limited to the power available in 
a reasonably small (100 to 800 μm) delivery fiber. To achieve higher pump powers, devices with mul-
tiple input ports are required. One of the most common current methods for launching pump light 
from multiple sources is by way of tapered fiber bundle (TFB). TFB’s are simple in concept as seen in 
Fig. 3, involving bundling a number of undoped, coreless pump delivery fibers around a central fiber 
(possibly with a core in amplifier configurations), fusing the whole bundle together with high heat, 
and tapering it down to an appropriate diameter to allow it to be spliced into a system.56–58

Several methods for TFB design and manufacture and their evolution in time are pointed out in 
Refs. 56 to 58. TFBs are capable of handling upward of 1 kW of optical power with the addition of 
proper thermal management techniques as demonstrated in Ref. 59.

A concept similar to TFBs, the nonfused fiber coupler, involves angle polishing a fiber to an appro-
priate angle and butting it to a flattened portion of a second fiber.60 The benefit of this technique is that 
no fusion splicing is required; the fibers must only be polished and butted together. Again the concept 
of such fibers is simple and the number of inputs is scalable and power can be distributed along the 
whole fiber length, however, the implementation is difficult as precise angle polishing is required. 
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HIGH-POWER FIBER LASERS AND AMPLIFIERS  25.11

TFBs are excellent options for most free-space fiber systems. However, in many cases lasers need to be 
very short, or of soft glass materials that cannot be spliced to silica glass TFBs efficiently. It may also be desir-
able to distribute pump light over the length of the fiber more uniformly to reduce “spot heating” effects. 
Thus an alternative all-fiber technique is evanescent coupling, also called GTWave technology. This tech-
nique consists of placing two fibers in optical contact by either stripping polymer layers and manufacturing 
by hand, or by pulling two fibers together into optical contact and covering them in one polymer coating.61–63

This technique’s ability to work for short, highly doped fibers, or distribute pump light very evenly makes it 
an attractive technique in some applications.62,64,65 The method also does not require any special equipment, 
only bare fibers and some method to hold them together such as heat-shrink tubing (though custom fiber 
drawing techniques can also be used), in contrast to the splicers and cleavers needed to make and implement 
TFBs. Evanescent coupling can also work in situations where TFBs cannot be made or purchased, such as 
with soft glass fibers or very large mode area fibers. In addition when fabricated as all-fiber systems pulled 
together on a draw tower this technology is used in several high-power commercial systems.65

As development of high-power fiber lasers continues, even higher-power handling “all-fiber” 
components will become available and this will result in the monolithic fiber laser system increasing 
in power and beginning to function at power levels comparable to high-power free-space systems cur-
rently available. Currently the development of pump-combining devices and techniques continues as 
new methods are developed or existing methods improved or combined together to provide greater 
power handling, efficiency, and reliability of pump components. This section is only a brief introduc-
tion to the basic categories of pump components and techniques.

Cladding tube to
hold bundle

Tapered section to
match large bundle

to pump delivery fiber

Splice point

Pump output fiber
with correct NA

(may have signal core also)

Pump fiber

Pump fiber or
signal input fiber

if core present

Pump fiber

(a)

(b)

125 μm

FIGURE 3 (a) Schematic of tapered fiber bundle. (b) End view of actual tapered fiber bundle.
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25.12  FIBER OPTICS

Pump Cladding Design Pumping in double clad optical fibers relies on the absorption of pump light by 
a doped core as it propagates in an outer cladding. However, the circular symmetry of conventional fiber 
poses a challenge to pump absorption due to excitation of helical pump modes that allow light to propa-
gate down the fiber without crossing through the core. In the double clad pumping structure this is an 
issue because pump light will never have the opportunity to be absorbed by the doped core. The amount 
of pump light in these higher-order modes is significant and must be dealt with for efficient laser opera-
tion. The simplest technique is to coil the fiber though many fiber types cannot be bent to sufficiently 
small diameters. A polarization maintaining (PM) fiber has stress rods built into it which have the effect 
of breaking the symmetry of the fiber to reduce helical modes in cladding pumped fibers. For particular 
applications PM fibers are not always available. As a result other methods have been developed.66 The 
most common way to reduce higher-order modes is to build a design into the fiber which breaks the cir-
cular symmetry by using any number of different cladding shapes such as shown in Fig. 4.

While all these designs are effective in causing higher pump absorption, some have more use-
ful features than others as noted in Ref. 66. Overall, choice of shape is a matter of preference and 
exactly what purpose the fiber laser will have. It involves making compromises between effectiveness 
of design, ease of fabrication, and ability of the fiber to be spliced to conventional round fibers. It is, 
nevertheless, an important choice in the final design of a high-power fiber laser. 

Choice of Diode Pump Choice of the appropriate type of diode pump for a particular fiber laser 
application is critical to optimizing the performance of the laser system. There are two choices to con-
sider when determining what type of diode to use in the construction of a fiber laser. One can use sin-
gle emitters and combine them to reach the desired powers using pump combiners or other techniques 
outlined earlier or one can use diode bars or stacks of bars for pumping. A more detailed discussion 
of this topic can be found in Ref. 59. Diode bars tend to simplify a system, as they are available pack-
aged and deliver high powers, while a larger number of single emitters must first be spliced together 
via a tapered fiber bundle or other method before high powers can be achieved. Single emitters may be 
lower in cost per watt and also may be more efficient, meaning lower cooling loads and often need only 
air cooling. However, the cost savings of single emitter units versus bars may be offset by the time and 
effort required to splice and wire individual single emitters together.59 Fiber-coupled bars tend to be 
less sensitive to thermal fluctuations causing wavelength shifts, with bars wavelength only fluctuating a 
few nanometers over temperatures, while single emitters can change by 10 to 20 nm.59 Optical damage 
can occur in single emitters since the fiber pigtailed to them leads directly to the diode facet. Because of 

FIGURE 4 Different fiber core geometries for enhanced pump 
absorption: (a) unmodified fiber; (b) offset core fiber; (c) octagonal (or 
otherwise polygonal) fiber; (d) “D” shaped fiber; (e) square or rectangular 
fiber; and ( f ) “flower” shaped fiber.66

(a) (b) (c)

(d) (e) (f)
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HIGH-POWER FIBER LASERS AND AMPLIFIERS  25.13

the free-space optics inherent in fiber-coupled bars it is more difficult for stray back-reflections to cause 
damage and easier to integrate dichroic elements to mitigate the problem.59 Single emitters have the 
advantage of being able to be electrically modulated far more rapidly than diode bars and so are supe-
rior in systems where pump diodes must be pulsed, especially at high repetition rates. Single emitters 
also tend to offer slightly longer lifetimes than diode bars.59 Overall, there is no clear choice between 
diode bars and single emitters. The choice depends on the particular laser application and is usually an 
engineering decision that weighs all factors involved in using a particular technology. 

Free-Space Fiber Laser Designs

Free-space fiber systems can take two basic forms: resonators and amplifiers. Laser resonators are com-
mon when moderate- to high-power systems are desired with the maximum simplicity and compactness. 
High-power resonators offer the ability to use a minimal number of components to achieve desired 
laser performance. However, they are often limited by difficulties in achieving high powers in particular 
spectral or temporal modalities. When an oscillator cannot fulfill a particular need, multistage amplifier 
systems with low-power master oscillators, providing the pulse or CW linewidth characteristics, and one 
or several power amplifier stages, providing the energy, are turned to. Known as master oscillator power 
amplifiers (MOPAs), such systems have higher potential for performance but are more complex and 
expensive to construct due the need for additional components and complexities. The basic architec-
tures of both types of systems are discussed in the following sections.

Free-Space Oscillator Architectures The most basic of all free-space cavities can be formed by use of 
a diode pump source and polished or cleaved fiber.36,37 The resonator is formed between approximately 
4 percent Fresnel reflections (in the case of silica fibers with refractive index of ~1.45) of the two cleaved 
or polished fiber facets. The high gain of the fiber laser allows it to overcome very high losses and oscil-
late despite the small amount of feedback. (In fact, one of the main difficulties of making high-power 
fiber amplifiers is keeping the fibers from “parasitically lasing” since with high enough pump powers even 
angled fiber ends can give enough feedback to promote oscillation.) This simple cavity is not particularly 
suited for many applications due to its low efficiency, high threshold, and laser emission being split almost 
evenly between both ends. However, this configuration is useful for simply testing the free-running charac-
teristics of prototype fibers and is also useful for providing initial alignment of a more complicated cavity.

The next step in sophistication of fiber laser resonators involves placing a mirror at one end of the 
cavity as shown in several forms in Fig. 5.36,37

The simplest form of the single mirror resonator; Fig. 5a uses a dichroic mirror; a mirror that is highly 
reflective at the laser wavelength and highly transmitting at the pump wavelength to enhance the cavity Q, 
lower laser threshold, and provide output from only one end of the resonator. This technique works well 
though at high power there is a potential for mirror damage due to the high intensity incident on the mirror. 

Damage to mirrors can be avoided by separating them from the end of the fiber and placing a lens in 
between the mirror and fiber facet as in Fig. 5b and 5c. The scheme in Fig. 5b is clearly the simpler of the 
two schemes with pump light and laser light both traveling through the same lens. For many fiber lasers 
systems, especially those based on erbium or thulium where the pump and laser wavelength are signifi-
cantly separated, chromatic aberration in the lens causes the pump and signal to focus at different points. 
As a result it is difficult to perfectly align the laser beam to complete the resonator in Fig. 5b and efficiently 
couple the pump light with a single lens (unless the pump delivery fiber is significantly smaller in diam-
eter than the double clad laser fiber). Cavities based on Fig. 5c are also useful when adding additional 
elements to the resonator such as Q-switches. It should be noted that fiber lasers usually can operate with 
only Fresnel feedback from their output ends; however, sometimes a higher reflectivity output coupler 
must be added to the resonator to provide sufficient feedback to allow laser oscillation. Other more exotic 
and less common resonators for fiber lasers are free-space ring type resonators which are often used in 
mode-locked fiber lasers as in Refs. 67 and 68. Rings are often more difficult to keep stably aligned and 
require additional elements such as isolators and wave plates to ensure unidirectional operation.

Basic Free-Space MOPA System Designs Amplifiers for high-power lasers differ greatly in concept 
and design from those intended for telecommunications applications. Communications amplifiers 
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25.14  FIBER OPTICS

operate in the small-signal regime, amplifying small signals from noise with high fidelity and thus 
demand very high gains. High-power lasers demand efficiency from amplifiers with a desire for 
maximum extraction of energy. Master oscillator or power amplifier designs (MOPA) are often used 
to avoid difficulties associated with the maintenance of particular laser parameters in resonators at 
high powers (i.e., narrow linewidths or short pulse durations). 

There are two basic configurations for free-space MOPAs designated as copropagating and counter-
propagating MOPAs. These two schemes should produce identical results as they both involve a 
fixed gain per unit length for an input signal. In practice, however, the two schemes are different in 
their efficiency at high power and their ASE characteristics. The essential difference between the two 

FIGURE 5 Note in all images L1 and L2 are pump coupling optics, L3 is a collimating 
lens for the signal, and M1 and M2 are dichroic mirrors. (a) Simple butted mirror cavity. 
(b) External resonator for lasers with pump and signal close in wavelength, mirror outside 
cavity provided feedback through lens. (c) External feedback cavity on opposite end from 
pump to compensate for large wavelength difference between pump and signal. Bulk cavity 
elements like Q-switches elements can be placed between L3 and M2. 
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HIGH-POWER FIBER LASERS AND AMPLIFIERS  25.15

schemes is the direction of the pump light relative to the signal light. The counter-propagating MOPA 
scheme is the most commonly used configuration in high-power amplifiers as it has higher gain when 
operating in saturation compared to a copropagating scheme.10,45,69 A counter-propagating MOPA is 
shown in Fig. 6. 

Aside from the direction of pump propagation relative to the signal the counter-propagating MOPA 
is identical in construction to a copropagating MOPA. Copropagating MOPAs are usually only used in 
high-power lasers when one wants to be conservative and protect pump diodes from leaked high-power 
signals or when one wants improved signal to noise ratio for amplifying very small signals.10,45,69 Counter-
propagating amplifiers have higher gain and efficiency when generating high powers while copropagating 
amplifiers, though lower in overall output, tend to have less ASE and better signal to noise ratios on the 
output direction. Explanations for this phenomenon lie in the fact that gain is not uniform along a fiber 
laser and hence a signal sees higher gain either earlier or later in its propagation (depending on pump 
direction) as discussed qualitatively and analytically in Refs. 10, 45, and 69. Amplifier gain and output 
power can be increased by setting up either a bidirectionally pumped amplifier or a double-passed ampli-
fier. Unfolding the MOPA through the mirror shows that both cases are essentially identical (though 
bidirectional amplifiers allow more pump power due to double end pumping), and both cases offer the 
combination of benefits and issues associated with counter- and copropagating schemes.10,45,69

Angle cleaving or polishing is a critical consideration in fiber amplifier systems due to the fact that 
fibers have such high gain that they can lase, even without mirrors, based solely on Fresnel reflection 
feedback. As a consequence one or both ends of any fiber intended for MOPA use must be angled to 
prevent oscillations. Even with this angling, oscillations may still occur at very high pumping powers. 
Techniques beyond angle cleaving for reducing these oscillations can become quite complex.70

Often one amplifier stage for the low-power seed is insufficient to reach the desired output pow-
ers since high-power MOPAs require reasonably powerful seeds to fully saturate leading to efficient 
energy extraction. As a consequence these systems require many stages of preamplification before the 
final power stage is reached. Often between stages there will also be devices to act as pulse pickers or 
gates to reduce ASE between pulses. There will also be optical isolators to keep reflected pulse energy 
and ASE from moving backward in the system, stealing system gain or reaching significantly high 
powers to cause optical damage to amplifier components. 

Pump diode
Gain fiber

Laser output
End capped and
angled fiber ends

M1 M1

Unabsorbed
pump light

L3

L4

Pump
delivery fiber

L2L1

Seed source

FIGURE 6 Counter-propagating MOPA scheme. Lenses L1 and L2 are matched pump delivery lenses. 
M1 is a dichroic mirror and L3 and L4 are signal delivery lenses.
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25.16  FIBER OPTICS

All-Fiber Monolithic Systems

For fiber lasers to reach their full potential in terms of stability and ease of alignment the laser reso-
nator or amplifier chain must be completely within a fiber. In actuality, no fiber or laser system can 
be truly monolithic as some components including fiber-coupled diodes, isolators, modulators, and 
other components require some measure of free-space propagation. However, the nature of these 
components is that, though not truly monolithic, they have been packaged in such a way that they 
are extremely stable and are fiber coupled. Here a general overview of the basic components of 
monolithic fiber lasers and amplifiers is considered.

Monolithic Fiber Laser Resonators The fiber laser resonator in the “all-fiber” configuration consists 
of “fiberized versions” of the same components as a free-space fiber laser resonator. Such resonators 
consist of the pump source and a fiber Bragg grating (FBG) spliced to each end of a double clad 
gain medium. It should be noted that two FBGs are used. One is a high reflector and one is partially 
reflecting. The latter can be designed to have a very low reflectance to mimic the effects of Fresnel 
reflection from a fiber end facet. The grating is preferred to directly using the end facet reflection, to 
avoid degradation of the laser if the end facet becomes contaminated or to provide specific laser per-
formance in terms of linewidth or extraction efficiency by optimizing output coupler parameters. 

An alternative form of fiber laser resonator is the ring resonator, consisting of a loop of fiber spliced 
back onto itself through a so-called tap coupler or splitter. This coupler splits off some portion of the light 
as a useful beam and allows the rest of the light to remain in the cavity. Pump light is spliced into the ring 
by way of a TFB or other pump multiplexing device into the gain fiber portion of the ring. Rings may also 
contain sections of undoped fiber to complete loops, to provide nonlinear effects needed for mode locking, 
or to provide dispersion compensation. Optical isolators are used to allow unidirectional oscillation. “all-
fiber” rings are not commonly used in high-power resonator systems due to the lack of tap couplers and 
splitters designed for operation with LMA fibers at high powers. On the other hand, the ring configuration 
is still a useful cavity for seed lasers that can be directly spliced into fiber MOPA systems.

Monolithic MOPA Configurations Monolithic fiber MOPA systems have potential in terms of their ability 
to extend the stability characteristics of small low-power lasers to higher powers. The fiber MOPA in Fig. 7 is 
simple, and can be “chained” together as needed to form multiple stages of amplification. 

Pump light is injected by TFBs or similar devices in the optimum direction since pump direction 
influences amplifier performance. Figure 7 shows a three stage system to demonstrate the location 
where two different pumping directions might be considered (copropagation early on to minimize 

FIGURE 7 All-fiber-spliced MOPA system. LD are varying power pump laser diodes. The seed can be either another fiber 
laser or simply a fiber coupled laser diode. Sections are fusion spliced together with tapered sections of fiber providing the mode 
scaling between sections.
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HIGH-POWER FIBER LASERS AND AMPLIFIERS  25.17

forward ASE and counter-propagation in the power stages to be sure of saturation). The only other 
elements that are included in the MOPA aside from undoped fiber between stages are the in-line iso-
lators, ASE filters, and pulse picker for choosing repetition rate in pulsed systems. 

All-fiber MOPAs work well up to reasonably high power levels, however, fibers for handling 
extreme power levels are not yet practically spliced into MOPAs as often the components such as 
isolators and pump combiners to deal with such large core sizes are not available. 

Mode Field Adaptors The concept of mode matching and expansion can also be used to aid the 
design of MOPA-based systems. Usually the early stages of a MOPA system comprise small core 
telecommunications grade fibers while later stages will have larger cores. Sections can be connected 
together with fiber cores accurately aligned along their centerlines as seen in Fig. 8a. For large jumps 
in fiber core size a fiber section with a core diameter in between the two being matched may be 
spliced in as well, the so-called “bridge fiber method.” Often an appropriate bridge fiber is not read-
ily available and thus other techniques have been developed, both similar in their general concept of 
gradually changing the mode field diameter to match two dissimilar fibers.

One technique involves simply tapering down a section of passive large core fiber matching the 
LMA section until its core dimensions match that of the smaller core fiber as seen in Fig. 8b.56 The 
second method involves heating a fiber along its length so that the dopants in its core migrate to larger 
diameters via diffusion forming a mode matched core. This is known as the thermally expanded core 
(TEC) method71 (Fig. 8c). Choosing the appropriate fiber types by calculating mode field diameter of 
each using Eq. (7) and altering one or the other to make a reasonable match is the most straightforward 
way to make MFAs. In some cases, as seen in Eq. (7), the MFD of a fiber is not simply a linear function 
of the core diameter but rather has a minimum or maximum achievable value. Consequently, a small 
MFD cannot be increased sufficiently to match a larger MFD or a large MFD cannot be tapered down 
to a small MFD. A combination of both techniques (or even all three including a bridge fiber) must be 

FIGURE 8 Methods for producing mode field adaptors: (a) bridge fiber 
method; (b) tapered fiber method; and (c) thermally expanded core (TEC) method.
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25.18  FIBER OPTICS

employed to fabricate an appropriate mode field adaptor.56 Often such MFAs are included as part of the 
construction of a TFB used to inject pump light to minimize the number of system components.56

Fiber Bragg Gratings Fiber Bragg gratings are Bragg stacked layers of varying index of refraction 
written directly into the core of an optical fiber. Their operating principle is the same as any dielec-
tric mirror utilizing a stack of quarter-wave layers as discussed in Chap. 17, “Fiber Bragg Gratings” 
and Ref. 72. Currently FBGs for large-mode area fibers are becoming available and several methods 
for their manufacture have been investigated including using photosensitive glass and writing holo-
graphically72 or by writing using direct inscription with femtosecond laser pulses.73–75

Fusion Splicing The key advantage of an all-fiber-based laser system is the fact that the fibers are 
permanently bonded or “fused” together eliminating the potential for misalignment. Two fiber tips 
are microaligned in close proximity using a camera or other user-operated or automated feedback 
systems. The fiber ends are then heated rapidly with an arc discharge or electrical filament to melt 
the glass and fuse the two ends together. This method allows for minimal losses (< 0.1 dB) while 
giving high mechanical strength and stability.76 Such a splicing technique was used many years ago 
for telecommunication fibers but only recently have these techniques been devised to handle LMA 
fibers requiring increased fusing temperatures and facet uniformity. New LMA splicers coming onto 
the market are one of the main reasons for the advance of LMA fiber technology as a whole. For a 
complete treatment of fusion splicing and fiber cleaving the reader is referred to Ref. 76.

25.6 LMA Fiber Designs

The desire for higher power or pulse energy fiber lasers requires the increase of core diameter in 
order to avoid damage and unwanted nonlinear effects. A main advantage of fiber lasers lies in their 
inherent beam quality stemming from single transverse mode operation. As a result methods for 
creating large mode area fibers while preserving beam quality are sought. 

Figure 9 shows a schematic of different techniques for achieving LMA single-mode operation and 
will be referred to throughout this section. 

Conventional LMA Techniques

Conventional LMA techniques utilize relatively standard fiber designs to enable high beam quality 
and only require low-core numerical apertures to keep the guidance of higher-order modes weak so 
that they can be stripped by introducing preferential losses. The weaker guidance causes higher bend 
loss for the fundamental mode and very low fiber NAs leads to fabrication challenges.19,77 Using the 
weak guidance concept, several techniques for LMA fibers have been developed. 

Early LMA Fibers and Dopant Profiling The first designs for LMA fibers were used in Refs. 18, 77, 
and 78 to achieve high powers from Q-switched lasers. To improve beam quality in addition to using 
very small NAs the fiber core was given a tailored dopant and index profile to help provide preferential 
gain to the lowest-order mode.18,78 A theoretical study of tailored gain is given in Ref. 79. Using this 
technique the core diameter was extended to approximately 21 μm and output powers of up to 0.5 mJ 
at 500 kHz were achieved with M2 of approximately 1.3.18

Coiling and Weak NA Guidance The technique of fiber coiling, first used in Ref. 80, takes advan-
tage of the added bend losses in a weakly guided LMA fiber. Losses in higher-order modes increase 
with bend radius due to their weaker guidance in low NA fibers and by using tight fiber coiling, 
higher-order modes can be stripped out with minimal expense in power loss to the fundamental 
mode. Such fibers’ index profiles resemble those in Fig. 9a, which is essentially a standard fiber 
design with very low NA (< 0.1). The theory of how bend loss in LMA fibers has been treated in 
Refs. 81 and 84, but in general optimal bending is determined experimentally. 
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HIGH-POWER FIBER LASERS AND AMPLIFIERS  25.19

FIGURE 9 Sketches of various types of fiber designs discussed throughout this section: 
(a) conventional fiber design; (b) large flattened mode or “Batman” fiber; (c) typical photonic crystal 
fiber design; (d) leakage channel fibers; (e) chirally coupled core fiber; ( f ) example of the radiation 
pattern of a higher-order mode; and (g) index profile of a gain-guided index antiguided fiber.
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25.20  FIBER OPTICS

Large Flat-Mode Fibers An extension of the use of specialized index profiles to enhance the per-
formance of LMA type fibers involves the use of “M” shaped (or “Batman”) doping, whereby a 
slightly higher index step is placed on either side of the fiber core (Fig. 9b).85,86 This addition causes 
“flattening” of the mode field diameter and thus a larger but more flat topped fundamental mode 
is achieved. The mode area is increased (by up to a factor of 2 or 3) while maintaining near single-
mode operation. This design described by Refs. 85 and 86 has been successfully used in several cases, 
mostly for achieving high peak power ultrashort pulses. By implementing these cores, the threshold 
for nonlinear interactions in the fiber core was increased by a factor of 2.5.85

Single-Mode Excitation A technique that is related to conventional techniques is the single-mode 
excitation technique (SMET). This method, outlined by Refs. 87, 88, and 89, is most applicable to 
high-power fiber-based free-space MOPA systems. The mode field diameter of a small-core seed fiber 
is matched perfectly to that of the fundamental mode of a large-core fiber by using specially selected 
lenses and careful alignment. Using care, the fundamental mode can then be exclusively launched in a 
fiber and using this technique fibers with cores as large as 300 μm with mode field diameters (at 1/e2

of the peak on axis intensity) as large as 195 μm have been excited89 (though not made into lasers) and 
fiber MOPAs with cores of upwards of 80 μm have been achieved.90 SMET can be a very effective tech-
nique and has been used in many high peak power fiber lasers including in Refs. 90, 91, and 92.

Inclusion of Single-Mode Sections via Tapering Tapered fiber sections can be used to limit the 
propagation of higher-order modes in conventional type fibers. A tapered section fiber was demon-
strated in Ref. 93, where a small section of multimode fiber was tapered to a diameter that allowed it 
to become single mode. When inserted into an oscillator (at the output end), the section improved 
the beam quality, reducing M2 from 2.6 to 1.4; however, the slope efficiency was reduced from 85 
to 67 percent.93 Distributing the mode filtering over the length of the fiber (by such techniques as 
coiling) is more effective since loss is better distributed.93,94 This approach has allowed powers of up 
to 100 W with near perfect M2 by using a 27-μm diameter core with an 834-μm clad diameter fiber 
and tapering it gradually down by factor of 4.8 over approximately 10 m of length.95

Photonic Crystal Fibers

Limitations of precision in fabrication of conventional step-index fiber preforms leads to difficulties 
in obtaining fiber core numerical apertures less than approximately 0.06.19,96 In response, a class of 
fibers called photonic crystal fibers (PCF) has been developed.97,98 These fibers utilize an organized 
structure of refractive index differences (air holes or different high- or low-index glasses) to either tai-
lor the core numerical aperture to sufficiently small values or to create a photonic bandgap where only 
certain wavelengths of light are allowed to propagate. Versions of these fibers have been developed for 
their beneficial nonlinear, dispersive, and loss properties in studies since the mid-1990s.97,99–101 The 
first fiber lasers based on PCFs were demonstrated in the early 2000s and had core sizes around 10 
to 15 μm.102,103 Current state of the art in PCF technology allows core sizes of up to 100 μm20,104 with 
powers of up to 4.3 mJ pulsed, corresponding to 4.5 MW peak power in approximately nanosecond 
pulses. 

Air-Filled or Holey Fibers Air-filled PCFs are the most common and first demonstrated PCFs for fiber 
lasers.97,103 The air holes function to alter the NA giving it the desired value to maintain single-mode 
guidance. Figure 9c shows a sketch of a typical PCF design. The V parameter is still the limiting factor 
in the guidance of single mode beams in a PCF and its value is approximately calculated by

V F n naeff
/ /= −2 1 2

0
2 2 1 2π

λ
Λ ( )  (8)

where Veff is the effective V parameter (still < 2.405 for single-mode propagation), Λ is the spacing 
of the air holes (pitch), F is the filling factor of air to glass, n0 is the index of the glass, and na is the 
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HIGH-POWER FIBER LASERS AND AMPLIFIERS  25.21

index of the air (or whatever material fills the holes).105 This is only an approximate model, giving 
rule of thumb results, and Ref. 106 covers PCF analysis in further detail. Thus control of the pitch 
and hole size of the PCF structure allow production of endlessly single mode structures.107

As most PCFs manufactured for high-power laser purposes are double clad designs, they must also 
be designed with cladding pumping in mind. Since the largest core PCFs must not be bent sharply 
they must be able to absorb pump power in relatively short lengths.108 To achieve this with reasonable 
doping levels in the core the core-to-cladding ratio must be kept as large as possible which is usually 
achieved by using an air cladding. The air cladding is simply a ring of very thin silica “bridges” or alter-
natively very large air holes with small connections to the outer glass fiber.108 Using this technique, air 
claddings with NAs as large as 0.8 have been realized.109 The one detrimental effect of the air cladding 
is that it does not allow for efficient thermal conduction of heat generated in the fiber core out to the 
cladding. An analysis of heat transport in PCFs is given in Ref. 110. Despite this, the highest average 
power from a rodlike air clad PCF reported to date is 320 W111 and 1.53 kW from a longer, coilable PCF.112

The highest pulse energy is 4.3 mJ.20 A polarization maintaining PCF with 2300 μm2 mode area was 
also demonstrated to have 161-W output power in a single polarization.113

All Solid-Core PCFs The main issue with the use of PCFs, especially in their adoption to all fiber 
systems lies in their air holes. It is challenging and complicated to form and fabricate a preform and 
fiber with air holes114 (though extrusion techniques may make this process simpler for instance in 
Refs. 115 and 116). It is also difficult to splice and cleave a fiber with air holes. There are further 
difficulties associated with (1) contamination presented by particles working their way into the air 
holes and (2) finding fiber-based components compatible with PCFs.104 All-solid PCF fibers simply 
replace the air holes with a low or high index material to avoid the air-hole issues. In addition the 
solid defects can be engineered to provide a photonic bandgap which is a more complex way of 
guidance providing single-mode performance with the potential additional benefits of polarization 
maintenance and dispersion management. Novel uses for bandgap PCFs such as low-dispersion 
femtosecond lasers and 900-nm Nd lasers (using a bandgap to suppress 1064 nm operation) have 
been constructed117,118 and other lasers have also been proposed.119

Leakage Channel Fibers So-called leakage channel fibers120–122 sketched in Fig. 9d, employ low 
index of refraction regions surrounding a large core with “bridge regions” of the same index as core 
glass connecting core and cladding. The result is preferential leakage of the higher-order fiber modes 
providing more robust lowest-order single-mode operation. The early types of these fibers resembled 
PCFs as they used air-filled regions. Recently all solid designs have been demonstrated with core 
diameters as large as 170 μm.120 Advantages of such fibers include the ability to be effectively cleaved, 
spliced, and bent. However, they are more challenging to manufacture than conventional fibers. 

Chirally Coupled Core Fibers

A new type of LMA fiber laser is the chirally coupled core (CCC) fiber (Fig. 9e), which utilizes spe-
cially designed satellite cores helically wrapped around the central LMA gain core to couple out the 
higher-order modes into the lossy satellite while maintaining the lowest order mode in the core.123

Designing the helical core or multiple cores with proper pitch and size leads to strong coupling of 
high-order modes to the intentionally lossy satellite.123 The losses in individual modes can be calcu-
lated and optimized for a particular helix pitch and size. Several CCC fibers have been fabricated and 
tested in two common wavelength regimes, 1060 and 1550 nm exhibiting excellent beam qualities 
for inner core diameters as large as 50 μm. CCC fibers are attractive also because they do not require 
small core NAs, can handle strong bending, and can be used for very long lengths to achieve high CW 
powers with less thermal load. In fabrication CCC fibers require the preform core to be formed by 
standard modified chemical vapor deposition (MCVD), but a hole must be bored for insertion of the 
satellite rod. Then during drawing the preform must be spun at a set speed to achieve the chirality of 
the satellite at the desired pitch. An approximately 40-W fiber laser from a 33-μm core CCC fiber with 
very large V parameter but high beam quality has been demonstrated at 1064 nm.124
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25.22  FIBER OPTICS

Multicore Fibers Fiber lasers with multiple doped cores within one central pump cladding have 
received some attention in recent years due to their potential to scale mode area by allowing the 
addition of light from several individual cores. With proper design of the fiber, the fiber laser can 
have high beam quality in the far field.125,126 Multicore fibers are difficult to manufacture due to the 
need for drilling preforms and adding several cores. 

Higher-Order Mode Fibers Another newly emerging class of LMA fiber designs is the higher-order 
mode fiber (HOM). These rely on using mode-conversion techniques usually based on long period 
fiber Bragg gratings.127,128 HOM beams have Bessel function spatial distribution.129 The gratings are 
specifically designed so that they efficiently couple energy to only one HOM and are then used in 
tandem to subsequently de-excite the HOM back in to a more useful LP01 mode at the fiber output. 
(though leaving the beam in a HOM may also be useful). Typically the LP0X mode (where X is an 
integer >1) is excited. A sketch of such a mode is seen in Fig. 9f.

Modes as high as LP08 have been launched and through this process mode areas of approximately 
3200 μm achieved.128 A review of the theory is described in Ref. 127 in terms of their use in cladding 
modes of fibers, where this same theory applies to launching of HOMs into large-core multimode 
fibers as well. An experimental investigation into launching HOMs in custom large core fibers is 
reported in Ref. 128. Currently HOMs have only been used once in an actual laser resonator;130 how-
ever, HOM-based modules have also been exploited for their ability to produce anomalous dispersion 
in silica fiber allowing generation of pulses as short as 60 fs in Yb fiber lasers.131,132 An investigation 
of HOMs ability to reduce SBS in fibers has been carried out in Ref. 133 where it was determined that 
SBS in HOM fibers can be reduced by using higher-order modes. 

Gain-Guiding Index Antiguiding Gain-guiding index antiguiding (GG IAG) fibers are another 
new class of potential LMA technologies first proposed by Siegman in 2003.134 These fibers consist 
of low refractive index cores surrounded by higher refractive index claddings, hence their so-called 
antiguiding nature. The core does not support conventionally index-guided modes. Instead it does 
support these modes in their “leaky” form. These the modes exist in the core, but constantly leak 
energy to the cladding if the fiber core is not excited. These modes can be thought of as existing 
due to Fresnel reflections at the core-cladding interface. Though these reflections can be low loss 
they can never be lossless as are total internal reflections. When the fiber is pumped gain in the core 
can compensate for the loss in the leaky modes resulting in lossless modes confined in the core. To 
maintain single-mode operation, gain must be supplied such that it makes up for the loss in the 
lowest-order mode but not for higher-order modes. The basic theory for GG IAG fibers is laid out in 
two papers by Siegman.134,135 Based on this principle laser oscillators can be designed with their gain and 
oscillation threshold conditions optimized to attain single-mode operation by using analysis given in 
Refs. 136 to 138. The first gain guided fiber lasers were demonstrated in flashlamp pumped cavities 
with core sizes from 100 to 400 μm136,137 and M2 less than 1.5. Diode pumping through the fiber end 
was subsequently demonstrated.138 The mode areas reported by these papers are the largest reported 
in any fiber laser; however, efficiency and output power scaling of GG IAG fibers using new techniques 
and pumping schemes must still be addressed before the technology can become competitive with 
other LMA technologies. Gain-guiding effects have also been seen in conventional fibers. Recently a 
dramatic change in the guidance properties in highly doped optical fibers was reported at very high 
pump powers where the gain and refractive index changed due to very strong pumping.139

25.7 ACTIVE FIBER DOPANTS

Apart from Raman fiber lasers which are not part of this review, all high-power fiber lasers utilize 
rare earth ion dopants. Though almost every rare earth ion has been doped into fibers for fiber laser 
applications high-power diode pump sources are not yet available for some. As seen in Table 1, almost 
every rare earth ion has been doped into fibers for fiber laser applications; however, high-power 
diode pump sources are not yet available for some dopants.
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Discussed here are only those dopants, which are now capable of high powers using efficient high 
power, high brightness AlGaAs, and InGaAs laser pump diodes. These dopant ions include neodymium, 
erbium, ytterbium, thulium, and holmium. In contrast to these dopants used in a crystalline matrix for 
bulk solid-state lasers, required for good thermal conductivity, in the glassy hosts used for fibers they 
have broad absorption and emission spectral linewidths.140 The broad absorption bands relax the needs 
for strict control of diode pump wavelength while the broad-emission spectra allow for broad tunability 
at high powers and the generation of extremely short pulses.

Neodymium-Doped Fibers

Neodymium (Nd) is perhaps the most common laser dopant of bulk solid-state lasers in both crys-
talline and glass hosts, and it is not surprising that it was the dopant of choice for many early fiber 

TABLE 1 Operating Range, Dopant Ion, and Transitions of Various Rare Earth Ions Fabricated in Fiber Lasers140

Operating
Range (nm)

Dopant
(km) Transition

Type of Host
Type of 

TransitionOxide Fluoride

∞ 455 Tm3+  1D1 → 3F4
Yes UC, ST

∞ 480 Tm3+  1G4 → 3H5
Yes Yes UC, 3L

∞ 490 Pr3+  3P0 → 3H4
Yes UC, 3L

∞ 520 Pr3+  3P1 → 3H5
Yes UC, 4L

∞ 550 Ho3+  3S2,
1F4 → 5I1

No Yes UC, 3L
∞ 550 Er3+  4S1/2 → 4I15/2

No Yes UC, 3L
601–618 Pr3+  3P0 → 3H6

Yes UC, 4L
631–641 Pr3+  3P0 → 3F2

Yes UC, 4L
∞ 651 Sm1+  4G1/2 → 6H2/2

Yes 4L
707–725 Pr3+  3P0 → 3F Yes UC, 4L
∞ 753 Ho3+  3S12

3F4 → 3I1
No Yes UC, ST?

803–825 Tm3+  3H4 → 3H6
No Yes 3L

∞ 850 Er3+  4S5/1 → 4I15/2
No Yes 4L

880–886 Pr3+  3P1 → 1G4
Yes 4L

902–916 Pr3+  3P1 → 1G4
Yes 4L

900–950 Nd3+  4F3/1 → 4I4/2
Yes 3L

970–1040 Yb3+  5F3/2 → 5F7/2
Yes 3L

980–1000 Er3+  4I11/12 → 4I15/2
No Yes 3L

1000–1150 Nd3+  4F1/1 → 4I11/1
Yes Yes 4L

1060–1110 Pr3+  1D2 → 3F4
Yes 4L

1260–1350 Pr3+  1G4 → 1H5
No Yes 4L

1320–1400 Nd3+  4F1/1 → aI1/2
Yes Yes 4L

∞ 1380 Ho3+  3H4 → 3F4
? Yes 4L

1460–1510 Tm3+  3D2 → 3F4
No Yes ST

∞ 1510 Tm3+  5D2 → 1G4
Yes UC, 4L

1500–100 Er3+  4I1/4 → 4I15/2
Yes Yes 3L

∞ 1660 Er3+  2H11/2 → 4I0/2
No Yes 4L

∞ 1720 Er3+  4S1/2 → 4I0/2
No Yes 4L

1700–2015 Tm3+  3F4 → 3H6
Yes Yes 3L

2040–2080 Ho3+  3I1 → 5I8
Yes Yes 3L

2250–2400 Tm3+  3H4 → 3H5
No Yes 4L

∞ 2700 Er3+  4I14/2 → 4I13/2
No Yes ST

∞ 2900 Ho3+  5I6 → 5I7
No Yes ST

3L = three-level; 4L = four-level; UC = up-conversion; ST = apparent self-terminating.
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lasers.1,4,12 Its four-level excitation scheme permitted low lasing thresholds necessary in early fiber 
lasers when glass composition was poor and available pump powers were minimal. The two most 
common Nd transitions in fiber lasers are the 1.06-μm transition and the 1.3-μm transition, though 
Nd can also lase directly to the ground state on an approximately 900-nm transition, pump bands 
for Nd are in the 800-nm range. 

The most prevalent transition used in Nd fiber lasers at 1.06 μm has achieved powers in the 
300-W range and has been multiplexed into fiber systems to more than 1 kW.23,141 Although wave-
length tuning over more than 60 nm with watt-level output powers36 has also been shown, Nd is 
only efficient over 10 to 20 nm around the peak of the 1060-nm emission band.36 As an amplifier 
Nd has been used at 1.06 and 1.3 μm. The latter wavelength has seen minimal use in high-power 
lasers due to its larger quantum defect, excited state absorption, and as a consequence of ASE at 
900 and 1060 nm stealing gain from the 1.3-μm laser system.36,140 In recent years Nd has fallen out 
of favor for high-power fiber lasers since Yb3+ fiber lasers operate in about the same wavelength 
region and with more efficiency.

Erbium Fiber Lasers

Erbium is well known as the gain medium for most telecommunications amplifiers operating in the 
1.5-μm range. It has also been used in high-power fiber laser systems producing output powers as 
high as 297 W (in Er:Yb codoped lasers).142 Erbium possesses several potential operating wavelengths, 
but with available high-power pump sources around 1400 and 980 nm (980 nm is most commonly 
used when Er is codoped with Yb), only the 1550-nm transitions generate high powers. At these pump 
wavelengths the absorption cross section is small making a double clad scheme impractical for direct 
pumping of erbium. To obtain high-power-efficient lasing, erbium is most often sensitized by codop-
ing with Yb, allowing for much higher pump light absorption and, consequently, high power lasing. 
However, codoping leads to problems, as emission of 1.06-μm light from the Yb ions can take place 
at high pump powers.142 The development of high-power diode lasers at 1480 nm may allow 
Er-doped fibers to be directly pumped with minimal quantum defect to very high power levels 
and efficiencies akin to those achieved at 1.06 μm with Yb-doped fibers. High-power Er fiber lasers 
pumped in the 1480-nm region will have many applications because of their relative eye safety. 
Erbium has a large emission bandwidth with tunability demonstrated from 1533 to 1600 nm.36

Erbium has also been doped in a fluoride host fiber (ZBLAN) giving rise to laser transitions in the 
2.7- to 2.9-μm region (silica is not transparent here due to OH– absorption), with powers of approxi-
mately 10 W. However, the low melting point of the fluoride glasses limits the potential for very high-
power operation.143,144 In addition, tunability from 2.7 to 2.83 μm has been achieved with a power 
more than 2 W.145 The large quantum defect from its 980-nm pump bands is another challenge 
though such fiber lasers are still one of the most direct ways to access the 2.7- to 2.9-μm range.

Ytterbium-Doped Fibers

The ytterbium (Yb) ion is by far the most commonly used ion in fiber lasers. Yb worked its way 
into the fiber laser mainstream for several reasons including its lower quantum defect, the ability to 
dope high levels of Yb into silica fibers with lower tendency toward concentration quenching, and 
no excited state absorption or upconversion at longer wavelengths.36,47 These benefits outweigh the 
three-level operation of Yb, which leads to higher laser thresholds than Nd.36,47 Yb has only two main 
energy levels, and is able to lase because these two levels are split in energy due the Stark effect.47

The broad (~80 nm) absorption spectrum of Yb is peaked at 915 and 976 nm permitting wide 
flexibility in the choice of pump source wavelengths. With the low quantum defect there is substantial 
overlap between emission and absorption. Though the peak of the Yb emission is at 1030 nm, ground 
state absorption to the upper laser level causes longer fibers to “red-shift” their peak gain wavelength.36

This length-dependent gain limits the tuning potential of Yb lasers. Longer fiber lengths are required to 
efficiently absorb pump power resulting in larger peak gain wavelength “red-shifts” and narrowing of 
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the tuning range.36 Tunability has been demonstrated for over 150 nm of bandwidth36 and the minimal 
quantum defect in Yb has made it the medium of choice for the operation in multi-kilowatts regime.21

Thulium-Doped Fiber Lasers

Thulium-doped fiber lasers are of interest because of (eye-safer) emission at approximately 2000 nm. 
This is desirable at high powers for defense applications and remote sensing. In addition, many applica-
tions call specifically for light in the 2-μm regime including difference frequency generation with 1 μm 
to create other IR wavelengths (3 to 5 μm), difference frequency generation of two closely spaced 2-μm 
beams to create terahertz radiation, and light detection and ranging (LIDAR).36 Approximately 1.9- to 
2-μm output also allows thulium (Tm) fiber lasers to be used to pump holmium fiber lasers to reach 
further into the IR.

Tm is a three-level laser system which terminates on the ground state leading to high laser thresh-
old pump powers similar to those in both Er and Yb. In addition, termination at the ground state 
makes Tm lasers extremely temperature sensitive. Tm lasers are usually actively cooled for efficient 
operation. Tm has the potential advantage of having several available pump bands at wavelengths 
that can be reached by high-power sources. The 1200-nm absorption line was recently explored with 
direct diode pumping;146 however, sufficiently high-power diodes at this wavelength are not yet avail-
able. Tm lasers can be pumped at 1060 nm, though with very weak absorption. Similar to Er, Tm 
can also be codoped with Yb;147 however, this leads to similar 1-μm emission issues as in the Yb:Er 
codoped laser and also results in a huge reduction in potential efficiency. The two most commonly 
used pump wavelengths for Tm are approximately 1550 and 790 nm. The 1550-nm band is pumped 
by multiplexed Er Yb-codoped fiber lasers. Though this allows for very high power pumping this 
transition is relatively inefficient. It first requires the construction of a number of Er:Yb fiber lasers. 
Though pump to signal quantum defect is reasonably low in the Tm laser using Er:Yb laser pump-
ing the overall efficiency suffers due to the Er:Yb lasers. Fiber laser pumping of thulium allows direct 
core pumping in situations where very short fiber lengths are required. Many commercial systems use 
cladding or core-pumped schemes with 1550-nm pumping.148

Another promising scheme for Tm pumping is the use of 790-nm laser diodes. At first glance this 
process might seem extremely inefficient since there is a large quantum defect between signal and pump 
(maximum of ~40 percent efficiency). However, there is an additional process that can be exploited. 
This is called “cross-relaxation” or two-for-one pumping.149 and allows the transformation of one 
pump photon into (theoretically) two laser photons. The result is a maximum efficiency of approxi-
mately 80 percent.149 Experimental efficiencies of up to 68 percent (optical to optical power) have been 
reported150 with 60 percent easily achieved at high powers.151 The challenge for cross-relaxation pump 
process is that it is dependent on temperature, dopant-concentration, and fiber composition.149,152

Fiber laser emission from Tm is useful with an extremely large potential emission bandwidth 
stretching from 1700 nm to beyond 2100 nm.153 This wide bandwidth gives Tm potential for appli-
cation in both ultrashort pulse lasers and highly tunable mid-IR sources. Active tuning of Tm has 
been demonstrated over 230 nm.36 The fiber length affects tuning range due to the same three-level 
reabsorption processes discussed for Yb lasers.

Tm fiber lasers have been demonstrated with single-mode CW powers of 268 and 415 W for 790- 
and 1550-nm pumping, respectively.148,151 In addition, an 885-W system with slightly multimode 
beam quality was also reported.154 One additional benefit of Tm lasing is that the longer 2-μm wave-
length allows larger core sizes with better beam qualities, lower nonlinearities, and higher damage 
thresholds since all these properties improve with longer wavelength. 

Holmium-Doped Fibers

Ho-doped fibers are one of the only current option to achieve wavelengths longer than 2 μm. Doped 
in the proper fiber material (silica looses transparency beyond ~2.1 μm), holmium (Ho) fiber lasers 
have reached watt-level output powers.155–157 One of the most prominent absorption regions for 
Ho is around 1.9- to 2-μm region, where high-power pumping can be provided by Tm fiber lasers. 

Bass_v5ch25_p001-044.indd 25.25 9/9/09 3:47:24 PM

DO
 N

OT
 D

UP
LI

CA
TE



25.26  FIBER OPTICS

Tm pumping allows for extremely efficient conversion since the laser wavelength of Ho is approximately 
2.1 μm and the quantum defect is minimal. This technique provides a way for stretching the Tm band-
width to longer wavelengths in the near IR. Other Ho pump bands include the 1160-nm band which 
can be pumped directly by Yb fiber lasers or as demonstrated by Refs. 156 and 157 with direct laser 
diodes. In addition, Ho can be sensitized with ions such as Yb or Tm, taking advantage of their broad 
pump bands. Using this approach a Tm:Ho laser has achieved 83-W output power at 2.1 μm.158,159

25.8 FIBER FABRICATION AND MATERIALS

High-power fiber lasers most commonly employ silica-based fibers because of its strength and ther-
mal stability. However, other materials must be considered for fiber lasers because they offer different 
merits in terms of transparency, ability to be doped, laser parameters, and manufacturability.

Fiber Fabrication

Fiber fabrication can be divided into two main stages: fiber pulling and preform manufacture. The 
pulling stage is the actual “fiber making” stage and is common to any preform and fiber material. 
Preform manufacture is dependent on many fabrication methods. Further details on many of the 
steps of fiber fabrication can be found in Part 2, “Fabrication,” in Vol. II.

Fiber Pulling The process of fiber pulling is rather similar for all fiber materials with the exception 
of the operating temperature required, whether a polymer coating is deposited, and the final pulling 
diameter. This stage of manufacture involves taking a fiber preform and lowering it into an oven at 
the top of a fiber draw tower. The oven, if set to the proper temperature (varying from ~800°C for 
soft glasses to ~2000°C for silica) causes the preform to heat and eventually a globule of glass will 
drop down with a solid glass “string” attached.11,140,160 This “string” is the beginning of fiber itself 
and by wrapping this strand around a mandrel at a constant speed, the diameter of the fiber can be 
controlled precisely and long lengths of fiber can be formed in large spools.11,140,160 Coatings can also 
be applied during this stage and subsequently hardened (this is an important step for double clad 
fibers, as low-index polymers allow guidance of the pump light in the fiber cladding). 

Preform Manufacture The heart of fiber manufacture and the current and future progress in high-
power fiber lasers depend upon the development of “fiber pullable,” defect-free, low-loss preforms. 
It is one of the main challenges of fiber laser development today.11,140,160 The four main preform 
development techniques are summarized below. 

Modified chemical vapor deposition Chemical vapor deposition (CVD) is widely used for the 
rapid fabrication of large preforms with very accurate index steps and compositions. It is imple-
mented in several approaches, including traditional modified chemical vapor deposition method 
(MCVD), outside vapor deposition (OVD), and vapor-axial deposition (VAD).11,140,160 All three 
methods involve depositing a soot of chemical oxides onto some kind of rotating silica substrate 
mounted in a lathe by heating various gasses flowing over the substrate. The soot deposition builds 
up the desired core and clad layers and the preform tube is collapsed to form the actual preform. 
OVD applies the soot to the outside of a silica rod, VAD applies the soot to the end of a silica rod 
which acts as a “seed,” while the most common MCVD introduces the soot to the inside of a silica 
tube which is subsequently collapsed.11,140,160 CVD is extremely flexible in terms of the index profiles 
and dopants; however, there are challenges in making very large uniform cores for high-power fiber 
lasers. 

Core drilling and preform machining MCVD is an excellent way to obtain radially symmetric 
doping profiles; however, often extra features that are not radially symmetric are desired such as in 
polarization-maintaining fibers or fibers with odd-shaped claddings to promote pump absorption. 
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Holes can be drilled into the preform and subsequently filled with glass or left to be air filled as in 
PCFs. The preform can also be given flat surfaces to provide the nonuniform pump claddings. In 
principle the core-drilling technique is quite simple, however, the difficulty with this method is twofold; 
first, obtaining pullable glass for this type of preform can be challenging (as usually this method is 
used for nonsilica glasses) and second, drilling holes in glass without breaking it is not a simple task; 
it takes a good deal of time, care, and skill to make such a preform not to mention the expense.

The benefits of core drilling lie in its flexibility to be feasible with any glass (especially, soft glasses 
for which MCVD is not available). It also allows the core to be inserted with precise doping character-
istics since it is prepared as bulk glass separately with precise control over its composition. In addition, 
core drilling allows the use of smaller samples of glass which is critical for many types of glasses that 
are expensive or difficult to make in large quantities. The core index profile is also very uniform since 
it is one solid piece of glass, hence fibers with very large cores and high dopant concentrations can be 
more effectively manufactured. 

Stack and draw This method is commonly used to manufacture photonic crystal fibers, which 
require complex structures that would be too expensive or risky to manufacture using hole-drilling 
techniques.161 The basic premise is to use assorted rods (or cane) and tubes of the desired glass 
material and stack them in the desired pattern inside a larger glass tube.161 A core region can be 
added by way of introducing a doped core rod into the pattern of rods or tubes. 

This method is useful for PCF manufacture, though, as with the core drilling approach, it depends 
on finding fiber-pullable glass components that are the appropriate size, particularly, in glasses other 
than silica. Furthermore, fusing of the rods and tubes together into a solid preform without collapsing 
the tubes is not trivial and requires much practice. 

Extrusion In the extrusion technique glass is pressed through a die to obtain a preform with 
the desired air holes or glass dopants.116 The technique has a great potential in the realm of PCFs, as 
arbitrary shapes can be readily generated with a suitable die. A doped core region can be included 
by simply using two types of glass in an extrusion (not dissimilar to the way different colors are 
obtained in one tube of toothpaste).116 To date this method has only been used with so-called “soft 
glasses” having low melting temperatures. 

Fiber Materials  Though silica fiber is the most dominant material for high-power fiber lasers, 
several other materials find niches for specific applications. Varying the doped host material may 
provide benefits in one of three important areas, its laser properties such as upper-state lifetime and 
emission cross section, its doping properties and potential for higher doping, and finally transpar-
ency considerations when operating at mid-IR wavelengths. These different materials and their 
potential benefits will be discussed in subsequent sections. Table 2 which contains glass data for sev-
eral glass types will be referred to throughout this section.

TABLE 2 Sample Properties of Different Types of Glasses Used for Fibers162–172

Glass Type Tx (°C)

Bulk 
Damage

(GW/cm2)

Thermal 
Conductivity 

(W/mK)
dn/dt

(10–5/°C)
CTE

(10–7)
Trans. 
(μm)

Young’s 
Modulus 

(GPa)
Knoop 

Hardness 
n2

(10–20 m2/W)

Silica 1175 600 1.3 11.9 0.55 0.3–2.1 72 600 3.4
Phosphate 366 25 0.84 –4.5 104 0.4–2 71.23 418 1.2
Germanate 741 — 0.55 1.2 63.4 0.5–3.9 85.77 560 —
Tellurite 482 10 1.25 — — 0.5–5 54.5 — 30
Chalchogenide 180 6 0.37 9.3 21.4 0.6–8 15.9 109 400
ZBLAN 385 0.025 0.628   –14.75  17.2 0.5–5 52.7 225 2

Note that data even among one glass type is scattered among different compositions, hence these values may only be taken as approximate for 
comparison sake.
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Silica fiber Nearly all fibers used in telecommunications are based on silica and as a result the 
manufacture, splicing, cleaving, and polishing of this fiber has been optimized. As a result, adapting 
its use for high-power fiber lasers has been a natural transition. Silica is the only fiber commonly 
manufactured by the MCVD technique which is the fastest, simplest, and cheapest way to manu-
facture fiber preforms.11 Silica’s high damage threshold and melting point of approximately 2000°C
make it especially suitable for high-power operation. A final benefit of silica is its physical durability 
to mechanical and thermal stresses. Silica is able to keep cleaved or polished surface well, is stable 
under vibration and strong enough to coil tightly, making silica fibers suitable for environmentally 
taxing packaged fiber laser applications.

As useful as it is in many applications silica does also have some cons including a positive refractive 
index change with temperature, a slightly higher n2 than some glasses, a limited transparency window 
in the mid-IR due to its high phonon energy of 1100 cm–1, as seen in Table 2.140 Sometimes other host 
glasses provide superior laser parameters compared to silica.173,174 A final, and perhaps most impor-
tant, limitation on silica is the relatively low dopant concentrations it can handle (a few wt. % before 
the onset of clustering and other detrimental effects).140, 152 This maximum doping threshold makes it 
difficult to form highly doped fibers that may be advantageous for dopant concentration-dependent 
processes such as up conversion and cross relaxation. Highly doped short fibers, not practical in silica, 
have applications in ultrashort pulse amplification and single-frequency generation. 

Phosphates, germanates, and tellurites Glasses such as phosphates with open glass structures are 
capable of handling far higher dopant concentrations compared to silica.140,152 Fiber lasers have been 
demonstrated with doping percentages as high as 10 times that allowable in silica175,176 enabling very 
short fiber lengths so that these fibers are suitable for high peak power amplification, narrow line-
width generation, and for use in core designs that limit the length of the fiber due to bending losses. 

Fiber end melting in end-pumped configurations is a significant challenge to these types of fibers 
as pump powers in the range of 20 to 100 W can cause catastrophic melting. However, using other 
more evenly distributed pump schemes heat has been more uniformly distributed and higher powers 
have been achieved.64 Phosphate fiber lasers have achieved as high as 20-W output power with Yb 
doping176 and 4-kW peak power in single frequency Q-switched systems,177 germanate fiber lasers 
with pulse energies of 0.25 mJ and output powers of 104 W have also been reported.150, 178

Some of the soft glasses possess better laser characteristics for some dopant ions in terms of cross sec-
tion and lifetime (there are many studies for different dopants and fiber types, however, see for example,174

for tellurite fibers). They are unfortunately more difficult to manufacture in terms of cost of materials 
and required time for core drilling. Often, though not always, their difficulty in manufacture and limited 
power-handling outweighs their superior laser, thermal, and doping properties compared to silica.

Other Mid-IR Glasses: Fluorides and Others Though the bulk of current interest in high-power 
fiber lasers is concentrated in the near IR (1 to 2 μm), some applications require high powers out-
side of this relatively narrow band. 

The most common glass material for producing high-power fiber lasers outside of the traditional 
wavelength band is the fluoride glass family. The most widespread of these glasses is so called ZBLAN, 
named for its chemical composition containing ZnF4, BaF2 , LaF3, AlF3, and NaF.140 Compared to silica, 
ZBLAN allows more laser wavelengths in both the visible and farther into the IR.140 Several reasonably 
high-power lasers have been reported using ZBLAN doped with Ho with outputs of 0.38 W,155,156

Er with outputs of approximately 10 W at 2700 nm,144 and in Tm with outputs of 20-W CW and 9-W 
average power pulsed operation with pulse energies of 90 μJ.173,179,180 ZBLAN has potential in particu-
lar laser applications, where its lifetime and cross-section properties make it advantageous in terms 
of its having a lower threshold behavior. The characteristics of Tm:ZBLAN and Tm:silica at approxi-
mately 50-W pumping levels have been compared and it is found that ZBLAN is superior in terms 
of efficiency and threshold.173 Despite the clear benefits of ZBLAN (and other fluorides) in some 
situations, there are also limitations stemming from fabrication difficulties, low melting point, and 
damage threshold making it difficult to produce fiber lasers with this material above the 50-W level.173

This precludes it from generating the extreme powers of silica-based fiber lasers and, as a result, keeps 
the mid-IR wavelengths it is able to produce limited to the sub 100-W level. 

Bass_v5ch25_p001-044.indd 25.28 9/9/09 3:47:25 PM

DO
 N

OT
 D

UP
LI

CA
TE



HIGH-POWER FIBER LASERS AND AMPLIFIERS  25.29

There are other potential glasses for mid-IR operation including chalcogenides; however, these glasses 
share the difficulties of ZBLAN in terms of damage threshold and cost of manufacture. Chalcogenides 
are difficult and expensive to make in quantities large enough to fabricate a fiber preform. Lasers based 
on these materials (a Raman fiber laser) have achieved power levels of 0.64 W.181

25.9 SPECTRAL AND TEMPORAL MODALITIES 

High output powers from fiber lasers have reached the multi-kilowatts level with diffraction limited 
beam qualities.21 However, many applications demand narrow spectral bandwidths or tunable spec-
tral bandwidths for spectral beam combining and spectroscopy applications. Other applications call 
for short pulse durations (nanosecond, picoseconds, and femtosecond) with high peak powers at 
high repetition rate such as LIDAR and materials processing. 

High-Power Spectrally Controlled Fiber Lasers

Spectral control is one of the most critical aspects of high-power fiber laser design. Fiber lasers con-
structed without spectral control tend to display chaotic spectral behavior with lasing occuring in 
multiple regions of the gain spectrum simultaneously as observed in Refs. 173, 182, and 183. This 
wide spectral variation and indeterminacy is unsuitable for many applications including pumping 
of other lasers and for spectral beam combining where significantly higher spectral brightness is 
desired. Some situations also call for active wavelength selectivity. 

Fiber Laser Spectral Tunability Fiber laser spectral tuning is most easily accomplished by the 
inclusion of a dispersive element in the resonator such as a diffraction grating, prism, or volume or 
fiber Bragg grating. Free-space fiber laser cavities are easily configured to be wavelength tuned by 
simply replacing an end mirror with the tunable optical element such as a conventional diffraction 
grating in the Littrow configuration. Only a small amount of feedback is required to efficiently con-
trol the wavelength in fiber lasers because of its high gain, spectral narrowing of laser linewidth, due 
to angular dispersion of the spectrum in space is caused by the spectrally selective elements, though 
in many cases at the cost of efficiency.36

Yb-doped fiber lasers with approximately 50-W output and more than 50 nm of tunability were 
reported, as were Er:Yb-doped fiber lasers with more than 100-W output and more than 40 nm of 
tunability and Tm-doped fiber lasers with more than 10 W output and more than 200 nm of tun-
ability. These were in tunable oscillator configurations and showed relatively constant output powers 
over the tuning range.36,184,185

Spectral tuning can also be achieved via volume Bragg gratings (VBGs). These are diffractive holo-
graphic grating structures that give very narrow band feedback with higher efficiency than metal or ruled 
gratings.186 A Yb fiber laser with 4.3-W output power and a 30-nm tuning range was demonstrated.187

VBGs do not work in the Littrow configuration, and thus require an integrated feedback mirror. However, 
they offer the benefit of higher potential efficiency due to lower losses compared to traditional gratings.187

Fiber lasers can also be tuned with fiber Bragg gratings. Because FBGs are simply layers of differing 
photoinduced refractive index change arranged in a fiber, changing the distance between these layers 
by mechanical stretching or thermal tuning can change the reflectivity of the grating. This has been 
done in many systems. Reference 195 provides an example of 30-nm tunability and output of 43 W.188

The tuning range was limited by the amount of mechanical or thermal change a grating can tolerate.

Narrow Linewidth Fiber Lasers

Narrow wavelength and wavelength control can be achieved in fiber lasers either by using narrow 
linewidth spectral control elements in high-power laser cavities or by seeding a high-power ampli-
fier chain with a separate spectrally controlled light source. 
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Fiber Bragg gratings are a common line narrowing mechanism which can be fabricated in photo-
sensitive glass or via direct femtosecond writing of FBGs into fiber laser glass. The later type of grating 
has the advantage of being written directly in the gain fibers with no special glass needed. This type of 
FBG enabled 104-W output power and 260-pm linewidth.74,189 As seen in Chap. 17 by choosing correct 
design parameters, a FBG can be tailored to the desired wavelength, bandwidth, and reflectivity with 
linewidths as narrow as 0.01 nm achieved in single-mode fibers. FBGs have been proven able to handle 
very high powers, as they were incorporated into several of the highest power lasers reported.21

FBGs are not easily compatible with large-mode area fibers because FBGs in large core sizes can-
not easily be made to the tight tolerances demanded for laser applications. The use of volume Bragg 
gratings (VBGs) and guided mode resonance filters (GMRFs) do not suffer this limitation. VBGs can 
be designed to be nearly 100 percent reflective at normal incidence in extremely narrow wavelengths 
ranges. Their fabrication and design is detailed in Ref. 186. The first use of VBGs in fiber lasers involved 
low powers in large-core PCFs.190 This was extended in Yb-doped fiber reaching output power of 4.3 W 
and tunable linewidth of 5 GHz.187 A 103-W Er:Yb laser was also demonstrated and was tuned using the 
VBG over approximately 30 nm at an output power of approximately 30 W.191 VBGs in Tm fiber lasers 
have also been demonstrated, exhibiting powers of up to 5 W and linewidths as small as 300 pm.183 The 
highest power VBG fiber laser demonstrated was linearly polarized and reached 138-W from Yb-doped 
fiber. Thermal limitations to the use of VBGs is discussed in Ref. 192.

Guided mode resonant filters (GMRFs) are based on writing a layer of subwavelength gratings on 
top of a waveguide layer in order to use waveguide coupling effects to cause very narrow band reflectivity. 
The details of their operation are given in Ref. 193. These elements have not been used at high powers 
though they have been used to cause significant linewidth narrowing of a watt-level fiber laser.194

Many applications call for linewidths less than the picometer range. Since fiber lasers usually have 
long cavity lengths, with closely spaced longitudinal modes, spectral control with a single dispersive 
element to a single mode is challenging. Short fiber laser resonators using highly doped soft glasses at 
the watt level have been demonstrated,177,195 but are not scalable to higher power. 

The most effective way to achieve high powers and extremely narrow linewidths is to use a MOPA 
seeded by either narrow linewidth diode lasers or distributed feedback fiber lasers.140 Despite their 
low power, DFB lasers are ideal seeds as they offer minimal temperature sensitivity with low noise, 
1 to 100 kHz linewidth and single polarization. High power, single frequency lasers have been built 
using all the major gain media. A Yb-doped single frequency laser reached 264 W at less than 60 kHz 
linewidth.196 The highest power Tm MOPA reported is 20 W at less than 50 kHz linewidth based on a 
DFB and only limited by available pump power.197 High-power Er:Yb MOPAs have also been reported 
reaching 151 W.198 The onset of SBS which causes linewidth broadening at high powers is often a lim-
iting factor in these systems. To mitigate this, limitation fiber cores must be made larger, fiber lengths 
must be made shorter or special techniques must be used to eliminate SBS.42,199

Nanosecond Fiber Systems

High pulse energies in fiber lasers are limited by the optical damage threshold of the fiber. Fiber 
lasers, so far, are limited to nanosecond pulses with energies of a few millijoules. Even in 100-μm 
core fibers such nanosecond pulses approach the optical damage threshold of silica glass.17 However, 
fiber lasers have the advantage of being able to operate at very high repetition rates (100s of kHz) so 
they complement bulk lasers in the high pulsed power regime. Nanosecond laser architectures are 
either Q-switched or use low-power seed pulses.

Q-Switched Oscillators Conventional Q-switched fiber lasers use a light modulator (passive, 
electro-optical (EO) or acousto-optical (AO)), adjacent to an angle cleaved fiber facet to avoid 
parasitic lasing between pulses, and a feedback element in the resonator. The main challenge with 
Q-switched fiber lasers is maintaining hold-off between pulses as ASE can build up to the detri-
ment of laser efficiency.140,200

Higher peak powers can be reached using large core fibers, end capped with coreless caps to pre-
vent surface damage by expanding the beam before it exits the fiber. Several high-power Q-switched 
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oscillator systems have been reported with millijoule-level output powers based on both conventional 
LMA and PCF technologies. An LMA-based laser doped with Yb produced 8.4 mJ at 500 Hz and 0.6 mJ 
at 200 kHz with 120 W of average power at the higher repetition rate. The beam was slightly multi-
mode giving M2 of approximately 4.201 A PCF-based Yb-doped fiber laser produced 10 ns pulses with 
energies up to 2 mJ and an average power of approximately 100 W.202,203 Tm-doped fiber lasers have 
also been Q-switched producing 30-W output power with 270-μJ pulse energies at 125-kHz repeti-
tion rates in conventional LMA fiber.204

Several potential monolithic Q-switching solutions have been tested, using both active and passive 
switching. Passive Q-switching usually involves using some kind of saturable absorber in the cavity either 
as an end mirror (making the system essentially monolithic), bulk crystal, or by splicing a section of 
saturable absorber into the fiber.140 Saturable absorber mirrors and bulk saturable absorbers are limited 
in output power due to damage concerns in the saturable absorber elements. Nevertheless, saturable 
absorber Q-switched fiber lasers have achieved watt-level powers and 100-μJ pulse energies.205–207 Doped 
fiber with absorption at the desired operation wavelength has also been used as a saturable absorber. 
For example, a 10-W average power, approximately 100-kHz Tm laser with microsecond pulses was 
Q-switched with a Ho-doped fiber section.208 Other alternative Q-switching methods involve using mis-
matched FBGs, where a resonator is formed between two FBGs and the gratings are altered in length 
piezoelectrically to change their reflectivity peak and modulate cavity Q.140,209 Many other novel meth-
ods for Q-switching fiber lasers have been proposed including passive self Q-switching using SBS and 
using a piezoelectrically modulated high-Q microsphere or electro-optic-based metal-filled FBG.210–212

None of these techniques have been tested at high powers.
There is still a general challenge to attaining very short sub-20 nanosecond pulse durations in 

fibers lasers due to their long length.140,213 Typical fiber laser pulse durations are 100s of nanoseconds, 
while sub-100 ns are achievable with care. In very short PCF or highly doped soft glass lasers sub-10 ns 
pulses are achievable. A further challenge for Q-switched oscillators is the long intracavity length in 
a fiber laser causing unwanted nonlinear effects and even undesirable mode locking which affect the 
pulse shape and energy.140,214,215

Nanosecond MOPA Systems When the most consistent and shortest possible pulse durations 
with highest achievable peak pulse powers are desired fiber MOPA systems seeded by Q-switched 
fiber lasers, microchip lasers or modulated laser diodes are a common solution. Microchip lasers 
possess small cavity sizes and can achieve very short pulse durations with reasonable peak output 
powers. They operate with passive Q-switching at fixed repetition rates anywhere from 3 to 100 kHz 
and produce seed energies more than 5 μJ.200 Diode laser seeds have the advantage of being flexible 
in terms of pulse shape and repetition rate when driven by arbitrarily shaped current waveforms. 
Modifications to the pulse shape in an amplifier can be calibrated out by tailoring the input pulse 
shape.90–92,216 Direct diode laser seeds require further stages of preamplification to achieve desired 
seed powers to saturate a power amplifier. 

The multistage nature of the MOPA system configuration allows ASE between pulses to be filtered 
out by narrowband spectral filters or AO gates. MOPA systems currently able to achieve the highest 
peak powers usually rely on either conventional single-mode excitation in LMA fibers90–92,216 or PCF 
technologies20,108,200 to achieve high-beam qualities and large-mode areas. 

Some of the downsides to MOPA systems are their complexity, the extra components they require 
and their longer time for assembly and optimization. MOPAs usually require at least one preamplifier 
(and in the case of diode systems two or more) to boost the seed power to a point where it can effi-
ciently extract gain from a power amplifier. In addition, MOPAs require high-power optical isolators 
to protect earlier stages from back-reflected pulses as well as filters to remove ASE and mode field 
adapters to transfer signals from small-core to large-core stages. 

End caps, sections of undoped, coreless fiber (solid silica) spliced to the end of a conventional fiber 
or sections of PCF with the air holes thermally collapsed allow the fiber mode to expand to much larger 
sizes before exiting the end face where fiber damage thresholds are far lower than in the bulk.20,200

A Yb-doped system was reported which produced 6.2 mJ in sub-10-ns shaped pulses at approxi-
mately 2-kHz repetition rate using conventional LMA fiber with core diameter of 80 μm. It had M2 of 
approximately 1.3.92,217 Another similar system based on 200-μm LMA fiber produced 27 mJ (82 mJ) 
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in 50 ns pulses, but with M2 of 6.5 (though this is significantly better beam quality than expected from 
such a fiber due to the use of coiling techniques). Numerous PCF-based MOPA systems have been 
constructed with core sizes varying from 40 to 100 μm achieving upwards of 4.4 mJ of pulse energy 
at 10 kHz in 100-μm core with near-diffraction-limited beam quality.20,218,219 At these power levels, 
the pulse itself began to break up due to nonlinear effects in even such a large fiber core. Additional 
interest in high-power eyesafe MOPA systems has lead to work on Er:Yb systems capable of more than 
300-μJ pulses at 6 kHz and (or 100 μJ) at 100 kHz.220–222 Tm-based systems in fluoride fibers have 
reached 5-kW peak power in 30-ns pulses with 33-kHz repetition rates and 1-kW peak power with 
125-kHz repetition rates.179

High-Power Ultrashort Pulse Technologies

Ultrashort pulses (USP) and their applications are an area of increasing interest in the laser com-
munity and because of their large gain bandwidths, potential compact size and inherent stability, 
fiber lasers are an ideal platform for the generation and amplification of high-power USPs for use in 
frequency conversion, material processing, remote sensing, high harmonic generation, and produc-
tion of high-power stable frequency combs. As with nanosecond pulses, fiber lasers have fundamen-
tal limitations on pulse output energy caused by nonlinearities and damage thresholds within small 
fiber cores at energies over a few millijoules, but fiber lasers have the ability to provide these pulses 
at very high average powers and repetition rates. By using pulse stretching and compressing tech-
niques, fiber lasers are capable of producing output energies in ultrashort pulses on the same order 
of magnitude of nanosecond pulses. Dispersion-management techniques in fibers allow them to 
readily achieve pulse durations on the order of many classes of bulk ultrashort lasers. System archi-
tectures for fiber-laser-based ultrashort systems take the same two basic forms as their nanosecond 
counterparts: direct generation of pulses by high-power oscillator systems or amplification based on 
chirped pulse amplification (CPA) MOPA systems. 

High-Power USP Oscillators Ultrashort pulses (USPs) have been produced in fiber lasers for many 
years dating back to the early interest in the generation of pulses for communications applications. 
Most USP systems in fibers are capable of only modest output powers of less than 100 mW and pulse 
durations of picoseconds.140 The earliest lasers were based on temporal solitons where pulse duration 
was constant throughout the resonator and the high peak pulse powers of even short pulses limited 
potential output power. Stretched pulse additive pulse mode locking techniques allowed pulse dura-
tion to be shortened and pulse energies to increase somewhat; however, they are still relatively low 
compared to LMA fiber laser standards.140,223–225 The advent of stretched pulse, self similar, or all 
normal dispersion fibers where the pulse is compressed external to the resonator allowed an increase 
of output energies to nearly 20 nJ. This is a limitation in such lasers due to their small-core conven-
tional fiber rather than LMA construction.226–229 High-power LMA fiber lasers based on all-normal 
dispersion techniques have been produced and have achieved record output powers.68,230–233

High-power mode-locked fiber laser oscillators rely on using external cavities and very large-mode 
area fibers to achieve their output powers. Cavities usually take the form of ring or sigma resonators 
containing the gain medium, dispersion compensation, and required polarization control elements. 
Most of these systems use external dispersion compensation such as chirped mirrors and gratings or 
use none at all and rely on extra-cavity pulse compression. 

Detailed descriptions of many types of mode locking used in fiber lasers are found in Refs. 140, 213, 
234, and 235. The most common technique is use of saturable absorbers such as SESAMs (semicon-
ductor saturable absorber mirrors) or carbon nanotubes; SESAM operation is described in Ref. 236, 
and saturable absorbers based on the use of carbon nanotubes are described in Refs. 237 to 240.

Mode-locked fiber lasers will also require dispersion compensation to compress pulses to their 
minimum duration. Many fiber lasers rely on traditional bulk optics making them less useful as 
stable fiber-based systems. Other dispersion compensation alternatives may involve the use of PCF 
or HOM fibers which allow for dispersion correction with very large-mode areas, and thus all-fiber 
LMA oscillators.131,241
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Despite the high-power achievements in LMA-based mode-locked oscillators, there are difficulties 
associated with such systems. Oscillator systems run at very high repetition rates in the megahertz regime 
due to the cavity length leading to low pulse energies even for 100-W-level systems. In addition, pulse dura-
tions are more difficult to control and stability can be an issue when operating at high average powers.

Ultrashort MOPA Systems There are very few differences between the construction of MOPAs for 
ultrashort pulse operation and nanosecond operation. The systems’ architectures are quite similar; 
the differences lie in the way the systems are seeded. USPs have very high peak power. To amplify 
USPs in fiber lasers the chirped pulse amplification (CPA) technique first demonstrated in fibers 
in Ref. 242 must be used. Pulses from a low-power mode-locked seed laser are-amplified by one or 
more preamplifier stages. The pulse is then stretched in duration by giving it a linear chirp using the 
dispersive effects of bulk grating stretchers, chirped mirrors, prisms, or even simply lengths of fiber 
(including potentially PCF or HOM fiber). This stretched pulse is next injected into an amplifier 
system in the same way as a nanosecond pulse. The bandwidth of fiber amplifiers is suitably large to 
handle the wide bandwidth of even sub-100 fs pulses. After amplification, the pulse is recompressed 
to its shortest possible duration. An added advantage of the MOPA system is that optical modula-
tors can be incorporated after the seed laser to act as pulse pickers to reduce the megahertz repeti-
tion rates to kilohertz level rates more suitable to high pulse energy amplification.

With the use of these various types of seed lasers Yb systems have reached 100-μJ pulse energies at 
90-W average powers with pulses as short as 500 fs, thus leading to 120-MW peak powers.243 Higher 
average power megahertz repetition rate systems have reached 131 W of average power.244 An even 
higher power system using two large core PCF amplifiers produced 1.45 mJ at 100-kHz repetition rate 
with more than 100-W output power in approximately 800 fs compressed pulses.245 Though PCFs 
have produced the highest output powers, LMA conventional fibers are also very capable and have 
produced high powers. The highest reported outputs from LMA USP lasers being 50-μJ pulses from 
65-μm core fibers which are used for x-ray generation.246,247 Many Er:Yb-based systems have also been 
constructed, the largest of which manage to produce upward of 200 μJ at 5-kHz repetition rates.246

New VBG-based compression and stretching techniques in Er:Yb and Yb fiber lasers have also allowed 
an increase in efficiency in such CPA systems.248,249 In addition CPA systems have been commercial-
ized and are available for use in materials-processing applications.250

USP, CPAMOPAs suffer similar issues as other MOPA systems including increased parts count and 
complexity, the need for mode field diameter adaptation from stage to stage, and the lack of all-fiber 
components suitable for high-power levels, therefore necessitating free-space operation. Still, MOPAs 
are the most effective way to generate high peak energy and peak-power ultrashort pulses from fiber 
lasers. 

25.10 CONCLUSIONS

Based on the discussions, data, and results presented here, fiber lasers are an effective technology for 
the production of high-power laser light. Despite many excellent results in many regimes, there is 
still a need for further development of fiber laser technologies to make the leap further in the realm 
currently dominated by bulk lasers. The many techniques, technologies, concepts, and systems dis-
cussed are the groundwork for enabling the advancement of fiber lasers in the near and far future. 
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26.5

26

26.1 HISTORY

X rays have a century of history of medical and technological applications. Optics have come to play an 
important role in many capacities. One of Roentgen’s earliest observations, shortly after his discovery 
of x rays in 1895,1 was that while the rays were easily absorbed by some materials, they did not strongly 
refract. Standard optical lenses, which require weak absorption and strong refraction, were therefore 
not useful for manipulating the rays. New techniques were quickly developed. In 1914, van Laue was 
awarded the Nobel Prize for demonstrating the diffraction of x rays by crystals. By 1929, total reflection 
at grazing incidence had been used to deflect x rays.2 The available optics for x rays still can be classified 
by those three phenomena: refraction, diffraction, and total reflection. Surprisingly, given that the phys-
ics governing these optics has been well known for nearly a century, there has been a recent dramatic 
increase in the availability, variety, and performance of x-ray optics for a wide range of applications. 

An increasing interest in x-ray astronomy was one of the major forces for the development of 
x-ray optics in the latter half of the last century. Mirror systems similar to those developed for astron-
omy also proved useful for synchrotron beam lines. Just as x-ray tubes were an accidental offshoot 
of cathode ray research, synchrotron x-ray sources were originally a parasite of particle physics. The 
subsequent development of synchrotrons with increasing brightness and numbers of beam lines have 
created whole new arrays of x-ray tools and a consequent demand for an increasing array of optics. 
The rapid development of x-ray optics has also been symbiotic with the development of detectors 
and of compact sources. Detectors developed for particle physics, medicine, and crystallography have 
found applications across fields. Similarly, the increasing capability of x-ray systems has stimulated 
the development of new science with evergrowing requirements for intensity, coherence, and spatial 
and energy resolution. X-ray diffraction and fluorescence were early tools of the rapid development 
of materials science after World War II, but have been greatly advanced to meet the demands of the 
shrinking feature sizes and allowed defect levels in semiconductors. X-ray diffraction, especially the 
development of dedicated synchrotron beam lines, has also been stimulated by the growing demands 
for rapid protein crystallography for biophysics and pharmaceutical development. 

The new abundance of x-ray optics, sources, and detectors requires a fresh look at the problem of 
optimizing a wide range of x-ray and neutron applications. The development of x-ray technology has 
also advanced neutron science because a number of the optics and detectors are either applicable to 
neutrons or have inspired the development of neutron technology. 
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One question that arises immediately in a discussion of x-ray phenomena is precisely what 
spectral range is included in the term. Usage varies considerably by discipline, but for the purposes 
of this volume, the x-ray spectrum is taken to be roughly from 1 to 100 keV in photon energy 
(1.24 to 0.0124-nm wavelength). The range is extended down into the hard EUV to include some 
microscopy and astronomical optics, and upward to include nuclear medicine.

26.2 X-RAY INTERACTION WITH MATTER

X rays are applicable to such a wide variety of areas because they are penetrating but interacting, have 
wavelengths on the order of atomic spacings, and have energies on the order of core electronic energy 
levels for atoms.

X-Ray Production

X rays are produced primarily by the acceleration of charged particles, the knock out of core electrons, 
or black body and characteristic emission from very hot sources such as laser-generated plasmas or 
astronomical objects. The production of x rays by accelerated charges includes incoherent emission 
such as bremsstrahlung radiation in tube sources and coherent emission by synchrotron undulators 
or free electron lasers. Highly coherent emission can also be created by pumping transitions between 
levels in ionic x-ray lasers.

The creation of x rays by the knock out of core electrons is the mechanism for the production of 
the characteristic lines in the spectra from conventional x-ray tube sources. The incoming electron 
knocks out a core electron, creating a vacancy, which is quickly filled by an electron dropping down 
from an outer shell. The energy difference between the outer shell energy level and the core energy 
level is emitted in the form of an x-ray photon. This is also the origin of the characteristic lines used to 
identify elemental composition in x-ray fluorescence, described in Chap. 29, and for x-ray spectroscopy, 
described in Chap. 30. X-ray sources are described in Subpart 5.4 of this section, in Chaps. 54 to 59. 
Source coherence, and coherence requirements, are discussed in Chap. 27.

Refraction

In the x-ray regime, the real part of the index of refraction of a solid can be simply approximated by3

nr

p= =
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where n is the index of refraction, e is the dielectric constant of the solid, e0 is the vacuum dielectric 
constant, k is their ratio, w is the photon frequency, and wp is the plasma frequency of the material. 
The plasma frequency, which typically corresponds to tens of electron volts, is given by

ω
εp

Ne
m

2
2

0

=  (2)

where N is the electron density of the material, and e and m are the charge and mass of the electron. 
For x rays, the relevant electron density is the total density, including core electrons. Thus changes in 
x-ray optical properties cannot be accomplished by changes in the electronic levels, in the manner in 
which optical properties of materials can be manipulated for visible light. The x-ray optical properties 
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are determined by the density and atomic numbers of the elemental constituents. Tables of the prop-
erties of most of the elements are presented in Chap. 36. Because the plasma frequency is very much 
less than the photon frequency, the index of refraction is slightly less than one.

Absorption and Scattering

The imaginary part of the index of refraction for x rays arises from photoelectric absorption. This 
absorption is largest for low energy x rays and has peaks at energies resonant with core ionization 
energies of the atom. X rays can also be deflected out of the beam by incoherent or coherent scatter-
ing from electrons. Coherent scattering is responsible for the decrement to the real part of the index 
of refraction given in Eq. (1). Scattering from nearly free electrons is called Thompson scattering,
and from tightly bound electrons, Rayleigh scattering. The constructive interference of coherent scat-
tering from arrays of atoms constitutes diffraction. Incoherent, or Compton, scattering occurs when 
the incident photon imparts energy and momentum to the electron. Compton scattering becomes 
increasingly important for high-energy photons and thick transparent media.

26.3 OPTICS CHOICES

Slits and Pin Holes

Almost all x-ray systems, whether or not they use more complex optics, contain slits or apertures. 
Some aperture systems have considerable technological development. Most small sample diffrac-
tion systems employ long collimators designed to reduce the background noise from scattered direct 
beam reaching the detector. For q-2q measurements, Soller slits, arrays of flat metal plates arranged 
parallel to the beam direction, are often placed after the sample to further reduce the background. 
Diffraction applications are described in Chap. 28.

Lead hole collimators and pinholes specifically designed for high photon energies are employed for 
nuclear medicine, with pinhole sizes down to tens of microns. Nuclear medicine is discussed in Chap. 32.

Refractive Optics

One consequence of Eq. (1) is that the index of refraction of all materials is very close to unity in the 
x-ray regime. Thus Snell’s law implies that there is very little refraction at the interface,

( )sin sin1
2 21 2

π θ π θ−
⎛
⎝
⎜

⎞
⎠
⎟ = −

⎛
⎝
⎜

⎞
⎠
⎟n  (3)

where the first medium is vacuum and the second medium has index n, as shown in Fig. 1. In x-ray 
applications the angles q are measured from the surface, not the normal to the surface. If n is very 
close to one, q1 is very close to q2. Thus, refractive optics are more difficult to achieve in the x-ray 
regime. The lens maker’s equation,

f
R

n
=

−
/2

1  (4)

gives the relationship between the focal length of a lens f and the radius of curvature of the lens 
R. The symmetric case is given. Because n is very slightly less than one, the focal length produced 
even by very small negative radii (convex) lenses is rather long. This can be overcome by using large 
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numbers of surfaces in a compound lens. Because the radii must still be small, the aperture of the 
lens cannot be large, and refractive optics are generally better suited to narrow synchrotron beams 
than isotropic point sources. Refractive optics is described in Chap. 37.

Diffractive and Interference Optics

The coherent addition of radiation from multiple surfaces or apertures can only occur for a very 
narrow wavelength bandwidth. Thus, diffractive and interference optics such as gratings, crystals, 
zone plates, multilayers, and Laue lenses, described in Chaps. 38 to 43, respectively, are all wavelength 
selective. Such optics are often used as monochromator to select a particular wavelength range from 
a white beam source.

To achieve constructive interference, the spacing of a grating must be arranged so that the radia-
tion from successive sources is in phase, as shown in Fig. 2. The circular apertures of zone plates are 
similar to the openings in a transmission grating. The superposition of radiation from the circular 
apertures results in focusing of the radiation to points on the axis. 

Diffractive optics operate on the same principal, coherent superposition of many rays.4 The most 
common diffractive optic is the crystal. Arranging the beam angle to the plane, q, and plane spacing d
as shown in Fig. 3, so that the rays reflecting from successive planes are in phase (and ignoring refrac-
tion) yields the familiar Bragg’s law,

n dλ θ= 2 sin  (5)

where n is an integer and l is the wavelength of the x ray. Bragg’s law cannot be satisfied for wave-
lengths greater than twice the plane spacing, so crystal optics are limited to low wavelength, high 
energy, x rays. Multilayers are “artificial crystals” of alternating layers of materials. The spacing, 
which is the thickness of a layer pair, replaces d in Eq. (5), and can be much larger than crystalline 
plane spacings. Multilayers are therefore effective for lower energy x rays. Diffraction can also be 
used in transmission, or Laue, mode, as shown in Fig. 4. 

Reflective Optics

Using Snell’s law, Eq. (3), the angle inside a material is smaller than the incident angle in vacuum. 
For incident angles less than a critical angle qc, no wave can be supported in the medium and the 

FIGURE1 Refraction 
at a vacuum-to-material 
interface.

q1

q2

Material

Vacuum

FIGURE 2 Schematic of constructive interference from a 
transmission grating. l is the wavelength of the radiation. The extra 
path length indicated must be an integral multiple of l. Most real 
gratings are used in reflection mode.

l
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AN INTRODUCTION TO X-RAY AND NEUTRON OPTICS  26.9

incident ray is totally externally reflected. The critical angle, the largest incident angle for total reflec-
tion, is given by

sin sinπ θ π
2 2

−
⎛
⎝
⎜

⎞
⎠
⎟ =

⎛
⎝
⎜

⎞
⎠
⎟

c
n  (6)

Thus, using small angle approximations and Eq. (1)

θ
ω
ωc

p≈  (7)

Because the plasma frequency is very much less than the photon frequency, total external reflec-
tion occurs for very small grazing incidence angles. This phenomenon is used extensively for single 
reflection mirrors for synchrotrons, x-ray microscopes, and x-ray telescopes. Mirrors are described 
in Chaps. 44 to 47 and 51. To increase the angle of incidence, mirrors are often coated with metals, 
or with multilayers (although, because the multilayer depends on interference, the optic will no lon-
ger have a broadband response).

Arrays of mirrors, such as multifoil or pore optics, are described in Chaps. 48 and 49. Glass capillaries, 
described in Chap. 52, can be used as single bounce-shaped mirrors, or as multiple-bounce light pipes 
transport or focus the beam. Multiple reflections are used to transport x rays in polycapillary arrays, 
described in Chap. 53. Because a mirror is often the first optic in a synchrotron beam line, heat load 
issues are significant. For a number of synchrotron and other high-flux applications, radiation hardness 
and thermal stability are important considerations. A large body of experience has been developed for 
high-heat-load synchrotron mirrors and crystals.5,6 Many optics such as zone plates, microscopy objec-
tives, and glass capillary tubes are routinely used in synchrotron beam lines and are stable over acceptable 
flux ranges. Adaptive optics used to mitigate the effects of thermal changes are described in Chap. 50.

26.4 FOCUSING AND COLLIMATION

Optics Comparisons

A variety of x-ray optics choices exist for collimating or focusing x-ray beams. The best choice of 
the optic depends to a large extent on the geometry of the sample to be measured, the informa-
tion desired from the measurement, and the source geometry and power. No one optic can provide 

FIGURE 3 Pictoral representation of Bragg 
 diffraction from planes with spacing d. The extra path 
length, (s1 + s2), must be an integral multiple of l.

d

q q

s2
s1

FIGURE 4 Laue transmission diffraction.

d

q

q
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26.10  X-RAY AND NEUTRON OPTICS

the best resolution, highest intensity, easiest alignment, and shortest data acquisition time for all 
samples. A true comparison of two optics for a particular application requires careful analysis of 
the sample and measurement requirements, and adjustment of the source and optic design for the 
application. No global comparison of all optics for all applications is possible.

Four optics commonly used for collimation or focusing from x-ray tubes are bent crystals, multilay-
ers, nested cones, and polycapillary optics. Bent crystals collect radiation from a point source and dif-
fract it into a nearly monochromatic collimated beam. Doubly bent crystals or two singly bent crystals 
are required for two-dimensional collimation or focusing. Multilayer optics also work by diffraction, 
although in this case from the periodicity of the artifical compositional variation imposed in the mul-
tilayer. The beam is less monochromatic than for bent crystals. “Supermirrors,” or “Goebel mirrors,” are 
multilayers with graded or irregular spacing, and have wider energy bandwidths than multilayers. 

Mirrors are broad band optics, but because curved mirrors are single-bounce optics, their maxi-
mum angular deflection is limited to the critical angle for their metallic coating, which can be about 
10 mrad at 8 keV. The total capture angle is then determined by the length of the mirror. The output 
divergence is determined by the length of the optic and the source size. One solution to increase the 
capture angle is to “nest” multiple optics. Nested parabolic mirrors have smaller output divergences 
than nested cones. Polycapillary optics are also array optics, containing hundreds of thousands glass 
tubes. Because the focal spot is produced by overlap, it cannot be smaller than the channel size.

Comparison of focusing optics for diffraction also requires a detailed analysis of the effect of the 
convergence angle on the diffracted signal intensity and so is very sample and measurement depen-
dent. Decreasing the angle of convergence onto the sample improves the resolution and decreases 
the signal to noise ratio, but also decreases the diffracted signal intensity relative to a large angle.7

Conventional practice is to use a convergence angle less than the mosaicity of the sample. It is neces-
sary that the beam cross-section at the sample be larger than the sample to avoid the difficulty of 
correcting for intensity variations with sample angle.

Focusing for Spatial Resolution

Diffraction effects limit the resolution of visible light optical systems to within an order of magni-
tude of the wavelength of the light. Thus, in principle, x-ray microscopy systems could have resolution 
many orders of magnitude better than optical light systems. Electrons also have very small wavelength, 
and electron microscopes have extremely high resolution. However, electrons are charged particles and 
necessarily have low penetration lengths into materials. X-ray microscopy is capable of very high reso-
lution imaging of relatively thick objects, including wet samples. In practice, x-ray microscopy covers 
a range of several orders of magnitude in wavelength and spot size. Very high resolution is commonly 
obtained with Schwarzschild objectives,8 or zone plates.9 Because Schwarzschild objectives are used in 
normal incidence, they are essentially limited to the EUV region. Synchrotron sources are required 
to provide adequate flux. The resolution of zone plates is determined by the width of the outermost 
zone. Zone plates are easiest to make for soft x rays, where the thickness required to absorb the beam is 
small. However, zone plates with high aspect ratio have been demonstrated for hard x rays. Because the 
diameters of imaging zone plates are small, and the efficiencies are typically 10 percent for amplitude 
zone plates and 40 percent for phase zone plates, synchrotron sources are required. Very small spot 
sizes have also been demonstrated with multilayer Laue lenses and with refractive optics.

Single capillary tubes can also have output spot sizes on the order of 100 nm or less, and thus can 
be used for scanning microscopy or microanalysis. Capillary tubes with outputs this small also require 
synchrotron sources.

For larger spot sizes, a wider variety of sources and optics are applicable. Microscopes have been 
developed for laser-plasma sources with both Wolter10 and bent crystal optics,11 with resolutions of a 
few microns. These optics, and also capillary and polycapillary optics and nested mirrors, with or with-
out multilayer coatings, can produce spot sizes of a few tens of microns with laboratory tube sources. 
Optics designed to collect over large solid angles, such as bent crystals, graded multilayers or polycap-
illary optics, will produce the highest intensities. Bent crystals will yield monochromatic radiation; 
polycapillary optics can be used to produce higher intensity, but broader band radiation. Polycapillary 
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AN INTRODUCTION TO X-RAY AND NEUTRON OPTICS  26.11

optics have spot sizes no smaller than tens of microns, independent of source size. Mirrors and 
crystals will have smaller focal spot sizes for smaller sources and larger spot sizes for larger sources. 
Refractive optics are true imaging optics, with the potential for very small spots. Clearly, the optimal 
optic depends on the details of the measurement requirements and the sources available.

Collimation

As shown in Fig. 5, the output from a collimating optic has both global divergence a and local diver-
gence b. Even if the global divergence is made very small by employing an optic, the local divergence 
is usually not zero. For grazing incidence reflection optics, the local divergence is generally given by 
the critical angle for reflection and can be increased by profile errors in the optic. The degree of col-
limation achieved by the optic is limited not only by technology, but by the thermodynamic con-
straint that the beam brightness cannot be increased by any optic.12 Liouville’s theorem states that 
increasing the density of states in phase space is a violation of the second law of thermodynamics. 
This implies that the six dimensional real space/momentum space volume occupied by the photons 
cannot be decreased. More simply, the angle-area product, that is, the cross-sectional area of the beam 
multiplied by the divergence of the beam, cannot be decreased without losing photons. The beam can 
never be brighter than the source. An idealized point source of x rays occupies zero area. X rays from 
such a source could theoretically be perfectly collimated into any chosen cross section. However, a real 
source has a finite size and so limits the degree of possible collimation. Small spot sources are required 
to produce bright, well-collimated beams.
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FIGURE 5 For either a slit collimator (top left and right) or an optic such as a polycapillary optic 
(bottom), the local divergence b seen at a point A is different from the angle subtended by the beam a.

Slit collimator
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b

Slit collimator
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COHERENT X-RAY OPTICS 
AND MICROSCOPY

Qun Shen
National Synchrotron Light Source II
Brookhaven National Laboratory
Upton, New York

27.1 GLOSSARY

 F (x, y) diffracted wave fi eld amplitude on the detector image plane (x, y)

 q (X,Y) transmission function through a thin object

 r  length of the position vector from point (X,Y) on the object plane to point (x, y) on 
the detector image plane

 l x-ray wavelength

 k 2p/l  is the wave number
q X Y( , )  distorted object with Fresnel zone phase factors embedded in the original object

 Nz = a2/(4lz) number of Fresnel zones on the object when looking back from the image plane

Traditionally the development of x-ray optics is based on ray-tracing wavefield propagation in 
geometric optics. This is true especially in the hard x-ray regime with energy in the multiple keV 
regime. With the availability of partially coherent x-ray sources such as those at modern synchro-
trons, this situation has changed completely. Very often, some “artifacts” or features beyond ray-
tracing can be observed in experiments due to the interference or phase effects from substantial 
spatial coherence of the synchrotron x-ray source. In this chapter, a brief outline is presented of a 
simple version of the wave propagation theory that can be used to evaluate coherent propagation 
of x-ray waves to take into account these effects. Based on optical reciprocity theorem, this type of 
coherent propagation is also required when evaluating x-ray focusing optics with the intention to 
achieve diffraction-limited performance.

In addition to coherent x-ray optics, there are substantial interests in the scientific community 
to use x-rays for imaging microscopic structures based on coherent wave propagation. For example, 
the success of structural science today is largely based on x-ray diffraction from crystalline materials. 
However, not all materials of interest are in crystalline forms; examples include the majority of mem-
brane proteins and larger multidomain macromolecular assemblies, as well as many nanostructure 
specimens at their functioning levels. For these noncrystalline specimens, imaging at high spatial 
resolution offers an alternative, or the only alternative, to obtain any information on their internal 
structures. This topic is covered in the second part of this chapter.

27.1

27
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27.2  X-RAY AND NEUTRON OPTICS

27.2 INTRODUCTION

The spatial coherence length is defined as the transverse distance across the beam over which two 
parts of the beam have a fixed phase relationship. Using classical optics, the coherence length is 
Lcoherence /= ( )λ β  where l is the wavelength of the radiation, and b is the local divergence, the angle 
subtended by the source. For typical laboratory sources the coherence length is only a few microns 
at several meters. However, for modern synchrotron sources b is much smaller and the coherence 
length is large enough to encompass optics such as zone plates which require coherent superposition, 
or entire samples for phase imaging.

27.3 FRESNEL WAVE PROPAGATION

In principle, imaging and diffraction or scattering are two optical regimes that are intrinsically interrelated 
based on Fresnel diffraction for wave propagation, which, under the first-order Born approximation,1,2 is

F x y
i

q X Y
e

r
dXdY

ikr

( , ) ( )=
−

∫∫λ
,  (1)

where F (x, y) is the diffracted wave field amplitude, q (X, Y) is the transmission function through a 
thin object, r z x X y Y= + − + −[ ( ) ( ) ] /2 2 2 1 2 is the length of the position vector from point (X, Y) on 
the object plane to point (x, y) on the detector image plane, l is the x-ray wavelength, and k = 2p /l
is the wave number. 

Although widely used in optical and electron diffraction and microscopy,1 the concept of Fresnel 
diffraction Eq. (1) has only recently been recognized in the broader x-ray diffraction community 
where traditionally far-field diffraction plus conventional radiography dominated the x-ray research 
field for the past century. This is because an essential ingredient for Fresnel-diffraction-based wave 
propagation is a substantial degree of transverse coherence in an x-ray beam, which had not been easily 
available until recent advances in partially coherent synchrotron and laboratory-based sources. 

27.4 UNIFIED APPROACH FOR NEAR- AND 
FAR-FIELD DIFFRACTION

Coherent wave field propagation based on Fresnel diffraction Eq. (1) is usually categorized into two 
regimes: the near-field Fresnel or in-line holography regime, and the far-field Fraunhofer regime. 
A unified method for the evaluation of wave-field propagation in both regimes (Fig. 1) has been 
developed using the concept of distorted object in Fresnel Eq. (1), which can be applied both to 
Fraunhofer and Fresnel diffractions.

To introduce this method, we expand in Eq. (1), r = [ ( ) ( ) ] [( )/z x X y Y z x X2 2 2 1 2 2+ − + − ≈ + − +
( ) ]y Y z− 2 2/  so that Eq. (1) becomes

F x y
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z
q X Y e dXd

ikz
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=
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− + −

λ

2 2

2 YY∫∫
Further expanding the terms in the exponential results in
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R
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+

∫∫
)

where R = (x2 + y2 + z2)1/2. We now define a new distorted object q X Y( , ) as follows

q X Y q X Y e
i

z
X Y

( , ) ( , )
( )≡ − +

π
λ

2 2

 (2)
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COHERENT X-RAY OPTICS AND MICROSCOPY  27.3

and the scattered wave field F(x, y) can then be expressed by a direct Fourier transform of this 
distorted object

F x y
i e

R
q X Y e dXdY

ikR ik

z
xX yY

( , ) ( , )
( )=

− − +
∫∫λ

 (3)

Eq. (3) clearly shows that by embedding Fresnel zone construction into the distorted object, 
Eq. (2), a near-field diffraction pattern can be simply evaluated by a Fourier transform just like in the 
far-field approximation, with a momentum transfer (Qx, Qy) = (kx/z, ky/z). Furthermore, it reduces 
to the familiar far-field result when z >> a2/(4l), where a is the transverse size of the object, since the 
extra Fresnel phase factor in Eq. (2) can be then approximated to unity. In general, the number of 
Fresnel phase zones of width p depends on distance z and is given by Nz = a2/(4lz). Therefore, Eq. (3) can
be used both in the near-field and in the far-field regimes, and this traditional but somewhat artificial 
partition of these two regimes is easily eliminated. Figure 2 shows some examples of calculated 
diffraction patterns at different detector to specimen distances.

Object

Fresnel
zones

(X, Y)

(x, y)

Near-field Far-field

l

a

z

z >> a2/l

FIGURE 1 Schematic illustration of coherent x-ray wave 
propagation with a distorted object approach both for near-
field Fresnel diffraction, where an object extends into multiple 
Fresnel zones (solid lines), and for far-field Fraunhofer diffrac-
tion, where an object occupies only the center of the first Fresnel 
zone (dashed lines). (See also color insert.)

(a) (b) (c)

FIGURE 2 Simulated diffraction amplitudes |F(x, y)|, of an amplitude object (a)
of 10 μm × 10 μm, with l = 1 Å x rays, at image-to-object distance (b) z = 2 mm and 
(c) z = ∞, using the unified distorted object approach Eq. (3) with Nz = 500 zones in (b)
and Nz = 0 in (c).  Notice that the diffraction pattern changes from noncentrosymmetric 
in the near-field (b) to centrosymmetric in the far-field (c). (See also color insert.)
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27.4  X-RAY AND NEUTRON OPTICS

27.5 COHERENT DIFFRACTION MICROSCOPY

It has been shown in recent years3 that an oversampled continuous coherent diffraction pattern from 
a nonperiodic object can be phased directly based on real space and reciprocal space constraints 
using an iterative phasing technique originally developed in optics.4,5 The oversampling condition 
requires a diffraction pattern be measured in reciprocal space at a Fourier interval finer than the 
Nyquist frequency used in all discrete fast Fourier transforms. Once such an oversampled diffrac-
tion pattern is obtained, as shown in Fig. 3, the iterative phasing method starts with a random set of 
phases for diffraction amplitudes, and Fourier transforms back and forth between diffraction ampli-
tudes in reciprocal space and density in real space. In each iteration, the real space density is con-
fined to within the finite specimen size and the square of diffraction amplitudes in reciprocal space 
is made equal to the experimentally measured intensities. This iterative procedure has proved to be 
a powerful phasing method for coherent diffraction imaging of nonperiodic specimens as a form of 
lensless x-ray microscopy.

One of the applications of the distorted object approach is that it extends the Fourier transform–
based iterative phasing technique that works well in the far-field coherent diffraction imaging, into 
the regime of phasing near-field Fresnel diffraction or holographic images.6 Because the distorted 
object q X Y( , ) differs from the original object q X Y( , )  by only a phase factor, which is known once 
the origin on the object is chosen, all real-space constraints applicable on q X Y( , )  can be transferred 
onto q X Y( , ) in a straightforward fashion. In fact, most existing iterative phasing programs may be 
easily modified to accommodate the distorting phase factor in Eq. (2). A similar technique developed 
by Nugent et al.7 makes use of a curved wave illumination from a focusing x-ray optic in coherent 
diffraction imaging experiments and has demonstrated that the iterative phasing algorithm may con-
verge much faster with a curved-beam illumination.

A significant recent development in coherent diffraction microscopy is the introduction of a scan-
ning probe so that the coherent diffraction method can be applied to extended specimens.8 It has 

FIGURE 3 Example of a coherent x-ray diffraction pattern 
from a gold nanofoam specimen of ~ 2 μm in size, using 7.35-keV 
coherent x rays. The corner of the image corresponds to ~8 nm 
spatial frequency. (See also color insert.)
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COHERENT X-RAY OPTICS AND MICROSCOPY  27.5

become apparent that the a combination of scanning x-ray microscopy with coherent diffraction 
may be the ultimate tool9 that scientists will be using in the coming years to image high resolution 
structures on nonperiodic specimens.

27.6 COHERENCE PRESERVATION IN X-RAY OPTICS

Coherent x-ray wavefield propagation has become an important consideration in many aspects 
of x-ray optics developments. There are many examples already published in the literature. For 
example, in order to evaluate the ultimate performance of x-ray focusing optics, it is essential to 
employ a coherent wave propagation theory from the x-ray optic to the focal spot which ultimately 
is diffraction limited.10

Another example where coherent wave propagation is needed is to preserve well-defined wave-
fronts through an x-ray optical system, which is often referred to as coherence preservation. For instance, 
one crucial issue in coherent x-ray diffraction imaging is how to increase the signal-to-noise ratio 
when measuring relatively weak diffraction intensities from a nonperiodic object. Based on coherent 
wave propagation, a crystal guard aperture concept has been developed11 which makes use of a pair 
of multiple-bounce crystal optics to eliminate unwanted parasitic scattering background from the 
upstream coherence defining aperture (see Fig. 4). Recent experimental observation and theoretical 
analysis confirm the effectiveness of the crystal guard aperture method with coherence-preserved 
wave propagation through the crystal guard aperture and dramatically reduced scattering background 
in coherent x-ray diffraction images.11

In summary, the development of coherent x-ray optics and x-ray analysis has become increasingly 
more important as the state-of-the-art x-ray sources and x-ray microscopic tools are becoming more 
readily available. It is expected that this field will continue to grow rapidly in order to satisfy the strong 
scientific interests in the community. 
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Coherence
defining aperture

Crystal
guard aperture

Sample
CCD

FIGURE 4 Concept of a perfect-crystal guard aperture in coherent diffraction imaging experi-
ments for the purpose of eliminating unwanted parasitic scattering background in order to achieve 
high signal-to-noise in a diffraction pattern. (See also color insert.)
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REQUIREMENTS FOR X-RAY 
DIFFRACTION

Scott T. Misture
Kazuo Inamori School of Engineering
Alfred University
Alfred, New York

28.1 INTRODUCTION

Many analytical tools involve the use of x-rays in both laboratory synchrotron settings. X-ray imaging 
is a familiar technique, with x-ray diffraction (XRD) and x-ray fluorescence (XRF) nearly ubiquitous 
in the materials analysis laboratory.1–3 A long list of additional tools incorporate x-ray optics, espe-
cially at synchrotron sources where a continuous range of x-ray wavelengths is readily accessible. 

The optical components used in x-ray analysis range from simple slits and collimators to diffractive 
elements including crystals and multilayers to reflective elements including capillaries and mirrors 
(see Chaps. 39, 41, 44, 52, and 53). Regardless of the specific application, a description of x-ray optics 
can be divided into three components: 

• Definition of the beam path

• Definition of the beam divergence

• Definition of beam conditioning, or in other words defining the energy spectrum transmitted to 
the sample or detector by the various optical components under given conditions

Regardless of the quantity measured—intensity, energy, or angle—the interplay of these three 
parameters is critical to understanding the instrument response. In order to understand the use of 
optical components we shall begin by describing the simplest of systems which involves slits only. 

28.2 SLITS

Using simple apertures, for example, slits, pinholes, and parallel plate collimators, is often sufficient 
to obtain high-quality data. The most common example of such a system is the powder diffractom-
eter in Bragg-Brentano geometry as shown in Fig. 1. Figure 1 demonstrates that the divergent beam 
is achieved using a system of slits to control the divergence in the direction normal to the axis of 
rotation of the goniometer or the equatorial divergence. Note that slits are generally used in a pairs 
(see Fig. 1), with a primary slit and an antiscatter slit designed to block any photons scattered from 
the edges of the primary slit.

28.1

28
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28.2  X-RAY AND NEUTRON OPTICS

Also shown in Fig. 1 is control of the beam divergence along the axis of the goniometer (axial 
divergence) using parallel plate collimators. The construction of the parallel plate collimator, also 
called a Soller collimator, includes closely spaced plates that limit the angular range of photons trans-
mitted through the device (Fig. 1). Soller collimators are often used to limit the axial divergence to a 
few degrees or less, as shown in Fig. 1, but can also be used to achieve “parallel beam” conditions. By 
“parallel” we mean divergence ranging from the practical limit for a collimator of ~0.05° to ~0.2°.

As an example, Fig. 2 shows the construction of simple parallel beam powder diffractometer 
incorporating a long Soller collimator on the diffracted beam side. Comparison of data collected in 

Source

Equatorial direction

Axial direction

Source

Soller collimator

Antiscatter slit

d
d

Divergence slit

Antiscatter slit

Measuring
circle

Detector
Detector slit

Detector

Sample

SampleDivergence slit

Soller
collimator

FIGURE 1 Schematic views of the Bragg-Brentano powder diffractometer. 

Source
Detector

Polycapillary
optic Soller collimator

Sample

FIGURE 2 A parallel beam diffractometer employing 
a polycapillary optic and Soller collimator.
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REQUIREMENTS FOR X-RAY DIFFRACTION  28.3

the parafocusing Bragg-Brentano configuration to data collected in the parallel beam configuration 
is shown in Fig. 3 which instantly reveals that instrumental resolution is about the same for both 
configurations. 

The use of the Soller collimator to achieve “parallel” conditions is an important concept, because 
the beam divergence and instrumental resolution are linked. Consider first the diffractometer in Fig. 1 
that works using a divergent beam that diffracts from the sample and then focuses on the receiving 
slit. As a focusing system, the width of the receiving slit width plays a large role in the instrumental 
resolution and angular precision, with wide slits worsening both and vice versa. In sharp contrast, the 
parallel beam system (Fig. 2) relies on the divergence of the Soller collimator to define the measured 
angle. In other words, only the diffracted x rays that travel through the collimator are detected and 
these include only the x rays that propagate within the acceptance angle of the collimator (say 0.05° or 
180 asec). In the next section, we shall reduce the divergence further by using crystal optics that can 
reach to ~0.005° of divergence, improving the instrumental resolution. 

28.3 CRYSTAL OPTICS

Crystal optics are routinely used in two modes: as energy discriminators (monochromators) that 
define the range of wavelengths used in an experiment and as angular filters that define the beam 
divergence. The shape and cut of the crystal is critical and allows beam focusing, compression, 
expansion, and so on by diffracting in one or two dimensions. 

Figure 4 shows four crystals, one flat, one bent and cut, one channel-cut, and the fourth doubly 
curved. In the case of the flat crystal, used either in diffraction or spectroscopy applications, one relies
on Bragg’s law to select the wavelength of interest. Focusing crystals (in either 2-D or 3-D, Fig. 4) take 
on many forms but in general are bent then cut to transform a divergent beam into a focusing beam 
while selecting some particular wavelength. The channel-cut crystal, is so named because one channel 
is cut into a single crystal to facilitate diffraction from both inside faces of the channel using a single 
device. The channels can be cut either symmetrically so that the incident and diffracted beams make 
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FIGURE 3 Comparison of powder diffraction data for a sample of Ag powder 
collected using two different instrumental geometries.
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28.4  X-RAY AND NEUTRON OPTICS

the same angle with the inside of the channel or asymmetrically where the angle of incidence or dif-
fraction is a small angle with the second angle large. The advantage of asymmetric crystals is higher 
throughput because of broadening of the rocking curve width. 

Selection of crystals involves balancing intensity with resolution (angular or energy), with the 
latter defined by the rocking curve width. Measuring the intensity diffracted for a particular wave-
length as a function of angle provides the rocking curve—a quantitative measure of the perfection 
of a crystal. The rocking curve width is the most critical aspect of any crystal optic as it defines 
the range of angles or energies transmitted by the crystal. In the context of energy discrimination, 
smaller rocking curves result in smaller ranges of energy diffracted by the crystal at some particular 
angle. Rocking curve widths are a function of wavelength and Miller index, but generally range 
from ~10 asec for high-perfection Si or Ge crystals to ~250 asec for LiF or even ~1000 for pyrolytic 
graphite. Graphite and LiF crystals are often used as diffracted beam monochromators in laboratory 
diffractometers, while Si and/or Ge are reserved for high-resolution epitaxial thin-film analysis or 
synchrotron beam lines.4

In the case of most laboratory diffraction experiments, one or two wavelengths are typically 
selected, Ka1 and/or Ka2, using crystal optics. Incorporating a graphite crystal that is highly defected 
(mosaic) can trim the energy window to include only the Ka1 and Ka2 components at ~60 percent 
efficiency. Using a crystal of higher perfection facilitates rejection of all but the Ka1 radiation, but at 
a substantially lower efficiency. In order to improve upon the spectral purity and/or beam divergence 
even further, one can employ multiple crystal monochromators and/or multiple diffraction events 
using the channel-cut crystal described above. The number of crystals and diffraction events can 
become quite large for the study epitaxial films in particular, with 4-bounce monochromators on 
both the incident and diffracted beam sides of the specimen. The reader is referred to recent texts for 
a more comprehensive review.3,4

Diffracted beam

Incident beam

(a) (b)

(c) (d)

Source

dhkl

q

q
dhkl

Source

Focus

Focus

FIGURE 4 The function of several crystal optics including: (a) flat crystal; (b) a bent 
and cut focusing crystal; (c) an asymmetric channel-cut crystal; and (d ) a 2-D focusing 
crystal.
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REQUIREMENTS FOR X-RAY DIFFRACTION  28.5

28.4 MULTILAYER OPTICS

Multilayer x-ray optics were commercialized in the late 1990s, and offer very specific advantages 
compared to crystal optics. As shown in Fig. 5 they are man-made crystals that are composed of 
alternating layers of high and low atomic number materials. They are diffractive optics, generally 
with large d-spacings and small diffraction angles to provide high efficiency. The rocking curve 
widths and efficiencies are on the order of 100 to 200 asec with 50 to 70 percent efficiency. As such, 
they represent a compromise between perfect crystal monochromators (Si, Ge, ~10 to 30 asec) and 
highly mosaic crystals such as graphite (~1000 asec). 

Multilayer optics are available, like crystals, in a variety of geometrical configurations to provide 
focused beams and parallel beams, again in one and two dimensions. In addition, cross-coupled mul-
tilayers can be used to create point-focused or parallel beams that are today used extensively for single 
crystal diffraction experiments. The spectral selectivity of multilayers is a function of not only the 
rocking curve width but also the materials composing the multilayer that can selectively absorb, for 
example, beta radiation.

28.5 CAPILLARY AND POLYCAPILLARY OPTICS

Drawing hollow glass tubes to a small diameter and with smooth internal surfaces yields single cap-
illary (monocapillary) optics that can be built into arrays to form polycapillary optics. The function 
of the capillary is total internal reflection of the incident photons that allows the capillary to behave 
as a “light pipe” to direct x rays in some particular direction. Within limits of the physics of internal 
x-ray reflection, a variety of beam focusing, collimating, and angular filtering can be achieved, as 
summarized in Fig. 6. From Fig. 6, it is clear that either mono or polycapillary optics can be used to 
create small x-ray spot sizes by focusing the beam. Modern capillary optics can provide beam sizes 
as small as 10 μm routinely, facilitating micro diffraction and micro fluorescence applications. 

Another advantage of capillary optics is the ability to improve the intensity in a measurement. 
Harnessing a large solid angle of x rays emitted from the source or sample in an efficient manner 
results in 10- or even 100-fold increases in intensity. Similar principles are used in x-ray microsources 
described below. 

28.6 DIFFRACTION AND FLUORESCENCE SYSTEMS

All of the optical components described above can be variously integrated into systems for high 
intensity, small spot size, large illuminated area, or high energy or angular resolution. One can 
enhance a diffraction or fluorescence instrument for a specific application by appropriate use of 

Source

Slit

FIGURE 5 A parabolic graded mul-
tilayer that transforms a divergent beam 
into a parallel beam, or vice versa.
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28.6  X-RAY AND NEUTRON OPTICS

optics. Indeed, some modern systems employ prealigned optics that are turn-key interchangeable, 
affording spectacular flexibility in a single instrument. Naturally, the number of permutations of 
instrumental arrangements is very large, but in general one attempts to optimize the signal within 
the limits of the required instrumental resolution. 

A clever approach to optimizing both resolution and intensity is the use of “hybrid” optics. Figure 7 
shows a schematic of a high-resolution diffractometer applicable for epitaxial film characterization. 
The defining features of the optics in this case are very high angular resolution provided by the channel 
cut crystals. However, incorporating a parabolic multilayer before the first crystal monochromator 
notably improves the intensity. The hybrid design takes advantage of the fact that the multilayer can 
capture ~0.5° of divergent radiation from the x-ray source and convert it at ~70 percent efficiency 
to a beam with only ~100 asec divergence. Thus, a substantially larger number of photons reach the 
channel-cut crystal within its rocking curve width of ~20 asec from the multilayer than would directly 
from the x-ray source, improving the overall intensity.

Detector

Specimen

Axial collimator Axial collimator

Asymmetric
channel-cut crystal

Source

Parabolic
multilayer

Asymmetric
channel-cut crystal

FIGURE 7 Schematic of a high-resolution diffractometer applicable 
for epitaxial thin film characterization. 

Quasi-parallel
beam

Focal spot

Source

Source

(b)

(a)

FIGURE 6 Schematics of the function of (a) focusing and 
(b) collimating polycapillary optics.
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REQUIREMENTS FOR X-RAY DIFFRACTION  28.7

28.7 X-RAY SOURCES AND MICROSOURCES

A notable application of x-ray optics is the x-ray “microsource.” Microsource devices in general 
comprise any low-power and high-flux x-ray source, technology that was enabled by clever applica-
tion of optical components. The x-ray flux on a particular specimen from a standard x-ray tube is 
limited by the ability to cool the anode metal, limiting the input power to ~2 kW. Rotating anode 
sources allow for ~10-fold increases in input power, but are again limited by cooling. In either case, 
traditional systems use a series of slits to guide x rays from the source to the sample in a linear fash-
ion, discarding most of the x rays produced by the source. One can use x-ray optics to harness a 
larger solid angle of x rays produced at the source and guide those photons to the experiment. Such 
approaches have been highly successful, leading to commercialization of microsources that run at 
power settings as low as 20 W, but provide x-ray flux comparable to traditional x-ray tubes and even 
rotating anode generators. 
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REQUIREMENTS FOR X-RAY 
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29.1 INTRODUCTION 

The use of secondary x rays that are emitted from solids bombarded by x rays, electrons, or posi-
tive ions to measure the composition of the sample is widely used as a nondestructive elemental 
analysis tool. Such secondary x rays are called fluorescence x rays. The “characteristic rays” emitted 
from a solid irradiated by x rays or electrons1 were shown in 1913 by Moseley to have  characteristic 
wavelengths (energies) corresponding to the atomic number of specific elements in the target.2

Measurement of the wavelength of the characteristic x rays, as well as observation of a continuous 
background of wavelengths, was made possible by use of the single-crystal diffraction spectrometer 
first demonstrated by Bragg.3 There was active development by a number of workers and by the late 
1920s x-ray techniques were well developed. In 1923, Coster and von Hevesey4 used x-ray fluores-
cence to discover the unknown element hafnium by measurement of its characteristic line in the 
radiation from a Norwegian mineral, and in 1932 Coster and von Hevesey published the classical 
text Chemical Analysis by X-Ray and Its Applications. Surprisingly, there was then almost no further 
activity until after World War II. In 1947 Friedman and Birks converted an x-ray diffractometer to 
an x-ray spectrometer for chemical analysis,5 taking advantage of work on diffraction systems and 
detectors that had gone on in the previous decade. An x-ray fluorescence measurement in which the 
energy (or wavelength) spectrum is carried out by the use of x-ray diffraction spectrometry is called 
wavelength-dispersive x-ray fluorescence (WDXRF). There was then rapid progress with a number of 
companies developing commercial x-ray fluorescence (XRF) instruments. The early developments 
have been discussed in detail by Gilfrich.6 During the 1960s, the development of semiconductor par-
ticle detectors that could measure the energy spectrum of emitted x rays with much higher energy 
resolution than possible with gas proportional counters or scintillators resulted in an explosion of 
applications of energy-dispersive x-ray fluorescence (EDXRF). Until recently, except for the flat or 
curved diffraction crystals used in WDXRF, x-ray optics have not played an important role in x-ray 
fluorescence measurements. This situation has changed markedly during the past decade. We will 
now review the status of both WDXRF and EDXRF with emphasis on the role of x-ray optics with-
out attempting to document the historical development.

29.1

29

∗This volume is dedicated in memory of Walter Gibson. 
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29.2  X-RAY AND NEUTRON OPTICS

29.2 WAVELENGTH-DISPERSIVE X-RAY 
FLUORESCENCE (WDXRF)

There are thousands of XRF systems in scientific laboratories, industrial laboratories, and in manufac-
turing and process facilities worldwide. Although most of these are EDXRF systems, many use WDXRF 
spectrometry to measure the intensity of selected characteristic x rays. Overwhelmingly, the excitation 
mechanism of choice is energetic electrons, and many are built onto scanning electron microscopes 
(SEMs). Electron excitation is simple and can take advantage of electrostatic and magnetic electron 
optics to provide good spatial resolution and, in the case of the SEM, to give elemental composition 
maps of the sample with high resolution. In general, the only x-ray optics connected with these systems 
are the flat or curved analyzing crystals. Sometimes there is a single analyzing crystal that is scanned to 
give the wavelength spectrum (although multiple crystals, usually two or three, are used to cover differ-
ent wavelength ranges). However, some systems are multichannel with different (usually curved) crys-
tals placed at different azimuthal angles, each designed to simultaneously measure a specific wavelength 
corresponding a selected element or background wavelength. Sometimes a scanning crystal is included 
to give a less sensitive but more inclusive spectral distribution. Such systems have the benefit of high 
resolution and high sensitivity in cases where the needs are well defined. In general, WDXRF systems 
have not been designed to take advantage of recent developments in x-ray optics, although there are a 
number of possibilities and it is expected that such systems will be developed. One important role that 
x ray optics can be used in such systems is shown in Fig. 1.

In this arrangement, a broad angular range of x-ray emission from the sample is converted into 
a quasi-parallel beam with a much smaller angular distribution. A variety of collimating optics 
could be used, for example, polycapillary (as shown), multilayer, nested cone, and so on. The benefit, 
 represented as the gain in diffracted intensity, will depend on the optic used, the system design (e.g., 
the diffracting crystal or multilayer film), and the x-ray energy. With a polycapillary collimator, 8 keV 
x rays from the sample with divergence of up to approximately 12°, can be converted to a beam with 
approximately 0.2° divergence. With a diffraction width of 0.2° and a transmission efficiency for the 
optic of 50 percent, the gain in the diffracted beam intensity for flat crystal one-dimensional diffrac-
tion would be typically more than 30. Further discussion of the gains that can be obtained in x-ray 
diffraction measurements can be found in Sec. 29.5. Another potential benefit from the arrangement 
shown in Fig. 1 is confinement of the sampling area to a small spot defined by the collection properties 
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FIGURE 1 Schematic representation of collimating optic in 
WDXRF system.
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REQUIREMENTS FOR X-RAY FLUORESCENCE  29.3

of the optic as discussed in Chap. 53. Scanning of the sample will then give the spatial distribution of 
selected elements. This is also useful in so-called environmental, or high-pressure, SEMs where the 
position of the exciting electron beam is not so well defined.

Fine Structure in WDXRF Measurements

As noted previously, most of the WDXRF systems in use involve electron excitation either in SEM 
systems or in dedicated electron micro-probe systems. Photon emission from electron excitation 
systems contains, in addition to the characteristic lines, a continuous background due to brems-
strahlung radiation resulting from slowing down of the electrons in the solid. Although this back-
ground does not seriously interfere with many measurements of elemental composition, it can limit 
the measurement sensitivity, and can preclude observation of very low intensity features. If the flu-
orescence x rays are excited by incident x rays, or energetic charged particles, the bremsstrahlung 
background can be avoided. It should be noted that a continuous background still is present when 
a broad x-ray spectrum is used as the exciting beam due to scattering of low-energy x rays. This can 
be largely avoided if monoenergetic x rays are used.7

A dramatic illustration of the value of a low background in XRF measurements is contained in 
recent studies in Japan of fine structure in fluorescence spectra.8–11 Accompanying each characteristic 
x-ray fluorescence peak is an Auger excitation peak displaced typically approximately 1 keV in energy 
and lower in intensity by nearly 1000 times. This peak is not usually observable in the presence of 
bremsstrahlung background from electron excitation. By using x-ray excitation to get a low back-
ground and WDXRF to get high-energy resolution, Kawai and coworkers8–11 measured the Auger 
excitation peaks from Silicon in elemental Si and SiO2 and from Al. They showed that the observed 
structure corresponds to x-ray absorption fine structure (EXAFS) and x-ray absorption near-edge 
structure (XANES) that has been observed in high-resolution synchrotron studies. Very long mea-
surement time was necessary to obtain sufficient statistical accuracy. This type of measurement could 
presumably be considerably enhanced by the use of collimating optics as shown in Fig. 1.

29.3 ENERGY-DISPERSIVE X-RAY
FLUORESCENCE (EDXRF)

During the 1960s, semiconductor detectors were developed with dramatic impact on energy and 
later position measurement of energetic charged particles, electrons, and x rays.12,13 Because of 
their high efficiency, high count rate capability, high resolution compared with gas counters, and 
their improved energy resolution compared with scintillation counters, these new detectors virtu-
ally revolutionized radiation detection and applications including x-ray fluorescence. Initially, the 
semiconductor junction detectors had a thin active area and, therefore, were not very efficient for x 
rays. However, by use of lithium compensation in the active area of the detector, it was possible to 
make very thick depletion layers14 (junctions) and, therefore, to reach a detection efficiency of 100 
percent for x rays. Later, high-purity germanium was used to make thick semiconductor junctions. 
Such large-volume semiconductor junctions need to be cooled to obtain the highest energy resolu-
tion (typically, 130 to 160 eV).

There are now thousands of XRF systems that use cooled semiconductor detectors, most of them 
mounted on SEMs. Most SEM-based XRF systems do not use any x-ray optics. The detectors can be 
made large enough (up to 1 to 2 cm2) and can be placed close enough to the sample that they collect 
x-rays over a relatively large solid angle.

As pointed out previously, electron excitation produces a background of bremsstrahlung radiation 
that sets a limit on the signal-to-background ratio and, therefore, the minimum detection limit for 
impurities. This background can be avoided by using x rays or energetic charged particles as the exci-
tation source. Consequently, it is common to see cooled lithium-drifted silicon Si(Li) or high-purity 
germanium (HpGe) detectors mounted on accelerator beamlines for materials analysis. The ion 
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29.4  X-RAY AND NEUTRON OPTICS

beam-based (usually proton or helium ion) technique is called particle-induced x-ray emission (PIXE). 
Again, these do not require optics because the detector can be relatively close to the sample. As with 
the electron-based systems, optics necessary for controlling or focusing the exciting beam are electro-
static or magnetic and will not be discussed here. When the exciting beam is composed of photons 
from a synchrotron or free-electron laser (FEL) source, the situation is virtually the same, with no 
optics required between the sample and the detector. Mirrors and monochromators used to control 
the exciting beam are discussed in Chaps. 39 and 44.

Monocapillary Micro-XRF (MXRF) Systems

However, if the excitation is accomplished by x rays from a standard laboratory-based x-ray 
 generator, x-ray optics have a very important role to play. In general, the need to obtain a high 
flux of exciting photons from a laboratory x-ray source requires that the sample be as close as 
 possible to the source. Even then, if the sample is small or if only a small area is irradiated, prac-
tical  geometrical considerations usually limit the x-ray flux. The solution has been to increase the 
total  number of x rays from the source by increasing the source power, with water-cooled rotating 
anode x-ray  generators becoming the laboratory-based x-ray generator of choice. (For a discussion 
of x-ray sources, see Chap. 54.) To reduce the geometrical 1/d2 reduction of x-ray intensity as the 
sample is displaced from the source (where d is the sample/source separation), capillaries (hollow 
tubes) have been used since the 1930s.15 Although metal capillaries have been used,16 glass is the 
overwhelming material of choice,17–19 because of its easy formability and smooth surface. In most of the 
studies reported earlier, a straight capillary was placed between the x-ray source and the sample, and 
aligned to give the highest intensity on the sample, the capillary length (6 to 20 mm) being chosen 
to accommodate the source/sample spacing in a commercial instrument. An early embodiment of 
commercial micro x-ray fluorescence employed metal foil apertures with a variety of dimensions 
which  created spatially resolved x-ray beams. While these crude “optics” provided x-ray beams as 
small as 50 μm, the x-ray flux was quite limited due to the geometrical constraints.

In 1988, Stern et al.20 described the use of a linearly tapered or conical optic that could be used 
to produce a smaller, more intense but more divergent beam. This has stimulated a large number of 
studies of shaped monocapillaries. Many of these are designed for use with synchrotron beams for 
which they are especially well suited, but they have also been used with laboratory sources. A detailed 
discussion of monocapillary optics and their applications is given in Chap. 52.

In 1989, Carpenter21 built a dedicated system with a very small and controlled source spot size, close-
coupling between the capillary and source and variable distance to the sample chamber. The sample was 
scanned to obtain spatial distribution of observed elemental constituents. A straight 10-μm diameter,
119-mm-long capillary showed a gain of 180 compared to a 10-μm pinhole at the same distance and mea-
surements were carried out with a much lower power x-ray source (12 W) than had been used before.

More recently, a commercial x-ray guide tube or formed monocapillary has been employed to pro-
duce x-ray flux gain around 50 times that of straight monocapillary. This modest flux gain enables the 
more rapid spectrum acquisition and elemental mapping of materials offering new spatially resolved 
elemental analysis capabilities at the 10 s of micrometers scale.

Polycapillary-Based MXRF

As discussed in Chap. 53, a large number of capillaries can be combined to capture x rays over a 
large angle from a small, divergent source and focus them onto a small spot. This is particularly use-
ful for microfocus x-ray fluorescence (MXRF) applications.22–24

Using the system developed by Carpenter, a systematic study was carried out by Gao25 in which 
standard pinhole collimation, straight-capillary, tapered-capillary, and polycapillary focusing optics 
could be compared. A schematic representation of this system with a polycapillary focusing optic is 
shown in Fig. 2. The x rays were generated by a focused electron beam, which could be positioned 
electronically to provide optimum alignment with whatever optical element was being used.21
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REQUIREMENTS FOR X-RAY FLUORESCENCE  29.5

The target material could be changed by rotating the anode as shown in Fig. 2. Measurement of the 
focal spot size produced by the polycapillary focusing optic was carried out by measuring the direct 
beam intensity while moving a knife edge across the focal spot. The result of such measurements for 
Cu Kα and Mo Kα x rays are shown in Fig. 3.

The intensity gain obtained from the polycapillary focusing optic depends on the size of the x-ray 
emission spot in the x-ray generator, on the x-ray energy, and on the input focal distance (distance 
between the source spot and the optic). This is because the effective collection angle for each of the 
transmitting channels is controlled by the critical angle for total external reflection (see Chap. 53). 
For the system shown, the flux density gain relative to the direct beam of the same size at 100 mm 
from the source, is shown in Fig. 4 for Cu Kα and Mo Kα x rays. The maximum gain is about 4400 at 
8.0 keV and 2400 at 17.4 keV, respectively.

A secondary x-ray spectrum obtained by irradiating a standard NIST thin-film XRF standard 
sample, SRM1833, is shown in Fig. 5. Zirconium and aluminum filters were used before the optic to 
reduce the low-energy bremsstrahlung background from the source. The flux density of the beam at 
the focus was calculated to be 1.5 × 105 photons⋅s⋅μm2 for Mo Kα from the 12-W source operated 
at 40 kV. The minimum detection limits (MDLs) in picograms for 100-s measurement time were as 
follows: K, 4.1; Ti, 1.5; Fe, 0.57; Zn, 0.28; and Pb, 0.52. The MDL values are comparable with those 
obtained by Engstrom et al.26 who used a 200-μm diameter straight monocapillary and an x-ray 
source with two orders of magnitude more power (1.7 kW) than the 12-W source used in the poly-
capillary measurements.

By scanning the sample across the focal spot of the polycapillary optic, the spatial distribution 
of elemental constituents was obtained for a ryolithic glass inclusion in a quartz phenocryst found 
in a layer of Paleozoic altered volcanic ash. This information is valuable in stratigraphic correlation 
 studies.27,28 The results are shown in Fig. 6. Also shown are the images obtained from Compton scat-
tering (Comp) and Rayleigh scattering (Ray).

There are a number of commercial instruments employing the monolithic polycapillary optics to 
spatially form the excitation beam. Their commercial success lies in being able to generate an increase 
in x-ray flux 2 to 3 orders of magnitude greater than that can be obtained without the optic at a given 
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FIGURE 2 Schematic representation of microfocus x-ray fluorescence system. (From Ref. 22.)
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29.6  X-RAY AND NEUTRON OPTICS

spot size. The future development and potential growth of MXRF rests with the continued innovation 
of x-ray optics in general and polycapillary optics in particular.

MXRF with Doubly Curved Crystal Diffraction

Although x-ray-induced fluorescence has a significantly lower background than electron-induced fluo-
rescence, there is still background arising from scattering of the continuous bremsstrahlung radiation 
in the sample. This can be reduced by filtering of high-energy bremsstrahlung in polycapillary focus-
ing optics (see Chap. 53) and by use of filters to reduce the low-energy bremsstrahlung as done for 
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FIGURE 3 Measurement of the focal spot size for Cu and Mo x rays. (From Ref. 25.)
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FIGURE 5 Spectrum of SRM 1833 standard XRF thin-film sample. (From Ref. 22.)

the spectrum shown in Fig. 5. Recently, efficient collection and focusing of characteristic x rays by 
Bragg diffraction with doubly bent single crystals has been demonstrated by Chen and Wyttry.30 The 
arrangement for this is shown in Fig. 7.31

Energy spectra taken with a thin hydrocarbon (acrylic) film with a polycapillary focusing optic, and 
with doubly curved crystal optics with a mica and with a silicon crystal are shown in Fig. 8.31 The back-
ground reduction for the monoenergetic excitation is evident. Various order reflections are observed 
with the mica crystal. The angle subtended by the mica crystal is approximately 20° × 5°, giving an x-ray 
intensity only about a factor of three lower than that obtained with the polycapillary lens.

The use of DCCs (doubly curved crystals) in commercial instrumentation has met with commer-
cial success in specific elemental applications. A dual DCC instrument where a DCC is used on the 
excitation side to create a monochromatic beam for excitation and another DCC on the detection side 
to limit the region of interest of x-ray fluorescence impinging on the detector provides a highly sensi-
tive and selective detection of sulfur in petroleum streams. Several different embodiements include 
benchtop, online, and handportable instruments. It is apparent that continued development of DCC-
based applications will continue to increase.
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FIGURE 6 MXRF images of various elements in a geological sample that 
contains small volcanic glass inclusions (tens of micrometers in dimension) within 
a quartz phenocryst. The last two images are the Compton (energy-shifted) and 
Rayleigh (elastic) scattering intensity maps. (From Ref. 25.)

Microfocus source

Detector

Sample

Doubly curved crystal

FIGURE 7 Doubly curved crystal MMEDXRF setup. (Courtesy of XOS Inc. From Ref. 31.)
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Ultrahigh Resolution EDMXRF

As discussed earlier, EDMXRF utilizing cooled semiconductor junction detectors is widely used in 
science and industry. The energy resolution of semiconductor detectors is typically 140 to 160 eV. 
During the past few years, very high resolution x-ray detectors based on superconducting transi-
tion-edge sensor (TES) microalorimeters32 semiconductor thermistor microcalorimeters,33–35 and 
superconducting tunnel junctions36 have been developed. Although these detectors are still under 
active development, there have been demonstrated dramatic benefits for MXRF applications.

TES microcalorimeter detectors have the best reported energy resolution (~2 eV at 1.5 keV).37

A schematic representation of a TES microcalorimeter detector is shown in Fig. 9 and energy spectra 
for a titanium nitride thin film is shown in Fig. 1037 and for a tungsten silicide thin film is shown in 
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FIGURE 8 Energy spectrum obtained from a thin acrylic sample, measured with a 
mica doubly bent crystal, a silicon doubly bent crystal, and a polycapillary focusing optic. 
(From Ref. 31.)

Aperture
Absorber (Bi)

Si3N4 membrane

Squid

Superconducting contacts (Al)

TES(Al-Ag)

Si substrate

V

FIGURE 9 A schematic representation of a TES microcalorimeter detector. 
The operating temperature is ~50 mK. (From Ref. 32.)
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29.10  X-RAY AND NEUTRON OPTICS

Fig. 11.32 In each case, the spectrum in the same energy region from a silicon junction detector is also 
shown for comparison.

Because the absorbing element on microcalorimeter detectors must have a low thermal capaci-
tance to achieve high resolution and short recovery time (for higher counting rates), and cannot 
operate closer than 5 mm to the sample (because of thermal and optical shielding), the sensitivity is 
low. However, by using a collecting and focusing optic between the sample and the detector, the effec-
tive area can be greatly increased.38 A schematic of such an arrangement with a polycapillary focusing 
optic is shown in Fig. 12. With such a system, the effective area can be increased to approximately 
7 mm2, comparable with the area of high-resolution semiconductor detectors.
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FIGURE 10 Energy spectrum for a TiN thin film on
silicon. (From Ref. 37.)

2000

1500

1000

C
ou

n
ts

500

0
1400 1600

SiKa1,2

WMa1,2

WMz1,2

WSi2 on SiO2

WMb
SiKb

EDS spectrometer

Microcalorimeter

WMg

1800

Energy (eV)

2000 2200

FIGURE 11 Energy spectrum for a WSi2 film on SiO2. (From Ref. 32.)
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Figure 13 shows a logrithmic plot of the energy spectrum for an aluminum-gallium-arsenide 
 sample.32 This shows the bremsstrahlung background that is present when electrons (in this case, 
5 keV) are used as the exciting beam. It is clear that x-ray excitation (especially with monochromatic 
x rays) will be important in order to use such detectors to observe the low-intensity fine structure to get 
microstructure and microchemical information with high-resolution energy-dispersive detectors.
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FIGURE 12 Schematic representation of focusing optic for microcalorimeter 
detector. (From Ref. 38.)
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FIGURE 13 Energy spectrum from aluminum-gallum-arsenide 
sample measured with a TES microcalorimeter spectrometer. (From 
Ref. 32.)
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REQUIREMENTS FOR X-RAY 
SPECTROSCOPY

Dirk Lützenkirchen-Hecht and Ronald Frahm
Bergische Universität Wuppertal
Wuppertal, Germany

The basic process related to x-ray absorption spectroscopy (XAS, which includes x-ray absorp-
tion near edge spectroscopy, XANES, and extended x-ray absorption fine structure, EXAFS) is the 
absorption by an atom of a photon with sufficient energy to excite a core electron to unoccupied levels 
(bands) or to the continuum. An XAS experiment comprises the measurement of the absorption 
coefficient m(E) in the vicinity of an absorption edge, where a more or less oscillatory behavior of 
m(E) is observed. Monochromatic radiation is used, and the photon energy is increased to the value 
at which core electrons can be excited to unoccupied states close to the continuum. As an example, 
an absorption spectrum of a platinum metal foil is shown in Fig. 1 for the photon energy range in 
the vicinity of the Pt L3 edge. The steep increase of the absorption at about 11.564 keV corresponds 
to the excitation of electrons from the Pt 2p3/2 level into unoccupied states above the Fermi level 
of the Pt material. In general, the exact energy of the absorption edge is a sensitive function of the 
chemical valence of the excited atom, that is, a shift of the absorption edge toward higher photon ener-
gies is observed as the chemical valence of the absorber atom is increased. In many cases, a more or 
less linear shift of the edge with typically 1 to 3 eV per valence unit can be found in the literature for 
different elements, and thus, an accurate determination of the edge position is essential for a proper 
valence determination.1 Furthermore, in some cases there are also sharp features in the absorption 
spectrum even below the edge. These so called pre-edge peaks can be attributed to transitions from 
the excited photoelectron into unoccupied discrete electronic levels of the sample which can be 
probed by an x-ray absorption experiment. Due to the discrete nature of these transitions, again a 
high resolution of the spectrometer is required in order to be able to investigate such structures in 
the spectrum. In the case of Pt, a sharp whiteline-like feature is observed directly at the edge. As can 
be seen in the inset of Fig. 1, where the derivative of the Pt absorption spectrum is shown, the sharp-
est features in this spectrum have a full width of only a few electron volts and the energy resolution 
ΔE of the spectrometer has to be superior for such experiments. 

In general, synchrotron radiation is used for x-ray absorption spectroscopy, because the energy 
range of interest can be easily selected from the broad and intense distribution provided by storage 
rings (see Chap. 55). X-ray monochromators select the desired photon energy by Bragg’s law of 
diffraction

n dλ = 2 sinΘ
 (1)

30.1

30
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30.2  X-RAY AND NEUTRON OPTICS

where l is the x-ray wavelength, d the lattice spacing of the monochromator crystal, and Θ the angle 
between the impinging radiation and the lattice planes. However, not only the fundamental wave 
(n = 1) but also higher harmonics (n > 1) are transmitted by the monochromator. Selection rules 
depending on the structure of the crystals can forbid certain harmonics, for example, in the case 
of the mostly used Si(111) and Si(311) monochromator crystals the second order are not allowed, 
whereas the third harmonics are present.

However, high-intensity radiation impinging on a monochromator crystal induces a variety of surface 
slope errors, such as thermal bumps and thermal bending as well as lattice constant variations. This is 
especially true if insertion devices (wigglers and undulators) are used at third-generation storage rings. 
Typical heatloads can reach the kilowatt regime, and only a small fraction of typically 10−4 is Bragg 
reflected. Therefore, different concepts have been developed to compensate these unwanted distortions 
of the Bragg-reflecting surfaces.2–6 It is far beyond the scope of this paper to describe these efforts in detail, 
here we will only refer to the literature (see, e.g., Chap. 39), however, stressing the importance of an appro-
priate compensation. In Fig. 2, we present rocking curves of a Si(111) double-crystal monochromator in 
order to demonstrate the effect of a compensation on the width (and thereby the energy resolution) of the 
measured curves. Having in mind that the theoretical value for the energy resolution amounts to ca. 
1.3 eV at 9 keV photon energy, those results clearly demonstrate the need for a compensation mechanism. 
The energy resolution of the noncompensated monochromator with a rocking curve width of more than 
100 arc sec, corresponding to more than 14 eV, would be useless for XANES spectroscopy. 

Above an absorption edge, a series of wiggles with an oscillatory structure is visible, which modu-
lates the absorption typically by a few percent of the overall absorption cross section as can be seen 
in Fig. 1. These wiggles are caused by the scattering of the ejected photoelectrons by neighboring 
atoms and contain quantitative information regarding the structure of the first few coordination 
shells around the absorbing atom such as bond distances, coordination numbers, and Debye-Waller 
factors.7 Typically, the EXAFS region extends from approximately 40 eV above the x-ray absorption 
edge up to about 1000 eV or even more. 

Higher harmonics in the monochromatic beam may disturb the actual measurement, that is, the 
absorption coefficients and thus also the EXAFS will be erroneous, so that a suppression of higher 
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harmonics is highly desirable. This is especially important for investigations at lower edge energies, for 
example, at the Ti K-edge or even lower. Here, any parasitically absorbing elements in the beam path 
such as the x-ray windows from the beamline to ambient conditions, or even short air pathways, increas-
ingly absorb the photons of interest while the absorption of higher harmonics is negligible. For example, 
if experiments at the Ti K-edge (4.966 keV) are considered, a beam path of 20 cm in air would result in 
an absorption of 62 percent for the fundamental wave, in contrast to only 3.5 percent absorption for the 
third harmonic. In addition, using a Be window of 750 μm thickness as separator between the ultrahigh 
vacuum system of the beamline and the experimental setup which is usually in ambient air, the transmis-
sion increases continuously from only 55 percent at 5 keV to more than 96 percent at 15 keV. In general, 
thus, the relative intensity of the third harmonic will increase in the course of the beam bath. This is 
the reason why one has to consider carefully all contributions from the third harmonic, and their influ-
ence on the measured spectra. This is illustrated in Fig. 3 for a transmission spectrum of a TiO2 sample 
measured in transmission using a Si(111) double crystal monochromator and nitrogen-filled ionization 
chambers as detectors. Both the different absorption of the low- and the high-energy beams as well as 
the different ionization of the two beams have been considered. Even in the case of a beam coming from 
the double crystal monochromator in the vacuum section of a beamline with only 5 percent harmonic 
content, a significant reduction of the edge jump is visible, as well as a slight damping of the pre-edge 
peaks. However, this situation, in which the photons of the fundamental wave are strongly absorbed 
by the environment in contrast to those of the third harmonic, may be regarded as the worst case. This 
hardening of the beam has a major impact for x-ray studies at lower energies.

From the presented simulation it can be concluded that the x-ray optics have to ensure that the 
beam is really monochromatic. This may be achieved using different techniques such as detuning of the 
monochromator crystals8 or the use of a mirrored beam. Detuning makes use of the fact that the crys-
tal rocking curve width of higher harmonics is generally much smaller compared to the fundamental 
wave,9 so that a slight tilt of the crystals with respect to each other effectively suppresses the transmit-
ted intensity of higher harmonics. Such a detuning procedure is however not applicable in the case of 
a channel-cut monochromator, where the two reflecting crystal surfaces originate from a monolithic 
single crystal with a fixed geometric relation to each other. Here, one makes use of the fact that the x-ray 
reflectivity of any surface generally decreases with photon energy, that is, a mirror can also be used as 

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

0 50 100 150 200 250 300

Tilt table angle (arc sec)

M
ax

. i
n

te
n

si
ty

 (
a.

u
.)

0 N 

148 N 

F

X-ray beam

FIGURE 2 Rocking curves measured for a Si(111) crystal pair at 8.9 keV 
photon energy and a heat load of about 370 W for different bending forces 
F on the legs of a U-shaped crystal bender as depicted in the inset. The 
intrinsic width of the rocking curve is 8.9 arc sec (ca. 1.3 eV) compared 
to about 12 arc sec (ca. 1.8 eV) for the optimum compensated crystal. For 
comparison, the width of the noncompensated crystal amounts to more 
than 100 arc sec with less than half of the peak intensity.6
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30.4  X-RAY AND NEUTRON OPTICS

low pass filter for the harmonic rejection, if the critical energy is smaller than the energy of the cor-
responding harmonic wave (Refs. 10 and 11 and Chap. 44). It should be mentioned here that the heat 
load on the monochromator crystals is also reduced if a mirror in front of the monochromator is used, 
and thus the related problems mentioned above are less important. Furthermore, the mirrors can also 
be used for the focussing of the x-ray beam:11–13 Depending on the surface of the mirror (flat, spherical, 
cylindrical) and its bending radius, the impinging radiation is either divergent or focused in one or two 
directions. Using an undulator as source, the point focus of a mirror system can be as small as a few tens 
of microns, so that it is possible to investigate small specimen (e.g., single crystallites), and spectromi-
croscopy or microspectroscopic investigations are feasible, even under nonambient conditions.14,15

Up to now, we have not dealt with the problem of lateral stability of the beam on the sample. Even 
in an idealized setup, we have to consider vertical beam movements on the sample during an EXAFS 
scan because the beam offset changes significantly for an extended scan as illustrated schematically 
in Fig. 4. More quantitatively, for a fixed distance D of the x-ray reflecting planes, the beam offset 
amounts to h = 2D cos Θ.Thus, h will be larger for a smaller Bragg angle Θ, as can be seen in Fig. 4. 
Given a typical distance of D = 50 mm, a Bragg-angle variation from about 16.5° to 14.5° (which 
would roughly correspond to an EXAFS scan at the Fe K-edge from ca. 6.9 keV to 7.9 keV) would 
result in a variation of the beam offset by about 1 mm. Such beam movement is not acceptable for 
certain experiments, for example, for the investigation of small or inhomogeneous samples or in the 
case of grazing incidence x-ray experiments, where the height of the sample in the beam is often lim-
ited to only a few microns.16 Furthermore, if the beam downstream the monochromator is subjected 
to focussing, e.g., for XANES tomography17 or spectromicroscopic investigations, such beam move-
ments exceed the acceptance width of the focussing optics (see also Chaps. 37, 40, 42, 44, 45, 52, and 
53 of this Handbook). Thus, a fixed exit geometry by an additional movement of the second crystal 
(i.e., a variation of the distance D between the Bragg-reflecting surfaces) or, alternatively, a controlled 
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REQUIREMENTS FOR X-RAY SPECTROSCOPY  30.5

correction of the vertical sample position by means of a lifting table as a function of the Bragg-angle 
are required. In the case of a channel-cut crystal, a special form of the crystals’ reflecting surfaces may 
also ensure that there is a constant beam height.18,19

We want to conclude here by pointing out that all the topics mentioned above also apply in the 
case of time-resolved x-ray absorption experiments, where the Bragg angle of the monochromator 
crystals is moved continuously and the spectrum is collected on the fly (quick-scanning EXAFS20, 21). 
It should be mentioned here, that a high precision of all movements can be reached so that XANES 
data can be measured in ca. 5 ms, while EXAFS spectra spanning about 1.5 keV of real samples such 
as catalysts under working conditions are feasible in about 50 ms with sufficient data quality.21,22
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31.1

31

31.1 INTRODUCTION TO RADIOGRAPHY 
AND TOMOGRAPHY

In the early years following Roentgen’s discovery of x rays in 1895, applications and implementations of 
x rays in medical imaging and therapy were already being developed. The development of detectors, scat-
ter control devices, and associated medical imaging paraphernalia has continued unabated. While more 
complex optics are being researched, the x-ray optics commonly used in medical imaging are apertures, 
filters, collimators, and scatter rejection grids. The use of x rays in nondestructive testing was actually 
mentioned in Roentgen’s seminal paper, though this application became active only in the 1920s.  

31.2 X-RAY ATTENUATION AND 
IMAGE FORMATION

It is generally true that medical and industrial radiography are transmission methods. X rays are 
passed through the object being imaged and detected on the opposite side. The image is formed via 
the differential attenuation of the x rays as they pass through the object. Variations in thickness or 
density within the object result in corresponding fluctuations in the intensity of the x-ray flux exiting 
the object. Most simply, this is defined by the linear attenuation coefficient of the material in the path 
of a narrow beam of radiation,

I I eo
x= −μ  (1)

where Io and I are the incident and transmitted x-ray beam intensities, respectively, x is the thickness 
of the material, and m is the linear attenuation coefficient, which has units of cm–1 and is dependent 
upon the physical characteristics of the material and the energy of the x-ray beam, as shown in Fig. 1. 
For heterogeneous objects, Eq. (1) is modified to account for each material, such as differing organs 
or a cancer, in the path of the beam, as shown in Fig. 2, so that

I I eo
x x= − +( ...)μ μ1 1 2 2  (2)
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31.2  X-RAY AND NEUTRON OPTICS

For a small object, such as a void in a weld, to be visualized, there must be sufficient contrast in 
the attenuation between the beam passing through the object and beam passing just adjacent to it, as 
shown in Fig. 3.  The contrast is

C
I I

I
=

−2 1

1

 (3)

where I2 and I1 are the intensities of the beams exiting from behind the small object and just adjacent 
to it, respectively. The amount of contrast required to confidently visualize a given object is determined 
through the Rose model,1 a discussion of which is beyond the scope of this chapter. All transmission-
based medical and industrial imaging is based upon these fundamental concepts.

As stated earlier, the attenuation coefficient is energy dependent and highly nonlinear. Attenuation 
in the medical and industrial energy range is dominated mainly by coherent and incoherent 
(Compton) scattering and photoelectric absorption. Mass attenuation coefficients, are linear attenu-
ation coefficients divided by the density of the material, and thus have units of cm2/g. Representative 
mass attenuation curves are demonstrated in Fig. 4, where (a) demonstrates the attenuation curve 
of water and (b) demonstrates the attenuation curve of iodine.2 The discontinuities in the curve for 
iodine, a commonly used contrast medium in medical imaging, are due to the K and L electron shell 
absorption edges. 

Io

I

x1m1

FIGURE 1 Attenuation through a 
uniform object.

x1m1
m2x2

Io

I

FIGURE 2 Attenuation through an 
object having an inclusion of differing 
attenuation.

I2

x1m1
m2x2

I1

Io Io

FIGURE 3 The physical basis of radiographic contrast, the 
difference in attenuation between two adjacent regions.
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REQUIREMENTS FOR MEDICAL IMAGING AND X-RAY INSPECTION  31.3

Because of these attenuation characteristics, the energy of the radiation used for imaging must be 
matched to the task. Roentgen made mention of this in his early work. Diagnostic x rays are typically 
generated via an x-ray tube having a tungsten anode, operated at an accelerating potential of 60 to 
120 kV. A typical unfiltered spectrum is shown in Fig. 5. The spectrum displays the roughly 99 percent 
component that is bremsstrahlung radiation and the more intense but narrow characteristic peaks of 

1.50E+05
X-ray beam spectra

1.25E+05

1.00E+05

7.50E+04

5.00E+04

N
u

m
be

r 
of

 p
h

ot
on

s

2.50E+04

0.00E+00
0 10 20 30 40

Photon energy (keV)

50 60 70 80 90

Filtered
Unfiltered

FIGURE 5 Unfiltered and filtered x-ray spectra from a tungsten anode x-ray tube 
operated at 80 kVp.

FIGURE 4 X-ray attenuation in (a) water and (b) iodine.
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31.4  X-RAY AND NEUTRON OPTICS

tungsten. The accelerating potential for this spectrum is 80 kV. The lower energy radiation is easily 
attenuated in tissue, therefore, contributing only to patient dose and not to the image. For this reason, 
medical-use x-ray beams are filtered at the x-ray tube, typically with several millimeters of aluminum. 
Such a filtered beam is shown in the lower curve of Fig. 5. 

31.3 X-RAY DETECTORS AND IMAGE RECEPTORS

Image receptors used for medical and industrial imaging have undergone great development over 
the last century also. Starting from photographic glass plates, dedicated x-ray film emerged early 
in the twentieth century. Intensifying screens, which convert x-ray photons to light photons, were 
introduced for medical imaging soon thereafter, greatly reducing both patient and operator radia-
tion dose. While film-based image receptors are still widely used in industrial and medical imaging, 
digital detectors came to the scene in the late twentieth century and are gaining broad acceptance. In 
2008, digital mammography (breast x-ray imaging)  replaced film-screen mammography at a rate of 
about 6 percent per month.3

The use of film as a radiographic receptor has the advantage of very high spatial resolution. Film 
alone has resolution greater than 20 lp/mm (20 line pairs per millimeter, equivalent to 25 μm); use of 
an intensifying screen reduces this to between 10 and 20 lp/mm for most systems. Industrial imagers, 
for which radiation dose is not a concern, continue to use film directly as the image receptor due to 
the high resolution.

Particularly for medical imaging, digital image receptors offer a number of advantages. While the 
dynamic range of film is on the order of 102, for digital receptors the dynamic range is 104 or more. 
Further, the characteristic curve of film is highly nonlinear, leading to variability in the contrast of 
the image depending on the specific exposure reaching each point of the film. Contrary to this, the 
response of digital detectors is linear throughout the dynamic range, as shown in Fig. 6. Film serves 
as x-ray detector, display, and storage medium, meaning that compromises must be made to each 
role. Since data acquisition and display are separated for digital receptors, each stage can be opti-
mized independently. With physical storage space always at a premium, digital images also have the 
advantage of requiring little physical space for each image. Multiterabyte storage systems have a small 
footprint, are relatively inexpensive, and hold large numbers of images.
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FIGURE 6 Comparison of the relative response of film compared to common 
digital detectors. Note the linear response and the much wider dynamic range of digital 
receptors compared to film.
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REQUIREMENTS FOR MEDICAL IMAGING AND X-RAY INSPECTION  31.5

31.4 TOMOGRAPHY

Tomography grew out of conventional x-ray imaging. In its simplest form, linear tomography, the 
x-ray tube and image receptor move in opposite directions about a fulcrum, which is placed at the 
height of the object of interest, as shown in Fig. 7. The paired motion of the tube and detector 
creates an image in which the structures above and below the fulcrum are blurred while leaving 
a sharp image at the level of the fulcrum. Due to the two-dimensional nature of the x-ray beam, 
the tomographic plane has a discreet thickness. The wider the tomographic angle, the thinner is 
the tomographic plane. In the mid to late twentieth century, more complicated paths were used to 
provide more complete blurring of the off-plane anatomy, but these devices became obsolete by the 
end of the century due to their bulk and dedicated use.

31.5 COMPUTED TOMOGRAPHY

In 1967, Sir Godfrey Newbold Hounsfield developed the first viable computed tomography scanner,4

while  Allan McLeod Cormack developed a similar device in parallel. Both were awarded the Nobel 
Prize in Medicine in 1979 for their work.

Computed tomography (CT) is fundamentally different from conventional tomography. The 
concept is perhaps best understood by considering the original scanner, which was produced by 
EMI. This early unit used a pencil beam of radiation and a photomultiplier tube (PMT) detector. 
The beam and PMT were translated across the object being scanned and a single line of transmis-
sion data was collected. The beam and PMT were then rotated 1° and then translated back across the 

Linear tube motion

Tomographic
angle

Focal plane

Linear receptor motion

FIGURE 7 Linear tomography. As the tube moves one direction, the 
image receptor moves the other, with the fulcrum at the plane of interest.
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31.6  X-RAY AND NEUTRON OPTICS

patient, generating another line of transmission data as shown in Fig. 8. This process was repeated 
for 180° until the entire data set had been collected. This is known as “translate-rotate” geometry. 
Algebraic reconstruction techniques on a computer were then used to reconstruct an image depicting 
the attenuation of each matrix element. In the first scanner, the brain was divided into slices, each 
represented by a matrix of just 80 × 80 elements. Taking several hours to create, this coarse image, 
however, literally changed how physicians viewed the body.

Developments of this original scanner quickly ensued. More robust reconstruction algorithms, 
such as filtered back-projection, were created. This algorithm is not as sensitive to large discontinuities 
in the data, allowing for the technology to be applied not just in the head, but in the body as well. A fan 
beam of x rays and a linear array of detectors, each of which rotate around the object being scanned, 
known as “rotate-rotate geometry,” allowed for much more rapid data collection as shown in Fig. 9. 
Due to the fan beam, a full data set required 180° + fan beam angle ≈ 240°.

With the development of slip ring technology, the rotation speed of the x-ray tube and detec-
tor increased, allowing for improved imaging due to more rapid coverage of the anatomic volume. 
Increases in computer power and better reconstruction algorithms enabled the development of heli-
cal scanning, wherein the table supporting the patient translates through the scanner as the data 
collection takes place, as seen in Fig. 10.5 This has become the standard mode of operation for most 
medical CT imaging. Further advances in detector arrays, computing power, and reconstruction algo-
rithms have led to multislice scanning. With multislice scanning, multiple data channels, representing 
multiple axial slices, are collected simultaneously. A continuous increase in the number of slices has 
been realized since the introduction of this technology, such that modern scanners have up to 320 
slices, with 512 slices on the horizon.

One of the most important aspects of current multislice scanners is that the z-axis dimension of 
the  image pixel is now reduced from approximately 12 to 0.625 mm or less. The implication of this is 
that scanners now provide a cubic voxel, or equivalent resolution in all three directions. With this key 
development, images may now be constructed in any plane desired. From a single volume of data, the 
physician may see axial, coronal, sagittal, or arbitrary angle images.

FIGURE 8 Simplified computed tomography data collection, 
as used in the first CT scanner. A pencil-shaped x-ray beam and 
detector translated across the object being imaged. This was 
repeated after the gantry was rotated by a small amount until the 
full data set had been collected. 

Bass_v5ch31_p001-012.indd 31.6 9/9/09 3:00:35 PM

DO
 N

OT
 D

UP
LI

CA
TE



REQUIREMENTS FOR MEDICAL IMAGING AND X-RAY INSPECTION  31.7

Much work is going into the development of “cone-beam CT.” In these devices, the large number of 
detectors is replaced by a single two-dimensional panel detector with dimensions of tens of centimeters on a 
side. This is another promising approach to the acquisition of volumetric rather than slice-based data sets.

While most of the focus of computed tomography is on medical imaging, it has also found appli-
cation in industrial imaging. The imaging principles remain unchanged, the geometry, however, may 
be adjusted. For example, systems are frequently configured such that the object being imaged is 
rotated while the imaging system remains fixed. Additionally, energies may range from the approxi-
mately 100 kV to over 10 MV, depending on the material to be inspected.

31.6 DIGITAL TOMOSYNTHESIS

The advent of digital projection radiography has led to the development of a technology known as 
digital tomosynthesis. Like conventional tomography, the x-ray tube is translated across or rotated 
around the object for a specified angle, although the image receptor may remain fixed. Typically, 

FIGURE 9 Modern computed tomography. A thin, fan beam of x rays 
is projected through the object and recorded by an array of detectors. The 
x-ray tube and detectors rotate continuously around the object.

Table travel

FIGURE 10 Helical computed tomography. The tube and detectors rotate continu-
ously around the patient as the table is translated though the gantry. 
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31.8  X-RAY AND NEUTRON OPTICS

several tens of images are acquired during the exposure. With this volumetric data set, an image 
can be reconstructed of any plane within the object. The observer may then scroll through these planes 
with the overlying anatomy removed. This allows for low contrast objects to be more readily visualized.

31.7 DIGITAL DISPLAYS

Of importance to all digital imaging is the display of the images. Most systems provide 12-bit images 
having 4096 shades of gray. Most computer monitors, even high-quality medical displays, display at 
8 bits, or 256 shades of gray. The human eye is capable of discerning between 6 and 9 bits, or approxi-
mately 60 shades of gray. Mapping of the 4096 shades of gray in the image to the 60 shades usable 
by the observer is achieved through adjusting the window width and level. Figure 11a demonstrates 

(a)

FIGURE 11 The SMPTE test pattern demonstrating (a) good contrast and good display calibration, (b) very 
high contrast and poor display calibration, and (c) very low contrast and poor display calibration.
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REQUIREMENTS FOR MEDICAL IMAGING AND X-RAY INSPECTION  31.9

(b)

FIGURE 11 (Continued)

good contrast. A narrow window width means that relatively few shades of gray are displayed, yield-
ing a very high contrast image as seen in Fig. 11b. Increasing the width compresses the shades of gray 
in the original data, yielding a low contrast image, shown in Fig. 11c. The test pattern created by the 
Society of Motion Picture and Television Engineers (SMPTE), as shown in these images, is commonly 
used for the calibration of video displays.6

31.8 CONCLUSION

Progress in imaging technology has driven increases in the demands of the applications of that tech-
nology. Simple projection radiography will continue to be important to both medicine and industry. 
Computerized techniques, however, are giving additional tools for diagnosis to both. For example, the 
speed and image quality of multidetector helical computed tomography are allowing for screening of 
heart conditions that had been solely the realm of interventional procedures with their associated risks 
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31.10  X-RAY AND NEUTRON OPTICS

of complications. Similarly, traditional colonoscopic screening may be giving way to virtual colonos-
copy through CT imaging.

Developments such as these show no sign of diminishment. However, for their continued progress, 
parallel development of x-ray sources, optics, and detectors must also continue.
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FIGURE 11 (Continued)
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REQUIREMENTS FOR 
NUCLEAR MEDICINE

Lars R. Furenlid
University of Arizona
Tucson, Arizona

32.1 INTRODUCTION

Single Photon Emission Computed Tomography (SPECT) is a cross-sectional imaging modality that 
makes use of gamma rays emitted by radiopharmaceuticals (or equivalently, radiotracers) intro-
duced into the imaging subject. As a tomographic imaging technique, the resulting images represent 
the concentration of radiotracer as a function of three-dimensional location in the subject. A related 
two-dimensional imaging technique is known as scintigraphy. The designation Single Photon in the 
SPECT acronym is used to distinguish the technique from a related emission tomography known 
as Positron Emission Tomography (PET) in which a correlated pair of annihilation photons together 
comprise the detected signal.

SPECT is one of the molecular imaging techniques and its strength as a diagnostic and scientific 
research tool derives from two key attributes: (1) properly designed radiotracers can be very specific 
and thus bind preferentially or even exclusively at sites where particular molecular targets are present 
and (2) gamma-ray signals in detectors originate from radioisotope tags on individual molecules, 
leading to potentially very high sensitivity in units of counts per tracer concentration. Virtually all 
SPECT systems are photon counting, i.e., respond to and record signals from individual photons, in 
order to extract the maximum possible information about the location and energy of each detected 
gamma ray.

Gamma rays are photons that are emitted as a result of a nuclear decay and are thus distin-
guished from x rays, which result from inner-shell electronic transitions, by the physical process they 
originate from. Gamma rays and x rays used for imaging overlap in energy ranges, with x rays as a 
rule of thumb covering the range between approximately 1 to 100 keV, and gamma rays covering 
the range of 10 keV up to several MeV. Most clinical SPECT imaging is performed with gamma rays 
(or secondary x rays) with energies of 80 keV (201Tl), 140 keV (99mTc), 159 keV(123I), or 171 keV and
245 keV (111In). Preclinical imaging of murine species can be carried out with substantially lower ener-
gies, such as 30 keV (125I), due to the smaller amount of tissue that needs to be traversed with a low 
probability of scatter or absorption.

An ensemble of SPECT radioisotopes emit their photons isotropically, i.e., with equal probability in 
all directions. In order to form a useful projection image of an extended source on a two-dimensional 
detector, an image forming principle, generally based on a physical optic, must be employed. The purpose 
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32.2  X-RAY AND NEUTRON OPTICS

of the optic is to establish a relationship between locations in the object volume and pixels on the detector. 
In equation form, this can be expressed as

g h f dm m= ∫ ( ) ( )r r 3r

where f(r) is the gamma-ray photon emission rate (which is proportional to tracer concentration) 
as a function of 3D position r, hm(r) is the sensitivity of pixel m to activity in different regions of the 
object volume, and gm is the mean signal rate ultimately registered in pixel m. A variety of physical 
factors contribute to the three-dimensional shape (and magnitude) of the sensitivity functions, but 
the most important are the parameters of the image-forming optic, and the intrinsic resolution and 
detection efficiency of the detector.

All modern gamma-ray detectors convert the energy of individual gamma rays into electrical 
signals that are conditioned and digitized. Most clinical gamma cameras utilize an intermediate step 
in which the gamma-ray energy excites a burst of secondary lower-energy scintillation photons and 
are closely related to the scintillation camera designed by Hal Anger in the mid to late 1950s. The 
design comprises a relatively large slab of inorganic scintillation crystal which is viewed by an array 
of photomultiplier tubes whose signals are processed to estimate gamma-ray interaction location and
energy. Achieved detector resolutions are on the order of 2- to 3-mm FWHM. Research and preclinical 
SPECT imagers are making increasing use of semiconductor detectors which directly convert gamma-ray 
energy into electron-hole pairs that migrate under the influence of a bias potential and induce signals 
in pixel or strip electrodes that can have dimensions down to approximately 50 μm. This is roughly 
the diameter of the region of space in which the energy of a gamma ray is deposited when it interacts 
with a solid in a complicated cascade of secondary photons and energetic electrons. SPECT imagers 
generally incorporate multiple cameras to increase the efficiency of tomographic acquisition, which 
can involve the measurement of typically 60 to 180 planar projections depending on the system and 
application.

Tomographic imaging almost always involves a reconstruction operation in which a collection 
of observations, projection images in the case of SPECT, are processed to recover an estimate of the 
underlying object. This can be expressed as

ˆ( ) ( )f Or g=

where O represents the reconstruction operation that acts on data vector g, and ˆ( )f r  the estimate 
of the object, generally in the form of activity in voxels. In SPECT, the reconstruction operation is 
currently most often either a filtered backprojection (FBP)1 or an iterative statistical algorithm such 
as maximum-likelihood expectation maximization (MLEM)2,3 or ordered subsets expectation maxi-
mization (OSEM).4 The latter reconstruction methods incorporate a forward model of the imaging 
process that makes it possible to compensate for imperfections in the imaging system, especially if 
careful calibration measurements are made, and also make it possible to approximately account for 
absorption and scatter occurring within the object.

32.2 PROJECTION IMAGE ACQUISITION

Although it is possible and sometimes advantageous to perform SPECT imaging without ever form-
ing intermediate projection images, using so-called listmode reconstruction methods that utilize 
unprocessed lists of gamma-ray event attributes,5 most SPECT systems do acquire projection images 
at regular angular intervals about the imaging subject. Virtually any of the physical processes that 
redirect or constrain light, such as absorption, refraction, reflection, and diffraction, can in principle 
be used to form an image in the conventional sense—mapping light from an object source point or 
plane to an image plane. The need to map an object volume to an image plane, and the requirement 
to function at the short wavelengths characteristic of gamma rays, place severe restrictions on the 
types and geometries of optics that can be considered and used successfully for SPECT.
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REQUIREMENTS FOR NUCLEAR MEDICINE  32.3

Conventional SPECT systems use pinholes and parallel-hole collimators, or closely related vari-
ations such as converging or diverging collimators, slits, and slats, to form images. By permitting 
only the fraction of light traveling through the open area of the aperture along a restricted range of 
angles to reach a detector pixel, pinholes and parallel hole collimators define sensitivity functions 
that are nonzero in conical regions of the object volume. Parallel-hole collimators are the most com-
monly employed image-forming elements in clinical applications, in part because the projections 
they produce are the easiest to understand and process. Key features of parallel-hole collimators are 
that resolution degrades as a function of distance away from the collimator face while sensitivity 
is nearly unchanged. The parallel bores ensure that most gamma rays enter into the detector with 
nearly normal incidence angle, minimizing the parallax errors associated with uncertainty in depth 
of interaction in the detector. Parallel-hole collimators have no magnifying properties (the converg-
ing or diverging versions do) and require a tradeoff between distance dependent loss of resolution 
and overall sensitivity as governed by the collimator aspect ratio. There is a further design tradeoff 
between resolution loss from leakage between collimator bores and sensitivity loss from reduced fill 
factor of open collimator area.6

SPECT imager design with pinhole apertures also involves a set of design tradeoffs involving 
resolution, sensitivity, and field of view. Pinhole cameras have magnifications that depend on the 
ratio of pinhole to detector and pinhole to source distances. Since a three-dimensional object nec-
essarily has a range of pinhole to source distances, resulting in different magnifications for different 
parts of the object, and the sensitivity cones intersect the object volume with different angles that 
depend on individual detector pixel locations, pinhole SPECT projections can appear complicated 
to a human observer. There are also further design tradeoffs between blur from leakage through the 
pinhole boundaries versus loss of sensitivity from vignetting at oblique angles. Nonetheless, pin-
hole and multipinhole apertures are currently providing the highest-resolution preclinical SPECT 
images, as reconstruction algorithms have no difficulty unraveling the geometric factors in the 
projections.

New optics, and systems, developed for SPECT should be evaluated in comparison to the conven-
tional absorptive apertures discussed above, ideally with objective measures of system performance 
such as the Fourier crosstalk matrix.

32.3 INFORMATION CONTENT IN SPECT

Barrett et al.7 have suggested the use of the Fourier crosstalk matrix as a means of characterizing 
SPECT system performance. This analysis derives a measure of resolution, similar to a modulation 
transfer function (MTF), from the diagonal elements of the crosstalk matrix, and a second mea-
sure of system performance from the magnitude of the off-diagonal elements. An ideal system has 
significant amplitudes on the diagonal elements out to high spatial frequencies, representing high 
spatial resolution, and very small off-diagonal elements representing minimal aliasing between 
three-dimensional spatial frequencies (denoted by qk). The crosstalk matrix analysis is best carried 
out with measured calibration data, but it can also be carried out with accurate system models. The 
diagonal elements, 

β πkk m k
Sm

M

h i= ∫∑
=

( )exp( )r r r2
1

2

ρ ⋅ d

are easily understood to represent the magnitude of the kth Fourier component of the overall system 
sensitivity function.

One of the primary motivations for optics and aperture development for SPECT is to increase the 
optical efficiency. Conventional pinholes and parallel hole collimators image by excluding most of the 
photon distribution function, the phase-space description of photon trajectories that encodes both 
locations and directions. They therefore are very inefficient at collecting light. Since SPECT radio-
pharmaceuticals need to adhere to the “tracer” principle, i.e., be administered in limited amounts, 
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32.4  X-RAY AND NEUTRON OPTICS

SPECT images almost always have relatively low total counts per voxel compared to many imaging 
techniques, and therefore significant Poisson noise. New system designs with large numbers of pinholes 
are helping to address these concerns.8

32.4 REQUIREMENTS FOR OPTICS FOR SPECT

Image-forming elements for SPECT systems need to meet criteria to be useful for imaging that 
can be formulated as a set of requirements. One of the primary requirements is that the fraction of 
gamma rays that are able to reach the detector via undesired paths is small relative to the fraction 
that traverses the desired optical path. For example, for pinholes, the open area of the pinhole must 
be large relative to the product of the probability of gamma rays penetrating the shield portion of 
the aperture and the relevant area of that shield. Interestingly, as the number of pinholes increases, 
the tolerance to leakage also increases, which is an aid in system design. Given the relatively high 
energies of the gamma rays emitted by the most useful SPECT radioisotopes, this is not a trivial 
requirement to meet. A comparable condition for parallel hole collimators is that only a small fraction 
of the photons reach the detector surface after having traversed (or penetrated) at least one bore’s 
septal wall.

The overall system sensitivity function, which represents a concatenation of all of the sensitivity 
functions in all of the projections in the tomographic acquisition, needs to have significant values for 
high spatial frequencies in the diagonal elements of the Fourier crosstalk matrix, but have relatively 
small off-diagonal terms. A variety of conditions can break this requirement. For example, certain 
geometric features in the sensitivity functions, such as might arise from a symmetric arrangement of 
multiple pinholes with respect to the imager axis, can introduce correlations that result in enhanced 
off-diagonal elements. Significant holes in the sensitivity in regions of the object space can also be 
problematic, as can issues whenever there is an uncertainty as to which of several alternative paths a 
photon took to arrive at the detector.

Since SPECT imaging generally involves three-dimensional objects, the image-forming element 
needs to work with photons emitted from a volume of space consistent with the dimensions of the 
objects or subjects being imaged. In some very specialized applications, for example, in preclinical 
scanning applications involving known locations of uptake in limbs, the volume required can be 
small, on the order of 1 cm3 or less. But for most general preclinical imaging, the object volume is 
measured in units of tens of cubic centimeters. In clinical applications, the object volume is often 
measured in units of hundreds of cubic centimeters. For practical application with living imaging 
subjects, SPECT acquisitions should not exceed roughly 30 to 60 minutes in total time, which makes 
it impractical, or at least undesirable, to employ optics that require rastering to build up single planar 
projections. 

The materials used for gamma-ray optics can sometimes cause problems with secondary fluores-
cence, depending on the energy spectra of interest. For example, collimators made of lead give off 
fluorescence ka and kb photons at around 75 and 85 keV, respectively, that can be hard to distinguish 
from the 80 keV emissions from 201Tl labeled tracers. Care in geometric design can often minimize the 
potential for collimator fluorescence reaching the detector.
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33.1 INTRODUCTION

X-ray astronomy can be generally defined as the observation of x-rays from extraterrestrial sources. 
A variety of methods are used to determine, with more or less accuracy, where extraterrestrial pho-
tons come from, but the most common are simple collimation, coded aperture masks and focusing 
mirror systems. Collimator systems are used to achieve imaging resolution down to approximately 
1°, and are independent of energy. Coded aperture masks, such as the system on the Swift Burst 
Alert Telescope (BAT), can localize the direction of strong signals to within a few minutes of arc, and 
are similarly energy independent. Finally, true imaging systems can achieve sub-arc-second angular 
resolution, the best demonstration of which is the Chandra X-Ray Observatory, with 0.5 arc-second 
half-power-diameter (HPD). While the technical details of space-based x-Ray observatories are covered 
in Chap. 47, the various requirements and trade-offs are outlined here. For x-ray imaging systems, a 
large number of factors come into play, including

1. Imaging resolution

2. Effective collecting area

3. Cost

4. Focal length

5. Field of view

6. Mass

For missions based on targeted objects, the first three are usually the primary factors and trade 
offs must be made between them. For survey missions, where the telescope is constantly scanning the 
sky, field of view also comes into play, but then imaging resolution is not as critical. For either type of 
observatory, the telescope mass is defined more by the mission mass budget, which is set by the choice 
of launch vehicle, than any other factor. On top of these mirror requirements are considerations of 
what detector system is being used, since a higher quality (and thus more expensive) imaging system 
coupled to a low-resolution detector would be a waste of money.

33.1

33
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33.2  X-RAY AND NEUTRON OPTICS

Current technological limitations in optics and detectors mean that the x-ray regime is split into 
two observational regions, referred to as the soft and hard x-ray bands. The soft band spans the 
0.1 to ∼10 keV range, while the hard band spans the ∼10 to ∼300 keV range. In the soft band, detector 
efficiencies and filters required to absorb visible light effectively define the low energy cutoff, while the 
throughput of focusing systems and the average critical angle of total external reflection for simple 
thin films (see Chap. 26) define the high energy cutoff. In the hard band, the upper limit is generally 
determined by the quantum efficiency of the detector system being used. Due to the focal length 
limitations for spacecraft (∼10 m without an extendable optical bench) and the fact that multilayer 
coatings that can extend the bandpass of focusing optics have only recently become available, hard 
x-ray observation on space-based observatories has been limited to simple collimation and coded-
aperture mask instruments.

33.2 TRADE-OFFS

As noted above, the most obvious competing factors are imaging resolution, effective area, and cost. 
Both imaging quality and effective area can be limited by the available financial budget the mission 
has. Other trade-offs exist. For example, one consideration is mirror substrate thickness. Thicker 
mirror substrates allow for conventional grinding and polishing, yielding excellent imaging qual-
ity. But all of the projected area occupied by the cross section of each substrate means less effective 
area for the given optical aperture of the telescope. Also, grinding and polishing of each surface can 
be very costly. On the other hand, the desire for large effective collecting area drives the thickness of 
each substrate down, in order to minimize the optical aperture obscured by the substrate. This leads 
to substrates that are effectively impossible to individually polish, both due to time and cost con-
straints as well as the problems of polishing very thin substrates without introducing print-through 
errors or making the flexible substrates weaker. And, thinner, more flexible substrates are harder to 
integrate into a flight housing without introducing significant figure distortions.

For each mission concept that gains significant community and financial support, a team of 
astronomers studies the various performance trade-offs with respect to the science the mission will 
pursue. Will the primary targets be bright sources or dim, or a mixture? Will they be compact or span 
many minutes of arc? Will they change quickly like the rapid oscillations of a pulsar, or be more static 
like the gas between stars and galaxies? The answers to these questions depend to some degree on 
what the most compelling scientific questions of the day are. Once the scientific scope of the mission 
has been defined, the functional requirements begin to take shape, but there are still many other ques-
tions to be answered. High-resolution spectroscopy requires more collecting area than pure imaging, 
but a telescope with good imaging quality also reduces the background inherent in any measurement, 
improving the spectroscopic results. And since even the most modest observatory will cost more 
than $100 million to design, launch, and operate, any new observatory must represent a significant 
improvement over previous missions in at least one area, be it imaging quality, collecting area, spec-
tral resolution, bandpass, timing accuracy, and so on.

In a short review such as this, it would be impossible to list all of the various targets, science areas, 
and trade-offs that need to be made for any particular observatory. Instead, a short case study, using 
three current missions and one upcoming mission study, is presented. Each observatory has different 
goals and budgets, and as such, approaches the question of optimization from a different point of 
view. The missions are summarized in Table 1.

At one corner of the imaging/effective area/cost trade space is the Chandra X-Ray Observatory, 
which was primarily designed to yield the best x-ray imaging ever achieved, and is also the most expen-
sive x-ray observatory ever made. It uses four nested shells with the largest being 1.4 m in diameter, 
and each of the primary and secondary pairs is figured out of thick monolithic shells of Zerodur, 
nearly 1 m long. The emphasis on imaging quality translated into a small number of mirror elements 
that could be figured and polished precisely, yielding a point spread function of 0.5 arc-second HPD, 
even after all four shells were aligned to one another. During the conceptual development of the mis-
sion, the observatory included a microcalorimeter detector that would not only yield high-quality 
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imaging, but unparalleled energy resolution in a nondispersive system. But budget restrictions led 
to the use of a less expensive grating array in order to achieve the spectroscopic energy resolution 
required. Budget restrictions also meant that only four out of the originally envisioned six mirror 
shells could be manufactured and flown. The focal length of the system was chosen to be 10 m—to 
give an f-number of approximately f/7. This is a relatively fast compared to most x-ray observatories, 
but being an imaging mission, there was also a need for a wide field of view in order to fully capture 
extended sources in a single exposure.

During the development of the XMM-Newton observatory, the science team stressed effective 
collecting area over imaging. To quote the XMM-Newton web page,∗ “The design of the optics was 
driven by the requirement of obtaining the highest possible effective area over a wide range of ener-
gies, with particular emphasis in the region around 7 keV.” In contrast to Chandra, XMM-Newton 
was designed with 58 nested shells per telescope, and has three identical telescopes on board the 
spacecraft. That, in conjunction with a much slower f/11 optical system, means a higher effective 
collecting area—6 times more at 1 keV and nearly 10 times more at 6 keV—due to the shallower 
grazing angles improving the reflectivity at the higher energy range. But, the drawback is that each 
mirror shell needed to be between 0.5 and 1 mm thick in order to get them all to fit in the spacecraft 
volume, compared to the 16- to 24-mm-thick shells on Chandra. Figuring and polishing so many 
thin substrates would have taken far too long and cost too much, so a replication process was used 
to manufacture the shells. Fifty-eight thick negative masters, termed “mandrels,” were figured and 
polished with their outer surface matching the desired inner surface of each shell. The masters were 
then coated with a gold release layer, and electroless nickel was deposited on top of the gold, forming 
the mirror shells. The mirrors and mandrels were then separated through a cryogenic process that did 
not distort the mirror shells. But, since each mirror shell is so thin, and the time and budget available 
for figuring each mandrel was not unlimited, the imaging quality of final telescopes range from 12 to 
15 arc-second HPD. 

 The Suzaku observatory is the third case to be examined. It is a small mission, with a relatively 
limited budget. The primary goal of this mission was to perform high-resolution spectroscopy by 
flying five telescopes with upward of 200 nested shells. Four of the mirror assemblies use CCD detec-
tors as their imaging focal plane, similar to both Chandra and XMM-Newton, but the fifth uses a 
microcalorimeter to achieve unprecedented 12-eV resolution in a nondispersive system. Due to the 
relatively small volume of the spacecraft, each of the five mirror assemblies is contained within a 
40-cm diameter. Each shell is made up of four 90° segments of revolution, and the reflecting sub-
strates are 0.17-mm-thick aluminum. Obviously, it would be impractical to figure each of thousands 
of very thin mirrors, and with the budget available it would even be too costly to figure the forming 

∗http://xmm.esac.esa.int/external/xmm_user_support/documentation/technical/Mirrors/index.shtml

TABLE 1 Comparison of Mirror Assemblies of Various X-Ray Observatories

      No. of Shells per    
 Observatory, Angular Resolution Telescope, Maximum Mirror Total No. of
 Approximate Effective Area (arc-second, Diameter (m), Substrate Mirror Elements
 Cost @ 1, 6 keV, cm2 half-power-diameter) f-number Material in Observatory

Chandra  800, 300 <0.5 4, 1.4, f/7 16–24 mm  4
 $2.5B     Zerodur
XMM-Newton 4,500, 2,700 12–15 58, 0.7, f/11 0.5–1-mm  174
 $640M     electroless nickel
Suzaku 1,750, 1,200 110 180, 0.4, f/11 0.17-mm segmented  5,760
 $140M     aluminum
Constellation-X 15,000, 6,000 5–15 ∼200, 1.4, f/7 0.4-mm  12,000–15,000
∼$2.5B     segmented glass
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33.4  X-RAY AND NEUTRON OPTICS

mandrels used to thermally shape the aluminum substrates, so a conical approximation to the Wolter-I 
geometry is used. This fact and the deformations associated with mounting and integration of the 
very thin aluminum, result in poorer imaging quality (arc-minute scale HPD), but the system yields 
more collecting area as Chandra in a significantly smaller package and at ∼1/20th of the cost.

Finally, the next large x-ray observatory under development at NASA is Constellation-X. This 
mission will concentrate on high-resolution spectroscopy in the soft x-ray band. Proposed “science 
enhancement packages” include more sophisticated multiple layer coatings to increase the low-energy 
effective area, dedicated hard x-ray telescopes, various grating arrays to improve low-energy spectral 
resolution, and so on. The core mission, however, includes four large Wolter-I telescopes, each 1.4 m in 
diameter coupled to imaging microcalorimeter arrays. The mission is designed to be a revolutionary 
step in capability, as opposed to an evolutionary step, as it will be 3 to 4 times larger than any previous 
mission and use an imaging detector with >30 times better energy resolution than any previously suc-
cessfully flown. The primary trade-off is more effective collecting area, at the expense of poorer angular 
resolution than missions with individually polished mirror shells. In light of the science results achieved 
by Chandra, however, at the time of this writing, the science team is strongly considering changing the 
imaging requirement from 15 to 5 arc-second HPD. Whether any of the other requirements are adjusted 
to compensate for the tighter imaging requirement is still under debate.

33.3 SUMMARY

As can be seen in Table 1, there are a variety of competing restrictions in building a large x-ray obser-
vatory. Among the science questions that drive the design of any telescope are the breadth, signal 
strength, energy spectrum, and variability of the observation targets in question. Within the currently 
envisioned upcoming observatories∗,†,‡,§ the angular resolution requirement varies from 2 arc-seconds 
to 1 arc-minute. The energy spectra of interest are as low as 0.25 to 10 keV and as high as 6 to 80 keV. 
The resulting telescopes have focal distances ranging from 10 to 30 m, and have 600 to 15,000 cm2 of 
effective collecting area. From these contrasts, it is clear that there is no one-size-fits-all solution to 
the questions of telescope imaging quality, field of view, energy resolution, and so on, especially when 
the various factors of cost, launch vehicle mass budget, energy budget, volume, and schedule are taken 
into account. The number of variables than can be traded-off against one another mean that for each 
mission concept, a significant effort needs to be made to balance all of these factors in a way that 
results in a telescope tailored to the science goals at hand and within the given budgets. A very short 
list is given above that demonstrates the wide range of mission concepts, budgets and capabilities. 
But, while any space flight mission is costly, as a result of careful configuration trade-off studies, all 
are valuable to the astronomical community.

∗Simbol-X—http://www.asdc.asi.it/simbol-x/
†XEUS—http://sci.esa.int/science-e/www/area/index.cfm?fareaid=103
‡Constellation-X—http://constellation.gsfc.nasa.gov/
§http://www.nustar.caltech.edu/
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34.1 INTRODUCTION

The evolution of the integrated circuit is based on the continuous shrinking of the dimensions of 
the devices, generation after generation of products. As the size of the transistors shrink, the den-
sity increases and so does the functionality of the chip. This trend is illustrated in Table 1, derived 
from the Semiconductor Industry Association (SIA) forecasts of the Semiconductor Technology 
Roadmap.1 During the fabrication process, optical imaging (optical lithography [OL]) is used to 
project the pattern of the circuit on the silicon wafer. These are exceedingly complex images, often 
having more than 10

12
 pixels. OL provides very high throughput thanks to the parallel nature of the 

imaging process with exposure times of less than 1 sec. In semiconductor manufacturing the ArF 
laser line (at 193 nm) is the main source of radiation used in OL. The resolution of the imaging 
systems has been pushed to very high levels, and it is very remarkable how it is possible to image 
patterns on large areas with dimensions smaller than 1/5th of the wavelength: Rayleigh’s criterion 
(Δ ≈ l/2NA) can be defeated by using super-resolution techniques, commonly referred to as resolu-
tion enhancement techniques (RET).2 This is possible because in patterning super-resolution tech-
niques can be applied more effectively than in microscopy or astronomy.3 All of this—throughput 
and resolution—makes OL today’s dominant technology. However, even with the best of wavefront 
engineering it is very unlikely that features as small as 19 nm and less can be imaged with 193 nm—
ultimately, the wavelength is the limiting factor in our ability to image and pattern. Hence, a shorter 
wavelength is needed to continue to use optical patterning techniques, or some variation thereof 
based on the paradigm of projecting the pattern created on a mask. For various reasons the 157-nm 
line of the F2 laser is not suitable, and no other effective sources nor optical solutions exist in wave-
length region from 150 to 15 nm—the vacuum ultra violet region, today often called extreme ultra-
violet (EUV). Notably, in this part of the spectrum the index of refraction of all materials has a very 
large imaginary part due to the photoexcitation of valence band states. Thus all materials are very 
absorptive, and as a consequence transmission optics cannot be implemented. This has far-reaching 
implications for lithography.

Extreme ultraviolet lithography (EUV-L) is one of the latest additions to the list of patterning 
techniques available to the semiconductor industry;4,5 it aims to maintain the basic paradigm of pat-
tern projection in the context of EUV-based technology. Table 2 lists some of the main goals of these 
imaging systems.

34.1

34
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34.2  X-RAY AND NEUTRON OPTICS

Because it is not possible to use any form of transmission optics (i.e., lenses) the imaging systems 
have to rely on mirrors. Very-high-resolution optical systems based on near-normal incidence designs 
are possible that use at least 4 to 6 reflecting surfaces,6 with aspheres further improving imaging. 
However, the reflectivity of a surface in the VUV is of the order of 10–3 to 10–4, too small by order of 
magnitudes. As pointed out by Spiller,7 it is possible to use multilayer coatings to enhance the reflec-
tivity even if the materials are highly absorbing. Indeed, the choice of the wavelength of 13.4 nm for 
EUV-L is dictated by the availability of efficient multilayer reflectors. These are essentially l /4 stacks 
of molybdenum and silicon, producing a reflectivity higher than 70% in the region of l = 10 − 15 nm. 
As mentioned above, in the VUV all materials are strongly absorbing, so that the propagation in the 
stack is limited to 40 to 60 bilayers,7 and this in turn limits the maximum reflectivity of the stack. 
Contrary to l/4 dielectric mirrors, the bandpass is fairly large (~10%) and the maximum reflectivity 
does not go beyond 70 to 75%. Thus, the optical system is very lossy, with a transmission of T ~0.756 =
0.18, and high-power sources are required to achieve the final power density. Additionally, the multi-
layers must have extremely smooth interfaces to reduce incoherent scattering that worsens the quality 
of imaging by introducing flare.8 We note that while glancing angle mirrors can be used very effec-
tively, the aberrations of these strongly off-axis systems forbid their use in large area imaging.

34.2 TECHNOLOGY

Like all imaging systems, EUV lithography requires a source of radiation, a condenser to uniformly 
illuminate the mask, a mask with the layout to be exposed, imaging optics and mechanical stage for 
step and repeat operation.4,5,9

• While synchrotrons are by far the most efficient sources of EUV radiation, for manufacturing a 
more compact source based on the emission from plasma is more appealing. There are two main 
types of sources, one based on electrical discharge in a low-pressure gas and the other based on a 
laser-initiated plasma.10

• The condenser is a fairly complex optical system designed to match the source phase space to the 
optics. It includes both near-normal incidence mirrors (Mo-Si) and glancing mirrors. Since the 
sources are still relatively weak, it is important that the condenser collects as large a fraction as 
possible of the source phase space.11

TABLE 2 EUV Lithography Exposure Tool Parameters

Generation 25 – 12-nm CD

Wavelength 13.4 nm

NA 0.3 – 0.4

Field size 10–25 mm

Power density 10 mW/cm2

Wafer size 300 mm

TABLE 1 Critical Dimensions of Devices in Integrated Circuits

Year 2008 2010 2012 2014

CD (nm) 38 30 24 19

Wavelength (nm) 193 193 13.4 13.4
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EXTREME ULTRAVIOLET LITHOGRAPHY  34.3

• The mask is formed by a patterned absorber (equivalent to 20- to 40-nm Cr) deposited on a 
multilayer stack (60 to 80 bilayers) formed on a thick quartz or zerodur substrate. The pattern 
is 4× the final image, thus relaxing somewhat the constraints on the resolution and accuracy of 
the layout.

• The imaging optics include a set of near-normal incidence mirrors. In the first designs, 
the number of mirrors was 4, becoming 6 in more recent designs to increase the final NA 
of the system. Designs with up to 8 mirrors are also being considered. The first generation 
of tools operated at 0.25 NA, and the second generation works at 0.3 NA, with a goal of 
reaching NA ~ 0.4.5,6,12

• The step-and-scan stage is an essential part of the exposure system, since the relatively small field 
of view of the optics must be repeated over the whole wafer surface. The wafer is typically held in 
place by an electrostatic chuck, and the motion is controlled by laser interferometers.9

• The whole assembly is enclosed in a high-vacuum system, as mandated by the high-absorption 
coefficient of EUV radiation in any media, including air.

• The photoresist is the material used to record the image projected on the wafer. These materials 
are very similar to those already in use in OL, and are based on the concept of chemical amplifi-
cation to increase their sensitivity to the exposing radiation.13

Figure 1 shows such a tool, developed at Sandia National Labs14 and installed at the Advanced 
Light Source, Berkeley. Figure 2 shows a photograph of one of the ASML Alpha Tools, installed at 
SUNY-Albany and at IMEC.8 Notice the vacuum enclosure and the overall large size of the lithogra-
phy system. The ASML tool uses a plasma source. These tools are used to study advanced devices, and 
to develop the processes required for device manufacturing.

MET

Pupil-fill monitor

Reticle stage

Scanner
module

ALS undulator BL 12.0.1.3

Wafer stage and
height sensor

FIGURE 1 EUV exposure tool. The design includes 
4 mirrors, and the mask (reticle) and wafer location. 
The whole system is under vacuum, and the condenser 
optical system is not shown.14 The whole system is 
enclosed in a vacuum chamber, not shown. The overall 
size is of several meters. This tool is installed at the 
Advanced Light Source, Berkeley. (See also color insert.)
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34.4  X-RAY AND NEUTRON OPTICS

EUV-Interferometric Lithography (EUV-IL)

In addition to the imaging steppers described above, there are other ways of creating very-high-
resolution patterns, in particular for materials-oriented studies where simple structures are sufficient. 
Interference can be used to produce well-defined fringe patterns such as linear gratings, or even zone 
plates—in one word, to pattern.15–18 Interferometric lithography (IL) is the process of using the 
interference of two or more beams to form periodic patterns of fringes to be recorded in an imaging 
material—originally a photographic film, today often a photoresist. IL is useful for the study of the 
properties of the recording material because it forms well-defined, simple, and high-resolution periodic 
fringe patterns over relatively large areas. The recording properties of a photoresist material can be 
studied by measuring its response to a simple sinusoidal intensity distribution; a series of exposures 
of different period allows us to simply and quickly determine its ability to record increasingly finer 
images.19 From this, we can project its ability to later resolve more complex and nonperiodic patterns. 
IL allows the study and optimization of resist materials without the need of high-resolution optics and 
complex masks—the diffraction provides the high-resolution fringe patterns needed. These arguments 
led us to the development of high-resolution EUV-IL as a platform for the development of the materials 
needed for nanolithography, well beyond the reach of the imaging ability of the current generation of 
imaging tools (steppers).16,17

In Fig. 3 we present some of the high-resolution exposures from our system.16,17 One of the advan-
tages of EUV-IL is that the interference pattern period is half that of the original grating, thus consider-
ably facilitating the fabrication process—a 25-nm period (12.5-nm lines and spaces) is generated from 

FIGURE 2 ASML alpha demo tool during installation. The whole system is under vacuum, 
and a plasma source is used to generate the EUV radiation (not shown).8 (See also color insert.)
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EXTREME ULTRAVIOLET LITHOGRAPHY  34.5

a 50-nm period grating. The use of second-order interference increase this leverage by another factor of 
2, so that a 50-nm period grating could in principle generate 12.5-nm periodic fringes, that is, 6.25-nm 
lines and spaces without the need of complex optical systems.

34.3 OUTLOOK

The continuing evolution of optical lithography has pushed EUV farther in the future. At the time 
of writing (2009), industry sources do not expect that EUV will be needed until the 17-nm node.4,5

Among the most active developer of systems are Nikon (Japan) and ASML (Belgium). There are sev-
eral issues that are still unsolved, or only partially solved. Specifically:

• Sources—The power delivered by current plasma sources is too low by at least one order of magni-
tude. The photoresist should have a sensitivity of 5 mJ/cm

2
, thus requiring at least 1 to 5 mW/cm

2

of power delivered to the resist surface.10

• Source debris—Since the EUV radiation is generated from hot plasmas (with the exception of 
synchrotrons) the elimination of reduction of debris ejected by the plasma is a major concern.
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27.5-nm half period from 110-nm half period EUV-IL mask
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FIGURE 3 EUV interferometric lithography. The diffraction gratings are illuminated by a synchrotron, and the dif-
fracted beams interfere as shown. The beams overlap creating 1st and 2nd order interference patterns of excellent visibility. 
Right, SEM images of the grating, and of the first- and second-order exposures. Notice the relative period of the images—
the 1× period is half of that of the diffracting grating, and the 2× is 1/4.17 (See also color insert.)
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34.6  X-RAY AND NEUTRON OPTICS

• Masks—Much progress has been made in this area, but the issue of defects has not yet been fully 
solved. Specifically, defects submerged in the reflecting stack underlying the absorber pattern cre-
ate phase errors that affect severely the image.20 These “buried defects,” only a few nanometer in 
size, are very difficult to detect short of a full-mask at-wavelength inspection, an expensive and 
time-consuming task.

• Photoresist materials—There is as yet no resist material that can balance the contrasting 
requirements of sensitivity, resolution, and low-edge roughness.21 As shown in Figs. 3 and 4 at 
the highest resolution the photoresist lines become less smooth, showing a degree of graini-
ness (line edge roughness [LER]) that makes the pattern less clearly defined. The LER is a major 
problem at these small dimensions, since current materials have LER of ~5 to 7 nm, unacceptably 
large for patterns of 20 nm. Much work is going on in trying to reduce the LER in resist.

• Cost and infrastructure—The costs of the exposure tools and masks have increased dramati-
cally from the original projections of the mid-90s. Today, the cost of a stepper is projected to be 
well above US$ 100 million, with the cost of a single EUV mask projected to more than US$ 200 
thousand. These costs are substantially higher than those of OL. Another challenge is the devel-
opment of the required infrastructure network of suppliers for mask blanks, sources, tools, and so 
forth. The very specialized nature of EUV technology is making the development of this network 
slow and difficult.

There is a considerable amount of activity in all these areas, particularly in the development of 
more powerful sources, better resist materials and more effective mask defect inspection and repair 
techniques. The optics, multilayer coatings, and mechanical stages are well developed, and do not 
appear to be show stoppers. Industrial, academic, and national laboratory research remains strong.

In summary, at the time of writing EUV lithography has not yet reached its full potential. The 
appeal of a parallel imaging system capable of delivering a patterning resolution able to support sub-
20-nm imaging is very strong, and explains the continuing interest of the industry in supporting the 
development of the EUV-L technology. Other techniques that rely mostly on electron beams in vari-
ous forms of parallelization have not yet been demonstrated as a convincing alternative, while earlier 
precursors like proximity x-ray lithography have been discontinued. It is reasonable to expect that 
EUV will mature in the time frame 2008 to 2012, reaching a fully developed system in 2014 to 2015.
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FIGURE 4 Twenty-two-nm dense lines printing of chemically amplified resists 
achieved at the Advanced Light Source facility. High-quality imaging is demonstrated, but 
line-edge roughness appears on the higher-resolution patterns.14

40 nm 38 nm 36 nm 34 nm 32 nm

30 nm 28 nm 26 nm 24 nm 22 nm
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35.1 INTRODUCTION

The first step before the construction of any x-ray system, such as a synchrotron beamline, is an 
accurate conceptual design of the optics. The beam should be transported to a given image plane 
(usually the sample position) and its characteristics should be adapted to the experimental require-
ments, in terms of flux monochromatization, focus, time structure, and so forth. The designer’s goal 
is not only to verify compliance to a minimum set of requirements, but also to optimize matching 
between the source and the optics étendue (angle-area product) to obtain the highest possible flux.

The small difference between the index of refraction (see Chap. 36) of most materials and vacuum 
leads to critical angles of a few milliradians, and thus to the need for reflection glancing optics or 
diffraction systems (crystals and glancing gratings and multilayers). This complicates the job of the 
optical designer, because the aberrations become asymmetric and the power unequal. Yet, complex 
optical systems must be designed, with evermore stringent requirements. This is well exemplified in 
the quest for high-resolution x-ray microprobes and microscopes, or high-resolution phase contrast 
imaging systems. The traditional approach used in optical design often fails in x rays because of the 
differences in the approach to designing a visible versus an x-ray optical system. With few exceptions, 
most optical systems are either dioptric (e.g., lens-based) or catoptric (mirrors only) with a few cata-
dioptric (mixed) systems for special applications. But most importantly, in the visible region the angle 
of incidence of the principal ray is always near the normal of the lens (or mirror), in what is often a 
paraxial optical system. By contrast, x-ray optical systems are strong off-axis systems, with angles of 
incidence close to 90 degrees.

Today, optical design relies more and more on computer simulation and optimization, and indeed very 
powerful programs such as CodeV (www.opticalres.com) and Zemax (www.zemax.com), to name only 
two, are widely used. These programs are however unwieldy when applied to the x-ray domain, particu-
larly because of the off-axis geometry that makes cumbersome to define the geometry. A modeling code 
dedicated to the x-ray domain is thus a powerful tool for the optical designer. In addition, x-ray sources are 
peculiar, ranging from synchrotron bending magnets, to insertion devices and free electron lasers.

Often, when dealing with synchrotron-based optical systems, the optical elements themselves are just 
a subsystem of a complex beamline. Thus, the ability of modeling the progress of the radiation through 
the beamline in a realistic way is essential. The main question that an optical designer must answer is 
“Will the optical system deliver the performance needed by the experimental station?” The answer often 
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35.2  X-RAY AND NEUTRON OPTICS

generates a second question, that is, “What is the effect of optics imperfections, thermal loading, material 
changes on the performance?” Clearly, the second question is “practical,” and yet essential in determining 
the performance of the beamline in a realistic world. This is where SHADOW was born: as a Monte-Carlo 
simulation code capable of ray tracing the progress of a beam of x rays (or any other photon beam) 
through a complex, sequential optical system. SHADOW models and predicts the properties of a beam of 
radiation from the source, through multiple surfaces, taking into account the physics in all reflection, 
refraction, and diffraction processes. While it is of general use, SHADOW was designed from the ground-up 
for the study of the glancing and diffractive optics typical of x-ray systems.

For synchrotron radiation applications, the code SHADOW has become the de facto standard because 
(1) it is modular and flexible, capable of adapting to any optical configurations, (2) it has demon-
strated its reliability during more of 20 years of use, as shown in hundred of publications, (3) it is 
simple to use, and (4) it is in the public domain. Indeed, almost all of the synchrotron beamlines today 
in existence have in some way benefited from the help of SHADOW.∗,† From the list of selected references 
at the end of this chapter, the interested reader can form a good idea of the many uses of SHADOW.1–11

35.2 THE CONCEPTUAL BASIS OF SHADOW

The computational model used in SHADOW follows the evolution of a “beam of radiation.” This beam 
is a collection of independent “rays.” A “ray” is a geometrical entity defined by two vectors: a starting 
position x =( , , )x y z0 0 0  and the direction vector v =( , , ).v v vx y z  In addition, a scalar, k = 2p /l, defines 
the wavenumber and the electric field is described by two vectors Aσ  and Aπ for the two polariza-
tions, with two scalars for the phases φσ  and φπ .

The first step in simulating an optical device with a ray-tracing code is the generation of the source, 
that is, the beam at the source position. The beam is a collection of rays, usually many thousands, 
which are created by a Monte Carlo sampling of the spatial (for starting positions) and divergences (for 
the direction) source distributions. SHADOW includes models for synchrotron (bending magnets, 
wigglers, and undulators) and geometrical (box, Gaussian, and so forth) sources. A detailed discus-
sion of SHADOW’s source models can be found in Cerrina.12 Although a single ray is monochromatic, 
with a well-defined wavelength, white and polychromatic beams are formed by a collection of rays with 
nonequal wave numbers, giving an overall spectral distribution. Essentially, SHADOW samples the wave-
front of an ensemble of point sources. Rays are propagated (in vacuum or air) in straight lines, until 
they interact with the optical elements (mirrors or gratings). The set of optical elements constitute the 
optical system. The tracing is sequential: the beam goes to the first optical element, which modifies 
it, then it goes to a second element, and so on, until arriving at the final detection plane. The optical 
elements are defined by the equation of the mathematical surface (plane, sphere, ellipsoid, polynomi-
als, and so forth), and the intercept point between each ray and the surface is calculated by solving 
the equation system of the straight line for the ray and for the surface (in general, a quadric equation, 
a toroidal or a polynomial surface). At the intercept point, the normal to the surface nD is computed 
from the gradient. The intercept point is the new starting point for the ray after the interaction with 
the optical element. The direction is changed following either the specular reflection law (for mirrors) 
or the boundary conditions at the surface (for gratings and crystals). These equations are written in 
vector form to allow calculations in 3D and improve efficiency (vector operations are faster in a com-
puter than trigonometric calculations). A (compact) vector notation for the specular reflectivity can 
be written as v v v n nout in in= − ⋅2( ) ,D D  where all the vectors are unitary. The change in the direction 
of a monochromatic beam diffracted by an optical surface can be calculated (i) using the boundary 
condition at the surface k k Gout in, , ,� � �= +  where G� is the projection of the reciprocal lattice vector G
onto the optical surface, and (ii) selecting kout,⊥ parallel to k in, ,⊥ which guarantees the elastic scatter-
ing in the diffraction process, that is, the conservation of momentum k kout in= .

∗The executables for SHADOW and related files can be downloaded from http://www.nanotech.wisc.edu/CNT_LABS/shadow.html.
†The graphical interface to SHADOW developed at ESRF can be downloaded from http://www.esrf.eu/UsersAndScience/Experiments/TBS/SciSoft/

xop2.3/shadowvui/.
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In a diffraction grating the scattering vector is originated by the ruling, with G u� =( ) ,m p g2π / p
being the local period (SHADOW takes into account that p may not be constant along the grating sur-
face), m the spectral order, and ug a unitary vector tangent to the optical surface and pointing 
perpendicular to the grating grooves. It is straightforward to verify that these the scattering equa-
tions give the grating equation in its usual form: m pλ α β= +(sin sin ) where a (b ) is the angle of 
incidence (reflection) defined from the normal to the surface (see Chap. 38).

For crystals, G� is zero for the Bragg-symmetric crystals, when the crystal surface is parallel to the 
atomic planes. There is no additional scattering vector here, thus the Bragg-symmetric crystals are 
nondispersive systems. Any other crystal (asymmetric Bragg or any Laue) gives nonzero scattering: 
G u� = ( sin )2π γ /dhkl g being dhkl the d-spacing of the selected crystal reflection, g the angle between 
Bragg planes and surface, and now ug a unitary vector tangent to the optical surface and pointing 
perpendicular to the lines created by the termination of the crystal planes at the surface. In other 
words, in crystal with a given asymmetry ( ),γ ≠ 0  the truncation of the Bragg planes with the crystal 
surface mimics a grating that is used to compute the changes in the direction of the beam. As G� is a 
function of l, Bragg-asymmetric and Laue crystals are dispersive systems.

In addition to the change of direction of the ray at the optical surface, there is a change in ampli-
tude and phase that can be computed using an adequate physical model. The ray electric-field vectors 
are then changed using Fresnel equations (for mirrors and lenses) or the dynamical theory of dif-
fraction for crystals. In addition, nonidealities are easily prescribed. Roughness is described by the addi-
tion of a random scattering vector generated by a stochastic process; given a power spectrum of the 
roughness, the spectrum is sampled to generate a local “grating” corresponding to the selected spatial 
frequency. Finally, determinitstic surface errors are included by adding a small correction term to the 
ideal surface, and finding the “real” intercept with an iterative method.

Slits are easily implemented: if the ray goes through the slit, it survives, otherwise it is discarded or 
rather labeled as “lost”. The beam (i.e., collection of rays) is scored at the detector plane, and several 
statistical tools (integration, histogramming, scatter and contour plots) may be used for calculating 
the required parameters (intensity, spatial and angular distributions, resolution, and so forth).

35.3 INTERFACES AND EXTENSIONS OF SHADOW

It is desirable to add a user-friendly graphical user interface (GUI) to SHADOW to help the user in ana-
lyzing the considerable output from the modeling. The SHADOW package includes a complete menu 
for defining the source and system parameters and basic plotting and conversion utilities, for display-
ing the results. A GUI written with free software (TCL-TK) is shipped with SHADOW,∗ but much more 
sophisticated and powerful GUIs can be written using very powerful graphical commercial packages. 
Some users developed displaying utilities in Matlab, Mathematica, or IDL. A complete user interface 
(SHADOWVUI) written in IDL is freely available under the XOP package,13† and it allows the user to run 
SHADOW using a multiwindow environment. This helps the user to modify the optical system, rerun 
SHADOW with modified inputs, and quickly refresh all the screens showing interesting information for 
the user (XY plots, histograms, etc.). Another powerful feature in SHADOWVUI is the availability of macros. 
These macros permit the user to run SHADOW in a loop, to perform powerful postprocessing, to make 
parametric calculations, and to compute a posteriori some basic operations (tracing in vacuum, vignett-
ing, etc.). A beamline viewer application (BLViewer) helps in creating three-dimensional schematic 
views of the optical system. A tutorial with many examples is available.

SHADOW is an open code, and user contributions are not only possible but also encouraged. Whereas 
the SHADOW developers control the “official” code revisions and releases, anyone can contribute rou-
tines or interfaces. User contributions that are especially useful and of general applicability may be 
incorporated (with the obvious author’s agreement and collaboration) to the official version. This is 
effectively possible due to the file-oriented structure of SHADOW.

∗The executables for SHADOW and related files can be downloaded from http://www.nanotech.wisc.edu/CNT_LABS/shadow.html.
†The graphical interface to SHADOW developed at ESRF can be downloaded from http://www.esrf.eu/UsersAndScience/Experiments/TBS/SciSoft/

xop2.3/shadowvui/.
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35.4  X-RAY AND NEUTRON OPTICS

35.4 EXAMPLES

More than 250 papers have been published describing the use of SHADOW in a broad range of applications. 
Here, we limit the discussion to a few examples to illustrate the use of program.

Monochromator Optics

Almost all synchrotron beamlines in the world have a monochromator to select and vary the energy 
of the photons delivered to the sample. Soft x-ray beamlines use grating monochromators, and hard 
x-ray beamlines use crystal monochromators. The performance of a monochromator is linked not 
only to the optical element itself, but also to other parameters of the beamline such as the source 
dimensions and divergences, slits and focusing that, in turn, can be done externally (upstream mirrors) 
or by using curved optical elements at the monochromator. 

SHADOW calculates very accurately the aberrations and resolving power for all possible grating mono-
chromators (PGM, SGM, TGM, SX700, DRAGON, etc.). For hard x-ray beamlines, an Si (alternatively Ge 
or diamond) double-crystal monochromator is commonly used. Bending magnet beamlines commonly 
use sagittal focusing with the second crystal. It is well known that the efficiency of the sagittal focusing 
depends on the magnification factor, and this can be efficiently computed by SHADOW (Fig. 1).

SHADOW also models more complex crystal monochromators, using crystals in transmission geom-
etry for splitting the beam or for increasing efficiency at high energies. Polychromatic focusing (as in 
XAFS dispersive beamlines, as described in Chap. 30) or monochromatic focusing (including highly 
asymmetric back-scattering) can be analyzed with SHADOW. A detailed discussion of the crystal optics 
with SHADOW can be found in M. Sanchez del Rio.13

Mirror Optics

Mirrors are used essentially to focus or collimate the x-ray beam. They can also be used as low pass 
filters to reject the higher harmonics from diffractive elements or as x-ray filters to avoid high heat 
load on other devices such as the monochromators. Together with the monochromator, they constitute 
the most commonly used element in a beamline. 
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FIGURE 1 Intensity (in arbitrary units) versus magnification factor M
for a point and monochromatic (E = 20 keV) source placed at 30 m from 
the sagittaly Si bent crystals. Three beam divergences are considered: 1 mrad 
(lower), 2.5 mrad (middle), and 5 mrad (upper). We clearly observe the 
maximum of the transmission at M = 0.33 when focusing the 5-mrad beam, 
as predicted by the theory. (C. J. Sparks, B. S. Borie, and J. B. Hastings.14)
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RAY TRACING OF X-RAY OPTICAL SYSTEMS  35.5

Reflection of x rays requires glancing incidence, which implies the use of very long mirrors (typically 
30 to 100 cm). Glancing angles also magnify the effect of geometrical aberrations and surface irregulari-
ties (figure errors, slope errors, and roughness, as described in Chaps. 44 and 45). These effects are difficult 
to study with fully analytical methods, and it is even more difficult to analyze their combination with the 
geometrical and spectral characteristics of the synchrotron sources. The mirrors may be bent spherically 
(cylinders, spheres, and toroids) but elliptical curvature would be ideal in most cases. Spherical mirrors 
are usually preferred because of their lower cost and higher finishing quality. Dynamically bent mirrors 
are becoming very popular, and can also be used to compensate figure errors. SHADOW is well suited to 
perform reliable and accurate calculations of all these mirror systems under synchrotron radiation.

An important part of a ray-tracing calculation is the study of the tolerances to source movements, align-
ments, sample displacements, etc. SHADOW is well suited for these calculations because it allows the user to 
freely displace the source and the optical elements whilst conserving the same initial reference frame.

A Hard X-Ray Beamline

As an example, a full hard x-ray beamline has been raytraced with SHADOW. The undulator source can 
be simplified using Gaussian spatial (sx = 0.57 10−2 cm, sz = 0.104 10−2 cm) and angular distributions 
(horizontal sx = 88.5 μrad, vertical sz’ = 7.2 μrad), at 10,000 ± 2 eV (box distribution), with theoretical 
flux at this energy 5 × 1013 ph/sec/0.1%bw. The beamline has two mirrors, M1, a Rh-coated cylin-
drical collimating mirror in the vertical plane at 25 m from the source (glancing angle 0.12 mrad), 
and M2, a refocusing mirror (same coating and angle as M1) at 35 m from the source, focusing at 
the sample position. A Si (111) double crystal monochromator with second crystal sagittally bent is 
placed between the mirrors, at 30 m from source. The SHADOWVUI windows are shown in Fig. 2 and 
the resulting parameters are (i) Beam size at the sample position (37.6 × 9.4 μm2), (ii) energy resolu-
tion (1.33 eV), (iii) transmissivity of the whole beamline (T = 0.85 eV–1) and number of photons at the 
sample position (5.65 × 1012 photons/s).

35.5 CONCLUSIONS AND FUTURE

The SHADOW code is now about 20 years old, a statement to forward looking software design and 
continuing evolution. It has helped generations of postdocs and optical designers in developing 

FIGURE 2 SHADOWVUI windows with the outputs of the ray tracing for the hard x-ray beamline (see text).
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35.6  X-RAY AND NEUTRON OPTICS

incredibly complex x-ray beamlines. While SHADOW performs very well, it begins to suffer from limi-
tations, inherent in its kernel. For instance, the development of free electron laser sources requires 
a code capable of dealing with the sophisticated time structure, and derives coherence properties 
of these novel sources. The manifold increase in power of computers from the mid-80s, both in 
term of speed and memory space, makes this kind of calculation possible. Thus, SHADOW’s developers 
are planning to rewrite completely the code of the kernel (2008). The new structure will overcome 
technical and physical limitations of the current version. From the physical point of view, it is impor-
tant to include in the simulation coherent beams, and the effect of the optical elements on them. 
Specifically, we need to have efficient tools for computing imaging and propagation of diffracted 
fields. This is important for many techniques already in use (e.g., phase contrast imaging) and will 
be essential for the new generation sources, which will be almost completely coherent. In the mean-
time SHADOW remains available to the x-ray optical community.∗†
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X-RAY PROPERTIES
OF MATERIALS

Eric M. Gullikson
Center for X-Ray Optics 
Lawrence Berkeley National Laboratory 
Berkeley, California

The primary interaction of low-energy x rays within matter, namely, photoabsorption and coher-
ent scattering, have been described for photon energies outside the absorption threshold regions by 
using atomic scattering factors, f = f1 + if2. The atomic photoabsorption cross section, m, may be 
readily obtained from the values of f2 using the relation

m = 2r0l f2 (1)

where r0 is the classical electron radius, and l is the wavelength. The transmission of x rays through 
a slab of thickness, d, is then given by

T = exp(–Nmd) (2)

where N is the number of atoms per unit volume in the slab. The index of refraction, n, for a mate-
rial is calculated by

n = 1 – Nr0l2(f1 + i f2)/(2p) (3)

The (semiempirical) atomic scattering factors are based upon photoabsorption measurements of 
elements in their elemental state. The basic assumption is that condensed matter may be modeled 
as a collection of noninteracting atoms. This assumption is, in general, a good one for energies suffi-
ciently far from absorption thresholds. In the threshold regions, the specific chemical state is impor-
tant and direct experimental measurements must be made. Note also that the Compton scattering 
cross section is not included. The Compton cross section may be significant for the light elements 
(Z < 10) at the higher energies considered here (10 to 30 keV).

The atomic scattering factors are plotted in Figs. 1 and 2 for every 10th element. Tables 1 through 3 
are based on a compilation of the available experimental measurements and theoretical calculations. 
For many elements there is little or no published data, and, in such cases, it was necessary to rely on 
theoretical calculations and interpolations across Z. To improve the accuracy in the future, consider-
ably more experimental measurements are needed.1 More data and useful calculation engines are 
available at www.cxro.lbl.gov/optical_constants.
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FIGURE 1 The atomic scattering factor f1 as a function of photon energy from 30 to 
30,000 eV for atomic number 10(Ne), 20(Ca), 30(Zn), 40(Zr), 50(Sn), 60(Nd), 70(Yb), 
80(Hg), and 90(Th).

FIGURE 2 The atomic scattering factor f2 as a function of photon energy from 30 to 
30,000 eV for atomic number 10(Ne), 20(Ca), 30(Zn), 40(Zr), 50(Sn), 60(Nd), 70(Yb), 
80(Hg), and 90(Th).
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X-RAY PROPERTIES OF MATERIALS  36.7

TABLE 2 Photon Energies, in Electronvolts (eV), of Principal K- and L-Shell Emission Lines∗

Element Ka1 Ka2 Kb1 La1 La2 Lb1 Lb2 Lg1

 3 Li 54.3       
 4 Be 108.5       
 5 B 183.3       
 6 C 277       
 7 N 392.4       
 8 O 524.9       
 9 F 676.8       
10 Ne 848.6 848.6      
11 Na 1,040.98 1,040.98 1,071.1     
12 Mg 1,253.60 1,253.60 1,302.2     
13 Al 1,486.70 1,486.27 1,557.45     
14 Si 1,739.98 1,739.38 1,835.94     
15 P 2,013.7 2,012.7 2,139.1     
16 S 2,307.84 2,306.64 2,464.04     
17 Cl 2,622.39 2,620.78 2,815.6     
18 Ar 2,957.70 2,955.63 3,190.5     
19 K 3,313.8 3,311.1 3,589.6     
20 Ca 3,691.68 3,688.09 4,012.7 341.3 341.3 344.9  
21 Sc 4,090.6 4,086.1 4,460.5 395.4 395.4 399.6  
22 Ti 4,510.84 4,504.86 4,931.81 452.2 452.2 458.4  
23 V 4,952.20 4,944.64 5,427.29 511.3 511.3 519.2  
24 Cr 5,414.72 5,405.509 5,946.71 572.8 572.8 582.8  
25 Mn 5,898.75 5,887.65 6,490.45 637.4 637.4 648.8  
26 Fe 6,403.84 6,390.84 7,057.98 705.0 705.0 718.5  
27 Co 6,930.32 6,915.30 7,649.43 776.2 776.2 791.4  
28 Ni 7,478.15 7,460.89 8,264.66 851.5 851.5 868.8  
29 Cu 8,047.78 8,027.83 8,905.29 929.7 929.7 949.8  
30 Zn 8,638.86 8,615.78 9,572.0 1,011.7 1,011.7 1,034.7  
31 Ga 9,251.74 9,224.82 10,264.2 1,097.92 1,097.92 1,124.8  
32 Ge 9,886.42 9,855.32 10,982.1 1,188.00 1,188.00 1,218.5  
33 As 10,543.72 10,507.99 11,726.2 1,282.0 1,282.0 1,317.0  
34 Se 11,222.4 11,181.4 12,495.9 1,379.10 1,379.10 1,419.23  
35 Br 11,924.2 11,877.6 13,291.4 1,480.43 1,480.43 1,525.90  
36 Kr 12,649 12,598 14,112 1,586.0 1,586.0 1,636.6  
37 Rb 13,395.3 13,335.8 14,961.3 1,694.13 1,692.56 1,752.17  
38 Sr 14,165 14,097.9 15,835.7 1,806.56 1,804.74 1,871.72  
39 Y 14,958.4 14,882.9 16,737.8 1,922.56 1,920.47 1,995.84  
40 Zr 15,775.1 15,690.9 17,667.8 2,042.36 2,039.9 2,124.4 2,219.4 2,302.7
41 Nb 16,615.1 16,521.0 18,622.5 2,165.89 2,163.0 2,257.4 2,367.0 2,461.8
42 Mo 17,479.34 17,374.3 19,608.3 2,293.16 2,289.85 2,394.81 2,518.3 2,623.5
43 Te 18,367.1 18,250.8 20,619 2,424.0 — 2,536.8 — —
44 Ru 19,279.2 19,150.4 21,656.8 2,558.55 2,554.31 2,683.23 2,836.0 2,964.5
45 Rh 20,216.1 20,073.7 22,723.6 2,696.74 2,692.05 2,834.41 3,001.3 3,143.8
46 Pd 21,177.1 21,020.1 23,818.7 2,838.61 2833.29 2,990.22 3,171.79 3,328.7
47 Ag 22,162.92 21,990.3 24,942.4 2,984.31 2,978.21 3,150.94 3,347.81 3,519.59
48 Cd 23,173.6 22,984. j 26,095.5 3,133.73 3,126.91 3,316.57 3,528.12 3,716.86
49 In 24,209.7 24,002.0 27,275.9 3,286.94 3,279.29 3,487.21 3,713.81 3,920.81
50 Sn 25,271.3 25,044.0 28,486.0 3,443.98 3,435.42 3,662.80 3,904.86 4,131.12
51 Sb 26,359.1 26,110.8 29,725.6 3,604.72 3,595.32 3,843.57 4,100.78 4,347.79
52 Te 27,472.3 27,201.7 30,995.7 3,769.33 3,758.8 4,029.58 4,301.7 4,570.9

(Continued)
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36.8  X-RAY AND NEUTRON OPTICS

TABLE 2 Photon Energies, in Electronvolts (eV), of Principal K- and L-Shell Emission Lines∗ (Continued)

Element Ka1 Ka2 Kb1 La1 La2 Lb1 Lb2 Lg1

53 I 28,612.0 28,317.2 32,294.7 3,937.65 3,926.04 4,220.72 4,507.5 4,800.9
54 Xe 29,779 29,458 33,624 4,109.9 — — — —
55 Cs 30,972.8 30,625.1 34,986.9 4,286.5 4,272.2 4,619.8 4,935.9 5,280.4
56 Ba 32,193.6 31,817.1 36,378.2 4,466.26 4,450.90 4,827.53 5,156.5 5,531.1
57 La 33,441.8 33,034.1 37,801.0 4,650.97 4,634.23 5,042.1 5,383.5 5,788.5
58 Ce 34,719.7 34,278.9 39,257.3 4,840.2 4,823.0 5,262.2 5,613.4 6,052
59 Pr 36,026.3 35,550.2 40,748.2 5,033.7 5,013.5 5,488.9 5,850 6,322.1
60 Nd 37,361.0 36,847.4 42,271.3 5,230.4 5,207.7 5,721.6 6,089.4 6,602.1
61 Pm 38,724.7 38,171.2 43,826 5,432.5 5,407.8 5,961 6,339 6,892
62 Sm 40,118.1 39,522.4 45,413 5,636.1 5,609.0 6,205.1 6,586 7,178
63 Eu 41,542.2 40,901.9 47,037.9 5,845.7 5,816.6 6,456.4 6,843.2 7,480.3
64 Gd 42,996.2 42,308.9 48,697 6,057.2 6,025.0 6,713.2 7,102.8 7,785.8
65 Tb 44,481.6 43,744.1 50,382 6,272.8 6,238.0 6,978 7,366.7 8,102
66 Dy 45,998.4 45,207.8 52,119 6,495.2 6,457.7 7,247.7 7,635.7 8,418.8
67 Ho 47,546.7 46,699.7 53,877 6,719.8 6,679.5 7,525.3 7,911 8,747
68 Er 49,127.7 48,221.1 55,681 6,948.7 6,905.0 7,810.9 8,189.0 9,089
69 Tm 50,741.6 49,772.6 57,517 7,179.9 7,133.1 8,101 8,468 9,426
70 Yb 52,388.9 51,354.0 5,937 7,415.6 7,367.3 8,401.8 8,758.8 9,780.1
71 Lu 54,069.8 52,965.0 61,283 7,655.5 7,604.9 8,709.0 9,048.9 10,143.4
72 Hf 55,790.2 54,611.4 63,234 7,899.0 7,844.6 9,022.7 9,347.3 10,515.8
73 Ta 57,532 56,277 65,223 8,146.1 8,087.9 9,343.1 9,651.8 10,895.2
74 W 59,318.24 57,981.7 67,244.3 8,397.6 8,335.2 9,672.35 9,961.5 11,285.9
75 Re 61,140.3 59,717.9 69,310 8,652.5 8,586.2 10,010.0 10,275.2 11,685.4
76 Os 63,000.5 61,486.7 71,413 8,911.7 8,841.0 10,355.3 10,598.5 12,095.3
77 Ir 64,895.6 63,286.7 73,560.8 9,175.1 9,099.5 10,708.3 10,920.3 12,512.6
78 Pt 66,832 65,112 75,748 9,442.3 9,361.8 11,070.7 11,250.5 12,942.0
79 Au 68,803.7 66,989.5 77,984 9,713.3 9,628.0 11,442.3 11,584.7 13,381.7
80 Hg 70,819 68,895 80,253 9,988.8 9,897.6 11,822.6 11,924.1 13,830.1
81 Tl 72,871.5 70,831.9 82,576 10,268.5 10,172.8 12,213.3 12,271.5 14,291.5
82 Pb 74,969.4 72,804.2 84,936 10,551.5 10,449.5 12,613.7 12,622.6 14,764.4
83 Bi 77,107.9 74,814.8 87,343 10,838.8 10,730.91 13,023.5 12,979.9 15,247.7
84 Po 79,290 76,862 8,980 11,130.8 11,015.8 13,447 13,340.4 15,744
85 At 8,152 7,895 9,230 11,426.8 11,304.8 13,876 — 16,251
86 Rn 8,378 8,107 9,487 11,727.0 11,597.9 14,316 — 16,770
87 Fr 8,610 8,323 9,747 12,031.3 11,895.0 14,770 1,445 17,303
88 Ra 8,847 8,543 10,013 12,339.7 12,196.2 15,235.8 14,841.4 17,849
89 Ac 90,884 8,767 10,285 12,652.0 12,500.8 15,713 — 18,408
90 Th 93,350 89,953 105,609 12,968.7 12,809.6 16,202.2 15,623.7 18,982.5
91 Pa 95,868 92,287 108,427 13,290.7 13,122.2 16,702 16,024 19,568
92 U 98,439 94,665 111,300 13,614.7 13,438.8 17,220.0 16,428.3 20,167.1
93 Np — — — 13,944.1 13,759.7 17,750.2 16,840.0 20,784.8
94 Pu — — — 14,278.6 14,084.2 18,293.7 17,255.3 21,417.3
95 Am — — — 14,617.2 14,411.9 18,852.0 17,676.5 22,065.2

∗Photon energies in electronvolts (eV) of some characteristic emission lines of the elements of atomic number 3 ≤ Z ≤ 95, as compiled by 
J. Kortright. “Characteristic X-Ray Energies,” in X-Ray Data Booklet (Lawrence Berkeley National Laboratory Pub-490, Rev. 2, 1999). Values are largely 
based on those given by J. A. Bearden, “X-Ray Wavelengths,” Rev. Mod. Phys. 39:78 (1967), which should be consulted for a more complete listing. 
Updates may also be noted at the Web site www.cxro.lbl.gov/optical_constants.
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Points indicate the electron energies of the
principal Auger peaks for each element. The
larger points represent the most intense peaks.
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Sn
In Cd
Ag
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K
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TABLE 3 Curves Showing Auger Energies,∗ in Electronvolts (eV), for Elements of Atomic Number 3 ≤ Z ≤ 92

∗Only dominant energies are given, and only for principal Auger peaks. The literature should be consulted for detailed tabulations, and for 
shifted values in various common compaounds.2–4 (Courtesy of Physical Electronics, Inc.2)
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37.1 INTRODUCTION

The last ten years have seen a remarkable progress in the development of new x-ray optics and in the 
improvement of existing devices. In this chapter, we describe the properties of one type of these new 
optics: refractive x-ray lenses.

For a long time these lenses were considered as not feasible, due to the weak refraction and the 
relatively strong absorption of x rays in matter. However, in 1996 it was shown experimentally that 
focusing by x-ray lenses is possible if the radius of curvature R of an individual lens is chosen to be 
small (e.g., below 0. 5 mm, cf. Fig. 1a), if many such lenses are stacked behind one another in a row, 
and if a lens material with low atomic number Z, such as aluminium, is chosen.1,2 The first lenses of 
this type consisted of a row of holes, 1 mm in diameter, drilled in a block of aluminium.

In the meantime, many different types of refractive lenses made of various materials have been 
developed.3–19 One of the most important developments was to make these optics aspherical,4 reduc-
ing spherical aberration to a minimum and thus making these optics available for high-resolution 
x-ray microscopy. As each individual lens is thin in the optical sense, the ideal aspherical shape is 
a paraboloid of rotation. In the following, we focus on two types of high resolution x-ray optics, 
rotationally parabolic lenses made of beryllium and aluminium6,7,13,14,16,20 and cylindrically parabolic 
lenses with particularly short focal length.21,22 An example of the first type of lenses developed and 
made at Aachen University is described in Secs. 37.2 to 37.5. These lenses allow x-ray imaging nearly 
free of distortions and can be used as an objective lens in an x-ray microscope for efficient focusing 
in scanning microscopy, and for a variety of beam conditioning applications at third generation 
synchrotron radiation sources. The second type of lenses, so-called nanofocusing lenses (NFLs), have 
a short focal distance and large numerical aperture and are thus particularly suited to focus hard x rays 
to sub-100 nm dimensions for scanning microscopy applications. While focusing of hard x rays down 
to 50 nm has been demonstrated experimentally, these optics have the potential of focusing hard 
x rays to about 10 nm21,22 and perhaps below.23 The development of nanofocusing lenses currently 
pursued at TU Dresden is described in Sec. 37.6.

37.3

37
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37.4  X-RAY AND NEUTRON OPTICS

37.2 REFRACTIVE X-RAY LENSES WITH 
ROTATIONALLY PARABOLIC PROFILE

Refractive x-ray lenses with rotationally parabolic profiles6,7,13,16 allow for focusing in both directions, 
free of spherical aberration and other distortions. Aluminium and beryllium are the lens materials 
most commonly used. Beryllium is especially suitable for x-ray energies between 7 and 40 keV due to 
its low attenuation of x rays (low atomic number Z = 4). Between about 40 and 90 keV aluminium 
(Z = 13) is more appropriate as a lens material. Having been able to solve the problems with handling and 
plastically deforming beryllium, Be lenses can be manufactured with rotationally parabolic profiles.13,14 
Figure 1a shows a schematic drawing of an individual lens. Note the concave shape of a focusing lens, 
which is a result of the diffractive part 1 − d of the index of refraction n being smaller than 1 in the x-
ray range. In Fig. 1b a number N of individual lenses is stacked behind each other to form a refractive 
x-ray lens. Figure 2 shows a stack of Be lenses in their casing with protective atmosphere.

In the thin lens approximation, the focal length of a stack of N lenses is f R N0 2= / δ . Here, R is the 
radius of curvature at the apex of the paraboloid (cf. Fig. 1a). For paraboloids, R and the geometric 
aperture 2 0R  are independent of one another, in contrast to the case for spherical lenses. Most lenses 
up to now had the parameters R = 0.2 mm and 2 10R ≈ mm. Up to several hundred lenses can be aligned 

Optical axis

d

R
2R0

Optical axis

(a) Single lens (b) Compound refractive lens

FIGURE 1 (a) Individual refractive x-ray lens with rotationally parabolic profile and (b) stack 
of individual lenses forming a refractive x-ray lens. (Reused with permission from Ref. 24.)

FIGURE 2 (a) Housing with partly assembled Be lens and (b) stack of Be lenses. Each individual 
lens is centered inside of a hard metal coin. The lenses are aligned along the optical axis by stacking the 
coins in a high precision v-groove. (See also color insert.)
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REFRACTIVE X-RAY LENSES  37.5

in a lens stack in such a way that the optical axes of the individual lenses agree on the micrometer scale. 
The form fidelity of the paraboloids is better than 0. 3 μm and surface roughness is below 0.1 μm.

In the meantime, lenses with different radii of curvature R (R = 50, 100, 200, 300, 500, 1000, and 
1500 μm) have been developed to optimize the optics for various applications. They are available in 
three lens materials, i.e., beryllium, aluminium, and nickel. Lenses with small radii R are especially 
suited for microscopy applications with high lateral resolution, whereas those with a large radius R are 
designed for beam conditioning purposes, such as prefocusing and collimation.

In general, the total length L of a lens stack is not negligible compared to the focal length f. Then, 
a correction has to be applied to the thin lens approximation for the focal length. For a thick lens the 
focal length is

 f f
L
f L fo

= 0
0

1

sin /
 (1)
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behind and before the center of the lens, respectively.
The attenuation of x rays in matter is a key parameter in the design of refractive x-ray lenses. As the 

thickness of the lens material increases with increasing distance from the optical axis, the lens becomes 
more and more absorbing toward its periphery. Thus a refractive x-ray lens has no sharp aperture, but 
a Gaussian transmission that is responsible for the diffraction at the lens. As a result, we can assign an 
effective aperture Deff  to the lens that is smaller than the geometric aperture 2R0

6,7 and that determines 
the diffraction at the lens, its numerical aperture, and the achievable diffraction-limited spot size.

At low energies (below about 10 keV for beryllium), the attenuation is dominated by photoabsorp-
tion. The mass photoabsorption coefficient τ ρ/  varies approximately like Z3/E3 with atomic number 
Z and with photon energy E. When τ ρ/  drops to below about 0.15 cm2/g at higher x-ray energies, the 
mass attenuation coefficient μ τ μ= + C is dominated by Compton scattering ( )μC  and stays more or 
less constant, independent of energy and atomic number Z. For beryllium the cross-over between 
the photoabsorption and Compton scattering dominated attenuation is at about 17 keV. The perfor-
mance of beryllium lenses is optimal in this energy range.

Compton scattering ultimately limits the performance (lateral resolution) of refractive x-ray 
lenses. Compton scattering has a twofold detrimental influence. Photons which are Compton scat-
tered no longer contribute to the image formation. In addition, they generate a background which 
reduces the signal-to-background-ratio in the image.

Synchrotron radiation sources of the third generation can create a considerable heat load in the 
first optical element hit by the beam. This is expected to be even more true at x-ray free-electron laser 
sources which are being developed at present. The compatibility with such a high heat load was tested 
for refractive lenses made of beryllium at the undulator beamline ID10 at the European Synchrotron 
Radiation Facility (ESRF) in Grenoble, France. The power density and power of the white beam gen-
erated by 3 undulators in a row was about 100 W/mm2 and 40 W, respectively. A stack of 12 Be lenses 
was exposed to the beam. The lenses were housed in an evacuated casing. They were indirectly cooled 
via a thermal link to a copper plate which in turn was water cooled. The temperature was measured by 
three thermocouples, one at each end and one at the center of the lens stack. The highest temperature 
was measured at the center, increasing within a few minutes to 65°C and staying constant afterward, 
except for small variations due to changes of the electron current in the ring. A temperature of 65°C 
poses no problem for Be lenses. The melting point of Be is at 1285°C and recrystallization of Be 
occurs only above 600°C. At present, rotationally parabolic Be lenses have been installed in the front 
ends of several undulator beamlines at ESRF, being routinely used in the undulator “white” beam. At 
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37.6  X-RAY AND NEUTRON OPTICS

the present undulator beamlines no deterioration of Be or Al x-ray lenses has been observed in the 
monochromatic beam, even after many years of operation. In terms of stability metallic lens materi-
als are far superior to insulators, like plastics or glass. The high density of free electrons in metals 
prevents radiation damage by bond breaking or local charging.

The heat load resistance of these optics is of utmost importance for focusing applications at future 
x-ray free-electron lasers. Model calculations suggest that these optics are stable in the hard x-ray 
beam (8 to 12 keV) generated by x-ray free-electron lasers, such as the LCLS in Stanford and the  
future European X-Ray Free-Electron Laser Project XFEL in Hamburg.24–27

37.3 IMAGING WITH PARABOLIC 
REFRACTIVE X-RAY LENSES

Refractive x-ray lenses with parabolic profile are especially suited for hard x-ray full-field micros-
copy since they are relatively free of distortions compared to crossed lenses with cylindri-
cal symmetry. For this purpose, a refractive x-ray lens is placed a distance L1 behind the object 
that is illuminated from behind by monochromatic synchrotron radiation. The image of the 
object is formed at a distance L L f L f2 1 1= −/( ) behind the lens on a position-sensitive detec-
tor. To achieve large magnifications M L L f L f= = −2 1 1/ /( ) up to 100, L1 should be chosen to 
be slightly larger than the focal distance f. Figure 3 shows the image of a Ni mesh (periodicity 
12.7 μm) imaged with a Be lens ( ,N f= =91 493 mm, L L2 1 10/ = ) at 12 keV onto high resolution 
x-ray film. Details of the contrast formation are described in Refs. 28 and 29. There are no apparent 
distortions visible in the image. This is a consequence of the parabolic lens profile. Figure 4 compares 
imaging with parabolic and spherical lenses in a numerical simulation. Spherical aberration domi-
nates the image formed by the spherical lens, clearly demonstrating the need for a lens surface in the 
form of a paraboloid of rotation. A comparison of Fig. 3 with Fig. 4a shows that the experimental 
result is very close to a numerical calculation with idealized parabolic lenses.

The first x-ray microscope of this kind was built using aluminium lenses.6 However, using beryl-
lium as a lens material rather than aluminium has several advantages. The reduced attenuation inside 
the lens results in a larger effective aperture that leads to a higher spatial resolution and a larger field of 
view. In addition, the efficiency of the setup is improved, since the transmission of the lens is higher.

For a refractive lens with a parabolic profile the lateral resolution is limited by the diffraction at its 
Gaussian aperture, giving rise to a Gaussian shape of the Airy disc.7 The full width at half maximum 
of the Airy disc is given by

 d
NA

L

Dt = =0 75
2

0 75 1. .
λ λ

eff

 (3)

25 μm

FIGURE 3 Hard x-ray micrograph of a Ni 
mesh.14 (Reused with permission from Ref. 20.)
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REFRACTIVE X-RAY LENSES  37.7

The numerical aperture N A is defined by sin a, where 2a is the angle spanned by the effective aperture 
Deff  of the lens as seen from an object point.7 This result is well known from optics, the factor 0.75 
being different from the usual factor 1.22. The difference can be traced back to the fact that in normal 
optics apertures are sharply delimited whereas for x-ray lenses the attenuation changes smoothly as 
described earlier. The effective aperture Deff  is limited by x-ray attenuation and that is ultimately lim-
ited by Compton scattering. An estimate of dt for lenses with large apertures shows that it scales with

 d a
f

t = λ μ
δ

 

where a is a factor of order one. This implies that a low value for dt needs a small focal length f and 
a low mass attenuation coefficient m, in other words a low Z material. Since d is proportional to 
λ 2 the main x-ray energy dependence enters via m. With the present day technology for fabrication 
of refractive lenses with rotationally parabolic profile, focal lengths between 10 and 20 cm can be 
achieved for energies between 10 and 20 keV, resulting for Be lenses in a lateral resolution down to 
about 50 nm. We estimate that it will be difficult to reach values below 30 nm.

The main strength of the x-ray microscope is the large penetration depth of hard x rays in matter 
that allows one to investigate non-destructively inner structures of an object. In combination with 
tomographic techniques, it allows one to reconstruct the three-dimensional inner structure of the 
object with submicrometer resolution.30 In addition, full-field imaging in demagnifying geometry 
can be used for hard x-ray lithography.31 The high quality of refractive lenses is also demonstrated by 
the preservation of the lateral coherence.16,32

37.4 MICROFOCUSING WITH PARABOLIC 
REFRACTIVE X-RAY LENSES

Refractive x-ray lenses with parabolic profiles can also be used for generating a (sub-)micrometer 
focal spot for x-ray microanalysis and tomography. For that purpose, the synchrotron radiation 
source is imaged by the lens onto the sample in a strongly demagnifying way, i.e., the source-lens 
distance L1 is chosen to be much larger than the lens-sample distance L2. At a synchrotron radiation 
source the horizontal source size is typically larger than the vertical one. As the lens images this hori-
zontally elongated source to the sample position, the focal spot is larger in the horizontal direction 
than in the vertical direction. With Be lenses (R = 200 μm), a vertical spot size well below 1 μm is 

(a)

25 μm

(b)

FIGURE 4 Numerical simulation of the imaging process using (a) parabolic and (b) spherical lens.
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37.8  X-RAY AND NEUTRON OPTICS

routinely achieved, while the horizontal spot size is typically limited to a few micrometers by the 
horizontal source size and the demagnification of the setup. The diffraction limit of these optics is 
usually not reached in typical microfocusing geometries, i.e., 40 to 70 m from a typical undulator 
source at a synchrotron radiation source of the third generation. The spot size is dominated by the 
geometric image of the source and diffraction at the lens aperture and aberrations are negligible.

By means of new Be lenses with smaller radii of curvature, e.g., R = 50 μm, a focal length of 15 cm 
can be reached, thus resulting in a demagnification of the source size by about a factor 400 in 60-m 
distance from the source. At a low-b undulator source, this demagnificaton allows one to reach the 
sub-micrometer regime also in the horizontal direction. Close to diffraction-limited focusing, however, 
is still only possible at very long beamlines. For example, at a distance of L1 145= m from a low-b source
at the ESRF [effective source size 60 × 125 μm (V × H)], a microbeam of 60 × 125 nm2 is expected, 
approaching the diffraction limit of these optics in the vertical direction. To generate foci well below 
100 nm at short distances from the source, focal distances in the centimeter range are needed to generate 
large demagnifications. This can be achieved with the nanofocusing lenses described in Sec. 37.6.21,22

Hard x-ray microbeams find a large number of applications in scanning microscopy and have been 
used for a variety of experiments. They include, for example, microdiffraction,33 microfluorescence 
mapping34 and tomography,35–37 and x-ray absorption spectroscopic38 and small-angle x-ray scattering 
tomography.39 In materials science there is a great interest in using very hard x rays above about 80 keV, 
because many samples with high Z metallic components and thicknesses of many millimeters show strong 
x-ray absorption.  At 80 keV parabolic aluminium lenses (preferably with R = 50 μm) are well suited.40 For 
higher x-ray energies, lenses made of nickel become advantageous, due to the strong refraction in nickel 
resulting from its relatively high density ( . ).ρNi

3g/cm= 8 9  For energies above 80 keV, parabolic cylinder 
lenses made with a LIGA technique have been successfully tested.41 Rotationally parabolic nickel lenses are 
in the process of development. The challenge is to produce lenses with minimal thickness d (cf. Fig. 1a) in 
order to minimize absorption in the stack of lenses. A value of d =10 μm is tolerable and feasible.

Be refractive lenses appear to be well suited to focus the beam from an x-ray free-electron-laser.24

37.5 PREFOCUSING AND COLLIMATION WITH 
PARABOLIC REFRACTIVE X-RAY LENSES

Most experimental setups on synchrotron radiation beamlines are located between 40 and 150 m 
from the source. Depending on the experiment, the beam size, flux, divergence, or lateral coherence 
length may not be optimal at the position of the experiment. Using appropriate lenses upstream of 
the experiment, a given parameter can be optimized.

For example, the divergence of the beam may lead to a significant reduction of the flux at the 
sample position, in particular at a low-b undulator source. In this case, the beam can be moderately 
focused with refractive lenses with large radius of curvature and thus large geometric and effective 
aperture. For instance, lenses with R = 1500 μm have a geometric aperture 2 0R  of 3 mm. In a one-to-
one imaging geometry at 50 m from the source they have an angular acceptance of 85 μrad at 17 keV, 
thus capturing a large fraction of the beam in horizontal direction. This opens excellent possibilities 
to increase the photon flux, in particular as the lenses can be easily moved in and out of the beam 
without affecting the optical axis and the alignment of the experiment. In the new future, parabolic 
cylinder lenses made of Be and Al will also become available. With a height of 3.5 mm and radii of 
curvature between 200 and 1500 μm, they can be used for one-dimensional focusing and collimation.

37.6 NANOFOCUSING REFRACTIVE 
X-RAY LENSES

High quality magnified imaging with x rays requires optical components free of distortion, like rota-
tionally parabolic refractive x-ray lenses. However, for technical reasons, their radii of curvature cannot 
be made smaller than about 50 μm. This limits the focal distance from below and thus the achievable 
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REFRACTIVE X-RAY LENSES  37.9

demagnification in microfocus experiments. Therefore, another approach has been pursued for the 
generation of particularly small focal spots. These are nanofocusing cylinder lenses with parabolic pro-
file and a focal length of the order of 1 cm.21,22 This is achieved by choosing the radius of curvature of
the parabolas as small as 1 to 5 μm. Figure 5a shows an array of nanofocusing lenses made of silicon. 
When two lenses are used in crossed geometry as shown in Fig. 5b, two-dimensional focusing can be 
achieved. So far, focal spot sizes down to 47 × 55 nm2 (H × V) have been reached at L1 47= m from the 
low-b undulator source at beamline ID13 of the ESRF (E = 21 keV).22

While this spot size is close to the ideal performance of silicon lenses in this particular imaging 
geometry, significant improvements can be made in the future by further optimization of the optics 
and the imaging geometry. Figure 6 shows the optimal diffraction limit as a function of x-ray energy 
for different lens materials. Over a wide range of energies (from E = 8 keV to over E = 100 keV, a diffraction 

(a) (b)

l

Single
lens

Sample
Aperture

Horizontally
focusing lens

Vertically
focusing lens

100 μm
10 mm

N
anofocusing lens

FIGURE 5 (a) Array of nanofocusing lenses made of silicon. A large number of single lenses are aligned behind each 
other to form a nanofocusing lens. Several nanofocusing lenses with different radius of curvature R are placed in parallel 
onto the same substrate. (b) Scanning microprobe setup with two crossed nanofocusing lenses. An aperture defining 
pinhole is placed behind the second lens. (See also color insert.)
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FIGURE 6 Minimal diffraction limits of nanofocusing lenses 
made of different lens materials and having a working distance of 1 mm. 
The radius of curvature R and the length of a single lens l were varied within 
a range accessible by modern microfabrication techniques.21 (Copyright 2003 
by the American Institute of Physics. Reused with permission from Ref. 21.)
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37.10  X-RAY AND NEUTRON OPTICS

limit below 20 nm is expected. Best performance is obtained for low Z materials with high density. 
The reason for this is that attenuation is no longer limiting the aperture of nanofocusing lenses for low 
Z materials, as the overall length of the lens is short. For a given focal length, the geometric aperture is, 
however, limited by the refractive strength per unit length inside the lens. The higher d, the larger can 
be the radius of curvature R and thus the geometric aperture R R l d0 = −( ),  if the thickness l of an 
individual lens is kept constant (cf. Fig. 5a). In the limit, the numerical aperture approaches 2δ  that 
coincides with the critical angle of total reflection. At highly brilliant sources, such as the ESRF, these 
diffraction limits are expected to be reached with fluxes above 109 photons per second.

For these optics, prefocusing as described in Sec. 37.5 is of utmost importance to obtain optimal 
performance. Optimal diffraction-limited focusing is obtained when the lateral coherence length at 
the optic is slightly larger than the effective aperture. This requirement is usually not fulfilled at the 
position of the experiment. By appropriate prefocusing, the lateral coherence length can be adapted to 
the aperture of the NFL, thus optimally focusing the coherent flux from the source onto the sample. 
This scheme is pursued in modern hard x-ray scanning microscopes, both at ESRF and at the future 
synchrotron radiation source PETRA III at DESY in Hamburg, Germany.

For refractive lenses made of identical single lenses, the numerical aperture is fundamentally limited 
by the critical angle of total reflection 2δ . This limitation can be overcome with refractive optics by 
gradually (adiabatically) adjusting the aperture of the individual lenses to the converging beam inside 
the optic. For these so-called adiabatically focusing lenses, the numerical aperture can exceed 2δ  
leading to diffraction limits well below 10 nm.23

The main applications of nanofocusing lenses lie in scanning microscopy and microanalysis with 
hard x rays. They allow one to perform x-ray analytical techniques, such as diffraction,42 fluorescence 
analysis, and absorption spectroscopy, with high spatial resolution. Also, coherent x-ray diffraction 
imaging greatly benefits from focusing the coherent beam with NFLs.43 The current performance of a 
hard x-ray scanning microscope based on nanofocusing lenses is illustrated in Fig. 7. In collaboration 
with W. H. Schröder from the Research Center Jülich the distribution of physiologically relevant ions 
and heavy metals was mapped inside the tip of a leaf hair (trichome) of the model plant Arabidopsis 
thaliana. Figure 7c shows the two-dimensional map of a variety of elements obtained by scanning the 

(a) Arabidopsis thaliana (c) 2D fluorescence map of trichome tip

P S Cl

K Ca Ti

Mn Fe

Fe

2 μm

Zn

(b) Trichome (SEM)

FIGURE 7 (a) Photograph of the plant Arabidopsis thaliana, (b) secondary 
electron micrograph of a leaf hair (trichome), and (c) two-dimensional fluo-
rescence map of the tip of the trichome at 100-nm spatial resolution. While 
most elements are homogeneously distributed, iron (Fe) and titanium (Ti) are 
localized on the level of 100 nm. (See also color insert.) (Sample provided by 
W. H. Schröder, Research Center Jülich.) 
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REFRACTIVE X-RAY LENSES  37.11

tip of a trichome with a hard x-ray nanobeam (E = 15 keV). The step size was 100 nm in both dimen-
sions, clearly showing a strong localization of iron and titanium. While the reason for this localization 
remains unknown, it impressively demonstrates the high spatial resolution obtained with nanofocus-
ing lenses. While these optics are ideal for microbeam applications, they are not well suited for high 
quality full-field imaging due to distortions in the image due to the crossing to two cylinder lenses 
with different focal lengths.

37.7 CONCLUSION

Since their first experimental realization about one decade ago, refractive x-ray lenses have devel-
oped into a high-quality x-ray optic. Similar to glass lenses for visible light, they have a broad range 
of applications and can be used in very much the same way. Due to their good imaging properties, 
refractive optics are particularly suited for hard x-ray microscopy and microanalysis. Due to the 
weak refraction of hard x rays in matter, they are generally slim, operating in the paraxial regime 
with typical numerical apertures below a few times 10−3. They can be used in the whole hard x ray 
range from about five to several hundred keV. As the refractive index depends on energy, refrac-
tive lenses are chromatic. Thus, they are mostly used with monochromatic radiation. Today, spatial 
resolutions down to 50 nm have been reached in hard x-ray microscopy. Potentially, these optics can 
generate hard x-ray beams down to below 10 nm. Their straight optical path makes them easy to 
use and align and enhances the stability of x-ray microscopes, as angular instabilities do not affect 
the focus. In addition, they are extremely robust, both mechanically and thermally. Therefore, they 
can be used as front end optics at third-generation synchrotron radiation sources and are good can-
didates to focus the radiation from free-electron lasers. Today, refractive x-ray lenses are routinely 
used at many beamlines of different synchrotron radiation sources.
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GRATINGS AND 
MONOCHROMATORS IN 
THE VUV AND SOFT X-RAY 
SPECTRAL REGION

Malcolm R. Howells
Advanced Light Source 
Lawrence Berkeley National Laboratory 
Berkeley, California

38.1 INTRODUCTION

Spectroscopy in the photon energy region from the visible to about 1 to 2 keV is generally done 
using reflection gratings. In the region above 40 eV, reasonable efficiency is only obtained at grazing 
angles and in this article we concentrate mainly on that case. Flat gratings were the first to be used 
and even today are still important. However, the advantages of spherical ones were recognized very 
early.1 The first type of focusing grating to be analyzed theoretically was that formed by the intersec-
tion of a substrate surface with a set of parallel equispaced planes: the so-called “Rowland grating.” 
The theory of the spherical case was established first,1–3 and was described comprehensively in the 
1945 paper of Beutler.4 Treatments of toroidal5 and ellipsoidal6 gratings came later, and the field has 
been reviewed by Welford,7 Samson,8 Hunter,9 and Namioka.10

The major developments in the last three decades have been in the use of nonuniformly spaced 
grooves. The application of holography to spectroscopic gratings was first reported by Rudolph and 
Schmahl11,12 and by Labeyrie and Flamand.13 Its unique opportunities for optical design were devel-
oped initially by Jobin-Yvon14 and by Namioka and coworkers.15,16 A different approach was followed 
by Harada17 and others, who developed the capability to produce gratings with variable-line spacing 
through the use of a computer-controlled ruling engine. The application of this class of gratings to 
spectroscopy has been developed still more recently, principally by Hettrick.18

In this chapter we will give a treatment of grating theory up to fourth order in the optical path, which 
is applicable to any substrate shape and any groove pattern that can be produced by holography or by rul-
ing straight grooves with (possibly) variable spacing. The equivalent information is available up to sixth 
order at the website of the Center for X-Ray Optics at the Lawrence Berkeley National Laboratory.19

38.2 DIFFRACTION PROPERTIES

Notation and Sign Convention

We adopt the notation of Fig. 1 in which a and b have opposite signs if they are on opposite sides of 
the normal.

38.1

38
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38.2  X-RAY AND NEUTRON OPTICS

Grating Equation

The grating equation may be written

  m dλ α β= +0(sin sin )   (1)

The angles a and b are both arbitrary, so it is possible to impose various conditions relating them. 
If this is done, then for each l, there will be a unique a and b. The following conditions are used:

1. On-blaze condition:

  α β θ+ = 2 B   (2)

where qB is the blaze angle (the angle of the sawtooth). The grating equation is then

  m dλ θ β θ= +2 0 sin cos( )B B   (3)

2. Fixed in and out directions:

  α β θ− = 2   (4)

where 2q is the (constant) included angle. The grating equation is then

 m dλ θ θ β= +2 0 cos sin( )  (5)

In this case, the wavelength scan ends when a or b reaches 90°, which occurs at the horizon 
wavelength λ θH = 2 0

2d cos .

3. Constant incidence angle: Equation (1) gives b directly.

4. Constant focal distance (of a plane grating):

 
cos
cos

β
α

= a constant c ff  (6)

m = –2

m = –1

Grating period = d0
Spectral order = m

Grating

Wavelength = l m = 0

m = 1

m = 2

a b

FIGURE 1 Grating equation notation.

Bass_v5ch38_p001-010.indd 38.2 9/22/09 5:44:15 PM

DO
 N

OT
 D

UP
LI

CA
TE
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leading to a grating equation

  1
0

2
2

2
− −

⎛
⎝⎜

⎞
⎠⎟

=m
d c ff

λ β β
sin

cos
  (7)

Equations (3), (5), and (7) give b (and thence a) for any l. Examples where the above a–b 
relationships may be used are as follows:

1. Kunz et al. plane-grating monochromator (PGM),20 Hunter et al. double PGM,21 collimated-light 
SX700.22

2. Toroidal-grating monochromators (TGMs),23,24 spherical-grating monochromators (SGMs, 
also known as the Dragon system),25 Seya-Namioka,26,27 most aberration-reduced holographic 
SGMs,28 and certain PGMs.18,29,30 The variable-angle SGM31 follows Eq. (4) approximately.

3. Spectrographs, Grasshopper monochromator.32

4. SX700 PGM33 and variants.22,34

38.3 FOCUSING PROPERTIES35

Calculation of the Path Function F

Following normal practice, we provide an analysis of the imaging properties of gratings by means 
of the path function F.16 For this purpose we use the notation of Fig. 2, in which the zeroth groove 
(of width d0) passes through the grating pole O, while the nth groove passes through the variable 
point P (x, w, l).

Gaussian
image plane

x

r′

r′

y Δz′

a
b z′

z′

z′

Δy′

BR

B (x′, y′, z′)

P (ξ, w, l)

A(x′, y′, z′)

B0

O

FIGURE 2 Focusing properties notation.
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38.4  X-RAY AND NEUTRON OPTICS

F is expressed as 

F F w lijk
i j

ijk

= ∑

where

 F z C r z C r
m
d

fijk
k

ijk
k

ijk ijk= + ′ ′ +( , ) ( , )α β λ
0

 (8)

and the fijk term, originating from the groove pattern, is given by one of the following expressions:

 f

ijk
d

z
ijk C=

1when = 100, 0 otherwise Rowland

0

0λ
kk

ijk C D
k

ijk D

i

C r z C r

n

( , ) ( , )γ δ±⎡⎣ ⎤⎦ holographic

jjk varied line spacing

⎧

⎨
⎪⎪

⎩
⎪
⎪

 (9)

The holographic groove pattern in Eq. (9) is assumed to be made using two coherent point sources 
C and D with cylindrical polar coordinates (rC, g, zC), (rD, d, zD) relative to O. The lower (upper) sign 
refers to C and D, both real or both virtual (one real and one virtual), for which case the equiphase 
surfaces are confocal hyperboloids (ellipses) of revolution about CD. The grating with varied line 
spacing d(w) is assumed to be ruled according to d(w) = d0(1 + n1w + n2w

2 + ⋅ ⋅ ⋅). We consider all 
the gratings to be ruled on the general surface x a w lij ij

i j= Σ  and the aij coefficients36 are given for the 
important substrate shapes in Tables 1 and 2.

TABLE 1 Ellipsoidal Mirror aij’s
∗,36

a
r r20 4

1 1= +
′

⎛
⎝⎜

⎞
⎠⎟

cosθ
a

a
02

20
2

=
cos θ

a
a A C

22
20

2

2

2

2
=

+( )

cos θ
a a A30 20=

a
a A

12
20

2
=

cos θ
a

a C
04

20
28

=
cos θ

a
a A C

40
20

24

4
=

+( )

Other aij’s with i j+ ≤ 4 are zero.

∗r, r′ and q are the object distance, image distance, and incidence angle to the normal, 
respectively, and

A
r r

C A
rr

= −
′

⎛
⎝⎜

⎞
⎠⎟

= +
′

sin
,

θ
2

1 1 12

The aij’s for spheres; circular, parabolic, or hyperbolic cylinders; paraboloids; and hyperboloids 
can also be obtained from Tables 1 and 2 by suitable choices of the input parameters r, r′, and q.

TABLE 2 Toroidal Mirror aij’s
∗,36

a
R20

1

2
=   a02

1

2
=

ρ
 

a
R04 3

1

8
=  

a
R30 3

1

8
=   a

R22 2

1

4
=

ρ
 

Other aij’s with i j+ ≤ 4  are zero

∗R and r are the major and minor radii of the bicycle-tire toroid.

Bass_v5ch38_p001-010.indd 38.4 9/22/09 5:44:16 PM

DO
 N

OT
 D

UP
LI

CA
TE



GRATINGS AND MONOCHROMATORS IN THE VUV AND SOFT X-RAY SPECTRAL REGION  38.5

The coefficient Fijk is related to the strength of the i, j, k aberration of the wavefront diffracted 
by the grating. The coefficients Cijk and nijk are given in Tables 3 and 4 in which the following notation 
is used:

 T T r
r

a S S r
r

a= = − = = −( , )
cos

cos , ( , )α α α α
2

20 02
1

2 22 cosα  (10)

Determination of the Gaussian Image Point

By definition the principal ray AOB0 arrives at the Gaussian image point [ ( , , )B r z0 0 0 0′ ′β ] in Fig. 2. 
Its direction is given by Fermat’s principle which implies ( ) , ( ) ,, ,∂ ∂ ∂ ∂F w F lw l w l/ /= = = == =0 0 0 00 0  from 
which

  
m

d

z

r

z

r

λ α β
0

0
0

0

0= + +
′
′

=sin sin   (11)

TABLE 3 Coefficients Cijk of the Expansion of F∗,16

C
r011

1
= − C

S
020 2

=

C
S

r r022 2 34

1

2
= − − C

S

r031 22
= C100 = − sinα

C
a S

r
a040

02
2 2

04

4

8
=

−
− cosα C

T
200 2

= C
r111 2

= −
sinα

C
S

r
a120 122

= −sin
cos

α α C
r102 22

=
sinα

C
T

r r202 2

2

34 2
= − +

sin α

C a
T

r300 30 2
= − +cos

sinα α
C

T

r r211 2

2

32
= −

sin α

C a
r

a a TS a
S

220 22 20 02 12

1

4
4 2 2= − + − − +cos ( sin )

siα α nn2

22

α
r

C a
r

a T a
T

400 40 20
2 2

30

21

8
4 4 2= − + − − +cos ( sin )

sinα α αα
2 2r

∗The coefficients for which i j k i j k≤ ≤ ≤ + + ≤4 4 2 4, , , , and j + k = even are included in 
these tables.

TABLE 4 Coefficients nijk of the Expansion of F

n j kijk = ≠0 0for ,

n100 1= n
v v

300
1
2

2

3
=

−

n
v

200
1

2
=

−
 n

v v v v
400

1
3

1 2 32

4
=

− + −
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38.6  X-RAY AND NEUTRON OPTICS

which are the grating equation and the law of magnification in the vertical direction. The tangential 
focal distance ′r0  is obtained by setting the focusing term F200 equal to zero and is given by

  T r T r
m

T rC( , ) ( , ) [ ( , )α β λ
λ

γ+ ′ = − ±0 0
0

0 Rowland

TT r

v m

d

D( , )]δ

λ

holographic

varied line spacin1

0

gg

⎧

⎨

⎪
⎪
⎪

⎩

⎪
⎪
⎪

  (12)

Equations (11) and (12) determine the Gaussian image point B0 and, in combination with the 
sagittal focusing condition (F020 = 0), describe the focusing properties of grating systems under the 
paraxial approximation. For a Rowland spherical grating the focusing condition [Eq. (12)] is

 
cos cos cos cos2 2

0

0
α α β β

r R r R
−

⎛
⎝⎜

⎞
⎠⎟

+
′

−
⎛
⎝⎜

⎞
⎠⎟

=   (13)

which has the following important special cases:

1. A plane grating ( )R = ∞  implying ′= − = −r r r c ff0
2 2 2cos cos ,β α/ /  so that the focal distance and 

magnification are fixed if cff is held constant.37

2. Object and image on the Rowland circle; r R r R= ′ =cos , cos ,α β0  and M = –1.

3. b = 0 (Wadsworth condition).

The tangential focal distances of TGMs and SGMs with or without moving slits are also deter-
mined by Eq. (13).
In an aberrated system, the outgoing ray will arrive at the Gaussian image plane at a point BR dis-
placed from the Gaussian image point B0 by the ray aberrations Δ ′y  and Δ ′z  (Fig. 2). The latter are 
given by38–40

  Δ Δ′ =
′

′ = ′y
r F

w
z r

F

l
0

0
0cos β

∂
∂

∂
∂

  (14)

where F is to be evaluated for A r z B r z= = ′= ′( , , ), ( , ).α β0 0 0  By means of the series expansion of F, these 
equations allow the ray aberrations to be calculated separately for each aberration type, as follows:

 Δ Δ′ =
′

′ = ′−y
r

F iw l z r F w jijk ijk
i j

ijk ijk
i0

0

1
0cos β

ll j−1  (15)

Moreover, provided the aberrations are not too large, they are additive, so that they may either 
reinforce or cancel.

38.4 DISPERSION PROPERTIES

Angular Dispersion

 
∂
∂

λ
β

β

α

⎛
⎝⎜

⎞
⎠⎟

= d
m

cos
 (16)
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Reciprocal Linear Dispersion
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Magnification (M)

 M
r
r

( )
cos
cos

λ α
β

= − ′
 (18)

Phase-Space Acceptance (d)

 ε λ λ= = =N N S MSS SΔ Δ
1 2 1( )assuming 2  (19)

where N is the number of participating grooves.

38.5 RESOLUTION PROPERTIES

The following are the main contributions to the width of the instrumental line spread function (an 
estimate of the total width is the vector sum):

1. Entrance slit (width S1  ):

  Δλ
α

S

S d

mr1

1=
cos

  (20)

2. Exit slit (width S2   ):

  Δλ
β

S

S d

mr2

2=
′

cos
  (21)

3. Aberrations (of a perfectly made grating):

  Δ
Δλ β

A

y d

mr

d

m

F

w
= ′

′
=

⎛
⎝⎜

⎞
⎠⎟

cos ∂
∂

  (22)

4. Slope error Δφ  (of an imperfectly made grating):

 Δ
Δλ α β φ

SE

d

m
=

+(cos cos )
  (23)

Note that, provided the grating is large enough, diffraction at the entrance slit always guarantees a 
coherent illumination of enough grooves to achieve the slit–width limited resolution. In such cases, a 
diffraction contribution to the width need not be added to those listed.
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38.6 EFFICIENCY

The most accurate way to calculate grating efficiencies is by the full electromagnetic theory for 
which code is available from Neviere.41,42 However, approximate scalar-theory calculations are 
often useful and, in particular, provide a way to choose the groove depth (h) of a laminar grating. 
According to Bennett,43 the best value of the groove-width-to-period ratio (r) is the one for which 
the area of the usefully illuminated groove bottom is equal to that of the top. The scalar theory 
efficiency of a laminar grating with r = 0.5 is given by Franks et al.44 as the following:

E
R

P h P0
2

4
1 2 1 4 1= + − ⎛
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⎧
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where

  P
h

d
Q

m h

d

h
= = ± = +±4 2

0 0

tan
(tan tan ) (cos co

α π α β δ π
λ

α ss )β   

and R is effective reflectance given by R R R= ( ) ( )α β where R(a) and R(b) are the intensity reflec-
tances at a  and b, respectively.
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CRYSTAL 
MONOCHROMATORS 
AND BENT CRYSTALS 

Peter Siddons 
National Synchrotron Light Source 
Brookhaven National Laboratory 
Upton, New York

39.1 CRYSTAL MONOCHROMATORS 

For x-ray energies higher than 2 keV or so, gratings become extremely inefficient, and it becomes 
necessary to utilize the periodicity naturally occuring in a crystal to provide the dispersion. Since the 
periodicity in a crystal is 3-dimensional, the normal single grating equation must be replaced by the 
three grating equations, one for each dimension, called the Laue equations,1 as follows: 

a k k

a k k

a k

1 0 1
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1 2 3

1 2 3

1

⋅ − =
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 (1)

where the a’s are the repeat vectors in the three dimensions, the k’s are the wave vectors for the 
incident and scattered beams, and the H’s are integers denoting the diffraction order in the three 
dimensions. All of them must be simultaneously satisfied in order to have an interference maximum 
(commonly called a Bragg reflection). One can combine these equations into the well-known Bragg’s 
law2 for one component of the crystalline periodicity (usually referred to as a set of Bragg planes), 

n dλ θ= 2 sin  (2)

where n is an integer indicating the order of diffraction from planes of spacing d, and q is the angle 
between the incident beam and the Bragg planes. This equation is the basis for using crystals as 
x-ray monochromators. By choosing one such set of Bragg planes and setting the crystal so that 
the incident x rays fall on these planes, the wavelength of the light reflected depends on the angle of 
incidence of the light. Table 1 shows some commonly used crystals and the spacings of some of their 
Bragg planes. The most common arrangement is the symmetric Bragg case (Fig. 1a), in which the 
useful surface of the crystal is machined so that it is parallel to the Bragg planes in use. Under these 
conditions, the incident and reflected angles are equal. The literature on crystal diffraction differs 
from that on grating instruments in that the incidence angle for x rays is called the glancing angle for

39.1
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39.2  X-RAY AND NEUTRON OPTICS

gratings. As the x-ray wavelength gets shorter and the angles get smaller, it can be difficult to obtain 
large enough crystals of good quality. In such cases it is possible to employ the Laue case (Fig. 1b), 
in which the surface is cut perpendicular to the Bragg planes and the x rays are reflected through 
the bulk of the crystal plate. Of course, the wavelength should be short enough or the crystal thin 
enough so that the x rays are not absorbed by the monochromator. This is true, for example, in silicon 
crystals around 1 mm thick above an x-ray energy of around 30 keV (l = 0.04 nm). 

The detailed calculation of the response of a crystal to x rays depends on the degree of crystalline 
perfection of the material in use, as well as its chemical composition. Two main theoretical treatments 
are commonly used: the kinematical theory of diffraction and the dynamical theory. The kinemati-
cal theory assumes single-scattering of the x rays by the crystal, and is appropriate for crystals with a 
high concentration of defects. Such crystals are called mosaic crystals, following C. G. Darwin.3 The
dynamical theory, in contrast, explicitly treats the multiple scattering that arises in highly perfect 
crystals and is commonly used for the semiconductor monochromator materials that can be grown 
to a high degree of perfection. Of course, many crystals fall between these two idealized pictures and 
there exist approximations to both theories to account for some of their failures. We will not describe 
these theories in detail here, but will refer the reader to texts on the subject4–6 and content ourselves 
with providing some of the key formulas that result from them.

Both theories attempt to describe the variation in reflectivity of a given crystal as a function of the 
incidence angle of the x-ray beam near a Bragg reflection. The neglect or inclusion of multiple scatter-
ing changes the result quite dramatically. In the kinematical case, the width of the reflectivity profile 
is inversely related to the size of the coherently diffracting volume, and for an infinite perfect crystal 
it is a delta function. The integrated reflectivity increases linearly with the illuminated crystal volume, 
and is assumed to be small. In the dynamical case, the x-ray beam diffracted by one part of the crystal 
is exactly oriented to be diffracted by the same Bragg planes, but in the opposite sense. Thus, there 
coexist two waves in the crystal, one with its wave vector along the incident beam direction and the 
other with its vector along the diffracted beam direction. These waves are coherent and can interfere. 
It is these interferences that give rise to all the interesting phenomena that arise from this theory. The 
integrated reflectivity in this case initially increases with volume, as in the kinematical case, but even-
tually saturates to a constant value that depends on which of the geometries in Fig. 1 is taken. 

(a) (b)

FIGURE 1 The two most usual x-ray diffraction geometries used for monochro-
mator applications: (a) the symmetric Bragg case and (b) the symmetric Laue case. 

TABLE 1 Some Common Monochromator Crystals, Selected d-Spacings, and Reflection Widths
at 1 Å (12.4 keV)

Crystal Reflection d-Spacing (nm) Refl. Width (μrad) Energy Resolution (ΔE/E)

Silicon (1 1 1) 0.31355 22.3 1.36 × 10–4

(2 2 0) 0.19201 15.8 5.37 × 10–5

Germanium (1 1 1) 0.32664 50.1   3.1 × 10–4

(2 2 0) 0.20002 37.4 1.37 × 10–4

Diamond (1 1 1) 0.20589 15.3   5.8 × 10–5

(4 0 0) 0.089153 5.2   7.4 × 10–6

Graphite (0 0 0 . 2) 0.3354 Sample-dependent Sample-dependent
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For the kinematical theory, the reflectivity curve is approximated by7
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in which e is the electronic charge and m its mass, c is the velocity of light, qB is the Bragg angle for 
the planes whose structure factor is FH at wavelength l. w(Δ) represents the angular distribution of 
the mosaic blocks, which depends on the details of the sample preparation and/or growth history. 
The reflection width will primarily reflect the width of this parameter w(Δ), but often the curve will 
be further broadened by extinction.

The equivalent equation for the dynamical theory is sensitive to the exact geometry under consid-
eration and so will not be given here. The crystal becomes birefringent near the Bragg angle, and this 
causes some interesting interference effects that are worthy of study in their own right. Reference 8 is 
a review of the theory with a physical approach that is very readable. However, the main results for the 
purposes of this section are summarized in Fig. 2; the key points are the following: 

1. In the Bragg case (Fig. 1a) the peak reflectivity reaches nearly unity over a small range of angles 
near the Bragg angle. 

1
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FIGURE 2 The perfect crystal reflectivity curves for 
the (111) reflection at 1 Å wavelength. The solid curve is 
for the thick Bragg case, and the dashed curve is for the 
Laue case for a 20 μm thick crystal
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2. The range of angles over which this occurs is given by 

Ω = 2
2

2R C
F Fh hλ

γ
π θ

| |
| |

sinV  (4)

where R is the classical electron radius, 2.81794 × 10–15 m, l is the x-ray wavelength, C is the 
polarization factor (1 for s -polarized light and cos 2q for p-polarized light). g is the asymmetry 
parameter (1 in the symmetric case), the Fs are the structure factors for reflections (hkl) and 
(-h-k-l), V is the unit cell volume, and q is the Bragg angle.

3. The effect of absorption in the Bragg case is to reduce the peak reflectivity and to make the 
reflectivity curve asymmetric. 

4. In the Laue case, the reflectivity is oscillatory, with an average value of 1/2, and the effect of 
absorption (including increasing thickness) is to damp out the oscillations and reduce the peak 
reflectivity. 

Even small distortions can greatly perturb the behavior of perfect crystals, and there is still no 
general theory that can handle arbitrary distortions in the dynamical regime. There are approximate 
treatments that can handle some special cases of interest.4, 5 

In general, the performance of a given monochromator system is determined by the range of 
Bragg angles experienced by the incident x-ray beam. This can be determined simply by the incident 
beam collimation or by the crystal reflectivity profile, or by a combination of both factors. From 
Bragg’s law we have

δ δλ
λ

θ δθ δτE
E

= = +cot  (5)

where d E and E are the passband and center energy of the beam, and dt is the intrinsic energy 
resolution of the crystal reflection as given in Table 1—essentially the dynamical reflection width 
as given previously, expressed in terms of energy. This implies that, even for a perfectly collimated 
incident beam, there is a limit to the resolution achievable, which depends on the monochromator 
material and the diffraction order chosen. 

The classic Bragg reflection monochromator uses a single piece of crystal set to the correct angle 
to reflect the energy of interest. This is in fact a very inconvenient instrument, since its output beam 
direction changes with energy. For perfect-crystal devices, the reflectivity is sufficiently high that one 
can afford to use two of them in tandem, deviating in opposite senses in order to bring the useful beam 
back into the forward direction, independent of energy (Fig. 3). Such two-crystal monochromators 
have become the standard design, particularly for use at accelerator-based (synchrotron) radiation 
sources (as discussed in Chap. 55). Since these sources naturally generate an energy continuum, a 
monochromator is a common requirement for a beamline at such a facility. There is a wealth of litera-
ture arising from such applications.9

A particularly convenient form of this geometry was invented by Bonse and Hart,10 in which the 
two reflecting surfaces are machined from a single-crystal block of material (in their case germanium, 
but more often silicon in recent years). 

For the highest resolution requirements, it is possible to take two crystals that deviate in the same 
direction, the so-called ++ geometry. In this case the first crystal acts as a collimator, generating a 
fan of beams with each angular component having a particular energy. The second one selects which 
angular (and hence energy) component of this fan to transmit. In this arrangement the deviation 
is doubled over the single-crystal device, and so the most successful arrangement for this so-called 
dispersive arrangement is to use two monolithic double-reflection devices like that in Fig. 2, with the 
++ deviation taking place between the second and third reflections (Fig. 4). 
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39.2 BENT CRYSTALS 

There are two reasons to consider applying a uniform curvature to a crystal plate for a monochro-
mator system. One is to provide some kind of beam concentration or focussing, and the other is 
to improve the energy resolution in circumstances where a divergent incident beam is unavoid-
able. The most common geometry is the Bragg-case one based on the Rowland circle principle, 
modified to account for the 3-dimensional nature of the crystal periodicity. This principle relies 
on the well-known property of a circle that an arc segment subtends a constant angle for any point 
on the circle. For a grating this is straightforwardly applied to a focussing spectrometer, but for 
crystals one has the added complication that the incidence angle for the local Bragg plane must 
also be constant. The result was shown by Johansson11 (Fig. 5) to require the radius of curvature to 
be twice the radius of the crystal surface. This can be achieved by a combination of bending and 
machining the crystal. For applications in which the required optical aperture is small, the aberra-
tions introduced by omitting the machining operation are small and quite acceptable.12 Since this 
is a rather difficult operation, it is attractive to avoid it if possible.

Although Fig. 5 shows the symmetrical setting, it is possible to place the crystal anywhere on the 
circle and achieve a (de)magnification other than unity. In this case the surface must be cut at an angle 
to the Bragg planes to maintain the geometry. The Laue case can also be used in a similar arrangement, 
but the image becomes a virtual image (or source). For very short wavelengths (e.g., in a gamma-ray 
spectrometer) the Laue case can be preferable since the size of the crystal needed for a given optical 
aperture is much reduced. In both Laue and Bragg cases, there are changes in the reflection properties 
on bending. Depending on the source and its collimation geometry, and on the asymmetry angle of 
the crystal cut, the bending can improve or degrade the monochromator resolution. Each case must 

FIGURE 3 The ± double-crystal 
x-ray monochromator.

FIGURE 4 Two monolithic double reflectors 
arranged in a high-resolution configuration.

S R

2R

I

FIGURE 5 The Johansson bent/ground focussing 
monochromator. 
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be considered in detail. Again, within the scope of this section we will content ourselves with some 
generalities: 

1. If the angular aperture of the crystal as seen from the source location is large compared to the 
reflectivity profile of the crystal, then the Rowland circle geometry will improve things for the 
Bragg case and the symmetric Laue case. 

2. When the absorption length of the incident radiation becomes large compared to the extinc-
tion distance, then the x rays can travel deep into the bent crystal even in the Bragg case, and the 
deformation means that the incidence angle changes with depth, leading to a broadening of the 
bandpass. 

3. If the bending radius becomes very small, such that the Bragg angle changes more than the 
perfect-crystal reflection width within the extinction depth, then the peak reflectivity will fall 
and the reflection width will increase, and consequently the resolution will deteriorate. 

4. In the asymmetric Laue case, the reflectivity profile width for perfect crystals also depends on 
the curvature,6 and so for strongly collimated beams such as synchrotron radiation sources, the 
bending may well degrade the resolution at the same time as it increases the intensity. 

Arrangements of multiple consecutive curved crystals are unusual, but have found application in 
high-throughput synchrotron radiation (SR) monochromators, where the two-crystal device in Fig. 3 
is modified by placing the first crystal on the Rowland circle and adjusting the convex curvature of the 
second to maximize its transmission of the convergent beam from the first.13 There are also examples 
of combinations of curved Laue and curved Bragg reflectors.14

Another geometry in which the technique of bending a monochromator crystal can be used is 
in the so-called sagittal-focussing geometry.15 This geometry, as its name indicates, has the bending 
radius perpendicular to that in the Rowland-circle geometry, and provides a focussing effect in the 
plane perpendicular to the diffraction plane. In the diffraction plane the crystal behaves essentially as 
though it were flat (Fig. 6). Antielastic bending of the bent crystal can greatly reduce its efficiency, since 
this curvature is in the meridional plane so that parts of the crystal move out of the Bragg-reflection 
range. Attempts to counteract this by using stiffening ribs machined into the plate16 or by making use 
of the elastic anisotropy of single crystals17 have been made, with some success. 
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40.1

40

40.1 INTRODUCTION

Some radiation incident on a linear transmission grating passes straight through (the zero order), 
some is diffracted to one side of the zero order (the positive orders), and some is diffracted to the 
other side (the negative orders). In the first order, the diffraction angle is b = sin–1(l/d) ≈ l/d in the 
small angle approximation; d is the grating period. Thus, for smaller periods, radiation is diffracted 
through larger angles. A circular grating with a constant period would therefore form an axial line 
focus of a point source (Fig. 1a), and the distance from a radial point r on the grating to a point on 
the axis is z = r/tanb ≈ rd/l.

If the period is made to decrease as the radius increases (Fig. 1b) then the distance z can be made 
constant. The grating then acts as a lens in that radiation from a point source is brought to an axial 
focus (Fig. 1c). The positive diffraction orders are now defined as being on the opposite side to the 
source, with the negative orders on the same side.

This is the basis of zone plates, the focusing properties of which depend on

• The relationship between d and r

• The number of zones (For x-ray zone plates the usual convention is that the area between successive 
boundaries is a zone. Strictly speaking, and in keeping with the terminology used for diffraction 
gratings, this area should be called a half-period zone but zone is usually used.)

• The zone heights and profiles

40.2 GEOMETRY OF A ZONE PLATE

Referring to Fig. 1c, radiation from an object point A is brought to a focus, via the zone plate, to an 
image point B. To obtain constructive interference at B the optical path difference between succes-
sive zone boundaries must be ±ml/2, where m is the diffraction order. Thus, for the first order,

a b z z
n

n n a b+ = + + λ
2

  (1)
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40.2  X-RAY AND NEUTRON OPTICS

where n is the zone number, counting outward from the center, and Δ is the optical path difference 
introduced by the central zone of radius r0. For a distant source (an, za→∞ with an– za→ 0) and with

  b z r f rn b n n= + = +2 2
1
2 2   (2)

where rn is the radius of the nth zone and f1 is the first-order focal length, squaring and simplifying 
leads to

  r p f
p

n
2

1

2

2
= +

⎛
⎝⎜

⎞
⎠⎟

λ λ
  (3)

where p = n + 2Δ/l.
For a finite source or object distance Eq. (3) still holds with the addition of higher-order terms in 

l and if the term in l2 is multiplied by (M3+1)/(M+1)3, where M is the magnification. In most prac-
tical cases, terms in l2 and above are negligible and so, to a good approximation,

  r n f f n f rn
2

1 1 1 0
22= + = +λ λΔ   (4)

since, for the central zone, n  =  0 and r f0
2

12= Δ . Equation (4) describes the Fresnel zone plate and, for 
r0 = 0, the Fresnel-Soret zone plate (often referred to as the Fresnel zone plate). The latter is the most 
commonly used, with

  r n f nrn
2

1 1
2= =λ   (5)

The higher-order terms ignored in deriving Eq. (5) result in aberrations. In particular, the term in l2 
describes spherical aberration but only becomes comparable to the first term when n ~ 4f1/l, which 

FIGURE 1 Diffraction by (a) a circular grating of constant period and (b, c) a 
zone plate. (See also color insert.)

(a)

(b) (c)
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ZONE PLATES  40.3

is rarely the case for x-ray zone plates since focal lengths are typically several orders of magnitude 
larger than the wavelength.

Equation (5) shows that the focal length is inversely proportional to the wavelength, so that 
monochromatic radiation with l/Δl ~ N, where N is the total number of zones, is needed to avoid 
chromatic aberration. The area of the nth zone is

  π π λ λ π λ( ) [ ( ) ]r r n f n f fn n
2

1
2

1 1 11− = − − =−   (6)

which is constant, so that each zone contributes equally to the amplitude at the focus if the zone 
plate is evenly illuminated. The width dn of the nth zone is

  d r r n f n f n f
nn n n= − = − − = − −

⎛
⎝⎜

⎞
⎠⎟−1 1 1 1

1

1 1 1
1λ λ λ( )

/22

2

⎡

⎣
⎢

⎤

⎦
⎥ ≈

r

n
n   (7)

leading to an expression for the first-order focal length

  f
r

n

D dn n n
1

2

= ≈
λ λ

  (8)

where Dn is the diameter of the nth zone. If D is the overall zone plate diameter and d is the outer 
zone width then

  f
Dd

1 =
λ

  (9)

Since zone plates are diffractive optics they have many foci, corresponding to different diffrac-
tion orders. The mth-order focus can be described by m zones acting in tandem, so that the effective 
period is md and the focal lengths are given by

  f f m mm = = ± ± ±1 0 1 2 3/ , , , ,…   (10)

Positive values of m give real foci, while negative values give virtual foci and m  =  0 corresponds to 
undiffracted, that is, unfocused radiation.

40.3 ZONE PLATES AS THIN LENSES

The sizes of the focal spots for a point object—the diffraction pattern at a focus—should be deter-
mined by successively adding (for an open zone) and subtracting (for a closed zone) the diffraction 
patterns of circular apertures of radii rn.1 However, when N is large enough (theoretically greater 
than ~100, but in practice much less) a zone plate acts as a thin lens, so that the object, u, and image, 
vm (in the mth order), distances are related by

  
1 1 1
u v fm m

+ =   (11)

and the diffraction pattern at a focus approximates to an Airy pattern.
For a lens of diameter D and focal length f the first zero of the Airy distribution, at a radius 

f tan (1.22l /D), defines the lateral resolution r via the Rayleigh criterion. For a zone plate, using the 
expressions for the focal lengths and the small angle approximation, this gives the resolution in the 
mth order

  ρm

d
m

= 1 22.   (12)
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40.4  X-RAY AND NEUTRON OPTICS

Equation (12) shows that, for high resolution, the outermost zone width must be small and that 
better resolutions can be obtained from higher diffraction orders. However, the lower diffraction 
efficiencies (see Sec. 40.4) in the higher orders can negate this advantage.

The depth of focus Δfm is also determined using the thin lens analogy; for a thin lens Δf = ±2( f/D)2l, 
which, for a zone plate, leads to

  Δf
f

mNm = ±
2

  (13)

40.4 DIFFRACTION EFFICIENCIES OF ZONE PLATES

The zone plate properties discussed so far depend solely on the relative placement of the zone 
boundaries; how much radiation can be focused into the various diffraction orders depends addi-
tionally on the zone heights and profiles.

Amplitude Zone Plates

A full analysis of the efficiency requires taking the Fourier transform of the zone distribution.2 
However, if the zone boundaries are in the correct positions, as discussed above, and for an ampli-
tude zone plate in which alternate zones are totally absorbing or transmitting, a simpler discussion 
suffices. In this case half of the incident radiation is absorbed and half of the rest goes into the 
zeroth, undiffracted, order. The other even orders vanish since the amplitudes from adjacent zones 
cancel. The only orders which contribute are 0, ±1, ±3… and, from symmetry, it is clear that the 
+mth and −mth diffraction efficiencies are equal.

Thus 25 percent of the incident radiation remains to be distributed between the odd orders. The 
peak amplitudes in each diffraction order are equal, but Eq. (12) shows that the focal spot areas 
decrease as m2. Hence, if em is the diffraction efficiency in the mth order,

  0 25 2 2
1

2
81

1
2

1
1

2

. = = =
=

∞

=
∑ ∑ε ε ε π

m
m
m

m
m

m
odd odd

  (14)

so that

  ε ε
π

ε0 2 2
0 25

1
1 3 5 0 2= = = ± ± ± = = ± ±. ; , , , ; ,m mm

m m… 44, .…   (15)

The first order therefore gives the highest focused intensity, but even so it is only ≈ 10 percent 
efficient. If the zone boundaries are displaced from the optimum positions then intensity is distrib-
uted into the even orders, at the expense of the odd, to a maximum of 1/m2p2 (Fig. 2). If the clear 
zones are not totally transmitting but have amplitude transmission A1—because of, for example, 
a supporting substrate—and the other zones have amplitude transmission A2, then the diffraction 
efficiencies are reduced by a factor ( )A A1

2
2
2− .

The multiplicity of diffraction orders means that this type of zone plate must normally be used 
with an axial stop and a pinhole, the order selecting aperture (OSA), as shown in Fig. 3, to prevent 
loss of image contrast. The axial stop, typically with a diameter ≈ 0.4D, reduces the focused intensity 
and the width of the central maximum of the diffraction pattern, while putting more intensity into 
the outer lobes. The pinhole also removes any other wavelengths present, so that zone plates can be 
used as linear monochromators.3

An alternative type of amplitude zone plate, the Gabor zone plate, has, instead of a square wave 
amplitude transmittance T(r), an approximately sinusoidal one

  T r
f

( ) = +
⎡

⎣
⎢

⎤

⎦
⎥

1
2

1 sin
r2

1

π
λ

  (16)
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ZONE PLATES  40.5

The diffraction efficiencies are then 0.25 in the zero order, 1/16 in the positive and negative first 
orders and zero in all other orders; the remaining 5/8 of the incoming intensity is absorbed. The 
OSA is no longer needed, but the central stop is, and the first-order diffraction efficiency is less than 
that for an ordinary amplitude zone plate. Gabor zone plates, with the correct profiles, are also more 
difficult to make.

Phase Zone Plates

If alternate zones can be made to change the phase of the radiation rather than (just) absorbing 
it, then the amplitude at a focus can be increased. In the absence of absorption, a phase change of 
p radians would double the focused amplitude so that the diffraction efficiency in the first order 
would be increased to ≈ 40 percent for rectangular zones. This is not possible for x rays since there 

FIGURE 2 Amplitude zone plate diffraction efficiencies: 
heavy curve, first order; medium curve, second order; light 
curve, third order.
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FIGURE 3 Removal of unwanted diffraction orders by use of 
an axial stop and a pinhole.
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40.6  X-RAY AND NEUTRON OPTICS

is always some absorption, but a significant improvement in diffraction efficiency can be made if 
zones of the correct thickness, determined as in the following analysis,4 are made.

Pairs of adjacent zones contribute equally to the overall amplitude in a given diffraction order, 
and so only one pair needs to be considered. The first zone of a pair is assumed to be open and the 
second has thickness t so that the amplitude is attenuated by a factor exp(−2pbt/l) and the phase is 
retarded by Δf  =  2pd t/l, where d and b are the optical constants defined by the complex refractive 
index

  �n = − −1 δ βi   (17)

The amplitude at the first-order focus from an open zone is

  A Co i /= π   (18)

where C2 = I0 is the intensity incident on the zone pair. From the phase-shifting zone,

  A
C t

p

i
i= − − −

⎛
⎝⎜

⎞
⎠⎟π

φ πβ
λ

exp( )expΔ
2

  (19)

so that the contribution from a pair of zones to the intensity at the focus is

  I A A C
f1

2 2

1 2 2= + = ⎛
⎝⎜

⎞
⎠⎟ + − −o p π

η φ φ[ exp( ) cos expΔ Δ (( )]−η φΔ   (20)

where h = b/d = 2pbt/lΔf. As for a square-wave amplitude zone plate, the focused intensities in the 
higher orders are 1/m2 in the first order, for odd positive and negative values of m. The maximum 
intensities are then determined by differentiating Eq. (20) with respect to Δf,

 
∂

∂
I C

m
fm

( )
[ exp( ) (sin

Δ
Δ Δ

φ π
η η φ φ= =

⎛
⎝⎜

⎞
⎠⎟

− − +0 2 2
2

++ −η φ η φcos )exp( )]Δ Δ  (21)

Equation (21) shows that the optimum phase shift Δfopt is given by the nontrivial solution of

  η η φ φ η φexp sin cosopt opt opt( )− = +Δ Δ Δ   (22)

with two limiting cases h →∞ for an amplitude zone plate and h → 0 for a phase zone plate with no 
absorption. Substituting for h exp(–hΔfopt) in Eq. (21) and dividing by C2 gives the mth-order dif-
fraction efficiency for the optimum phase shift

  ε
π η

φm m
=

⎛
⎝⎜

⎞
⎠⎟

1
2 2

21 +
1

sin
2 optΔ   (23)

The undiffracted amplitudes through the open and phase-shifting zones are

  A
C

A
C

o p opt optu u
i= = − −

2 2
exp( )exp( )Δ Δφ η φ   (24)

so that the zero-order intensity is

  I A A
C

u o p optu u
= + =

⎛
⎝⎜

⎞
⎠⎟

+ − +
2

2

2
1 2 2[ exp( ) cosη φΔ Δφφ η φopt optexp( )]− Δ   (25)
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ZONE PLATES  40.7

leading to the zero-order efficiency 

  ε φ φ
φ

η0

2

0 25 2= + +
⎛
⎝⎜

⎞
⎠⎟

. sin cos
sin

2
opt opt

optΔ Δ
Δ⎡⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

  (26)

Since I0  =  C2 is the intensity incident on a zone pair, I0/2 is transmitted by the open zone and 
(I0/2) exp (−2hΔfopt) by the phase-shifting one, so that the total transmitted intensity is

  I
C

t opt= + −
2

2
1 2[ exp( )]η φΔ   (27)

leading to the total fractional transmitted intensity at the optimum phase shift

  ε
η

φ
η

φt opt opt= − −
⎛
⎝⎜

⎞
⎠⎟

+
⎡

⎣
⎢0 5 2 1

1 1
2

2
2. sin sinΔ Δ

⎤⎤

⎦
⎥   (28)

Figure 4 shows the variation of the zero and first-order diffraction efficiencies as functions of h, and 
Fig. 5 gives an example of the variation of the first-order efficiency with thickness, calculated using 
Eq. (28) for nickel at a wavelength of 3.37 nm. These figures demonstrate the significant enhance-
ment in efficiency possible over that of an amplitude zone plate.

Applying a similar analysis to a Gabor zone plate gives a corresponding increase in the diffraction 
efficiency. Higher efficiencies could be obtained by using zone profiles in which the phase shift varies 
continuously across each zone.5 In the absence of absorption it is then possible, in principle, for any 
given diffraction order to contain 100 percent of the incident intensity. It is not yet possible to make 
such structures at high resolution, but stepped approximations to the profile have demonstrated 
efficiencies of ≈ 55 percent at an energy of 7 keV.6

Volume Effects

In order to achieve the optimum phase shift discussed in the section “Phase Zone Plates,” the zone 
thickness required is

  topt

opt=
Δφ λ

πδ2
  (29)

FIGURE 4 Zero (heavy curve) and first-order (medium 
curve) diffraction efficiencies of a phase zone plate at the opti-
mum phase shift (light curve).
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40.8  X-RAY AND NEUTRON OPTICS

Figure 5 shows that for a nickel zone plate at 3.37 nm, topt is around 170 nm. For high spatial resolu-
tion this means that the aspect ratio, topt/d, is large, and increases for shorter wavelengths. As well as 
the resulting technological problems, the previous discussion of spatial resolution in terms of the 
minimum zone width is no longer valid. The minimum zone width, introduced as the validity crite-
rion of scalar diffraction theory,7 is

  d m tmin opt= λ   (30)

this approximation being in good agreement with rigorous electromagnetic theory and with the 
theory of volume holograms.8 For zones with spacing less than dmin scalar diffraction theory is not 
valid due to multiple diffraction of radiation at the zone plate structure. Thus, for the nickel zone 
plate optimized for a wavelength of 3.37 nm in the first order, the spatial resolution can be no better 
than about 30 nm.

40.5 MANUFACTURE OF ZONE PLATES

Since the spatial resolution is determined primarily by the outer zone width, taking the discussion of 
the section “Volume Effects,” into account, zone plates must have small linewidths, along with large 
areas to provide large apertures and correct zone thicknesses to give optimum efficiencies. In addi-
tion, boundaries must be placed within about 1/3 of the outer zone width to maintain efficiencies 
and focusing properties.9 Electron-beam lithography (EBL), which routinely gives zone plates with 
diameters of around 200 μm and outer zone widths of 25 nm, is now the main method of manufac-
ture but two other techniques—interference (holographic)10 and sputter and slice11 methods—have 
historical significance.

In EBL the zone plate pattern is recorded in a polymer resist such as polymethyl methacrylate, 
followed by etching or electroplating to reproduce the pattern in, for example, nickel with a thick-
ness of ~100 to 200 nm for the best efficiency at a few hundred electronvolts or gold or tungsten 
with thicknesses of ~0.5 to 1 μm for a few kiloelectronvolts.12 Experimental efficiencies are lower 
than the theoretical optimum values due to manufacturing inaccuracies, primarily misplaced zone 
boundaries and profile errors. 
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FIGURE 5 The first-order diffraction efficiency of a 
nickel zone plate at a wavelength of 3.37 nm.
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ZONE PLATES  40.9

40.6 BRAGG-FRESNEL LENSES

As discussed in the preceding sections of this chapter, x-ray zone plates work in transmission. 
However, like gratings they can also be used in reflection, and in this case the resolution-limiting 
effects of high aspect ratios can be alleviated.13 However, since near-normal incidence reflectivities 
are very small, to allow (near) circular symmetry to be maintained in-phase addition of many reflec-
tions is needed, as in crystals and multilayer mirrors. Optics which combine the Bragg reflection of 
crystals or multilayers with the Fresnel diffraction of gratings or zone plates are known as Bragg-
Fresnel lenses.14,15 Their properties may be described by considering combinations of zone plates 
with multilayers or crystals; the generalisation to gratings is obvious.

Properties of Bragg-Fresnel Lenses

The diffraction pattern at a focus is determined as for an ordinary zone plate and the focused inten-
sity is given by the diffraction efficiency combined with the Bragg reflectivity. Spherical waves from 
point sources S1 and S2 (Fig. 6) produce an elliptical interference pattern with S1 and S2 at the foci. 
A slice across the diffraction pattern, perpendicular to the line S1S2, gives the structure of a circular 
transmission zone plate that focuses radiation emitted at S1 to S2 (Fig. 6a). If S1 is moved to infinity 
then the interference pattern becomes parabolic and a standard zone plate is formed.

Taking the slice at an angle to the S1S2 axis produces an elliptical zone plate which forms a 
reflected image of S1 at S2 (Fig. 6b). The reflectivity is enhanced if the reflecting surface is a crystal 
or multilayer, with period d equal to the distance between the peaks of the interference pattern 
(Fig. 6c). Since the Bragg equation must be satisfied, the radiation is monochromatised with a 
bandpass Δl  ~ l/NL, where NL is the number of layer pairs; the monochromaticity requirement of 
the zone plate, l/Δl larger than the number of zones, must also be satisfied.

Defining the origin of the coordinate system to be at the center of lens, with the x and z axes parallel 
to the multilayer and the y axis perpendicular to the multilayers, the amplitude E of the reflected wave is

  E x y r R r rM
l

L

l

( , ) exp ( )= +⎡
⎣⎢

⎤
⎦⎥∫∑

=

2

1

π
λ

i d
Z

  (31)

FIGURE 6 Structure of Bragg-Fresnel lenses. (See also color insert.)
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40.10  X-RAY AND NEUTRON OPTICS

where rM is the peak amplitude reflectivity of the multilayer; the summation is over all layer pairs (l) 
and the integration is over the zone plate structure for each layer pair. If the source is far from the 
lens the distances R and r are given by

  R R x
x

R
y

y

R
r r x

x

r
y

y

r
x
r

y
r

= − − = − − + +1
1

1

1

1
2

2

2

2

2

2

2

2

2 2 22

  (32)

where R x y1 1
2

1
2 1 2= +( ) / is the distance from radiation source at S1(x1, y1) to the center of the lens, and 

r x y2 2
2

2
2 1 2= +( ) /  is the distance from the center of the lens to the focal point S2(x2, y2). Since x varies 

along the multilayer surface and y varies into the multilayer, with y  =  ld at the layer interfaces, x and 
y can be separated and the amplitude at the focal point is

  E S r y
y

R

y

r

y

rM( ) exp2
1

1

2

2

2

2

2

2
= − +

⎛
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  (33)

The summation describes the wavelength-selecting properties of the multilayer and the integral 
describes the focusing property of the zone plate. With

  P
l d

r
ldl = −

⎛
⎝⎜

⎞
⎠⎟

2

2
2

2 2

2
0

π
λ

θsin   (34)

where q0 is the incidence angle giving the maximum reflection at the center of the lens, the summa-
tion reduces to

  G Pl
l

L

=
=
∑exp{ }i

1

  (35)

and the angular distribution of the reflected radiation is given by
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  (36)

Manufacture of Bragg-Fresnel Lenses

Bragg-Fresnel lenses may be made by masking the surface of a multilayer mirror with an absorbing 
zone plate or by etching a zone plate pattern into the multilayer.16 Similar methods can be used for 
crystal based Bragg-Fresnel lenses.17 In order to obtain high efficiencies, phase-modulating effects 
can be used to enhance the efficiency of the zone plate part of the lens. This requires, for example, 
profiling the multilayer or depositing it on an anisotropically etched substrate.

40.7 REFERENCES

 1. A. G. Michette, Optical Systems for Soft X-Rays, New York: Plenum, pp. 170–176 (1986).

 2. A. G. Michette, Optical Systems for Soft X-Rays, New York: Plenum, pp. 178–179 (1986).

 3. B. Niemann, D. Rudolph, and G. Schmahl., “Soft X-Ray Imaging Zone Plates with Large Zone Numbers for 
Microscopic and Spectroscopic Applications,” Opt. Comm. 12:160–163 (1974).

 4. J. Kirz, “Phase Zone Plates for X-Rays and the Extreme UV,” J. Opt. Soc. Am. 64:301–309 (1974).

Bass_v5ch40_p001-012.indd 40.10 9/9/09 3:26:14 PM

DO
 N

OT
 D

UP
LI

CA
TE



ZONE PLATES  40.11

 5. R. O. Tatchyn, “Optimum Zone Plate Theory and Design,” in X-Ray Microscopy, Springer Series in Optical 
Sciences, Heidelberg: Springer, 43:40–50 (1984).

 6. E. Di Fabrizio, and M. Gentili,  “X-Ray Multilevel Zone Plate Fabrication by Means of Electron-Beam 
Lithography: Toward High-Efficiency Performances,” J. Vac. Sci. Technol. B 17:3439–3443 (1999).

 7. A. I. Erko, V. V. Aristov, and B. Vidal, Diffraction X-Ray Optics, Bristol: IOP Publishing, pp. 98–101 (1996).

 8. R. J. Collier, Ch. B. Burckhardt, and L. H. Lin, Optical Holography, New York & London: Academic Press, 
(1971).

 9. M. J. Simpson and A. G. Michette, “The Effects of Manufacturing Inaccuracies on the Imaging Properties of 
Fresnel Zone Plates,” Optica Acta 30:1455–1462 (1983).

 10. P. Guttmann, “Construction of a Micro Zone Plate and Evaluation of Imaging Properties,” in X-Ray 
Microscopy, Springer Series in Optical Sciences, Heidelberg: Springer, 43:75–90 (1984).

 11. D. Rudolph, B. Niemann, and G. Schmahl, “High Resolution X-Ray Optics,” Proc. SPIE 316:103–105 (1982).

 12. P. Charalambous, “Fabrication and Characterization of Tungsten Zone Plates for Multi KeV X-Rays,” AIP
Conf. Proc. 507:625–630 (2000).

 13. A. G. Michette, S. J. Pfauntsch, A. Erko, A. Firsov, and A. Svintsov, “Nanometer Focusing of X-Rays with 
Modified Reflection Zone Plates,” Opt. Commun. 245:249–253 (2005).

 14. V. V. Aristov, A. I. Erko, and V. V. Martynov, “Principles of Bragg-Fresnel Multilayer Optics,” Rev. Phys. Appl. 
23:1623–1630 (1988).

 15. A. Erko, Y. Agafonov, La. Panchenko, A. Yakshin, P. Chevallier, P. Dhez, and F. Legrand, “Elliptical Multilayer 
Bragg-Fresnel Lenses with Submicron Spatial Resolution for X-Rays,” Opt. Commun. 106:146–150 (1994).

 16. A. I. Erko, La. Panchenco, A. A. Firsov, and V. I. Zinenko, “Fabrication and Tests of Multilayer Bragg-Fresnel 
X-Ray Lenses,” Microelectron Eng. 13:335–338 (1991).

 17. A. Firsov, A. Svintsov, A. Erko, W. Gudat, A. Asryan, M. Ferstl, S. Shapoval, and V. Aristov, “Crystal-Based 
Diffraction Focusing Elements for Third-Generation Synchrotron Radiation Sources,” Nucl. Instrum. 
Methods Phys. Res. A 467-468:366–369 (2001).

Bass_v5ch40_p001-012.indd 40.11 9/9/09 3:26:14 PM

DO
 N

OT
 D

UP
LI

CA
TE



This page intentionally left blank.

DO
 N

OT
 D

UP
LI

CA
TE



MULTILAYERS
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Spiller X-Ray Optics
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41.1 GLOSSARY

 ñ = 1 − d + − ib refractive index

 qi grazing angle of propagation in layer i

 ϕi phase at boundary i

 l wavelength

 q x-ray wavevector perpendicular to the surface

 d layer thickness

 Λ multilayer period, Λ = d1 + d2

 D total thickness of the multilayer

 f , 1/f spatial frequency and spatial period along the surface or boundary

 rnm, tnm amplitude refl ection and transmission coeffi cients

 PSD 2-dimensional power spectral density

 a ( f ) roughness replication factor

41.2 INTRODUCTION

The reflectivity of all mirror materials is small beyond the critical grazing angle, and multilayer 
coatings are used to enhance this small reflectivity by adding the amplitudes reflected from many 
boundaries coherently, as shown in Fig. 1. Multilayers for the VUV and x-ray region can be seen as 
an extension of optical coatings toward shorter wavelengths or as artificial one-dimensional Bragg 
crystals with larger lattice spacings Λ than the d-spacings of natural crystals (see Chap. 39). In con-
trast to the visible region, no absorption-free materials are available for wavelengths l < 110 nm. In 
addition, the refractive indices of all materials are very close to one, resulting in a small reflectance 
at each boundary and requiring a large number of boundaries to obtain substantial reflectivity. For 
absorption-free materials a reflectivity close to 100 percent can always be obtained, independent 
of the reflectivity r of an individual boundary by making the number of boundaries N sufficiently 

41.1

41
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41.2  X-RAY AND NEUTRON OPTICS

large, N r >> 1. Absorption limits the number of periods that can contribute to the reflectivity in a 
multilayer to

 max

sin
N =

2

2θ
πβ

 (1)

where b is the average absorption index of the coating materials. Multilayers became useful for 
Nmax >> 1, and very high reflectivities can be obtained if Nmax is much larger than Nmin = 1/r , the 
number required for a substantial reflectivity enhancement.

The absorption index b is in the order of 1 for wavelengths around 100 nm and decreases to very 
small values at shorter wavelengths in the x-ray range. Materials that satisfy the condition Nmax > 1 
become available for l < 50 nm. For l < 20 nm, in wavelength regions not too close to absorption edges, 
b decreases rapidly with decreasing wavelength; b ∝ l3. The reflected amplitude r from a single boundary 
also decreases with wavelength, albeit at a slower rate as r ∝ l2, and one can compensate for this decrease 
by increasing the number of boundaries or periods N in a multilayer stack, by using N ∝ 1/l2. With this 
method reflectivities close to 100 percent are theoretically possible at very short wavelengths in the hard 
x-ray range. A perfect crystal showing Bragg reflection can be seen as a multilayer that realizes this high 
reflectivity, with the atomic planes located at the nodes of the standing wave within the crystal. 

The condition that all periods of a multilayer reflect in phase leads to the Bragg condition for the 
multilayer period Λ,

 m =
m m

/
λ θ λ

θ
λ

θ δ
= ⇒ ≈

−
2

1 2 2
Λ Λsin

sin sin sin2 2 0 0θθ
 (2)

where q is the effective grazing angle of propagation within the multilayer material, and q0 the cor-
responding angle in vacuum. The refraction correction represented by the square root in Eq. (2) 
becomes large for small grazing angles, even for small values of d. The path difference between 
the amplitude maxima from adjacent periods is ml, and multilayers are most of the time used in 
order m = 1. The shortest period Λ for good multilayer performance is limited by the quality of the 
boundaries (the roughness s should be smaller than Λ/10) and this quality is in turn limited by the 
size of the atoms for noncrystalline materials. Practical values for the shortest period are around 
Λ = 1.5 nm. Thus the high reflectivities that are theoretically possible for very hard x rays can only 
be realized with multilayers of periods Λ > 1.5 nm, which must be used at small grazing angles. By 
introducing the momentum transfer q at reflection,

 q = ni i

4
sin

π
λ

θ�  (3)

bn–1an–1

an bn

n

n + 1

FIGURE 1 Two layers and their boundaries in a mul-
tilayer structure with the incoming wave amplitudes an and 
reflected amplitudes bn in each layer.
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MULTILAYERS  41.3

We can express the condition Λ > 1.5 nm as |q| < 4 nm−1. It is convenient to introduce the variable 
q in x-ray optics because, as long as the x-ray wavelength is not to close to an absorption edge, the per-
formance of optical components is determined mainly by q and not by the specific values of l and q. 

Attempts to observe x-ray interference from thin films started around 1920; by 1931 Kiessig1 
observed and analyzed the x-ray interference structure from Ni films. Multilayer structures produced 
around 19402 lost their x-ray reflectivity due to diffusion in the structure, and this fact became a tool 
to measure small diffusion coefficients.3–5 The usefulness of multilayers for normal incidence optics 
in the XUV and EUV was recognized in 1972.6 The deposition processes to produce these structures 
were developed by many groups in the next two decades. Today multilayer telescopes on the orbiting 
observatories SOHO and TRACE provide high-resolution EUV pictures of the solar corona (see 
http://umbra.nascom.nasa.gov/eit/ and http://vestige.lmsal.com/TRACE/). Cameras with multilayer 
coated mirrors for the EUV are a main contender for the fabrication of the next generation of com-
puter chips, and multilayer mirrors are found at the beamlines of all synchrotron radiation facilities 
and in x-ray diffraction equipment as beam deflectors, collimators, filters, monochromators, polariz-
ers, and imaging optics. (See Ref. 7 and Chaps. 28, 43 to 46, and 54 in this volume for more details.)

41.3 CALCULATION OF MULTILAYER PROPERTIES

The theoretical treatment of the propagation of x rays in layered structures does not differ from that 
for other wavelength regions as discussed by Dobrowolski in Chap. 7 in Vol. IV of this Handbook 
and in many textbooks and review articles. At the boundary of two materials or at an atomic plane 
an incident wave is split into a transmitted and reflected part and the total field amplitude in the 
structure is the superposition of all these waves. Figure 1 sketches two layers as part of a multilayer 
and the amplitudes of the forward an and backward bn running waves in each layer. The amplitudes 
in each layer are coupled to those of the adjacent layers by linear equations that contain the ampli-
tude transmission tn,m and reflection coefficients rnm,

 

a a t e b e r

b a r

n n n n
i

n
i

n n

n n n n

n n= +

= +

− − −

+

1 1
2

1
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+ +
+

1 1
1ϕ

,  (4)

The phase delay ϕn due to propagation through layer n of thickness d and angle qn from grazing 
incidence is given by

 n n nndϕ
π
λ

θ=
2 � sin  (5)

and the transmitted and reflected amplitudes at each boundary are obtained from the Fresnel equations

 n n
n n

n n

r
q q

q q, +
+

+
=

−
+1

1

1

 (6)

 n n
n

n n

t
q

q q, +
+

=
+1

1

2
 (7)

with the q values as defined in Eq. (3) for s-polarization and qi = (4p/lñi) sin qi for p-polarization.
Matrix methods8,9 are convenient to calculate multilayer performance using high-level software 

packages that contain complex matrix manipulation. The transfer of the amplitudes over a boundary 
and through a film is described by 9

 i

i i i

i
i ,i

i

i
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e r ei i⎛
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41.4  X-RAY AND NEUTRON OPTICS

and the transfer between the incident medium (i = 0) and the substrate (i = n + 1) by

 0

0

1

1

1

1

1

1a
b

M

t
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i

i n

i

i

i n
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n
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11b
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⎜
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⎟
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 (9)

with the matrices Mi as defined in Eq. (8). For incident radiation from the top (bn+1 = 0) we can 
calculate the reflected and transmitted amplitudes from the elements of the product matrix mij as 

 
r b a m m

t a an i i

ML

ML

/ /

/

= =
= =+

0 0 21 11

1 0 ( ,Π ++t m1 11)/  (10)

The reflected intensity is RML = rML rML
∗ and the transmitted intensity TML = tML tML

∗ (qn−1/q0) with 
the q values of Eq. (3). 

In another convenient matrix formalism due to Abeles each matrix contains only the parameters 
of a single film;8,10 however, the transfer matrix method given earlier9 is more convenient when one 
wants to include the imperfections of the boundaries.

The achievable boundary quality is always of great concern in the fabrication of x-ray multilayers. 
The first effect of boundary roughness or diffusion is the reduction of the reflected amplitude due to 
dephasing of the contributions from different depth within the boundary layer. If one describes the 
reflected amplitude r (z) as a function of depth by a Gaussian of width s, one obtains a Debye-Waller 
factor for the reduction of boundary reflectivity,

 r r q qo/ exp ( . )= − 0 5
1 2

2σ  (11)

where r0 is the amplitude reflectivity for a perfect boundary and the q values are those of the films on 
either side of the boundary.7,11–14 Reducing the amplitude reflection coefficients in Eq. (8) by the Debye-
Waller factor of Eq. (11) gives a good estimate of the influence of boundary roughness on multilayer 
performance. The roughness s has by most authors been used as a fitting parameter that characterizes a 
coating. Usually the Debye-Waller factor is given for the intensity ratio [absolute value of Eq. (11) squared] 
with the vacuum q-values for both materials (refraction neglected). The phase shift in Eq. (11) due to the 
imaginary part of q produces a shift of the effective boundary toward the less absorbing material. 

For a boundary without scattering (gradual transition of the optical constants or roughness at 
very high spatial frequencies) the reduction in reflectivity is connected with an increase in transmis-
sion according to t12 t21 + r12

2  = 1. Even if the reflectivity is reduced by a substantial factor, the change in 
transmission can in most cases be neglected, because reflectivities of single boundaries are typically in 
the 10−4 range and transmissions close to one. Roughness that scatters a substantial amount of radia-
tion away from the specular beam can decrease both the reflection and transmission coefficients, and 
the power spectral density (PSD) of the surface roughness over all relevant spatial frequencies has to 
be measured to quantify this scattering.

It is straightforward to translate Eqs. (4) to (11) into a computer program, and a personal computer 
gives typically a reflectivity curve of a 100 layer coating for 100 wavelengths or angles within a few seconds. 
Multilayer programs and the optical constants of all elements and of many compounds can be accessed 
on (http://www-cxro.lbl.gov) or downloaded15 (www.rxcollc.com/idl)(see Chap. 36). The first site also 
has links to other relevant sites, and the Windt programs can also calculate nonspecular scattering.

41.4 FABRICATION METHODS AND PERFORMANCE

Multilayer x-ray mirrors have been produced by practically any deposition method. Thickness errors 
and boundary roughness are the most important parameters; they have to be kept smaller than Λ/10 
for good performance. Magnetron sputtering, pioneered by Barbee,16 is most widely used: sputtering 
systems are very stable, and one can obtain the required thickness control simply by timing. The same 
is true for Ion beam deposition systems.17 Thermal evaporation systems usually use an in situ soft x-ray 
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MULTILAYERS  41.5

reflectometer to control the thickness and an additional ion gun for smoothing of the boundaries.18–21 
In the “quarter wave stack” of multilayer mirrors for the visible, all boundaries add their amplitudes 
in-phase to the total reflectivity, and each layer has the same optical thickness and extends between a 
node and an antinode of the standing wave generated by the incident and reflected waves. To mitigate 
the effect of absorption in the VUV and x-ray region one first selects a “spacer” material with the lowest 
available absorption and combines it with a “reflector” layer with good contrast with the optical con-
stants of the spacer. The optimum design minimizes absorption by reducing the thickness of the reflec-
tor layer and by attempting to position it close to the nodes of the standing wave field, while for the 
spacer layer the thickness is increased and it is centered around the antinodes. The design accepts some 
dephasing of the contributions from adjacent boundaries and the optimum is a compromise between 
the effects of this dephasing and the reduction in absorption. The best values for g = dh/Λ are between 
0.3 and 0.4.7,22,23 Optimum multilayers for longer x-ray wavelengths (l > 20 nm) are quasiperiodic, as 
shown in Fig. 2, with decreasing g  from the bottom to the top of a multilayer stack. One always attempts 
to locate the stronger absorber close to the nodes of the standing wavefield within the coating to reduce 
absorption, and the absorption reduction is greater near the top of the stack where the standing wave 
between incident and reflected radiation has more contrast.6

The paper by Rosenbluth23 gives a compilation of the best multilayer materials for each photon 
energy in the range from 100 to 2000 eV. Absorption is the main performance limit for multilayers of 
larger period Λ > 80 nm used at longer wavelength near normal incidence. In this region it is impor-
tant to select the material with the smallest absorption as the first component of a structure (usually 
a light element at the long wavelength side of an absorption edge) and the absorption of this mate-
rial becomes the main limit for the multilayer performance. A list of materials of low absorption at 
selected wavelengths with their values for b and Nmax is given in Table 1.

Boundary Quality

The quality of the boundary is the main limitation for the performance of a multilayer with short periods. 
Roughness of a boundary scatters radiation away from the specular beam and reduces both reflectivity 
and transmission at each boundary. Diffusion of the two materials at a boundary (or roughness at very 
high spatial frequencies that scatter into evanescent waves) also reduces the reflectivity but can increase 
the transmission. Deposition at high energy of the incident materials enhances relaxation of atoms of 
the growing surface and reduces roughness but also increases diffusion at the boundary. For each set 
of coating materials the deposition energy for the best compromise has to be found. A good solution is 
to separate the two problems, depositing each film at low energy to minimize diffusion and then pol-
ishing the top of each layer after the deposition. Examples are thermal deposition of each layer and ion 
polishing after deposition,24 or low-energy deposition at the start of each layer and higher energy near 
the top.25 Polishing of thin films by an ion beam has also been used to remove defects from the sub-
strates of masks in EUV lithography. In a Mo/Si multilayer one can either deposit a thicker Si film than 

d1

q

Λ

q

d2

FIGURE 2 A quasiperiodic multilayer. The individual 
layer thicknesses change while the sum Λ remains constant.
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41.6  X-RAY AND NEUTRON OPTICS

needed and etch the excess thickness away with the ion beam or use a more agressive deposition/etch 
process on the Si substrate before the multilayer reflecting coating is applied.26

Most good multilayer systems can be described by a simple growth model: particles or atoms arrive 
randomly and can relax sideways to find locations of lower energy. The random deposition produces 
a flat power spectrum at low frequencies for the surface roughness with most of the roughness at very 
high spatial frequencies. The relaxation then reduces roughness at the highest spatial frequencies. 

Roughness is characterized by a power spectral density (PSD) such that the intensity of the scat-
tered light is proportional to the PSD. Consistent values for the PSD can be obtained by atomic force 
microscopy and from scatter measurements.27–29 The roughness height s from the spatial frequency 
range from f1 to f2 is related to the PSD by

 2 2

1

2

σ π= ∫
f

f

f fdfPSD( )  (12)

We assume that the surface is isotropic in f and the roughness in Eq. (12) is obtained by integrating 
over rings with area 2p fdf. During the development phase of multilayer x-ray mirrors it was fortuitous 
that practically perfect smooth substrates were available as Si wafers, float glass, and mirrors fabricated 
for laser gyros. The 2-dimensional power spectral density (see Chap. 8 by Eugene L. Church and Peter Z. 
Takacs in Vol. I and Chap. 44 of this volume) of a film on a perfectly smooth substrate is given by7,30–32

 PSD( , )
exp ( )

q d
l dq

l qs
r
n

s
n

r
n

s
n

=
− − −

−Ω
1 2

2

1

1
 (13)

TABLE 1 Absorption Index b and Nmax for the Largest q 
Values (Normal Incidence for l > 3.15 nm and sin q = l/p for 
l < 3.14 nm) of Good Spacer Materials near Their Absorption 
Edges and Absorption of Some Materials at l = 0.154 nm

 ledge (nm) b Nmax

Mg-L 25.1 7.5 × 10−3 21
Al-L 17.1 4.2 × 10−3 38
Si-L 12.3 1.6 × 10−3 99
Be-K 11.1 1.0 × 10−3 155
Y-M 8.0 3.5 × 10−3 45
B-K 6.6 4.1 × 10−4 390
C-K 4.37 1.9 × 10−4 850
Ti-L 3.14 4.9 × 10−4 327
N-K 3.1 4.4 × 10−5 3,580
Sc-L 3.19 2.9 × 10−4 557
V-L 2.43 3.4 × 10−4 280
O-K 2.33 2.2 × 10−5 3,980
Mg-K 0.99 6.6 × 10−6 2,395
Al-K 0.795 6.5 × 10−6 1,568
Si-K 0.674 4.2 × 10−6 1,744
SiC 0.674 6.2 × 10−6 1,182
TiN 3.15 4.9 × 10−4 327
Mg2Si 25.1 7.4 × 10−3 21
Mg2Si 0.99 6.8 × 10−6 2,324
Be 0.154 2.0 × 10−9 189,000
B 0.154 5.7 × 10−9 67,450
C 0.154 1.2 × 10−8 32,970
Si 0.154 1.7 × 10−7 5,239
Ni 0.154 5.1 × 10−7 750
W 0.154 3.9 × 10−6 98
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MULTILAYERS  41.7

where Ω is the particle volume, lr is a relaxation length, d is the total thickness of the coating, and f 
a spatial frequency on the surface. The parameter n characterizes the relaxation process; n = 1 indi-
cates viscous flow, 2 condensation and re-evaporation, 3 bulk diffusion, and 4 surface diffusion. 
Equation (13) yields the flat PSD of the random deposition with roughness s ∝ √d for small spatial 
frequencies and a power law with exponent n that is independent of thickness at high spatial fre-
quencies. Roughness is replicated throughout a stack with a replication factor

 a f l d qr
n

s

n
( ) exp ( )= − −1  (14)

so that the PSD of a film on a substrate has a power spectral density PSDtot 

 
tot film sub

PSD PSD PSD= + 2
a  (15)

The growth parameters of some multilayer structures are given in Table 2.33 Note that the rough-
ness values in the last column do not include contributions from spatial frequencies f > 0.25 nm−1 and 
from diffuse transition layers. These values have to be added in the form stot

2  = s 1
2 + s 2

2 in Eq. (11) for 
the calculation of the reflectivity.

High-Reflectivity Mirrors

A compilation of the reflectivities of multilayers obtained by different groups can be found at 
www-cxro.lbl.gov/multilayer/survey.html. The highest normal incidence reflectivities, around 70 percent, 
have been obtained with Mo/Be and Mo/Si wavelengths around l = 11.3 and 13 nm, near the absorption 
edges of Be and Si.34 The peak reflectivity drops at longer wavelengths due to the increased absorption. 
At shorter wavelengths, roughness becomes important and reduces the reflectivity of normal incidence 
mirrors. One can, however, still obtain very high reflectivity at short wavelengths by keeping the multi-
layer period above 2 nm and using grazing angles of incidence to reach short wavelengths.

For hard x rays, where Nmax is very much larger than the number, Nmin~1/r needed to obtain good 
reflectivity, one can position multilayers with different periods on top of each other (depth-graded 
multilayers, as shown in Fig. 3) to produce a coating with a large spectral or angular bandwidth. 
Such “supermirrors” are being proposed to extend the range of grazing incidence telescopes up to the 
100 keV.35,36 “Supermirrors” are common for cold neutrons where absorption-free materials are 

TABLE 2 Growth Parameters of Multilayer Systems∗

System Λ(nm) N Ω(nm3) lr (nm) n d (nm) s  (nm)

Co/C 3.2 150 0.016 1.44 4 480 0.14
Co/C 2.9 144 0.016  1.71 4  423 0.12
Co/C 2.4 144 0.016 1.14 4  342 0.15
Co/C 3.2 85 0.016 1.71 4  274 0.19
Mo/Si 7.2 24 0.035 1.71 4  172 0.14
Ni/C (a) 5.0 30 0.035 1.71 4  150 0.14
W/B4C (b) 1.22 350 0.01 1.22 4  427 0.10
W/B4C (b) 1.78 255 0.018 1.22 3  454 0.12
Mo/Si (c) 6.8 40 0.035 1.36 4  280 0.19
Mo/Si (d) 6.8 40 0.055 1.20 2 280 0.12
Si in Mo/Si (c) 6.8 40 0.02 1.36 4 280 0.14
Mo in Mo/Si (c) 6.8 40 0.5 1.36 4 280 0.23

∗Multilayer period Λ, number of periods N, growth parameters Ω, lr, and n, total thickness d, and roughness s of the multilayer 
film calculated for a perfectly smooth substrate within the spatial frequency range f = 0.001 − 0.25 nm−1.

Coating (a) produced by dual ion beam sputtering courtesy of J. Pedulla (NIST), (b) of  Y.  Platonov (Osmic). Data for Mo/Si 
produced by magnetron sputtering (c) from Ref. 36, and ion beam sputtering (d) from P. Kearney and D. Stearns (LLNL). Parameters 
are the average value for both coating materials, for sputtered Mo/Si we give also the parameters for Mo and Si separately.
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41.8  X-RAY AND NEUTRON OPTICS

available.37 The low absorption for hard x rays makes it also possible to produce coatings with very 
narrow bandwidth. The spectral width is determined by the effective number of periods contributing 
to the reflectivity, l /Δl = Neff . Reducing the reflectivity from a single period, for example, by using a 
very small value of g  = dH /Λ, allows radiation to penetrate deeper into the stack, allowing more layers 
to contribute, thus reducing the bandwidth.7

Mulltilayer Coated Optics

Multilayers for imaging optics usually require a lateral grading of the multilayer period Λ across the face 
of the optic to adapt to the varying angle of incidence according to Eq. (2), as shown in Fig. 4. Many 
methods have been used to produce the proper grading of the multilayer period during deposition, 
among them shadow masks in front of the rotating optics, substrate tilt, speed control of the platter that 
moves the optics over the magnetrons, and computer-controlled shutters.38–44 The reproducibility that 
has been achieved in EUV lithography from run to run is better than 0.1 percent. Multilayer mirrors 

d1

Λ1

Λ1

Λ1

Λ2

Λ2

Λ2

d2

FIGURE 3 A depth-graded multilayer. The repeat 
distance Λ changes with depth. (The change can be abrupt, 
as shown, or more gradual.)

q2q2
q1

q1

FIGURE 4 Laterally graded multilayer.
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MULTILAYERS  41.9

with a linear grading of the thickness on parabolically bent Si wafers are commercially available 
(e.g. www.rigaku.com/optics/index.html) and are being used as collimators in x-ray diffraction experiments 
at l  = 0.154 nm. At this wavelength the reflectivity is over 75 percent and the flux to the diffractometer 
can be increased by about an order of magnitude.46

It is still a challenge to produce figured substrates that have both good figure and finish in the 0.1-nm 
range.47 Multilayer mirrors can remove high spatial roughness with spatial periods of less than 50 nm 
and graded coatings can be used to correct low-order figure errors; however, mirrors that do not meet 
specifications for high resolution imaging usually have considerable roughness at spatial frequencies 
between these limits that cannot be modified by thin films.33

Diffraction-limited performance of multilayer coated mirrors has been achieved in the cameras 
for EUV lithography. The mirrors of these cameras usually require lateral grading of the layer thick-
ness due to the change of the angle of incidence over the surface of a mirror. These graded coatings 
modify the shape of the mirror by two components: the total thickness of the multilayer and the shift 
in the phase of the reflected wave. The two effects have opposite sign in their sensitivity to thickness 
errors, and for the mirrors used in EUV lithography around l = 13.5 nm the total error in the figure 
is around 75 percent of the error produced by an error in the multilayer thickness alone. After sub-
tracting the changes that can be compensated by alignment the remaining figure error added by the 
coating is well below 0.1 nm.48,49

Polarizers and Phase Retarders

The Brewster angle in the VUV and x-ray region occurs close to 45° for all materials, so all reflectors 
used near 45° are effective polarizers. Multilayer coatings do not change the ratio of the reflectivi-
ties for s- and p-polarization, but enhance the reflectivity for s-polarization to useful values.50,51 The 
reflectivity for p-polarization at the Brewster angle is zero for absorption-free materials but increases 
with absoption. Therefore the achievable degree of polarization is higher at shorter wavelengths 
where absorption is lower. Typical values for the reflectivity ratio Rs/Rp are 10 around l = 30 nm and 
over 1000 around l = 5 nm.

It is not possible to design effective 90° phase retarding multilayer reflectors with high reflectivity 
for both polarizations. The narrower bandwidth of the reflectivity curve for p-polarization allows 
one to produce a phase delay at incidence angles or wavelengths that are within the high reflectiv-
ity band for s- but not for p-polarization; however, because of the greatly reduced p-reflectivity of 
such a design, one cannot use them to transform linear polarized into circular polarized radiation.52 
Multilayers used in transmission offer a better solution. Near the Brewster angle p-polarized radiation 
is transmitted through a multilayer structure without being reflected by the internal boundaries and 
has a transmission determined mainly by the absorption in the multilayer stack. A high transmission 
for s-polarization is also obtained from a multilayer stack that is used off-resonance near a reflectivity 
minimum or transmission maximum. However, the transmitted radiation is delayed due to the inter-
nal reflection within the multilayer stack. Calculated designs for wavelength of 13.4 nm53–56 produce 
a phase retardation of 80° at a grazing angle of 50°. One can tune such a phase retarder in wavelength 
by producing a graded coating or by using different incidence angles.57 A 90° phase retarder is pos-
sible with high-quality multilayers that can obtain peak reflectivities above 70 percent. Boundary 
roughness reduces the phase retardation because it reduces the effective number of bounces within 
the structure. The maximum phase retardation measured at x-ray wavelengths l < 5 nm are in the 
10° range.58

41.5 MULTILAYERS FOR DIFFRACTIVE IMAGING

The development of free electron lasers (FELs) for x rays promises imaging at high resolution of gen-
eral specimens; the specimens do not have to be crystallized. An image of the specimen is reconstructed 
from diffraction patterns produced by powerful, short coherent pulses. The specimen is destroyed 

Bass_v5ch41_p001-012.indd 41.9 9/18/09 2:57:37 PM

DO
 N

OT
 D

UP
LI

CA
TE



41.10  X-RAY AND NEUTRON OPTICS

by the radiation, but the diffraction pattern recorded during the short pulse represents the specimen 
before it explodes. Thousands of such diffraction patterns from identical specimens at different rota-
tion angles are needed for a high-resolution 3-D reconstruction of the specimen. Multilayer mirrors 
have been used to safely direct the diffracted radiation to the detector, transmitting the direct beam 
through a hole in the center and suppressing the light produced by the exploding specimen (Fig. 5). 
The thickness of the layers in the multilayer mirror is graded in such a way as to reflect only the wave-
length of the incident beam at the correct angle to the detector. First experiments by Chapman et al.59,60 
have demonstrated the principle using EUV radiation, but considerable challenges remain to transfer 
the technique to the x-ray region and to interesting 3-D specimen. (See Chap. 27.)
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ABSTRACT

Multilayer Laue lenses (MLLs) have the potential to provide hard x-ray beams focused to unprec-
edented dimensions that approach the atomic scale. A focus of 5 nm or below is on the horizon. 
We review the diffraction theory as well as the experimental results that support this vision, and we 
present reasons to prefer harder x rays in attempting to achieve this goal. 

42.1
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42.2  X-RAY AND NEUTRON OPTICS

42.1 INTRODUCTION

Soon after he discovered x rays and explored their strong penetrating power, William Roentgen 
also found that they were only very weakly deflected. That is, the new rays traveled almost straight 
through the materials Roentgen put in front of them.1 Small angular deflections via refraction arise 
from a value of the index refraction close to that of the vacuum. In the case of x rays, the index of 
refraction of any material is only slightly smaller than unity.2 Just as for other electromagnetic radia-
tion, focusing of x rays inherently involves deflecting the rays, that is, deflecting the Poynting vector 
of wavefronts. The consequence of this fundamental property of matter, namely, that the index of 
refraction for x rays is almost unity, implies that x rays are very difficult to focus to dimensions 
approaching the x-ray wavelength. (Here we consider a typical x-ray wavelength as 1.24 nm, cor-
responding to an x-ray energy of 1 keV, which we take as the border between soft and hard x rays.) 
The numerical aperture (NA) can be increased by placing many refractive lenses in series, and the 
net effect can approach the sum of the NAs of the individual lenses.3,4 However, we concentrate in 
this review on another means of achieving high NA by employing Bragg diffraction. For Bragg dif-
fraction from crystals, an angle of 45° is not unusual. If a lens can be made that employs diffraction 
to approach this Bragg angle, it would come close to a NA of unity. A multilayer Laue lens (MLLs), 
shown schematically in Fig. 1, is an optic that can, in principle, achieve high diffraction angles, and 
correspondingly large NA, efficiently. The diffracted beam is transmitted through the lens. When 
crystal diffraction occurs in transmission the diffraction geometry is known as a Laue case,5 and, 
analogously, the name of Max von Laue was used to name this type of lens.

The Rayleigh criterion is well known in classical optics and determines the diffraction-limited 
focus of a lens. In the focal plane this limit corresponds closely to the distance d of the first minimum 
of the Fraunhoffer diffraction pattern of the lens aperture from the optical axis, 

 d = a [l/NA] (1)

where l is the wavelength and a is a constant on the order of unity. For two-dimensional focusing 
by a round lens a equals 0.61, whereas for a linear (or rectangular) lens, a equals 0.5.6 Since hard 

NA

FIGURE 1 Multilayer Laue lens. A wedged version is shown. A local Bragg 
angle is made between incoming x rays and multilayer interfaces. The numerical 
aperture (NA) is shown.
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NANOFOCUSING OF HARD X-RAYS WITH MULTILAYER LAUE LENSES  42.3

x rays have wavelengths at or near atomic dimensions, focus sizes approaching atomic dimensions 
are thereby, in principle, feasible for values of the NA near unity. 

If one can fabricate the layers in an MLL with control over the layers that is of atomic dimensions, 
one should be able to achieve a focus approaching atomic dimensions.7–9 Such control is available with 
several thin-film techniques, such as magnetron sputtering, atomic layer deposition,10 and many types 
of epitaxy.11 However, there are other important factors to be considered in choosing the deposition 
technique, as discussed below. To date, only magnetron sputtering has been shown to allow one to use-
fully deposit a very large number of total zones as required for a useful linear Fresnel zone plate.

We note that phase-reversal zone plates that focus x rays have been designed since 1974,12 and 
that these are also diffractive optics (see Chap. 40). In principle, zone plates made by the traditional 
photolithographic steps are also capable of very large NAs. However, in practice, the photolithographic 
process is limited to maximum aspect ratios of ~20. That is, for an outermost zone width of 1 nm, the 
depth of the zone plate cannot be larger than ~20 nm. (See Fig. 2 for the definition of the dimension 
of a zone plate or MLL that we presently refer to as the depth.) This situation limits the efficiency very 
severely for hard x rays. 

The efficiency of phase zone plates depends on the phase shift difference of waves transmitted 
through adjacent zones. If absorption losses can be ignored, the x-ray waves propagating through 
adjacent zones should be perfectly out of phase in order to achieve maximum efficiency.12 The phase-
shift difference increases both with an increasing index of refraction contrast between adjacent zones 
as well as with increasing zone plate depth. The index of refraction contrast is a function of the wave-
length of the x rays and, aside from absorption edges, decreases with decreasing x-ray wavelength, that is, 
with increasing energy. Consequently, zone plates designed for optimum efficiency at high energies 
must have an increased depth compared to ones designed for optimum efficiency at low energies in 
order to compensate for the reduced index of refraction contrast at high energies. This is the funda-
mental reason that efficient focusing of hard x rays requires zone plates with very large aspect ratios. 
Although zone plates have been stacked on one another with some success,13 the MLL technology 
provides essentially limitless aspect ratios since practically any lens thickness can be chosen. We note 
that an aspect ratio of 2000 has been demonstrated recently.14

(a)

Depth

rn

w

(b) (c)

FIGURE 2 Three different types of MLLs. (a) Flat, equivalent to a lin-
ear Fresnel zone plate, in which the interfaces are parallel to an the optical 
axis. Here a Bragg condition is not satisfied. (b) Ideal (also called wedged), as 
in Fig. 1, in which each interface is angled so as to meet its own local Bragg 
condition. (c) Tilted, in which a flat case lens is split into two halves, each 
of which is tilted to an angle.  This angle is set to meet a Bragg condition 
for one of the multilayer pair spacings within the lens. The optical depth 
dimension w and the “radius” to the nth zone rn are shown. (Reprinted from 
Ref. 9. Copyright 2006, with permission from the American Physical Society.  
http://link.aps.org/abstract/PRL/v96/e127401.)
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42.4  X-RAY AND NEUTRON OPTICS

As first explored by Maser and Schmahl15 and as discussed below, MLLs can also be used in a novel 
diffractive mode by fulfilling the Bragg condition for Laue-case diffraction from layers. This innova-
tive idea is implemented by tilting the layers to the Bragg angle, and has the consequence that effi-
ciencies are greatly enhanced and wavefront aberrations minimized. Unlike the case for “thin” zone 
plates,12 a regime of diffraction known as volume diffraction, akin to x-ray dynamical diffraction in 
crystals, is needed to model the performance of MLLs.15 A key result of this theoretical description is 
that efficiencies in the range of 60 to 70 percent can be achieved. Furthermore, wavefront aberrations 
can be kept to a level where the Rayleigh resolution can be achieved. For hard x rays, lens thicknesses 
of tens of micrometers are needed for optimum efficiency. This implies that aspect ratios of 10,000 
or larger are needed for a lens capable of focusing x rays to 1 nm. MLLs offer the promise that such a 
focus can actually be achieved with excellent diffraction efficiency. 

42.2 MLL CONCEPT AND VOLUME 
DIFFRACTION CALCULATIONS

MLLs are made by deposition of bilayers as shown schematically in Fig. 2. As shown in Fig. 2a, a 
“flat” MLL can be viewed as a linear Fresnel zone plate made by deposition of bilayers. The zone 
positions rn must follow the well-known zone plate law given by12

rn
2 = n l f + n2l2/4 (2)

Here l is the x-ray wavelength and f is the focal length. The second term on the right can be omitted 
when nl << 4f, which is still a good approximation for MLLs designed for angstrom wavelengths 
and millimeter focal lengths, which are the primary subject of this review. The bilayer pair must a 
have significant contrast in charge density resulting in a significant phase and/or intensity difference 
upon x-ray wave transmission, as in the case of a thin lens,12 as well as a significant structure factor 
for local diffraction as a result of satisfying the Bragg condition given by 

l = 2 (2Δrn) sin(qn) (3)

where Δrn = (rn − rn−1) is the spacing between two successive interfaces. (We note that this equation 
is for first-order Bragg diffraction. For the sake of simplicity we have not denoted higher orders of 
diffraction.) 

Arranging the diffraction geometry so that 2Δrn acts as the Bragg spacing is an essential innovation 
relative to normal zone-plate usage and theory. Such a diffraction geometry is shown in Fig. 2c, which 
is called tilted. It is achieved by oppositely tilting the two halves to some angle. Normal x-ray zone 
plates are illuminated parallel to the axis of the zone plate. Their properties are well described by a 
theory that treats the waves at the exit surface, after accounting for a phase shift and absorption upon 
transmission through the bilayers, as sources of wavelets in a Huygens construction. These wavelets 
then propagate to form the focus.12 This is known as the thin-lens case. The thin-lens treatment fails 
when multiple scattering of x rays takes place inside the MLL. If that occurs, dynamical diffraction 
approaches have to be used, and the deviations from the Bragg condition need to be considered. One 
must then apply a diffraction theory that can also account for multiple internal reflections in a manner 
akin to dynamical diffraction in crystals.5 This more sophisticated theory is known as volume diffrac-
tion and was first applied to MLLs by Maser and Schmahl using a coupled-wave approach.15 Results 
for this theory are shown in Fig. 3 for an MLL tilted so that the Bragg condition is satisfied for an 
intermediate zone.8 Here the local diffraction efficiency is plotted versus increasing zone number for 
MLLs having outermost zone widths of 2 and 10 nm. For the central zones of low order, the results 
are as expected for thin lenses and yield a local diffraction efficiency of 26 percent. However, for the 
zone where dynamic diffraction occurs (at 2 μm radius and above), the local diffraction efficiency 
is increased significantly, otherwise the diffraction efficiency becomes very small, similar to x-ray 
diffraction from a crystal rocked through a diffraction peak. That is, a transition in diffraction prop-
erties occurs as one approaches the dynamical diffraction regime, at which point diffraction properties 
become very sensitive to the Bragg condition. 
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NANOFOCUSING OF HARD X-RAYS WITH MULTILAYER LAUE LENSES  42.5

As also shown in Fig. 3, the number of zones having a high diffraction efficiency narrows as one 
considers smaller outermost zones. This reduces the overall efficiency. This would seem to rule out 
the usefulness of MLLs to structures with outermost zones of 2 nm or less. However, as depicted in 
Fig. 2b, if, instead of depositing an MLL for which all interfaces are parallel, one can build a local 
Bragg angle into the structure itself, a wide ranging local efficiency of 65 percent can be achieved. As 
discussed below, this structure, at first called “ideal” and later “wedged” (since even more ideal MLLs 
with curved interfaces can be considered as discussed below), has recently been demonstrated and 
now appears feasible.

42.3 MAGNETRON-SPUTTERED MLLS

Preliminary Study on Periodic Multilayers

It has been known for many years that magnetron sputtering can be used to make periodic multilayers 
useful as diffraction optics for hard x rays.16–18 It has only recently been discovered that layer place-
ment can be well controlled over thousands of layers to form multilayers that are many micrometers 
thick.14 The ability to deposit such thick multilayers in a reasonable length of time with the requisite 
perfection is what sets magnetron sputtering apart from other thin-film deposition technologies such 
as molecular beam epitaxy. 
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FIGURE 3 Calculated diffraction efficiency at 0.064 nm (19.5 keV) 
for outermost zone widths of both 10 nm (gray) and 2 nm (black) as a 
function of radius for ideal (wedged), flat, and tilted MLLs. For flat MLLs 
efficiencies do not exceed 26 percent and only very low-order zones dif-
fract in the 2-nm case. For an outermost zone width of 10 nm, the ideal and 
tilted cases have almost the same performance, but for a 2-nm outermost 
zone, the ideal case is far superior. For the 2-nm tilted case, only a sharp 
Bragg peak is seen at the radius for which a Bragg condition is satisfied. 
This figure shows that meeting the Bragg condition everywhere becomes 
increasingly important for outermost zones less than 10 nm in order to 
ensure a high efficiency throughout most of the MLL. (See also color 
insert.) (Reprinted from Ref. 2. Copyright 2006, with permission from the 
American Physical Society. http://link.aps.org/abstract/PRL/v96/e127401.)
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42.6  X-RAY AND NEUTRON OPTICS

The resultant structure must be formed into an actual lens, and this requires processing steps such 
as dicing, thinning, and polishing. The multilayer must be robust enough to withstand these steps 
without delamination, and this imposes constraints on the internal strain. That sufficiently thick 
multilayers could be produced and were robust enough to withstand the needed processing was first 
demonstrated in 2005 for W/Si as well as for Mo/Si periodic multilayers.19

Another important observation was made in the preliminary studies on thick periodic multilayers. 
Just as for Laue-case diffraction from thin crystals, thickness fringes occurred that permitted an accu-
rate determination of the thickness in transmission. Far-field diffraction data showing the fringes is 
shown in Fig. 4.19 The diffraction efficiency depends strongly on this thickness, and its calibration is 
important for comparisons to theory.

WSi2/Si Bilayers and Metrology Based on Scanning 
Electron Microscope Data

If thick MLLs are to have well-defined zones throughout, then interface roughness should ideally 
not build up progressively. Kinetic roughening of a growing surface is a complex phenomenon.20

Furthermore, diffusion across the interface driven by a chemical potential gradient should be obvi-
ated as much as possible. Evidence for interdiffusion for W/Si multilayers has been reported by 
Windt et al.18 For these reasons, WSi2/Si bilayers were chosen for MLLs. The choice has proven to be 
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FIGURE 4 (a) Schematic illustration of an MLL made to have a 
tapered shape so that the optical depth w varies in a direction trans-
verse to the optical axis. This local tapered width can be measured from 
fringe spacings observed in a transverse (rocking) scan, as shown in 
(b). (Reprinted from Ref. 25. Copyright 2007, with permission from the 
American Institute of Physics.)
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NANOFOCUSING OF HARD X-RAYS WITH MULTILAYER LAUE LENSES  42.7

propitious. X-ray reflectivity measurements made in situ, as a multilayer was built up, revealed that 
the growth of WSi2 smoothened an underlying Si surface, and that there was not a net build up of 
roughness, albeit for only five periods.21

We note that MoSi2 /Si MLLs are also achievable. A focus of 28.5 nm has recently been reported.22

Such MLLs may be preferable at photon energies below ~12 keV due to the L absorption edges of W.
SEM images of cross sections of MLL wafers have proven to be very useful for analyses of the sput-

tering procedures. Such an SEM image is shown in Fig. 5.14

Not only must the interface roughness of each interface be well controlled, but also each layer must 
be grown at the Fresnel zone position with good accuracy. Ignoring the second term in Eq. (2), one 
finds that the width of the nth zone is given by

 (Δrn)−1 = (rn − rn−1)
−1 = 2rn/lf (4)

This very useful result has been used to evaluate MLL wafers prior to making lenses and to pro-
vide feedback information for the crystal growth. Images taken by scanning electron microscopes on 
cross-sectioned MLL wafers were used to produce plots of Δrn versus rn, such as shown in Fig. 6.23,24

Ideally these plots should be linear, and deviations from linearity provided clues on how to adjust 
the sputtering process.24

Lens Processing

Lenses can be successfully made starting from a deposited multilayer wafer.25 The process is shown 
illustratively in Fig. 7. The first step is to form a “sandwich structure” by gluing a covering wafer on 
the multilayer surface with an epoxy. The entire structure is then diced on a high-speed saw, and the 
resultant bar-shaped sections are blocked with protective end caps. The bars are then bonded to a pol-
ishing fixture with the plane of the multilayers perpendicular to the plane of the fixture. The mounted 
bar is then thinned and polished on one side. The bar is then released, flipped over, and polished on 
the other side. These steps are needed because sawing damage to the multilayer cannot be avoided and 
damage on both sides needs to be removed. After mechanical polishing, ion beam milling is needed 
on each side to remove possible damage introduced by the mechanical polishing. After fine manual 
polishing, the final MLL is then mounted on a Mo holder and is then ready for beamline use.

WSi2/Si, 1588 layers, tdep = 13.25 μm

Δrmax = 25 nm Δrmin = 5 nm

FIGURE 5 A scanning electron microscope image of a partial MLL having a 5-nm-thick outermost zone. 
The structure was used to obtain a focus of 16 nm for x rays of 0.064-nm (19.5-keV) wavelength. (See also 
color insert.) (Reprinted from Ref. 14. Copyright 2008, with permission from American Institute of Physics.)
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FIGURE 6 Results of analyses of electron microscope (SEM) images for 
layer thicknesses. The inverse of layer thicknesses when plotted as a function 
of MLL radius is shown in as the jagged curve. The straight line shows the 
desired linear functional dependence for Fresnel zones.
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FIGURE 7 Cartoon illustrating the sequence of steps used to process a lens suitable for 
use with x rays, starting from an as-sputtered MLL wafer. (See also color insert.) (Reprinted from 
Ref. 25. Copyright 2007, with permission from the American Institute of Physics.)
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NANOFOCUSING OF HARD X-RAYS WITH MULTILAYER LAUE LENSES  42.9

42.4 INSTRUMENTAL BEAMLINE ARRANGEMENT 
AND MEASUREMENTS 

Measurements of the focus have been made at beamlines 26 ID, 12 BM, and 8 ID at the Advanced 
Photon Source.8,14 The setup used for the measurements is shown in Fig. 8. For all the measure-
ments made to date only a partial MLL was used. That is, an incomplete linear zone plate structure 
was studied. These were incomplete in two ways. First, not all zones were deposited. That is, sputter 
depositions were done by first sputtering an outermost zone, but the sputtering was halted before 
growing the inner most zones. Second, only one side above the center line in Fig. 2c was studied 
so that only a single tilt angle was employed. For the measurements, a horizontal diffraction plane 
was used. The MLL interfaces were positioned parallel to a vertical plane, and tilting was done by 
rotating MLLs about a vertical axis. An upstream beamline slit to aperture the horizontal source size 
was used to increase the horizontal coherence length, and reduction of this slit aperture proved to 
be needed to achieve the smallest focuses. X rays were monochromatized with a standard Si(111) 
double bounce arrangement. The energy was left fixed during all measurements. Data were obtained 
both at 19.5 and 29.5 keV.

Focus-size measurements were made by driving a specially made “analyzer” horizontally through 
the focused beam as shown in Fig. 8. The analyzer was a sputtered Pt thin-film processed in a manner 
similar to that of the MLLs themselves. In this way, a Pt thin-film segment was illuminated edge-on 

Pt La,b,g

Fluorescence
detector Far-field

detector

5-nm-thick, 5-μm-
wide Pt nanolayer 

MLLX rays

(a)

Pt monolayer
analyzer

5 nm

Line
focus

(b)

5 μm

FIGURE 8 (a) Experimental layout of MLL focusing 
measurements. For the measurements, a specially made 
analyzer made from a Pt thin film deposited by sputtering 
was scanned through the focal plane. One detector was 
positioned to count Pt fluorescence photons and another 
was positioned to count diffracted photons in the far field. 
(b) Schematic illustration of the radiation pattern near 
the focal plane and the Pt analyzer. The two must be well 
aligned for correct measurement of the width of the line 
focus. 
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42.10  X-RAY AND NEUTRON OPTICS

(or nearly so) by the line focus of an MLL. Angular alignment of the Pt edge to that of the MLL focal 
line was critical in obtaining the smallest attainable focus. As shown schematically in Fig. 8, two 
signals were recorded to measure the profile of a focused beam as the analyzer was scanned. A p-i-n 
detector was positioned at roughly 90° to record Pt fluorescence while a scintillation counter collected 
the signal in the far field. The far-field signal recorded scattering from the analyzer including, in par-
ticular, reflectivity from the Pt thin film. Recent results for the measurement of the focus at 19.5 keV 
are shown in Fig. 9.14 The far-field detector was also used to measure the efficiency. 

Efficiencies of MLLs were measured by two methods. First, as shown in Fig. 10, without an analyzer 
present and with the detector set to observe the direct beam that passes through an MLL, one observes a 
dip in the transmitted intensity as the MLL is scanned through the incident beam. With the MLL tilted far 
from a Bragg condition, there is a dip due to absorption. But with the MLL tilted to a Bragg angle, a sig-
nificantly larger dip was found. The difference between the dips is akin to extinction in crystal diffraction, 
since intensity is removed from the direct beam by Laue-case diffraction. Unlike for thin Fresnel lenses (or 
gratings), the Bragg condition depletes diffraction intensity from other orders, and, as a consequence, the 
extinction measurement is a reasonable measure of the overall efficiency. The second method to obtain 
the diffraction efficiency is based on the observation that a q − 2q diffraction scan, where q is the tilting 
angle, yields a measure of the local diffraction efficiency. This follows since the zone spacings satisfy the 
Bragg condition progressively as q is increased so that the local efficiency is measured. An example 
far-field scan of the local diffraction efficiency is shown in Fig. 11. Calculated values are also shown in 
Fig. 11. The overall diffraction efficiency can be obtained by integration of the diffraction scan data and 
by normalizing to the incident beam intensity. The two methods have been found to agree to within a few 
percent. At 19.5 keV the efficiency for the MLL shown in Fig. 5 was found to be 31 percent.8

Results were also obtained at 29.25 keV for the MLL shown in Fig. 5. Fluorescence data for scans 
through the focus revealed a FWHM of 16 nm, as shown in Fig. 12. The measured efficiency in this 
case was 17 percent.
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FIGURE 9 Measured and calculated intensity profiles for the focus of 
the MLL shown in Fig. 5. The FWHM values are 17.6 nm from fluorescence 
data and 15.6 nm from far-field scattering data. These should be compared to 
a calculated value of 15.0 nm. The calculated intensities were scaled according 
to measured and calculated efficiencies of 30 and 32 percent, respectively.  The 
calculated results do not include the effects of vibrations, finite analyzer width, 
and finite source size. The inset shows the calculated isophote pattern near the 
focal plane. (See also color insert.) (Reprinted from Ref. 14. Copyright 2008, with 
permission from the American Institute of Physics.)
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FIGURE 10 The fraction of the photons transmitted through the 
MLL of Fig. 5 at the Bragg condition (circles) and away from the Bragg 
condition (squares) as the MLL is scanned through the incident beam.  
The difference between the two is due to x rays that are directed to the 
focus only when the Bragg condition is satisfied, a phenomenon known 
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FIGURE 11 Measured and calculated focusing efficiency as a function 
of radius for an MLL with 5-nm-thick outermost zone width. The integrated 
efficiencies are 33 percent measured and 30 percent calculated. The calcula-
tions were made with coupled wave theory and show the transition from 
kinematic to dynamic properties at d-spacings of ~10 nm. The larger diffrac-
tion efficiency is most likely due to measurement uncertainties.
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42.12  X-RAY AND NEUTRON OPTICS

42.5 TAKAGI-TAUPIN CALCULATIONS

There does not appear to be a fundamental reason why x-ray focus sizes should not reach down to 
atomic dimensions. The coupled-wave-theory (CWT) used by Maser and Schmahl approximates an 
MLL as consisting of regions that are locally periodic and solves for local grating solutions for the dif-
fracted waves. The orders of diffraction that result from the local gratings are then spliced to solve for 
the dominant diffracted waves. For values of the NA approaching unity, this approximate procedure 
breaks down. However, other theoretical approaches have been applied to explore a possible small-
est focus on fundamental grounds. A focus size of 0.83 nm was calculated by Schroer for a wedged 
MLL,26 and Pfeiffer et al.27 report finding no lower limit for a flat MLL in a 1-to-1 imaging condi-
tion. In addition, a new diffraction theory has been developed9 based on the Takagi-Taupin equa-
tions for crystal diffraction,28 which starts from the MLL layer structure, a priori. This new diffrac-
tion treatment proceeds by making a coordinate transformation that maps the zone plate spacings to 
a pseudo-Fourier series for the charge density. The electric field waves are then solved as in the case 
of a bulk crystal. Possible focuses below 1 nm are also predicted by the Takagi-Taupin approach.9

42.6 WEDGED MLLS

The new Takagi-Taupin-based theory has been applied to the case of an MLL in which each inter-
face is tilted to a separate angle so that all zones may satisfy the Bragg condition for a divergent fan 
of radiation arising from a point source (see Fig. 1). When viewed internally the zones have wedge-
like shapes, and this more or less “ideal” MLL structure has been called a wedged MLL (wMLL).29

It was recently demonstrated that such a structure can be deposited by sputtering past a mask. The 
effect of the mask is to create a lateral gradient in the deposited film thickness, and, since for each 
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FIGURE 12 Measured line focuses of the MLL in Fig. 5 with 0.042-nm 
(29.25-keV) x rays. Results from four scans of the fluorescence intensity are 
shown. The efficiency was measured to be 17 percent. A FWHM value of 16 nm 
applies. (See also color insert.)
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NANOFOCUSING OF HARD X-RAYS WITH MULTILAYER LAUE LENSES  42.13

sputtered layer the ratio of its thickness at the entrance surface to its thickness at the exit surface is 
the same, an entire wMLL can be built up by sputtering past a single mask. A proof-of-principle 
result is shown in Fig. 13. SEM data at one location are shown in Fig. 13a, and the total thickness as 
a function of position is shown in Fig. 13b. These data reveal that the total deposited thickness varies 
laterally as required. The lateral variation required is different for different focal lengths, and one 
such sputtered wafer can, in principle, provide MLLs for a series for focal lengths. Results of zone 
thickness analyses of the SEM micrograph shown in Fig.13a are shown in Fig. 14a.

The expected results as calculated by the Takagi-Taupin approach for a wMLL having a 3-nm out-
ermost zone width are shown in Fig. 14b. The width in the focal plane is only 2.4 nm. We note that 
sputtered layer thicknesses as small as 0.75 nm have been demonstrated,30 and this value can be used to 
estimate the smallest feasible focus presently achievable with sputtering. For x rays with an energy of 
19.5 keV, a wMLL having an outermost zone width of 0.75 nm is predicted to achieve a focus of 0.7 nm, 
a value of atomic dimensions. The efficiency of such an MLL is calculated to be 50 percent.
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FIGURE 13 Ideal (wedged) MLL. (a) SEM image for one wafer location of a multilayer 
grown by sputtering past a mask such that a lateral gradient in layer thicknesses is produced over 
the surface of the wafer. The linear mask is designed to produce a gradient that creates a set of 
ideal MLL structures of varying focal lengths. The thickness of the total multilayer structure is 
also changed accordingly, and, as shown in (b), demonstrates the lateral gradient. (Reprinted from 
Ref. 29. Copyright 2008, with permission from the American Institute of Physics.)
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42.14  X-RAY AND NEUTRON OPTICS

42.7 MMLs WITH CURVED INTERFACES

The Takagi-Taupin-based calculations can be extended to curved interfaces. That curved interfaces 
might be more ideal is suggested by the observation that the Bragg condition cannot be met both at 
the entrance and at the exit surfaces of a wedged MLL. That is, the angle of a ray from a point source 
to any given interface at the entrance side is not the same as at the exit side. This simple observation is 
born out by a rigorous treatment, with the result that the surfaces must, in general, lie on concentric 
ellipses. For a parallel incident beam, these are concentric parabolas. If thin enough zones can some-
how be deposited, the calculations predict that focuses of a few angstroms should be possible. That is, 
diffraction theory does not rule out true atomic dimensions for the focus of an MLL. The calculated 
result is shown in Fig. 15. We stress that achieving such a focus will require the actual deposition of 
such a structure, and at the present time this appears to be beyond the limits of magnetron sputtering.
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FIGURE 14 Analyses for ideal (wedged) MLL structure of Fig. 13a. The inverse layer thickness vs. radius is shown 
in (a). The calculated isophote pattern and intensity in the focal plane are shown in (b) and (c), respectively. (See also 
color insert.) (Reprinted from Ref. 29. Copyright 2008, with permission from the American Institute of Physics.)
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42.8 MLL PROSPECTS 

We consider now several practical limits that apply to the useful application of MLLs.31 First, useful 
lenses should have reasonably large focal lengths to provide space for samples and sample environ-
ments. Somewhat arbitrarily, we examine the consequences for limiting the focal length to 1 mm. 

By combining the first term in Eq. (2) with Eq. (4), we obtain

rN = lf/(2ΔrN) (5) 

Here N is the outermost zone number given by

N = lf/(2ΔrN)2 (6)

It is convenient to write Eq. (5) in terms of the total deposited thickness needed for a full linear zone 
plate, DN = 2rN, and the x-ray photon energy, E = hc/l. Here hc = 1. 24 keV-nm is the product of 
Planck’s constant and the speed of light. The net result is

DN = f hc/(2ΔrN E) (7)

This equation is plotted in Fig. 16 for f = 1 mm and for ΔrN = 1, 3, 10, and 30 nm. As shown in Fig. 16, 
for a 1-nm focus, a total of 100 μm must be deposited for an MLL that functions at 15 keV. A very 
important observation is that higher photon energies relax this requirement to smaller thicknesses.

The related plot of N as a function of E is shown in Fig. 17. The significance of this figure relates to 
chromatic blurring which occurs for an incident bandpass, ΔE/E, greater than 1/N.32 So, for example, 
to avoid chromatic blurring for a 1-nm focus at 15 keV, a monochromator upstream of the MLL is 
needed with a specification E/ΔE = 2 × 104.
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FIGURE 15 Calculated intensity in the focal plane for an MLL having para-
bolically shaped interfaces and an outermost zone width of 0.25 nm. The lower 
inset shows a cartoon of the MLL, and the upper inset shows an isophote pattern 
around the focus. (See also color insert.) (Reprinted from Ref. 9. Copyright 2007, 
with permission from the American Physical Society. http://link.aps.org/abstract/PRB/
v76/e115438.)
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FIGURE 16 Required MLL diameter as a function of x-ray photon 
energy with a fixed focal length of 1 mm.  Diameters are shown for focuses of 
1, 3, 10, and 30 nm. For a completed MLL of a certain diameter, the focus size 
decreases with increasing energy. 
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NANOFOCUSING OF HARD X-RAYS WITH MULTILAYER LAUE LENSES  42.17

Finally, we consider the depth of focus (DOF). This is also a very important consideration, since it 
determines the thickness of a sample that can be studied. The DOF is given by

 DOF = l/NA2 (8) 

Here the NA is DN /2f. The lateral resolution ΔrN is plotted in Fig. 18 as a function of photon 
energy for DOF values of 1 mm, 100 μm, 10 μm, 1 μm, 0.1 μm, and 10 nm. For a 1-nm resolution the 
DOF is 48 nm at 15 keV.

As shown in Figs. 16, 17, and 18, MLLs are increasingly achievable and propitious as one considers 
ever harder x rays. Smaller total deposited thickness, relaxed monochromaticity requirements, and 
larger depth of focus all apply for hard x rays compared to soft x rays. 

42.9 SUMMARY

Multilayer Laue lenses have the potential to provide hard x-ray beams focused to unprecedented 
dimensions that approach the atomic scale. A focus of 5 nm is on the horizon. We have reviewed the 
diffraction theory as well as the experimental results that support this vision. MLLs are especially prom-
ising for hard x rays with energies above 20 keV, since fewer layers are required for very small focuses. 
A primary task yet to be accomplished is to refine the sputtering to increase the number of total layers.
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43.1 INTRODUCTION

Being able to produce and analyze a general polarization of an electromagnetic wave has long bene-
fited scientists and researchers in the field of visible light optics, as well as those engaged in studying 
the optical properties of condensed matter.1–3 In the x-ray regime, however, such abilities have been 
very limited because of the weak interaction of x rays with materials, especially for production and 
analysis of circularly polarized x-ray beams. The situation has changed significantly in recent years. 
The growing interest in studying magnetic and anisotropic electronic materials by x-ray scattering 
and spectroscopic techniques has initiated many new developments in both the production and the 
analysis of specially polarized x rays. Routinely available, high-brightness synchrotron radiation 
sources can now provide naturally collimated x rays that can be easily manipulated by special x-ray 
optics to generate energy-tunable as well as polarization-tunable x-ray beams. The recent develop-
ments in x-ray phase retarders and multiple-Bragg-beam interference have allowed complete analy-
ses of general elliptical polarization of x rays from special optics and special insertion devices. In this 
article, we will review these recent advances, especially in the area of the production and detection 
of circular polarization.

As for any electromagnetic wave,1–3 a general x-ray beam defined by

 E( , ) ( ˆ ˆ) ( )r k rt E E e ei i t= + ⋅ −
σ π

ε ωσ π  (1)

can be linearly polarized if ε = 0  or 180°, circularly polarized if ε = ± °90  and E Eσ π= ,  and elliptically 
polarized for other values of e, Es, and Ep. If e = random values, then the x-ray beam is unpolarized or 

43.1
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43.2  X-RAY AND NEUTRON OPTICS

has an unpolarized component. The polarization is in general characterized by three Stokes-Poincaré 
parameters (P1, P2, P3):
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which represent the degrees of the 0° and 90° [s (perpendicular) and p (parallel)] linear polariza-
tion, the ±45°-tilted linear polarization, and the left- and right-handed circular polarization, respec-
tively.1–3 The unpolarized portion in the beam is characterized by its fraction P0 of the total intensity, 
given by P P P P0 1

2
2
2

3
2 1 21= − + +( ) ./  The unpolarized component is generally related to the incoherency 

in the x-ray beam, where the phase between the s and the p wavefields is not well-defined, and can 
exist only in partially coherent radiation.1

43.2 LINEAR POLARIZERS

Today’s high-brightness synchrotron sources provide natural, linearly polarized x rays on the orbital 
plane of the storage ring. The degree of linear polarization is usually better than from 90 to 95 percent. 
The actual degree of linear polarization is not important for most x-ray experiments, as long as it 
is known and unchanged during the course of an experiment. Certain types of synchrotron experi-
ments, such as linear dichroism spectroscopy, magnetic scattering, and atomic and nuclear resonant 
scattering, do require or prefer a higher degree of linear polarization. One of the most demanding 
experiments is an optical activity measurement4 in which the plane of polarization is defined and its 
rotation is measured to a high precision.

Using a 2 90θ = ° Bragg reflection (Fig. 1a) from a perfect crystal such as silicon, the natural linear 
polarization from a synchrotron source can be further enhanced. In general, the linear polarization ′P1
after a Bragg reflection in the vertical diffraction plane can be improved from the incoming polariza-
tion P1 by a factor given by

P
P P p

P P p1
1 1

1 1

1 1

1 1
′ =

+ − −
+ + −

( ) ( )

( ) ( )
 (3)

where p is the polarization factor of the reflection: p = cos2 2θ  for a kinematic and p = | |cos2θ  for a 
dynamical Bragg reflection. Obviously, P P1 1 1≤ ′ ≤ , depending on the actual 2θ  angle used. The effi-
ciency of a 90° Bragg reflection polarizer is very high, only limited by the effective reflectivity, which 
is usually better than 50 percent for a kinematic crystal and at least 90 percent for a perfect dynamical 
crystal.

Another type of linear polarizer for x rays is based on the principle of Bormann transmission 
(Fig. 1b) in dynamical diffraction.5 When a strong Bragg reflection [e.g., Si (220)], is excited in the 
Laue transmission mode, one of the s-wave field branches has a smaller-than-usual absorption coef-
ficient and is thus preferentially transmitted through the crystal in the forward direction. This anoma-
lously transmitted beam is therefore highly s-polarized, and the Laue-diffracting crystal (typically 
with mt ~ 10) can be used as a linear polarizer. This method has the advantage that the insertion of 
the polarizer does not alter the beam path, which is a common and desirable feature in visible light 
optics. However, because of its extremely narrow angular acceptance range (a fraction of the reflection 
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POLARIZING CRYSTAL OPTICS  43.3

angular width) and its intensity loss due to small but nonzero absorption, the Bormann transmission 
method is seldom used in practice as a linear polarizer.

The 90° Bragg reflection polarizer can be used in series to increase the purity of linear polar-
ization even further. This can be easily achieved in practice using a channel-cut single crystal (Fig. 1c), 
in which the incident x-ray beam is diffracted multiple times between the two parallel crystal 
slabs. The highest degree of linear polarization (~99.99 percent) can be provided by a channel-
cut crystal with a weak link between the two slabs.6,7 By slightly detuning the two crystal slabs, the 
intensity ratio of the p-polarized to the s-polarized x rays can be suppressed by another factor of 
from 10 to 100. It has another advantage that the requirement of 2 90θ = ° can be further relaxed 
and the polarizer is effectively tunable in a wider energy range (e.g., ±20 percent) at 9 keV using 
Si (440).

Synchrotron experiments designed to study linear dichroism in materials sometimes require fast 
switching between two perpendicular linear polarization states in an incident x-ray beam. Although 
the switching can be done by a simple 90° rotation of a linear polarizer around the incident beam, 
a rapid switching can be achieved by a couple of methods. One is to use two simultaneously excited 
Bragg reflections whose scattering planes are perpendicular (or close to perpendicular) to each other. 
The other is to insert an x-ray half-wave phase retarder based on the effect of diffractive birefringence 
in dynamical diffraction from perfect crystals.8 In the latter method, if one uses a transmission-type 
phase retarder, the incident beam direction and position are not affected by the polarization switching, 
which is a significant advantage.

(a)

(b)

(c)

FIGURE 1 Possible linear polarizers for x rays: (a) 90° 
Bragg reflection; (b) Bormann transmission; and (c) multiple-
bounce Bragg reflection with possible detuning.
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43.4  X-RAY AND NEUTRON OPTICS

43.3 LINEAR POLARIZATION ANALYZERS

In general, any linear polarizer can be used as an analyzer for linear polarizations P1 and P2. The 
simplest form of linear analyzer is to measure the 90° elastic scattering from an amorphous target9 
or a powder sample.10 For better precisions, Bragg reflections with 2 90θ = ° from single crystals are 
usually used. Again, one can achieve very high precision by means of a multiply bounced Bragg 
reflection from a channel-cut perfect crystal. The requirement for 2 90θ = ° can be relaxed if one 
takes into account a scale factor involving the actual 2θ  angle used in the measurement, as given in 
the following.

All these methods are based on measuring the intensity variation Ib as a function of the rotation 
angle c of the scattering plane around the incident beam (Fig. 2) with respect to a reference polariza-
tion direction (e.g., the s direction):

 I p P P pb( ) [( ) ( cos sin )( )]χ χ χ= + + + −
1

2
1 2 2 11 2  (4)

where p is again the polarization factor of the scattering process as defined in Eq. (3). For 
2 90 0θ = ° =, .p

It is straightforward to show that for an arbitrary 2 0θ ≠ , the incident linear polarizations P1 and 
P2 can be obtained by measuring two difference-over-sum ratios,
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and using a proper scale factor involving the actual 2θ ,
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Equations (5) and (6) are useful when a single Bragg reflection is used for linear polarization 
analyses over a wide energy range.11,12

Crystal

X rays

Bragg
reflection Detector

2q

p

s
l

c

FIGURE 2 Bragg reflection from a crystal serves 
as a linear polarization analyzer.
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43.4 PHASE PLATES FOR CIRCULAR POLARIZATION

In principle, circular polarization can be produced from linearly polarized radiation by one of the 
following three effects (Fig. 3): circular absorption dichroism, linear birefringence or double refrac-
tion, and reflection birefringence analogous to Fresnel rhomb. The last two effects only work with 
linearly polarized radiation, while the first effect can be used to convert both linear and unpolarized 
radiation.

Circular absorption dichroism is an effect of differential absorption between the left- and the 
right-handed circular polarizations. For x rays, the natural circular dichroism in materials is a very 
weak effect. To date the only x-ray circular dichroism that has been studied extensively is the magnetic 

(d)

(c)

(b)

(a)

FIGURE 3 Circular phase plates for x rays based on: 
(a) circular absorption dichroism; (b) linear birefringence 
in Laue geometry; (c) linear birefringence in Bragg trans-
mission geometry; and (d) Fresnel rhomb in Bragg reflection 
geometry.
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43.6  X-RAY AND NEUTRON OPTICS

circular dichroism in magnetic materials. However, the largest difference experimentally observed in 
absorption coefficients between the left- and the right-handed circular polarization is on the order of 
1 percent, which is too small for any practical use as an x-ray circular polarizer.13

Fresnel rhomb is based on the principle that the reflected waves from the surface of a material 
can have different phase shifts between two othogonal linear states, s and p. The x-ray analog of 
this occurs at a Bragg reflection from a crystal and arises from the difference in the intrinsic angular 
widths (Darwin widths) of the s and the p diffracted waves.14,15 The width for the p polarization is 
smaller than that for the s polarization. Because of a continous phase shift of 180° from one side 
of the reflection width to the other, a difference in the phase shift can be obtained between the s 
and the p polarizations if the angular position is selected to be near the edge of the angular width. 
Experimentally, a multiply bounced Bragg reflection is needed to make a ± °90  phase shift. The phase 
shift is independent of the crystal thickness, but this method requires a highly collimated incident 
beam, about 1/10 of the reflection width, which is usually the limiting factor for its thoughput.16

The linear birefringence or double refraction effect relies on the difference in the magnitudes 
of the wavevectors of two orthogonal linear polarization states, s and p, when a plane wave travels 
through a crystalline material. Because of this difference, a phase shift between the s and the p travel-
ing waves can be accumulated through the thickness of the birefringent material:17

 Δ = −2π σ π( )K K t  (7)

where t is the thickness, and Kσ  and Kπ  are the magnitudes of the wavevectors inside the crystal for 
the s and p wavefields, respectively. When the phase shift Δ reaches ± °90 , circularly polarized radiation 
is generated, and such a device is usually termed a quarter-wave phase plate or a quarter-wave phase 
retarder.

For x rays, large birefringence effects exist near strong Bragg reflections in relatively perfect crystals. 
Depending on the diffraction geometry, one can have three types of transmission birefringence phase 
retarders: Laue transmission, Laue reflection, and Bragg transmission, as illustrated in Fig. 3b and c. 
The Laue reflection-type9,18 works at full excitation of a Bragg reflection, while the Laue and the Bragg 
transmission types19–22 work at the tails of a Bragg reflection, which has the advantage of a relaxed 
angular acceptance. In the past few years, it has been demonstrated that the Bragg transmission-type 
phase retarders are very practical x-ray circular polarizers. With good-quality diamond single crystals, 
such circular phase-retarders can tolerate a larger angular divergence and their throughputs can be as 
high as 0.25, with a degree of circular polarization in the range of from 95 to 99 percent. The handed-
ness of the circular polarization can be switched easily by setting the diffracting crystal to either side 
of the Bragg reflection rocking curve. There have been some excellent review articles20–22 in this area 
and the reader is referred to them for more details.

43.5 CIRCULAR POLARIZATION ANALYZERS

Circular polarization P3 of an x-ray beam can be qualitatively detected by magnetic Compton 
scattering18 and by magnetic circular dichroism. In general, these techniques are not suitable for 
quantitative polarization determination because these effects are relatively new and because of the 
uncertainties in the materials themselves and in the theories describing the effects.

Two methods have been developed in the past few years for quantitative measurements of circular 
polarization in the x-ray regime. One is to use a quarter-wave phase plate to turn the circular polariza-
tion into linear polarization which can then be measured using a linear polarization analyzer (Fig. 4a), as 
described in the previous sections. This method is entirely analogous to the similar techniques in visible 
optics and has been used by a couple of groups to characterize special insertion devices and quarter-wave 
phase plates.20,23

Multiple-beam Bragg diffraction (MBD) is the other way to measure the degree of circular polar-
ization of x rays (Fig. 4b). This technique makes use of the phase shift d between the s and the p wave 
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POLARIZING CRYSTAL OPTICS  43.7

fields that arises from the phase-sensitive interference24 and possible polarization mixing in an MBD 
process in a single crystal.25 The phase shift d is insensitive to crystal perfection and thickness as well 
as x-ray wavelength, since it is strictly determined by the crystal structure factors. Thus the MBD 
method has a broad applicable energy range and a good tolerance in the angular divergence of an 
x-ray beam.

Multiple-beam Bragg diffraction is also called simultaneous Bragg reflection, or Umweganregung 
(detour), as first noted by Renninger.26 It occurs when two or more sets of atomic planes satisfy the 
Bragg’s law simultaneously inside a crystal. A convenient way (Fig. 5) of realizing a multiple-beam 

(b)

(a)

Linear
polarization

analyzer

Noncentrosymm
MBD cystal

Detector

Detector

c

c
f

Circular
phase plate

FIGURE 4 Two types of optics for analyzing circu-
larly polarized x rays: (a) circular phase plate plus a lin-
ear polarization analyzer and (b) multiple-beam Bragg 
diffraction from a noncentrosymmetric crystal.

Ewald
sphere L

kH

k0

f

H

O

FIGURE 5 Ewald sphere construction showing a multiple-
beam diffraction geometry.
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43.8  X-RAY AND NEUTRON OPTICS

reflection condition is exciting first one Bragg reflection, say H, then rotating the diffracting crystal 
around H to bring another reciprocal node, say L, onto the Ewald sphere.27 The rotation around the H 
is represented by the azimuthal angle f. It has been known28–30 that the simultaneously excited Bragg 
waves interfere with each other and give rise to a diffracted intensity that is sensitive to the structural 
phase triplet δ = −arg( ),F F FL H L H/  where FH is the structure factor of the main reflection H and FL and 
FH–L are the structure factors of the detoured reflections L and H–L. Another effect that exists in MBD 
is polarization mixing due to the intrinsic double Thomson scattering process,31,32 which causes a part 
of the p wave field amplitude to be scattered into the s channel and vice versa. The combination of 
these two effects makes the MBD intensity sensitive to the phase difference between the s and the p 
wave fields and thus to the circular polarization in the incident x-ray beam.

For maximum sensitivity to circular polarizations, a noncentrosymmetric crystal structure can 
be chosen as the analyzer and an MBD reflection with δ = ± °90  can be used. A complete determina-
tion of all Stokes-Poincaré parameters can be obtained either by measuring three independent MBD 
profiles25,33 and solving for ( , , ),P P P1 2 3  or by separate measurements11,12,34 of P1 and P2. This latter method 
provides a very convenient way for complete determination of Stokes-Poincaré parameters. Once the 
analyzer crystal is oriented and the proper multiple reflection is found, a complete determina-
tion of ( , , ),P P P1 2 3  requires four rocking curve measurements of the integrated 2-beam intensities, 
I I Ib b b( ), ( ), ( ),0 90 45° ° − °  and Ib( ),− °45  at χ = ° ° − °0 90 45, , , and 45°, respectively, and two rocking 
curve measurements of the MBD intensities, I( )+Δφ  and I( ),−Δφ  at each side of the multiple reflec-
tion peak. The ( , , )P P P1 2 3  are then obtained by taking the three pairs of difference-over-sum ratios,12 
with a scale factor for P3 involving the multiple-beam structure factors.

We would like to point out that for an MBD reflection to have maximum sensitivity to circular 
polarization, δ = ± °90  is desired. This condition can be conveniently satisfied by choosing a noncen-
trosymmetric crystal such as GaAs. However, as we have previously shown,32 because of the dynamical 
phase shift within the full excitation of a multiple reflection, an MBD in a centrosymmetric crystal 
such as Si or Ge can also be sensitive to circular polarization. The only drawback is that it requires an 
extremely high angular collimation. With the arrival of low-emittance undulator-type sources, one 
should keep in mind that the use of Si or Ge crystals for MBD circular polarimetry may be feasible 
for well-collimated x-ray beams.
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44.1 GLOSSARY

 ACV autocovariance function
 AUDPSF  average unregistered detected point spread function 
 AXAF Advanced X-Ray Astrophysical Facility
 DPSF  detected point spread function
 ESA European Space Agency 
 EUV extreme ultraviolet
 EUVE extreme ultraviolet explorer 
 GOES Geostationary Orbiting Environmental Satellite
 GPSF  geometrical point spread function 
 HH hyperboloid-hyperboloid
 HPR  half power radius
 MTF modulation transfer function
 OFOV operational field-of-view
 PSF point spread function
 RDPSF  registered detected point spread function
 ROSAT  Rontgensatellit
 SAX Italian x-ray astronomy satellite
 SSPSF  surface scatter point spread function
 SXI solar x-ray imager 
 WS Wolter-Schwaraschild 

44.2 INTRODUCTION TO X-RAY MIRRORS

Conventional mirrors have traditionally exhibited useful reflectances at x-ray wavelengths only for 
grazing incidence angles. The first two-dimensional image produced by deflecting x rays in a con-
trolled manner was obtained by Kirkpatrick and Baez in 1948 with two grazing incidence mirrors as 
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44.4  X-RAY AND NEUTRON OPTICS

illustrated in Fig. 1a.1 The extremely small collecting area of such an imaging system can be allevi-
ated by constructing the multiplate Kirkpatrick-Baez mirror of Fig. 1b.

In 1952 Hans Wolter published a paper in which he discussed several rotationally symmetric 
grazing incidence x-ray telescope systems.2 The Wolter Type I telescope consists of a coaxial parabo-
loid (primary mirror) and hyperboloid (secondary mirror) as illustrated in Fig. 2a. The focus of 
the paraboloid is coincident with the rear focus of the hyperboloid and the reflection occurs on the 
inside of both mirrors. The Wolter Type II telescope also consists of a coaxial paraboloid and hyper-
boloid. However, the focus of the paraboloid is coincident with the front focus of the hyperboloid 
and the reflection occurs on the inside of the paraboloid and the outside of the hyperboloid. This 
system, illustrated in Fig. 2b, is the grazing incidence analog to the classical Cassegrain telescope. The 
Wolter Type III telescope consisting of a grazing incidence paraboloid and ellipsoid is illustrated in 
Fig. 2c. The focus of the paraboloid is coincident with the front focus of the ellipsoid, and the reflec-
tion occurs on the outside of the paraboloid and the inside of the ellipsoid. 

The Wolter Type I telescope typically has a grazing angle of less than a degree and is used for 
hard x rays (greater than 1 keV). The Wolter Type II telescope typically has a grazing angle of 
approximately 10 degrees and is used for soft x rays and the extreme ultraviolet (EUV). The Wolter 
Type III optical design is not practical for astronomical telescopes; however, a finite-conjugate 
version of it is frequently used for x-ray microscopes.3 (See Chap. 51.)

The grazing incidence optical configurations are all free of spherical aberration; however, they 
exhibit severe field curvature, coma, and astigmatism. They are also cumbersome and difficult to 
fabricate and align, and scattering effects from imperfectly polished surfaces severely degrade image 
quality for these very short wavelengths. Aschenbach has written a nice review of these scattering 
effects in x-ray telescopes.4 

Primarily due to much improved optical surface metrology capabilities, the conventional opti-
cal fabrication techniques of grinding and polishing glass substrates are resulting in major advances 
in the resolution of grazing incidence x-ray telescopes.5,6 The European ROSAT (Rontgensatellit) 
telescope7 consisting of four nested Wolter Type I grazing incidence telescopes provided substantial 
improvement in both effective collecting area and resolution over the Einstein Observatory which 
was launched in 1978,8,9 and NASA’s Chandra Observatory, called the Advanced X-Ray Astrophysical 
Facility (AXAF) during the years it was being designed and fabricated, has demonstrated that the 
technology exists to produce large Wolter Type I grazing incidence x-ray telescopes with subarcsec-
ond resolution. This progress in grazing incidence x-ray optics performance is illustrated in Fig. 3.10

The very smooth surfaces required of high-resolution x-ray optics have been achieved by tedious 
and time-consuming optical polishing efforts of skilled opticians. AXAF and ROSAT were thus very 
expensive to produce.

When such high resolution is not required, other optical materials and fabrication techniques may be 
applicable. The extreme ultraviolet explorer (EUVE) was a NASA-funded astronomy mission intended to 
perform an all-sky survey in the 70 to 760 Å spectral region. The deep survey and spectroscopic portion 
of the mission utilized a Wolter Type II grazing incidence telescope built at the Space Sciences Laboratory 

Q

P

FIGURE 1 (a) The Kirkpatrick-Baez telescope consists of two orthogonal grazing incidence parabolic sheet 
mirrors and (b) a multiple stack of several mirrors can be used to substantially increase the collecting area.
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IMAGE FORMATION WITH GRAZING INCIDENCE OPTICS  44.5

at the University of California, Berkeley. Its mirrors were fabricated from aluminum substrates by forging, 
rough machining, diamond turning to the desired figure, nickel plating, polishing, and coating with gold. 
An image half-power-width of approximately 1.5 arcsec was achieved.11

Smooth x-ray mirror surfaces have been achieved without any labor-intensive polishing by 
merely dipping diamond-turned metal substrates in lacquer, then depositing tungsten or gold coat-
ings to yield the desired high reflectance.12,13 

Hyperboloid

Paraboloid

Hyperboloid

Paraboloid

Paraboloid

Ellipsoid

Wolter Type I

Wolter Type II

Wolter Type III

(a)

(b)

(c)

F2 F1

F2F1

F2F1

FIGURE 2 Hans Wolter’s three classical, confocal, cylin-
drically symmetric grazing incidence x-ray telescope designs.
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44.6  X-RAY AND NEUTRON OPTICS

The apparent smoothness of the lacquer-coated surfaces and a desire for light weight and a high 
throughput or filling factor led Petre and Serlemitsos to develop the concept of tightly nested conical foil 
x-ray telescopes.14,15 These conical foil x-ray imaging mirrors are discussed in more detail in Chap. 48.

Still other novel optical fabrication concepts for grazing incidence x-ray optical surfaces include a 
variety of replication techniques.16 The Italian x-ray astronomy satellite (SAX) consisted of 30 nested 
coaxial mirrors electroformed over conical mandrels to a thickness ranging from 0.2 to 0.4 mm.17 
And the European Space Agency (ESA) provided a dramatic increase in collecting area with its high 
throughput x-ray spectroscopy XMM mission featuring several modules of 58 tightly nested confo-
cal Wolter Type I telescopes fabricated with a metal/epoxy replication technique.18

Another attempt to avoid the problems of grazing incidence telescope configurations has resulted 
in the practice of depositing enhanced reflectance multiple high and low atomic number thin films 
onto more conventional Schwarzschild configurations (or other normal incidence designs). This 
rapidly emerging technology19–21 is currently effective for wavelengths longer than about 40 Å and 
then only for very narrow bandwidths.

These advances in the fabrication of x-ray optics, along with new technologies for the produc-
tion of x rays such as synchrotron sources, free electron lasers, and laser generated x-ray plasmas are 
stimulating renewed efforts in the areas of x-ray/EUV astronomy, soft x-ray microscopy, and x-ray/
EUV microlithography.

44.3 OPTICAL DESIGN AND RESIDUAL 
ABERRATIONS OF GRAZING INCIDENCE 
TELESCOPES

The two-mirror grazing incidence telescopes described above (Wolter Types I, II, and III) were 
axially symmetric, confocal, and were designed by following the principles of on-axis stigmatic 
imaging developed over 300 years ago by Newton, Gregory, and Cassegrain. Wolter did not 
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FIGURE 3 Fractional encircled energy plots at 1.49 keV for the Einstein 
Observatory, the European ROSAT telescope, and the AXAF technology mirror 
assembly (TMA2) are compared.
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IMAGE FORMATION WITH GRAZING INCIDENCE OPTICS  44.7

attempt to optimize his first designs for off-axis or finite conjugate imaging, but he did write a 
second paper later that same year formulating a completely aplanatic (corrected for both spheri-
cal aberration and coma) version of his designs; that is, the Wolter-Schwarzschild designs.22 Van 
Speybroeck and Chase used computerized ray tracing algorithms to empirically determine the 
parametric effects of varying designs on the imaging performance of the Wolter23 and Wolter-
Schwarzschild24 Type-I telescopes. Their findings, published in 1972 and 1973, were extremely 
useful but lacked the identification and interpretation of conventional aberrations (i.e., defocus, 
spherical aberration, coma, astigmatism, field curvature, distortion, etc.). In 1977, Werner25 
attempted the computational optimization of a Wolter Type I telescope by relaxing the surface 
shape constraint to that of a generalized axial polynomial. This resulted in almost flat imaging 
response across the field of view but significantly compromised the on-axis performance. Also in 
1977, Winkler and Korsch26 published an apparently decisive and thorough formulation of two-
mirror grazing incidence aberration theory. The results showed, however due to their limited pre-
cision, that any classical Wolter type telescope was already aplanatic. Even Wolter himself would 
not agree with this as evidenced by his second paper.22 In 1979, a paper by Cash et al. 

27 concluding 
that standard, near normal incidence aberration theory could be exactly applied to grazing inci-
dence optical elements. However, Korsch28 showed (even with his low precision) that there exists a 
first order coma term not present in normal aberration theory for a single mirror. Furthermore, Nariai29 
stated in 1987 that “it is not possible to use ordinary aberration theory because the expansion of the 
aberration in series of powers on the height of the object and on the radius of the pupil does not con-
verge, . . . etc.” Nariai30 later showed analytically that all aberrations in his own expansion must be 
integrated over the entire annular pupil, apparently, aberration coefficients in grazing incidence 
systems are themselves a function of pupil coordinates. Saha31–34 published several extensive theo-
retical and numerical analyses of the aberrations of generalized Wolter Type II as well as some 
Wolter Type I configurations. These papers provided much-needed insight and understanding 
concerning the aberrations of grazing incidence x-ray optical systems. The aberration theory of 
Wolter type x-ray telescopes is briefly reviewed in the Chap. 45.

A Wolter Type I grazing incidence x-ray telescope made up of a paraboloid and hyperboloid is 
illustrated in Fig. 4. The equation for a paraboloid with its vertex at zp is given by

 
r r z zp p p

2 2= −( )
 (1)

2
Z

Lp Lh

ro

z = 0 z1 zo zf zh zp
x

a(e – 1)

2aef´

Gap

Paraboloid

Hyperboloid

r

Rp

FIGURE 4 Wolter Type I grazing incidence telescope configuration.
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44.8  X-RAY AND NEUTRON OPTICS

where Rp is the paraboloid vertex radius of curvature and rp is the radius of the paraboloid at the 
axial position z. The equation for a hyperboloid centered at zh is given by

 

( )z z

a

r

b
h h−

− =
2

2

2

2
1

 
(2)

where a and b are the semimajor and semiminor axes of the hyperboloid. The eccentricity of the 
hyperboloid is determined by a and b

 
ε = +

a

b

2

2
1

 
(3)

The separation of the two hyperboloid foci is given by 2aε. If we superpose the rear hyperboloid 
focus with the paraboloid focus, the front hyperboloid focus becomes the system focus and f ′ = zf − zo 
becomes the nominal focal length of the telescope. This is accomplished by positioning the origin 
of our coordinate system an arbitrary distance z1 in front of the front edge of the paraboloid mirror 
and setting

 z z L gap f a Rp p p= + + + ′+ +1 2 2 2/ /ε   and  z z L gap f ah p= + + + ′+1 2/ ε   (4)

where Lp is the length of the paraboloid mirror and gap is the width of the gap between the parab-
oloid and the hyperboloid. 

The optical prescription of a classical Wolter Type I x-ray telescope can thus be completely 
defined by the three independent parameters Rp, a, and b (or Rp, a, and e). An optimized (maxi-
mized effective collecting area) Wolter Type I telescope can be obtained if we require the graz-
ing angles of reflection from the paraboloid and the hyperboloid to be equal near their point of 
intersection. This constraint reduces the number of independent parameters defining the optical 
prescription to two. 

For our purposes it is more convenient to choose the telescope radius at the intersection of the 
paraboloid and the hyperboloid, ro, and the nominal focal length of the telescope f ′ as the param-
eters defining the optical prescription. The grazing angle at the joint is then given by

 

α arctan=
′
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⎞
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1

4

r

f
o

 
(5)

The actual focal length, as measured from the system principal/nodal point, is slightly larger than 
the nominal focal length

 
f f

r

f
o= ′+

′

2

2
 

(6)

and the plate scale is the reciprocal of this focal length, expressed in arcsec per micrometers. 
In addition to the telescope radius ro and the nominal focal length f ′, the remaining optical design 

parameters include the length of the paraboloid mirror Lp the length of the hyperboloid mirror Lh 
and the width of the gap between the two mirror elements. From these input parameters the actual 
dimensions of the mirror elements can be calculated as well as the obscuration ratio of the col-
lecting aperture which determines both the geometrical collecting area and the diffraction-limited 
image characteristics.
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IMAGE FORMATION WITH GRAZING INCIDENCE OPTICS  44.9

The classical Wolter Type I x-ray telescope design produces an ideal on-axis geometrical point 
image (zero spherical aberration); however, field curvature is a dominant limiting factor determin-
ing the off-axis performance of grazing incidence x-ray telescopes if a flat detector or focal plane 
is used. The severe field curvature of a classical Wolter Type I grazing incidence x-ray telescope is 
demonstrated in Fig. 5 by using the prescription of the solar x-ray imager (SXI) baseline design. 
SXI is a complementary, add-on instrument designed primarily for use on the GOES next genera-
tion geosynchronous weather satellites. However, its modular design is suitable for installation on 
many other spacecraft platforms. Its primary mission is to continuously observe the full solar disc, 
including coronal holes, active regions, flares, and coronal mass ejections.35 The axial focal position 
was determined by minimizing the geometrical root-mean-square (rms) image size obtained from 
geometrical ray trace data.

If covering a significant field-of-view, the focal plane of such systems is frequently despaced to 
improve the off-axis performance; although, this results in a degraded (defocused) on-axis image. 
Geometrical optical performance from ray trace data is conveniently expressed in terms of rms image 
radius in arcsec. This quantity is calculated and plotted as a function of field angle for several different 
axial positions of the focal plane, see Fig. 6. Also shown for comparison is the performance curve that 
would be achieved with a curved detector conforming to the optimally curved focal surface.

Note that the curve for the best focal surface in Fig. 6 appears to have a linear and a quadratic com-
ponent. This is consistent with findings of Van Speybroek and Chase.23 For small field angles, the linear 
component dominates and will be associated with a comalike aberration.36,37 Similarly, the quadratic 
component of the curve will be associated with an astigmatism-like aberration.36,37 The curve cor-
responding to the Gaussian image plane also appears to consist of a linear and a quadratic compo-
nent. The linear component (coma) is same as for the best focal surface as evidenced by the slope at 
small field angles. However, the quadratic component is significantly larger since it contains a con-
tribution from both astigmatism and field curvature. Without attempting to develop any rigorous 
aberration theory, we will, throughout this chapter, refer to the image degradation (indicated by rms 
image size) that is linear with field angle as coma, and the degradation that is quadratic with field 
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Bass_v5ch44_p000-020.indd 44.9 9/18/09 4:06:59 PM

DO
 N

OT
 D

UP
LI

CA
TE



44.10  X-RAY AND NEUTRON OPTICS

angle as a combination of astigmatism and field curvature. Similarly, we will consider any image 
degradation on-axis to be caused by a combination of defocus and spherical aberration. Clearly, we 
are not trying to distinguish between various orders of aberrations. For example, the linear compo-
nent of these curves includes all orders of linear coma. Likewise, the quadratic component includes 
third-order field curvature and astigmatism as well as all higher-order aberration terms that have a 
quadratic dependence on field angle; this includes the fifth-order aberration usually referred to as 
oblique spherical aberration.25,29–34 There are also, no doubt, cubic and higher-order contributions 
to the curves in Fig. 6; however, they do not appear to play a significant role for field angles less than 
21 arcmin.

Despacing the focal plane of the classical Wolter Type I grazing incidence telescope clearly bal-
ances field curvature with defocus, thus improving the wide-field performance at the expense of 
the small-field performance. There are no additional design variables available to further correct or 
balance aberrations. This classical Wolter Type I design produces a stigmatic image on-axis in the 
Gaussian focal plane and has thus been used in virtually every x-ray stellar telescope built in the last 
40 years, including the Einstein Observatory,38 ROSAT,39 and AXAF (the Chandra Observatory).40

However, for wide-field x-ray imaging systems, stigmatic imaging on-axis is no longer an appro-
priate image quality requirement. Consider a solar physics application where the imaging system is a 
staring x-ray telescope pointed at the center of the sun. Sunspots or solar flares can appear anywhere 
on the solar disc; hence, the field-weighted-average resolution element as degraded by all error sources 
is an appropriate image quality criterion.41 This led to a departure from the conventional Wolter 
Type I grazing incidence x-ray telescope design which optimizes the on-axis resolution and is thus 
used for most stellar x-ray telescopes. Instead, a family of optimal hyperboloid-hyperboloid (HH) 
grazing incidence x-ray telescope designs was developed, where each member of the family is opti-
mized for a different operational field-of-view (OFOV).42

A schematic diagram of the resulting generalized Wolter Type I grazing incidence x-ray telescope 
is shown in Fig. 7. Note that the front focus of the primary mirror does not coincide with the rear 
focus of the secondary mirror as is the case with the classical Wolter Type I design. This confocal
delta is indicated as the quantity Δps in Fig. 7. Similarly, the system focal plane does not lie at the 

front focus of the secondary mirror. This displacement is indicated as Δf.
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FIGURE 6 Geometrical performance of a classical Wolter Type I telescope for different 
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IMAGE FORMATION WITH GRAZING INCIDENCE OPTICS  44.11

The above HH grazing incidence x-ray telescope thus has five design variables that can be varied in 
the design optimization process; the vertex radii of curvature of the two mirrors, their conic constants, 
and the vertex-to-vertex separation. For the SXI first-order design parameters a detailed comparison 
of the geometrical performance of the optimally despaced classical Wolter Type I design, the optimally 
despaced Wolter-Schwaraschild (WS) design, and the optimum HH design was performed. Figure 8 
shows that the optimally despaced WS design and the optimum HH design always significantly 
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FIGURE 7 Hyperboloid-hyperboloid grazing incidence x-ray telescope design.
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OFOV for three different types of grazing incidence x-ray telescopes for wide-field 
imaging applications.
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outperforms the optimally despaced classical Wolter Type I design. However, the optimally despaced 
WS design only outperforms the optimum HH design for OFOVs less than approximately 18 arcmin.42 
Note that for OFOVs greater than approximately 18 arcmin, the optimum HH design outperforms the 
optimally despaced WS design.

44.4 IMAGE ANALYSIS FOR GRAZING INCIDENCE 
X-RAY OPTICS

A complete systems engineering analysis of x-ray telescope performance requires that we look at the 
effects of aperture diffraction, geometrical aberrations, surface scattering, and all other potential 
error sources such as assembly and alignment errors and metrology errors that appear in the mirror 
manufacturer’s error budget tree as shown in Fig. 9. Detector effects must also be accurately mod-
eled, particularly if it utilizes a staring mosaic detector array. 
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FIGURE 9 Error budget tree for manufacturing the SXI mirrors (∗ is a symbolic notation for the convolution operation).
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IMAGE FORMATION WITH GRAZING INCIDENCE OPTICS  44.13

Aperture diffraction effects are not necessarily negligible since the effects of the high obscuration 
ratios inherent to grazing incidence optics off-sets the effects of the very short x-ray wavelengths.43,44 
Furthermore, most conventional, commercially available optical design and analysis codes do not 
adequately model the diffraction effects of highly obscured annular apertures. A semiempirical 
expression that does not require the high sampling density and associated computational problems 
when performing numerical convolutions can be used.44

Likewise, most commercially available optical design and analysis codes do not provide aberra-
tion coefficients for highly obscured annular apertures. However, a high density spot diagram for 
each field angle of interest can be produced with a standard ray trace program (such as Code V or 
ZEMAX), the ray intercept data can be used to construct a ray density function in the focal plane 
which can be referred to as a geometrical point spread function (GPSF). 

When light is reflected from an imperfect optical surface, the reflected radiation consists of 
a specularly reflected component and a diffusely reflected (or scattered) component. The scat-
tered light behavior can be calculated from the surface characteristics (see Vol. I, Chap. 8, “Surface 
Scattering,” by Eugene L. Church and Peter Z. Takacs). The surface autocovariance (ACV) function 
or the surface power spectral density (PSD) function completely determines the scattered light 
behavior. For the SXI program, we used NASA’s EEGRAZE code to calculate the scatter profile for 
the SXI telescope. Either assumed or measured surface metrology data (PSD function) must be sup-
plied as input for the EEGRAZE code. This scatter profile was then used to construct the surface 
scatter point spread function (SSPSF).

And finally, the effects of all other potential error sources appearing in the SXI mirror manufac-
turer’s error budget tree were modeled as a single contribution to the final rms image core diameter. 
The aerial image produced by the x-ray telescope was then modeled by the convolution of the indi-
vidual PSFs associated with the respective error sources as illustrated schematically in Fig. 10.45
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Bass_v5ch44_p000-020.indd 44.13 9/18/09 4:07:01 PM

DO
 N

OT
 D

UP
LI

CA
TE



Fractional encircled energy plots of these four functions and the aerial image provide insight 
concerning the relative effects of the various image degradation mechanisms as shown in Fig. 11a 
and 11b. Note that for small field angles the scattering effects dominate geometrical aberrations, 
whereas for large field angles the geometrical aberrations dominate the scattering effects. Note also 
that the half power radius (HPR) of the on-axis aerial image is 2.0 arcsec and the HPR of the aerial 
image at a 20 arcmin field angel is 10.5 arcsec.

When a single detector is scanned over an aerial image, the detected image (in the scan direction) 
can be modeled by the convolution of the aerial image with the detector; or conversely, one can mul-
tiply the modulation transfer function (MTF) of the imaging system by the detector MTF. However, 
mosaic detector arrays employ a discrete sampling interval that causes these systems to exhibit a 
particular kind of local shift variance which causes the appearance of the reconstructed image to 
vary with the location of the aerial point spread function (PSF) relative to the sampling (i.e., pixel) 
grid.46 The MTF approach to system performance analysis is thus not directly applicable to systems 
utilizing staring mosaic detector arrays.

Figure 12 illustrates the example of a Gaussian aerial PSF slightly larger than a detector pixel 
being sampled (averaging over each detector pixel) to produce a detected point spread function
(DPSF).

An interpolation scheme is then used to reconstruct a smooth DPSF. This is done for three sit-
uations: (1) when the aerial PSF is precisely “registered” at the center of a detector pixel, (2) when 
the aerial PSF is positioned on the boundary between two detector pixels, and (3) when the aerial 
PSF is positioned at a point where four detector pixels meet. This registration error can result in 
as much as a 40 percent variation in the calculated HPR of the reconstructed DPSF.

For an application where the telescope is being operated as a staring telescope recording fine 
detail in an extended image (random location of aerial PSF on pixel), the “average unregistered” 
detected point spread function (AUDPSF) is given by the convolution of the registered detected 
point spread function (RDPSF) by the unit cell of the sampling grid.47

Figure 13 illustrates the calculation of both the reconstructed registered DPSF and the 
reconstructed average unregistered DPSF. Since the aerial PSF is represented as a dense 
numerical array, the averaging over the individual pixels is referred to as a “binning” operation. 
Care is taken to precisely “register” the sampling detector grid by positioning it so as to maximize 
the signal produced by a given pixel. We then use a cubic interpolation technique to recon-
struct the RDPSF. Finally, we convolve by the unit cell of the sampling grid to produce the 
AUDPSF. 47
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IMAGE FORMATION WITH GRAZING INCIDENCE OPTICS  44.15

We can now calculate the field-weighted-average HPR of either the aerial image or the AUDPSF 
for any specific operational field-of-view (OFOV).
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FIGURE 13 A graphical illustration of the numerical computation technique for modeling both the reconstructed 
“registered” DPSF and the reconstructed “average unregistered” DPSF is indicated. (See also color insert.)
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FIGURE 12 The DPSF and the reconstructed DPSF for: (a) precisely “registered” aerial PSF; (b) aerial PSF centered on 
boundary between two pixels; and (c) aerial PSF positioned where four pixels meet. (See also color insert.)

Bass_v5ch44_p000-020.indd 44.15 9/18/09 4:07:02 PM

DO
 N

OT
 D

UP
LI

CA
TE



44.16  X-RAY AND NEUTRON OPTICS

Defining a spatial (angular) resolution element as a circle of radius HPR(q), we can also calculate 
the number of spatial resolution elements N in that OFOV
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θ
θ
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∫∫
 

(8)

Minimizing the HPRfwa for a given OFOV maximizes the number of spatial resolution elements 
N, and thus also maximizes the amount of information contained in the image.

A comparison of the predicted HPR versus field angle of the geometrical PSF (geometrical 
aberrations only, as determined by ray trace analysis), the aerial image (including all system errors 
except detector effects), and the averaged unregistered detected PSF for the SN002 SXI telescope that 
was launched on GOES-13 is illustrated in Fig. 14.48,49 Predictions were performed for two different 
wavelengths, 44.7 and 13.3 Å. These curves provide insight concerning the relative effect of various 
error sources upon the image quality, and certainly demonstrate the inadequacy of merely perform-
ing a geometrical ray trace analysis of these grazing incidence x-ray telescopes. Similar graphs were 
obtained for each of the other “as-manufactured” SXI telescopes.50

44.5 VALIDATION OF IMAGE ANALYSIS FOR 
GRAZING INCIDENCE X-RAY OPTICS

The SXI was launched on GOES-13 on May 24, 2006, and the “first light” image was recorded with on 
July 6, 2006. Figure 15 shows one of the first raw on-orbit images, which was described as “exquisite” 
by at least one solar physicist. 
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FIGURE 14 Comparison of the predicted HPR versus field angle of the geometrical PSF, the aerial 
image, and the average unregistered detected PSF for the SXI telescope at two different wavelengths (44.7 and 
13.3 Å). (See also color insert.)
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IMAGE FORMATION WITH GRAZING INCIDENCE OPTICS  44.17

Upon close inspection, it is reasonable to assume that the abundance of small features in Fig. 15 
consist of the images of unresolved bright spots on the sun. This assumption becomes more obvi-
ous as we highlight and magnify small areas in the raw on-orbit image. As examples, we illustrate 
three separate regions of the solar image that we have highlighted and magnified. The first high-
lighted area shows two closely spaced pixilated images of unresolved features on the sun. Note 
that they are 6 to 8 pixels in diameter which is consistent with the numerical predictions of the 
detected point spread function in Fig. 13. The second highlighted area shows a very small bright 
spot which, when magnified, is obviously merely detector noise (a single detector pixel with 
unusually high responsivity). Similarly the third highlighted area depicts detector noise which 
should not be mistaken with actual bright spots in the solar corona as they would have to be at 
least as large as a point spread function.

In order to extract quantitative data from the raw on-orbit images to compare with our image 
quality predictions, the solar disc was divided into seven radial zones. The sizes of small prominent 
features in each radial zone were then measured (and normalized by the known size of the solar 
disc) and averaged. The apparent (measured) diameter of these features was assumed to be equal to 
twice their half power radius (HPR).51

These average-measured HPRs were then compared to the results of the detailed image quality 
predictions illustrated earlier by superposing these average values for each radial zone on the per-
formance prediction curves presented in Fig. 14. This extremely simple and straightforward 
comparison of raw on-orbit experimental data with the detailed and exhaustive numerical pre-
dictions of our systems engineering analysis of image quality is displayed in Fig. 16. The excellent 
agreement of this quantitative data with image quality predictions provides an experimental 
validation of the detailed systems engineering analysis of image quality required for grazing 
incidence x-ray optics.

Pixelated images of
unresolved objects

Detector noise

Detector noise

FIGURE 15 On-orbit solar image with three small regions highlighted and magnified for detailed 
inspection. This allows one to distinguish between images of unresolved bright features on the sun and merely 
detector noise. (See also color insert.)

Bass_v5ch44_p000-020.indd 44.17 9/18/09 4:07:03 PM

DO
 N

OT
 D

UP
LI

CA
TE



44.18  X-RAY AND NEUTRON OPTICS

0

1

2

3

4

5

6

7

8

9

10

0 3 6 9 12 15 18 21

Field angle (arcmin)

H
al

f 
po

w
er

 r
ad

iu
s 

(a
rc

se
c)

Geometrical PSF
Aerial image (l = 44.7 Å)
Aerial image (l = 13.3 Å)
AUDPSF (l = 44.7 Å) 
AUDPSF (l = 13.3 Å)
Experimental data

dz = –0.098 mm 

Geometrical PSF

Aerial image

Detected PSF

SN002

FIGURE 16 Experimental validation of an exhaustive systems engineering analysis of image qual-
ity for grazing incidence x-ray telescopes, including the modeling of surface scatter and detector effects. 
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ABERRATIONS FOR GRAZING 
INCIDENCE OPTICS

Timo T. Saha
NASA/Goddard Space Flight Center
Greenbelt, Maryland

45.1 GRAZING INCIDENCE TELESCOPES

Large number of grazing incidence telescope configurations have been designed and studied (see 
Chaps. 33 and 47 in this volume). Wolter1 telescopes are commonly used in astronomical applica-
tions. Wolter telescopes consist of a paraboloidal primary mirror and a hyperboloidal or an ellip-
soidal secondary mirror. There are eight possible combinations of Wolter telescopes.2 Out of these 
possible designs only type 1 and type 2 telescopes are widely used. Type 1 telescope is typically used 
for x-ray applications and type 2 telescopes are used for EUV applications.

Wolter-Schwarzschild (WS) telescopes3 offer improved image quality over a small field of view. 
The WS designs are stigmatic and free of third-order coma and, therefore, the point spread function 
(PSF) is significantly better over a small field of view. Typically the image is more symmetric about its 
centroid. The eight designs of WS telescopes have not been widely used because the surface equations 
are complex parametric equations complicating the analysis, and typically the resolution require-
ments are too low to take full advantage of the WS designs.

There are several other design options. Most notable are wide-field x-ray telescope designs. 
Polynomial designs were originally suggested by Burrows4 and hyperboloid-hyperboloid designs for 
solar physics applications were designed by Harvey.5

No general aberration theory exists for grazing incidence telescopes that would cover all the 
design options. Several authors have studied the aberrations of grazing incidence telescopes.6–9 A 
comprehensive theory of Wolter type 1 and 2 telescopes has been developed.10,11 Later this theory 
was expanded to include all possible combinations of grazing incidence and also normal incidence 
paraboloid-hyperboloid and paraboloid-ellipsoid telescopes.12 In this chapter the aberration theory 
of Wolter-type telescopes is briefly reviewed.

45.2 SURFACE EQUATIONS

The surface equations of the grazing incidence telescopes can be combined to a general form cover-
ing large number of design options. General surface equations have been developed for grazing inci-
dence telescopes.2 Unfortunately, these equations are too complex to be a basis for the aberration 

45.1
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45.2  X-RAY AND NEUTRON OPTICS

theory. The equations of the Wolter telescopes presented in the cylindrical coordinate system are 
relatively simple. Assuming an incoming ray hits the telescope entrance aperture at radial and azi-
muthal location (h, b), it strikes the primary mirror at a location A, the secondary mirror at a loca-
tion B, and the focal plane at a location F, as shown in Figs. 1 and 2. The extension of the ray which 
hits the secondary at the location B would intersect the optical axis at F1, at the common focus of 
the paraboloid and hyperboloid.

Principal
surface 

Paraboloid

Hyperboloid

Focus of
paraboloid  

Gaussian
focal plane Optical axis 

Entrance
aperture 

hp

r

q

f

L

h

Ad

a
q

r

B

F

F1

FIGURE 1 Cross-section of Wolter type 1 telescope showing the optical 
componets, ray paths, and the parameters.

FIGURE 2 Primary mirror of the grazing incidence 
telescope showing entrance aperture and incoming off-axis ray.

h

d

Primary mirror

Entrance aperture 

y

x

z
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Off-axis ray 
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ABERRATIONS FOR GRAZING INCIDENCE OPTICS  45.3

Assuming the primary and the secondary mirror are surfaces of revolution and the primary mirror 
focus coincides with the secondary mirror focus, then the surface equation of the primary mirror can 
be written as

 1 1 1/ (cos )/ρ θ= − R  (1)

where r is the distance from the paraboloid-hyperboloid focus F1 to a point on the primary mirror, 
q is an angle this ray makes with the optical axis, and R1 is the vertex radius of curvature of the pri-
mary mirror. 

The secondary hyperboloid can be expressed either as a function of angle a or q

 1 1 2/ ( cos )/q R= −ε α  (2)

 1 1 2/ ( cos )/r R= − ε θ  (3)

where q is the distance from the focus F to the point B on the secondary mirror, a is an angle q 
makes with the optical axis, R2 is the vertex radius of curvature of the secondary mirror, e is the 
eccentricity of the secondary, and r is the distance from the point B on the secondary to the focus F1 
of the primary. 

The principal surface13,14 of the Wolter telescopes is defined by the intersection points of the exten-
sions of the incoming rays and the extensions of the rays reflected on the secondary, q. The principal 
surface goes through the intersection points of the primary mirror and secondary mirror. The princi-
pal surface of the Wolter telescopes is always a paraboloid.13 It is useful to define the focal length f of 
the telescope to be the distance from the vertex of the principal surface to the telescope focus F. Quite 
often the focal length is defined as the axial distance from telescope focus to the primary-secondary 
surface intersection plane.

A useful relation for the paraboloid-hyperboloid or paraboloid-ellipsoid telescopes is15

 h fp = 2 2tan( / )α  (4)

This equation ties the telescope object side to the image side. Equation (4) shows that the Wolter 
telescopes do not satisfy the Abbe’s sine condition 

 h fp = sinα  (5)

If the angle a is small, as is the case in x-ray optical systems, then the trigonometric terms could be 
expanded in a. The difference in Eqs. (4) and (5) would be in the third-order term indicating that 
the third-order coma should be small in the Wolter telescopes and the telescopes nearly satisfy the 
Abbe’s sine condition.

45.3 TRANSVERSE RAY ABERRATION EXPANSIONS

Transverse ray aberration (TRA) expansions are expressed as functions of entrance aperture 
coordinates (h, b) shown in Fig. 2. The expansions presented here are based on the format intro-
duced by Cox.16 The derivation is simple but rather lengthy. In the derivation an off-axis ray 
making an angle d is mathematically traced from the primary mirror to the secondary mirror 
and to the focal plane. The surface intersection points on the primary and on the secondary are 
solved with respect to an on-axis ray and expanded in d and h. The image plane intersection 
point (Hx, Hy) of this ray are the final image coordinates. They are then expressed as functions 
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45.4  X-RAY AND NEUTRON OPTICS

of entrance aperture coordinates (h, b) and image height H0 (=ftan(d )). The TRA expansions of 
Wolter telescopes are

 
H H A h B h H A hx = + + +0 2

2
2

4
0
2
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5 2
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(7)

In the derivation and resulting expansions only significant terms for grazing incidence telescopes 
are kept. The image height terms (H0) higher than third order are dropped. The radial height, h, terms 
higher than fourth order are also dropped. The parameters of the TRA expansions are listed as follows 
in Eqs. (8) through (19) as functions of the telescope basic parameters f, R1, R2, e, and L. The param-
eter L is the length of the telescope from the entrance aperture to the focal plane.

 A f2
21 4= /( ) (8)

 A K f R R f3 1 22 1 1= − −[ /( ) / / ]/  (9)

 A K f R R f4 1 23 2 1 1= − −[ /( ) / / ]/  (10)

 B f2
41 8= /( )  (11)

 B K f R R f R R f3 1 2 1 2
31 1 2 4= − − −[ / / / /( )]/( )  (12)

 B K f4
42= /( )  (13)

 B K R R R f f R R5 1 2 1
2

1 21 2 2= − + + +[ ( / ) ( /( )]/( ) (14)

 λ1
41 16= /( )f  (15)

 λ2 1 2
34 1 1= − + +[ /( ) / / ]/K f R R f  (16)

 C f R R1
4

1 21 4= − /( ) (17)

 C R R f R R2 1 2
2

1 21 1 2= − +( / / )/( ) (18)

 K L R f R R= − − +[ /( )]/ /2 12
2

1 2ε ε  (19)

The Wolter telescopes are stigmatic on-axis and, therefore, the designs are free of all orders of 
spherical aberration terms. The first term in the expansion is the third-order coma. The coma coef-
ficient is proportional to the inverse square of the focal length and the coma term is inversely propor-
tional to the square of the telescopes’ f-number. It does not depend on the location of the entrance 
aperture or the other parameters.

The third-order aberration terms A3 and A4 are proportional to second order of the image height 
(H0) and first-order aperture height h. Both terms depend on the location of the entrance aperture. 
Astigmatism and field curvature can be derived from these terms.10

All fifth-order terms are represented in the expansions relative to Cox’s work.16 As the third-order 
spherical aberration, the fifth-order spherical aberration term is zero since the Wolter telescopes are 
stigmatic. Coefficients B2 and l1 represent fifth-order circular coma. The term including the B3, B4, 
and l2 is the so-called astralate aberration.16 If coefficient B4 = 0, the term is called fifth-order oblique 
spherical aberration. The terms represented by B5 coefficient is the fifth-order elliptical coma aberration. 
Approximations suitable for grazing incidence telescopes were made in the derivation of B5 coefficient.

Two seventh-order terms C1 and C2 proportional to H0
2h5 and H0

3h4 are approximations. Exact 
solutions are very complex formulas of the basic parameters.
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ABERRATIONS FOR GRAZING INCIDENCE OPTICS  45.5

Typically the seventh-order terms and the fifth-order terms become more important when the 
grazing angles of the surfaces decrease. Expanding the TRA equations as a function of radial height 
h is not the best choice in case of grazing incidence systems. For example, expanding the TRA equa-
tions as a function of Δh (h – hint), where hint is the radial height at the primary secondary intersec-
tion plane, could lead to fewer terms and aberration coefficients more meaningful for the grazing 
incidence telescopes.

The RMS image size can be represented as a function of the aberrations coefficients.17 The result-
ing equation is rather complex function of the aberration coefficients and the field angle. 

45.4 CURVATURE OF THE BEST FOCAL SURFACE

All combinations of Wolter telescopes suffer from large curvature of the best focal surface. This limits 
the field of view of the telescopes. The shape of the best focal surface is parabolic. The radius of cur-
vature Rd of this surface can be estimated from the TRA equation11

 1 2
33 4

2 2
3 4 2

1/ ( )max min
mR f A A R R B B

C R
d = + + +( ) + + +λ / aax min

max min

6 6

2 2

−
−

⎡

⎣
⎢

⎤

⎦
⎥

R

R R
 (20)

where Rmax and Rmin are the maximum and minimum radial heights of the entrance aperture, respec-
tively. If only the third-order terms A3 and A4 are included, the equation represents third-order field 
curvature.10 In case of grazing incidence telescopes the fifth-order term (B3 + B4 + l2/2) is comparable to 
the third-order term. If the grazing angles are small, even the seventh-order term C1 cannot be omitted.

Alternative equation for the shape of the best focal surface is given by Shealy.17 In Shealy’s paper 
the RMS image radius is formally calculated from the TRA equations [Eqs. (6) and (7)].

45.5 ABERRATION BALANCING

In case of Wolter type 1 telescopes the aberration equations suggest that for the optimum design the 
primary and the secondary should be as close to each other as possible. Separating the primary and 
the secondary, increases the radial heights on the primary, and therefore the image size.

The best focal surface of the Wolter type 1 telescopes always curves toward the telescope. The larg-
est term in the aberration coefficients is the sum of the inverse of the radii of curvatures (1/R1 + 1/R2). 
For Wolter type 1 telescopes, the radii of curvatures are both negative and these quantities in the terms 
A3, A4, and B3 cannot cancel each other.

In case of Wolter type 2 telescopes, R1 is negative and R2 is positive. The radius of curvature can be 
optimized. It turns out that for all the practical designs the R2 is always smaller than R1 and the radius 
of curvature of the best focal surface is negative and curving toward the telescope. The aberrations are 
optimized when the primary and secondary are as close to the primary-secondary surface intersection 
point as possible. 

The field of curvature could be improved by moving the entrance aperture away from the telescope. 
The K parameter would get bigger since the length L of the telescope would increase. Having the 
entrance aperture far in front of the telescope may not be practical design. For example, the vignetting 
would increase rapidly as a function of the off-axis angle.

The aberration equations [Eqs. (6) and (7)] presented in this paper are derived in terms of conven-
tional parameters. The equations are shown as functions of the entrance aperture coordinates using the 
formulation introduced by Cox.16 The TRA polynomials and the OPD-polynomial have also been derived 
as functions of the exit pupil coordinates12 using the traditional formulation shown, for example, in 
Handbook of Optics.18 The derivation includes all the terms shown in this paper (as a function of entrance 
aperture coordinates). The expansions are valid for all the combinations of Wolter telescopes and also for 
all the combinations of normal incidence paraboloid-hyperboloid or paraboloid-ellipsoid telescopes. 

Bass_v5ch45_p001-010.indd 45.5 9/18/09 4:09:37 PM

DO
 N

OT
 D

UP
LI

CA
TE



45.6  X-RAY AND NEUTRON OPTICS

45.6 ON-AXIS ABERRATIONS 

Rigid-Body Motions

Rigid-body motions and low spatial frequency errors of the primary and secondary are the most 
important on-axis image aberrations. These errors typically degrade the on-axis resolution of the 
grazing incidence telescopes and limit the encircled energy performance of the telescopes. Glenn19 
introduced an orthonormal set of Legendre-Fourier (L-F) polynomials for cylindrical mirrors which 
are used to describe the low-order errors of the primary and secondary mirrors. The L-F polynomials 
have been implemented in the optical surface analysis code (OSAC) ray trace code.20

The TRA aberration expansions have been derived for the rigid body motions and low order L-F 
polynomials.21 The rigid-body motions of the primary and secondary mirrors are despace, decenter, 
tilt, and defocus errors. The TRA equations can be derived following the similar principle used in the 
derivation of TRA expansions of off-axis aberrations shown in Sec. 45.5.

The defocus term (Δz) can be expressed as11,21

 H
z

f
hx = − Δ

sin( )β  (21)

  H
z

f
hy = − Δ

cos( )β  (22)

In the equations only the first-order term in radial height h is kept and the higher-order terms are 
omitted. The defocus terms are proportional to the radial height h. Therefore, this term can be used 
to optimize the off-axis aberration terms that are also proportional to h sin(b)-h cos(b) pair. This 
principle was used to find the best focal surface and the radius of curvature of the best focal surface. 

Despace surface errors of the primary (n = 1) and secondary (n = 2) can be expressed as surface 
radial height errors Δhn and surface axial errors Δzn as

 Δhn = 0  (23)

Δzn = constant (24) 

The despace image terms of the primary mirror can be approximated by

 H z
f R

hx = −Δ 1
1
2

3

4
sin( )β  (25)

 H z
fR

hy = − Δ 1
1
2

3

4
cos( )β  (26)

The despace image terms of the secondary mirror are

 H z
fR

h

h
fx = +

⎛
⎝⎜

⎞
⎠⎟

Δ 2
1
2

3

4
sin( )β  (27)

 H z
fR

h

h
fy = +

⎛
⎝⎜

⎞
⎠⎟

Δ 2
1
2

3

4
cos( )β  (28)

The leading term in the expansions is now proportional to inverse of h3. The off-axis aberrations 
shown above do not have terms proportional to inverse of h. This is because the primary mirror and 
secondary mirror are stigmatic and confocal.

Decentering the mirror leads to radial height error of the primary (n = 1) and secondary (n = 2) 
that can be written in terms of radial error as

 Δh e fn n n= +01 01cos( ) sin( )β β  (29)
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ABERRATIONS FOR GRAZING INCIDENCE OPTICS  45.7

where e01n and f01n are the amount of decenter error. The approximate TRA aberrations of the decen-
tered primary mirror for the cosine component are

 H e
fR

hx = 011
1

2

2
2sin( )β  (30)

 H e
f R

hy = 011
1

2

2
2cos( )β  (31)

The equations of decentered secondary are similar

 H e
f R

hx = − 012
1

2

2
2sin( )β  (32)

 H e
f R

hy = −
⎡
⎣⎢

⎤
⎦⎥012

1
2

1
2

2cos( )β  (33)

The tilt error of the mirrors can also be expressed in terms of radial height error and axial translation 
of the primary (n = 1) and secondary (n = 2). The radial and axial errors are

 Δh z E Fn n n n= +( cos( ) sin( ))11 11β β  (34)

 Δz h E Fn n n n= − +( cos( ) sin( ))11 11β β  (35)

where E11n and F11n are the amount of tilt error in radians when the mirror is rotated about x axis 
and y axis, respectively. The approximate expansions of the primary mirror are

 H E f
h

hx = − ⎛
⎝⎜

⎞
⎠⎟111

10

2

2sin( )β  (36)

 H E f h

h
y = − + ⎛

⎝⎜
⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥111

10

2

1 2cos( )β  (37)

where h10 is the radial height of the primary mirror at the center of the mirror. The equations of the 
secondary mirror are

 H E
f h h

hx = 112
10 20

2
2sin( )β  (38)

 H E f
h

h
h

h
y = + ⎛

⎝⎜
⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥112

10

20

10

2

1 2cos( )β  (39)

where h20 is the radial height of the secondary mirror at the center of the mirror.
The sin(2b)-cos(2b) relationship of the primary and secondary components shown in the equations 

for the decenter [Eqs.(30) to (33)] and tilt [Eqs. (36) to (39)] errors is typical of coma. Note that the 
components are now inversely proportional to h2. The off-axis coma term is directly proportional to h2. 

Axial and Circumferential Slope Errors and TRA Equations

Assuming the primary mirror figure error Δh1 and the secondary mirror figure error Δh2 are known 
as functions of the surface axial coordinate and circumferential coordinate. Then, if the grazing 
angles of the mirrors are small, the on-axis aberrations can be evaluated easily from the surface slope 
errors. The TRA equations of the primary mirror of the axial surface errors are 

 H f
h

zx = −
∂
∂

2 1

1

Δ
sin( )β  (40)

 H f
h

zy = −
∂
∂

2 1

1

Δ
cos( )β  (41)
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45.8  X-RAY AND NEUTRON OPTICS

where ∂Δh1/∂z1 is its axial slope error. The secondary mirror TRA equations for the axial slope errors are 

 H q
h

zx =
∂
∂

2 2

2

Δ
sin( )β  (42)

 H q
h

zy =
∂
∂

2 2

2

Δ
cos( )β  (43)

where q is the distance from the secondary to the telescope focus and ∂Δh2/∂z2 is the axial slope error 
of the secondary. The q variable can by approximated by q0 that is the distance from the center point 
of the surface to the telescope focus.

The approximated TRA equations for the primary mirror circumferential slope errors are

 H f I
h

h
x =

∂
∂

sin( ) cos( )2
1

1
1Δ

β
β  (44)

 H f I
h

h
y = −

∂
∂

sin( ) sin( )2
1

1
1Δ

β
β  (45)

where I1 is the grazing angle on the primary and ∂Δh1/(h∂b) is the circumferential slope error of the pri-
mary mirror. The approximate TRA equations of the secondary for the circumferential slope error are

 H f I
h

h

h
x = −

∂
∂

2 2
2 2sin( ) cos( )

Δ
β

β  (46)

 H f I
h

h

h
y =

∂
∂

2 2
2 2sin( ) sin( )

Δ
β

β  (47)

where I2 is the grazing angle of the surface, h2 is the radial height of the surface, and ∂Δh2/h2∂b is 
the circumferential slope of the surface. The variables I2 and h2 can be approximated by the grazing 
angle and radial height at the midpoint on the surface.

The TRA equations of the circumferential errors include the grazing angle I1 or I2. Typically, the 
grazing angles are small (0.5 to few degrees). Therefore, the circumferential errors have miniscule effect 
on the image at the focal plane compared to he axial slope errors and, in many cases, can be ignored. 
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X-RAY MIRROR METROLOGY

Peter Z. Takacs 
Brookhaven National Laboratory
Upton, New York

46.1 GLOSSARY

 d sampling distance on surface

 DFT two-sided discrete Fourier transform

 f spatial frequency

 F[∗] Fourier transform operator

 H transfer function in frequency domain

 K(m) bookkeeping factor

 M surface slope function

 PSD power spectral density function

 Rq, Mq root-mean-square (RMS) roughness, and slope error

 S1( f ) one-sided height profi le power spectral density function 

 S1′( f ) one-sided slope profi le power spectral density function

 W(n) window function in spatial domain

 w sensor pixel width projected onto surface

 Z(x) surface height profi le 

 z(x) residual surface height profi le after detrending

46.2 INTRODUCTION

The earliest use of mirrors for producing images with x rays dates from the work of Kirkpatrick 
and Baez in 1948 who used an orthogonal pair of shallow cylindrical mirrors to produce a focal 
spot.1 Interest in x-ray mirrorfabrication technology grew rapidly in the 1970s and 1980s as a result 
of several factors: the initiation of a number of space-based x-ray telescope projects, the develop-
ment of diamond machining of precision optical components, the development of bright laboratory 
x-ray sources for x-ray microscopy, and the development of dedicated synchrotron radiation source 
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46.2  X-RAY AND NEUTRON OPTICS

facilities with many available beam lines. Owing to the nature of grazing incidence x-ray optics, con-
ventional interferometric techniques for surface figure measurement are not easily employed in the 
testing of these aspheric surfaces. Surface profilometry, either contact or noncontact, has been the 
method of choice for measuring the figure of Wolter telescopes, x-ray microprobe optics, and syn-
chrotron radiation mirrors. This has necessitated the development of specialized instruments with 
measurement capabilities far beyond those of the typical coordinate-measuring machine (CMM) 
found in precision machining shops. Grazing incidence x-ray mirror metrology requires measure-
ment precision and accuracy in the nanometer range, while typical CMM machines are only able to 
achieve measurements at the micron level. 

46.3 SURFACE FINISH METROLOGY

Surface roughness reduction has been a major consideration in the use of grazing incidence optics 
in x-ray telescope applications2,3 and in synchrotron beam line instrumentation.4 Optical systems 
used to reflect x rays at extreme grazing incidence angles are often made from far off-axis segments 
of cylinders, paraboloids, and toroids. These aspheric surfaces usually have a long tangential radius 
and a short sagittal radius, which necessitates fabrication processes that depart from conventional 
optical polishing techniques. Conventional full-contact pitch lap polishing works well for flat and 
spherical surfaces, but is difficult to achieve for aspheric surfaces. Novel figuring techniques, such as 
single-point diamond turning and ductile grinding, leave large microroughness levels that need to 
be reduced by polishing. 

Measuring the roughness of aspheric optics at the sub-nanometer level was difficult before the 
advent of noncontact optical profilers. The collection of papers by Bennett5 chronicles the development 
of various surface roughness–measurement instruments and techniques over the past several decades. 
Of particular relevance to x-ray optics are the noncontact optical-measurement methods. Early optical 
profilers were based around interference microscopes with images recorded on film or by eye. Roughness 
was estimated by observing irregularities in the shape of multiple-beam interference fringes, as in the 
fringes of equal chromatic order (FECO) technique6 or by analyzing differential interference contrast 
(Nomarski) microscope images.7 Contact methods were more quantitative. Stylus profilers, such as the 
Talystep and Dektak, used a small radius diamond stylus that was dragged across the surface to record 
the surface topography. Analog data was recorded on a chart recorder. The stylus profilers were difficult to 
use for x-ray optics because they could only handle small samples and were not suited for measuring 
the surface of large optics. There was always the risk of damaging the surface of an optic coated with a 
soft metal-reflecting layer with the diamond stylus. Methods were developed to make replicas of sur-
face roughness with collodion films that could then be analyzed in electron microscopes or by stylus 
instruments. This hybrid measurement technique was not very repeatable and suffered from accuracy 
problems. Sommargren developed a noncontact optical scanning profiler with Angstrom-level accuracy 
that utilized a precision rotary stage to scan a probe beam around a central stationary reference beam.8 
The first noncontact optical profiling instrument based upon a computer-controlled phase-measuring 
interferometer (PMI) was developed by Koliopoulos9,10 and became available as a commercial instru-
ment in the early 1980s. Similar instruments are now available from several sources. 

Digital optical profilers revolutionized surface roughness-measurement technology for x-ray 
optics. Since they were true noncontact measurements, it was possible to configure the microscope-
based PMI instruments to measure the entire surface of full-size mirrors. Manufacturers were able to 
get rapid feedback about their polishing processes and were able to make significant improvements 
in producing low-scatter superpolished surfaces for x-ray optics. In parallel with these instrument 
developments, advances in x-ray scattering theory were made to connect the performance of grazing 
incidence optics at x-ray wavelengths with roughness measurements made by the various surface-
profiling techniques at visible wavelengths. A critical part of connecting the surface-finish measure-
ments to the functional performance at x-ray wavelengths was the understanding of the measurement 
bandwidth of each profiling technique (frequency footprint) and how it is related to scattering at 
grazing incidence through the power spectral density function.11–17 (See Chap. 44 in this volume.)
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X-RAY MIRROR METROLOGY  46.3

46.4 SURFACE FIGURE METROLOGY

Full-Aperture Techniques

Conventional optical interferometry of grazing incidence aspheric optics is difficult to implement. 
Speer used a Linnik interferometer arrangement to visualize the figure error on toroidal surfaces at 
EUV wavelengths,18 but most interferometry techniques at grazing incidence on cylindrical aspheres 
result in poor spatial sampling of errors along the surface owing to the extreme foreshortening of 
the surface in the aperture. Grazing angle of incidence testing of long flat and large radius spherical 
mirrors can be done by using double-pass Fizeau techniques.19 This geometry allows one to fore-
shorten the long axis of a mirror to fit within the interferometer aperture that is usually 4 or 6 inches 
in diameter. Careful system calibration needs to be done with this test geometry to ensure that subtle 
systematic errors are corrected in order to achieve nanometer accuracy. Full-aperture measurements 
of x-ray telescope optics at x-ray wavelengths have been made at specialized test facilities, such as the 
X-Ray Calibration Facility at Marshall Space Flight Center that has a 518-m long source distance, 
and the PANTER facility at the Max-Planck-Institute near Munich. These are not interferometric 
tests, rather they measure directly the quality of the image of an x-ray point source. 

Height Profilometry

Practical figure metrology methods for aspheric optics are generally based on some type of profilom-
etry. Surface-profiling instruments for grazing incidence metrology can be classified into two broad 
categories: height-measuring instruments and slope-measuring instruments, based on the fundamental 
measurement provided by the machine. Height-measuring instruments measure the distance between 
the test surface and a reference surface; slope-measuring instruments measure either the differential 
phase shift between two closely spaced probe beams or the angle of a reflected laser beam directly, and 
are usually based upon some variant of the optical lever principle.20–22 A number of surface profilers 
with nanometer precision were originally developed for microroughness investigations. Their scan 
ranges were limited to a few millimeters. Bennett et al.23 describe a number of commercially available 
mechanical stylus-based profiling instruments that have been modified to extend the measurement 
length to the 100- to 200-mm range. Carl Zeiss has developed a 3D coordinate-measuring machine, 
the M400, which utilizes a laser-based distance interferometer on all three axes with 10-nm position-
ing resolution.24 This machine is capable of measuring slope errors with a repeatability of 0.1 arc sec 
(0.5 μrad) over the 400 × 600 × 200 mm measurement volume. Other scanning stylus profilers were 
developed at the National Physical Laboratory25 and at Cranfield Institute.26 A noncontact fringe-scanning 
technique was developed at Perkin-Elmer to measure the distance between an aspheric test surface and 
a toroidal test plate. The fringe scanner measured the position of Fizeau fringes formed in the air gap 
between the two surfaces and converted the air-gap profile into a surface height profile.27,28 This instru-
ment was used to measure the axial profile of the HEAO-2 and AXAF Wolter telescope mirrors.

Slope Profilometry

Slope-profiling instruments generally operate on the principle of the optical lever, where an angular 
deviation of a probe beam is magnified and recorded with a high-gain amplifier. Jones chronicles the 
development of sensitive optical lever instruments capable of measuring nanoradian angular deflec-
tions.22 An optical lever device was developed by George Random to measure slope errors on x-ray 
optics several centimeters in length.29,30 The Random Devices Slope Scanner used a clever air-bearing 
slide mechanism to move the probe beam along a circular arc that matched the curvature of the part 
under test.31 This motion always kept the surface near the focus of the laser beam spot. The deflection 
of the reflected beam was measured with a resolution of a few tenths of an arc second by the differential 
signal from a pair of photodiodes. As DeCew notes, the limitation in the measurement accuracy was 
not in the optical system, but was in the tolerances of the mechanical translation system. 

Bass_v5ch46_p001-016.indd 46.3 9/23/09 12:41:00 PM

DO
 N

OT
 D

UP
LI

CA
TE



46.4  X-RAY AND NEUTRON OPTICS

Makosh and coworkers developed a number of surface-profiling instruments at IBM in Germany 
based on the principle of differential heterodyne interferometry.32–34 Two probe beams generated by 
a Wollaston prism were focussed onto a test surface. The spot separation could be varied from 2 μm 
to 1.5 mm by changing the Wollaston prism or the microscope objective. The phase shift between the 
two spots was a measure of the local surface slope, and the slope was integrated to provide surface 
height roughness information. They point out that the differential height measurement is insensitive 
to mechanical vibrations and air turbulence and is suitable for long-distance measurements.

A slope-measuring system was developed by Ennos and Virdee at NPL that was based on the prin-
ciple of laser autocollimation.35,36 An unfocused laser beam was reflected off a cylindrical asphere 
and an astigmatic line image was focused onto a position-sensitive quad cell detector so that the 
detector sensed the slope errors in the axial direction of the scan. An innovation in the Ennos and 
Virdee system was the incorporation of an optical reference beam to monitor changes in the pointing 
direction of the laser beam during the scan. The measurement precision was on the order of 0.5 μrad, 
corresponding to a displacement of the line focus by 0.1 μm on the detector, but beam pointing drifts 
of 1.5 μrad over the 10-min scan period needed to be corrected from the measured profiles. The 
instrument could reproducibly measure height profiles to within ±5 nm over 16-mm travel lengths. 

Bristow and Arackellian reported on the development of a slope-measuring profiler based upon 
a modification of a surface microroughness-profiling instrument.37 The original was based on the 
principle of Nomarski differential interference contrast but was modified to act as a differential polar-
ization interferometer.38 The MP2000 had an intrinsic lateral resolution on the order of 1 μm, owing 
to the focal properties of the microscope objective used to focus the beam onto the surface. An astig-
matic autofocus control system was added to the instrument to extend the depth of focus and allow 
the profiler to scan over longer distances on curved parts.39 The basic instrument had a maximum 
scan range of 100 mm. 

Glenn described a novel surface-profiling instrument that, unlike the height- and slope-measuring 
instruments, measured surface curvature directly on aspheric parts.40,41 The Bauer Model 100 used 
a laser pencil beam that was passed through a calcite prism to generate two spatially separated and 
orthogonally polarized beams. Both beams were directed onto the test surface by a steerable mirror 
so that normal incidence could be maintained over surface slope changes of up to ±30°. The reflected 
beams were directed to separate quad-cell detectors, one of which could be translated to accommodate 
the average surface curvature. The differential measurement between each separate beam position 
was a direct measurement of the variation of the surface curvature away from the average. Because 
the instrument measures the intrinsic curvature of the surface, it is immune to vibration or tilt errors 
between the optical head and the part during the scan period. This instrument is particularly well-
suited for azimuthal circularity measurements on x-ray telescope mirrors and mandrels.

Weingärtner, Schulz, Estler, and coworkers at the PTB in Braunschweig, Germany, have developed 
a number of precision figure-measuring techniques based on multiple-beam slope profilometry with 
large lateral shear distances.42–47 Their measurement techniques and analysis algorithms correct for 
errors in the translation stages and rigid-body motions of the test piece during the measurement. 
Schulz has extended this work to combine a scanning microinterferometer that measures distance at 
16 discrete positions with an autocollimator to measure pitch error during the scan.48,49 A sketch of 
an autocollimator is shown in Fig. 1. The interferometer is scanned over the surface with a 0.2-mm 
step size, determined by the interferometer sensor resolution. The resultant height measurements are 
stitched together to produce a high-resolution surface profile with sub-nanometer uncertainty.

The long trace profiler (LTP) is optimized for measuring the surface figure of synchrotron beam 
line optics. Its design is based upon the principle of the pencil beam interferometer, originally devel-
oped by von Bieren in 1982.50,51 Qian designed an improved version of the beam-splitting system for 
the original LTP I at BNL that produces zero-optical path difference probe beams with a spacing that 
could be adjusted from complete overlap to several millimeters apart.52–54 The optical head design is 
quite simple, with no internal moving parts during the measurement to ensure long-term stability 
and maintain high accuracy. An advantage of the pencil beam interferometer over microscope-based 
systems is the effectively infinite depth of field of the probe beam, which relaxes the tolerances on test 
piece alignment and allows for rapid setup and testing. An LTP slope profile of a single-crystal silicon 
cylinder mirror is shown in Fig. 2. This mirror exhibits several significant defects and was returned to 
the manufacturer for rework.
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X-RAY MIRROR METROLOGY  46.5

The LTP can be operated in two basic configurations. The standard configuration places the optical 
head on a linear translation stage and moves the entire optical head over the surface that is being mea-
sured. The alternative configuration places the stationary optical head off to the side with the test beam 
directed horizontally to a penta prism that sends the probe beam down to the test surface. The penta 
prism is scanned over the surface; the optical head remains fixed. This is the original measurement 
method proposed by von Bieren.50 The nano-optic-measuring (NOM) machine at BESSY II also uses a 
scanning penta prism with a fixed autocollimator providing the main probe beam.55 Each configuration 
has advantages and disadvantages. The moving optical head requires a high-quality translation stage 
to minimize pitch angle errors during the scan. A reference beam must be used to correct for residual 
pitch errors during the scan caused by the sag of the translation stage and irregularities in the motion. 
The moving penta prism, however, always redirects the incident beam by exactly 90°, independent of 

Mirror under test

Beam splitter
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FIGURE 1 Sketch of a visible light autocollimator.

700600500400

X (mm)

3002001000
–200

–100

100

200

300

0Sl
op

e 
(μ

ra
d)

FIGURE 2 Slope profile measurement on a 700-mm long silicon cylinder 
mirror made with an LTP. Sampling step size is 2 mm. Mean has been subtracted 
from the data (detrend 0). Profile shows that the surface has an overall convex 
curvature (tilted profile down to the right) with significant edge roll-off (change 
in slope at each end). Also, a polishing defect with a 20-mm period is evident in 
the center of the surface. The slope profile emphasizes high-frequency surface 
defects. (See also color insert.)
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46.6  X-RAY AND NEUTRON OPTICS

the errors in the translation stage. Use of a reference beam is optional in this case. 56–62 Use of the penta 
prism also greatly relaxes the tolerances on the translation mechanism. The penta prism LTP can be 
configured to provide measurements in difficult environments, such as inside complete x-ray telescope 
cylinders 60,63–66 and in situ at SR beam lines during actual operations.61,67

46.5 PRACTICAL PROFILE ANALYSIS 
CONSIDERATIONS

Nomenclature

Most profiling instruments today produce a map of surface height or slope topography over a 2D 
area. Early profiling instruments, optical and contact, were restricted to single 1D line profiles. Some 
authors refer to surface profilometry over a 2D area as 3D profilometry and over a line as 2D pro-
filometry, which introduces some ambiguity into the nomenclature. For purposes of clarity, 1D will 
refer to a linear scan over one line and 2D will refer to a scan over an area. 

Detrending

Most x-ray mirrors are made today with extremely smooth surfaces by processes that produce iso-
tropic roughness. In this case it is sufficient to consider surface statistics in one dimension to be 
descriptive of the entire surface. Most x-ray mirrors have overall figures that are either plano, spheri-
cal, or cylindrical, or are a far off-axis segment of a conic section. The current trend is to produce 
aspheric surfaces by bending substrates that are prefigured with a long-radius sphere or cylinder. In 
order to assess the underlying residual roughness, it is usually necessary to subtract the best-fit conic 
section from the measured data before computing statistical properties. The magnitude of the over-
all figure is usually many orders of magnitude greater than the residual surface roughness and needs 
to be removed by mathematical manipulation of the measured profile. The residual profile z can be 
viewed as the difference between the measured profile, Zraw, and the deterministic figure: 

 z x Z x A Bx Cx Dxn n n n n( ) ( )= − + + + +⎡⎣ ⎤⎦raw
2 3 	  (1)

where the profile is sampled at discrete points, xn, separated by equal intervals, d, and the figure 
is described by some polynomial function of position. The process of removing the deterministic 
part of the measured profile is called detrending and we denote removing the mean as a “detrend0” 
or “D0” process, a first order detrend as a “detrend1” or “D1” process, and so forth. Most often, the 
detrending function is determined by a least-squares fit to the measured data. Any convenient poly-
nomial function can be used to describe this function. In certain cases it may be more useful to do a 
straight-line detrend between the endpoints of the profile. The simple polynomial shown in Eq. (1) has 
terms that can be identified with various rigid body alignments: A = piston (DC) offset, B = tilt. The 
second order curvature term C is an intrinsic surface property, independent of body orientation. 
The third-order term D is related to the ellipticity of the surface, but its value depends on which 
part of the ellipse is being viewed. For instruments that measure slope M, directly, the slope space 
profiles can be detrended in a manner analogous to Eq. (1), but the identification of the polynomial 
coefficients with rigid-body parameters differs from the distance space identifications. 

Simple polynomials are not orthogonal over the measured region, so the values of lower-order 
terms change when higher-order terms are added to the detrending. Other orthogonal polynomial 
functions, such as sinusoids, Chebyshev, and Legendre may be better suited for linear traces, while 
Zernike polynomials may be better suited for 2D area detrending, depending upon the application. 
The simple polynomial, however, has a simple connection to the radius of curvature of the surface 
when R >> L, (L = the trace length): R = 1/2C. For the other polynomials, some combination of two or 
more coefficients is required to estimate the radius. Note that this discussion has involved fitting a 1D 
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X-RAY MIRROR METROLOGY  46.7

polynomial to a linear profile that is only a function of one coordinate. Equation (1) can be general-
ized to two variables when fitting a 2D polynomial to the 2D surface. However, when a 2D polynomial 
is fit to an area, the individual row or column profiles will generally not be fully 1D detrended. In 
computing 1D statistical quantities from 2D data, one must be aware that the extracted profiles may 
need further detrending.

A typical detrending example is shown in Fig. 3. The detrend0 height profile has only had the 
piston (DC) term removed. The radius of curvature can be extracted by further detrending with a 
second order polynomial function (D2). The radius of curvature of the central region of the surface 
between 100 and 600 mm is derived from the coefficient of the x2 term, giving R = 3.572 km as the 
best-fit radius. When this fit is subtracted from the D0 curve, the edge roll-off at each end of the mir-
ror becomes visible. The region over which the detrending polynomial is applied, and over which the 
statistical roughness and slope-error parameters are computed, depends upon how the mirror will be 
used in a synchrotron beamline and on the clear aperture of the illuminated region. Surface errors 
outside the clear aperture can generally be ignored and should be excluded from the statistics.

Power Spectral Density Function

Various statistical quantities can be computed from profiler data. Standards exist that define the 
various surface texture parameters that can be derived from surface profile measurement.68,69 For 
high-performance x-ray optics, the most useful descriptor of surface roughness is the power spectral 
density function (PSD). Church and collaborators have shown that the PSD computed from normal 
incidence visible light profilometry measurements can be used to predict the performance of grazing 
incidence optics at x-ray wavelengths in SR beam lines. (See Chap. 8 in Vol. I and Chap. 44 of this 
volume for a discussion on the connection between PSD and optical scatter.) A detailed description 
of the definition of the PSD function and related issues involving calculations from sampled data 
can be found in SEMI standard MF1811-070470 and in the volume on scattered light by Stover.71 
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FIGURE 3 Height profile calculated by integrating the slope profile of 
Fig. 1. Solid circles: mean height subtracted (detrend 0); open circles: second 
order polynomial subtracted (detrend 2). The radius of curvature extracted 
from the second order term coefficient is 3.572 km. The residual profile shows 
that the surface has a “kink” in the center that separates it into two distinct 
segments with slightly different slopes. This low frequency defect is not evi-
dent in the slope profile of Fig. 1. (See also color insert.)
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46.8  X-RAY AND NEUTRON OPTICS

The following paragraphs highlight parameters derived from profile measurements important for 
x-ray optic characterization.

The “periodogram estimator” for a 1D profile Z (n) is used to define the 1D PSD function70–72

 S m
d

N
m K m1

22
( ) ( ) ( )= ⋅DFT  (2)

where DFT is the two-sided discrete Fourier transform of the N real data points:

 DFT( ) ( ) ( )
( )( )

m e Z n W n
i

n m

N

n

N

= ⋅ ⋅
− −

=
∑ 2

1 1

1

π
 (3)

d = sampling period in one direction, N is the number of sampled points, m is the spatial frequency 
index, where f m Ndm = −( )/1  is the value of the spatial frequency, W(n) is a window function (see 
following section), and K(m) is a bookkeeping factor to ensure that Parseval’s theorem is satisfied, 
that is, that the variance of the distance space profile is equal to the variance of the frequency space 
spectrum (see the following section).

A number of useful bandwidth-limited statistical parameters and functions can be derived from 
the PSD function in frequency space. The RMS roughness, Rq, over a given spatial frequency band-
width is given by 

 Rq
Nd

S m
m

2
1

1
( ) ( )low, hi

low

hi

=
=
∑  (4)

where low and hi are the indices corresponding to the desired spatial frequency range. When the 
frequency indices correspond to the full bandwidth, this number is identically equal to the RMS 
roughness computed in distance space (Parseval’s theorem). Measurements from instruments that 
have different bandwidths can be compared by restricting the calculation of RMS roughness to the 
bandwidth that is common to both instruments.

The “Bookkeeping Factor” for the PSD

Most discrete Fourier transform algorithms used in computing libraries today can efficiently calculate 
the transform for an arbitrary number of real or complex data points. See the section in Numerical 
Recipes73 for a discussion of practical considerations in Fourier transform calculation. The form of 
the DFT shown in Eq. (3) is known as the “two-sided” DFT, since the m-index runs over all 
N frequency terms. But since we are starting with N real numbers, the |DFT|2 will be symmetric
about the Nyquist frequency, defined to be f dNy = 1 2/  and will consist of only N/2 independent numbers 
(assuming N is even—see the following discussion). The numbers beyond the Nyquist frequency 
correspond to the negative frequencies in the input signal and have the same amplitude as the positive 
frequencies when the input data are real numbers. We can then effectively ignore the numbers beyond 
the Nyquist frequency and only need consider terms over one half of the N points. When we do this, we 
restrict m to range over approximately N/2 points. However, the missing power in the negative frequencies 
needs to be added to the positive frequency terms, hence the factor of 2 in the numerator of Eq. (2). 

An additional bookkeeping consideration depends on whether N is an odd or even number. In 
order to ensure that the total power, according to Parseval’s theorem, is satisfied in both distance and 
frequency space, careful consideration must be given to the terms at the extremes of the frequency 
interval. In our realization of the Fourier transform, the DC term occurs at frequency index m = 1. 
The fundamental frequency is at m = 2 with a value of 1/Nd = 1/L, where L is the total trace length. 
The difficulty arises in specifying the index of the Nyquist frequency for a set of N discrete sampled 
points that can be even or odd. When N is even, the Nyquist frequency term occurs at a single index 
position, m = (N/2) + 1. When N is odd, the Nyquist frequency power is split between adjacent points 
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X-RAY MIRROR METROLOGY  46.9

m = 1 + (N − 1)/2 and m = 2 + (N − 1)/2. When the terms in the two-sided spectrum above the Nyquist 
frequency are discarded and the remaining terms are doubled to generate the one-sided spectrum, the 
resultant DC term for both N even and odd must be reduced by 1/2, and the Nyquist term for the N = 
even case must also be reduced by 1/2. Hence the bookkeeping factor, K(m): 

for N even K m
m m N

( )
/ ( / )= = = +1 2 1 2 1

1
for or

for all othher m
⎧
⎨
⎩

  where m = 1, 2, . . . , (N/2) + 1

 for N odd K m
m

m
( )

/= =⎧1 2 1
1

for
for all other⎨⎨

⎩
   where m = 1, 2, . . . , N −( ) +1

2
1

Windowing

Proper preparation of raw input profile data is necessary to obtain meaningful results from statis-
tical calculations. Detrending is usually required to remove the gross figure terms from the 
measured data so that the underlying surface roughness can be seen. Even after the gross figure has 
been removed by detrending, edge discontinuities in the residual profile can introduce spurious 
power into the spectrum and hide the true nature of the underlying roughness spectrum. Methods 
have been developed in the signal-processing literature to deal with this “leakage” problem.73–75 
These methods are collectively known as “prewhitening” techniques. A simple method to prepro-
cess the data is known as “windowing.” A window function, W (n), in distance space is applied to
the residual profile before the PSD is computed to smooth the spectrum somewhat and to minimize 
the spectral leakage from edge discontinuities. The window function used should be normalized to 
unity so as not to introduce any additional scale factors that would distort the magnitude of the 
spectrum. Most common window functions tend to enhance the lowest two or three spatial 
frequencies which are generally related to the deterministic figure components, but the power in 
these frequencies should already have been minimized by the detrending process. We prefer to use 
the Blackman window for processing smooth-surface residual profile data. The Blackman window, 
normalized to unit area, is defined as

 W n n N n N( ) [ cos( ( )/ ) cos( ( )/ )]= − − + −2

1523
21 25 2 1 4 4 1π π  (6)

The Blackman window applied to the detrended profiles of Fig. 3 are shown in Fig. 4. One can see 
that this window function forces the edge discontinuities to go to zero. This has the beneficial effect 
of reducing the discontinuity between the derivatives of the profile at each end point. Discontinuities 
at the end points, or large spurious spikes in the data, produce large high-frequency ringing effects 
in the DFT coefficients that distort the underlying surface spectrum. Figure 5 shows the results of 
computing the PSD for the windowed and unwindowed profiles of Figs. 3 and 4. Application of 
the window function effectively eliminates the contamination of the high frequency content in each 
profile, even for significant edge discontinuities.

Instrument Transfer Function Effects

The ideal surface-profiling instrument has a unity transfer function response over an infinite spatial 
period bandwidth. In other words, the measurement does not distort the intrinsic surface proper-
ties. In the real world, however, all measuring instruments have a response function that varies over 

Bass_v5ch46_p001-016.indd 46.9 9/23/09 12:41:01 PM

DO
 N

OT
 D

UP
LI

CA
TE



46.10  X-RAY AND NEUTRON OPTICS

a limited bandwidth. For optical profiling instruments, the transfer function is limited mainly by the 
numerical aperture of the objective and the sampling properties of the detector. The transfer func-
tion of an unobscured objective for incoherent illumination is given by76

 Hobj = − −−π
2

11 2(cos )Ω Ω Ω  (7)
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FIGURE 4 The height profiles of Fig. 3 with a Blackman window 
applied. The edge discontinuities are minimized by this function. Although 
the shape of the profile is distorted, the average statistical properties of the 
underlying function are not changed. (See also color insert.)
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where Ω = λ f /2NA and NA is the numerical aperture of the objective lens. The cutoff frequency 
where Hobj goes to zero is at fcutoff  = 2NA/l; the transfer function is zero for all higher frequencies. 
This function may need to be modified if the objective lens in the profiling instrument contains a 
central obscuration, as in the case of a Mirau objective. The transfer function of an ideal 1D linear 
sensor array is given by 

 H
wf

wfarr = sin( )π
π

 (8)

where w is the pixel width in one dimension. In most cases the pixel width is equal to the sampling 
distance, w = d, and the attenuation at the Nyquist frequency, f = 1/2d, is sin( / )/( / ) .π π2 2 0 63= . Since 
the transfer function of the array is still above zero beyond the Nyquist frequency, and the optical 
cutoff frequency is also generally beyond the Nyquist frequency, the measured spectral density will 
usually contain aliasing from frequencies beyond the Nyquist. This usually results in a flattening of 
the measured spectrum at the highest spatial frequencies. This effect is obvious when measurements 
are made with more than one magnification objective with an optical profiler. The combined optical 
and pixel sampling transfer functions can be used as an inverse filter to restore the high-frequency 
content of the measured spectrum and give a better estimate of the intrinsic surface power spectral 
density:

 S S H H= ⋅ − −
meas obj arr

1 1   (9)

There are practical limitations of this technique, such as the need to avoid singularities in the 
inverse filter that cause the resultant PSD estimate to blow up. In practice, one must impose a practi-
cal cutoff frequency before the Nyquist frequency or before the zero in the sampling function to avoid 
significant distortion of the spectrum by noise and aliasing.77 Other complications to this simple 
restoration filter approach occur when, unknown to the user, the signals from the sensor are prepro-
cessed inside the measuring instrument, such as when adjacent rows of pixels are averaged to smooth 
out amplifier gain differences in 2D array sensors. In this case, the Harr filter needs to be modified with 
correction factors.78,79

Slope Measurement Analysis

Surface slope profiles can be derived from surface height measurements by finite difference calculation:

 M x
d

Z x Z x n Nn n n( ) [ ( ) ( )] , , ,( )= − = −+
1

1 2 11 …  (10)

Note that there is always one less slope point than there are height points in this calculation. 
Conversely, height profiles can be generated from slope profiles by numerical integration:

 Z x Z d M x n Nn i
i

n

( ) ( ) , , ,= + =
=
∑0

1

1 2…  (11)

Note that this latter calculation involves an arbitrary constant, Z0, which corresponds to a rigid body 
piston orientation of the part. Surface slope and height profiles can also be computed by Fourier dif-
ferentiation and integration. The formal relationships between the slope and height transforms are

 

F M x i f F z x

F z x
i

f
F M x

m m m

m
m

m

[ ( )] [ ( )]

[ ( )] [ ( )]

=

= −

2

2

π

π
 (12)
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where F[∗] is the Fourier transform operator. Care must be exercised in implementing these expres-
sions with a DFT to ensure that the frequency terms fm encompass both the negative and positive 
frequencies around zero and multiply the corresponding transformed height and slope numbers. 
Also, the DC term at f = 0 must be excluded from the denominator in the slope-to-height transform. 

Of particular interest to users of x-ray optics is the slope PSD function, S′, which is related to the 
height PSD by 

 ′ =S m f S mm1
2

12( ) ( ) ( )π  (13)

The slope S′ spectrum can also be calculated directly from data that is generated by profilers that 
measure slope by substituting the slope data, M(n), for the Z(n) data in Eq. (3). Bandwidth-limited 
RMS slope numbers, Mq, can be calculated from the slope S′ function in a manner analagous to Eq. (4). 
Conversely, a measured slope profile PSD curve can be used to predict the height spectrum by the inverse 
of the above expression:

 S m
f

S m
m

1 2 1

1

2
( )

( )
( )= ′

π
 (14)

Care must be exercised in this case to exclude the DC term (fm = 0) from the calculation, as it will 
cause the result to be nonsense. 
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47.1

47

Over the past three decades, grazing incidence optics has transformed observational x-ray astron-
omy into a major scientific discipline at the cutting edge of research in astrophysics and cosmology. 
This chapter summarizes the design principles of grazing incidence optics for astronomical applica-
tions, describes the capabilities of the current generation of x-ray telescopes and the techniques used 
in their fabrication, and explores avenues of future development.

47.1 INTRODUCTION

The first detection of a cosmic x-ray source outside of our solar system was made during a brief 
rocket flight less than 50 years ago.1 This flight, which discovered a bright source of x rays in the 
Scorpius Constellation, was quickly followed by other suborbital experiments and in 1970, the first 
dedicated x-ray astronomy satellite, UHURU, was launched into an equatorial orbit from Kenya.2

UHURU, which used mechanically collimated gas-filled detectors, operated for just over 2 years and 
produced a catalog of 339 cosmic x-ray sources.

While UHURU significantly advanced the discipline, the real revolution in x-ray astronomy came 
about with the introduction of grazing-incidence optics aboard the Einstein observatory in 1978.3

Focusing optics provide an enormous increase in signal to noise ratio by concentrating source pho-
tons into a tiny region of the detector, thereby reducing the detector-area-dependent background 
to a very small value. Despite a modest collecting area, less than that of the UHURU, the Einstein 
observatory had two-to-three orders of magnitude more sensitivity, enabling emission from a wide 
range of sources to be detected and changing our view of the x-ray sky.

Since that time, payloads have increased in capability and sophistication. The current “flagship” 
x-ray astronomy missions are the U.S.-led Chandra observatory and the European-led XMM-
Newton observatory. Chandra represents the state of the art in astronomical x-ray optics with 
sub-arcsecond on-axis angular resolution and about 0.1 m2 of effective collecting area.4 Its 
sensitivity is over five orders of magnitude greater than that of UHURU, despite having only slightly 
greater collecting area; in deep fields Chandra resolves more than 1000 sources per square degree. 
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The XMM-Newton observatory, designed for high throughput, has nearly 0.5 m2 of effective 
collecting area, and 15-arcsecond-level angular resolution.5

In addition to providing a considerable increase in sensitivity and enabling fine imaging, x-ray 
optics also permit the use of small-format, high-performance focal-plane detectors. Both Chandra 
and XMM feature fine-pixel silicon imagers with energy resolutions an order of magnitude greater 
than the earlier gas-filled detectors. Currently planned missions will utilize imaging x-ray calorim-
eters that will offer one to two orders of magnitude further spectroscopic improvement.

This chapter describes the optics used in, or with potential for use in, x-ray astronomy. The 
missions described above use mirror geometries based on a design first articulated by Wolter6 and 
these, and their fabrication techniques, are described in Sec. 47.2. An alternate mirror configuration, 
termed Kirkpatrick-Baez, which has not seen use yet in astronomy but offers potential future ben-
efit, is described in Sec. 47.3. Payloads designed to extend the range of x-ray focusing optics into the 
hard-x-ray region are detailed in Sec. 47.4. Finally, new developments offering the promise of ultra-
high angular resolution for future missions are discussed in Sec. 47.5.

47.2 WOLTER X-RAY OPTICS

Optical Design and Angular Resolution

Wolter optics are formed by grazing-incidence reflections off two concentric conic sections 
(a paraboloid and hyperboloid, or a paraboloid and ellipsoid—see Chap. 44). The most common 
case (Wolter type I) is conceptually similar to the familiar Cassegrain optical telescope: the 
incoming parallel beam of x rays first reflects from the parabolic section and then from the hyper-
bolic section, forming an image at the focus (Fig. 1). To increase the collecting area, reflecting shells 
of different diameters are nested, with a common focal plane.

FIGURE 1 Geometry of a Wolter type I x-ray optic. Parallel light incident from 
the right is reflected at grazing incidence on the interior surfaces of the parabolic and 
hyperbolic sections; the image plane is at the focus of the hyperboloid.
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A Wolter I optic can be described by four quantities:

1. The focal length, Z0, which is defined as the distance from the intersection of the paraboloid 
and hyperboloid to the focal point

2. The mean grazing angle a, which is defined in terms of the radius of the optic at the intersec-
tion plane r0:

α ≡ 1
4

0

0

arctan
r

Z
   (1)

3. The ratio of the grazing angles of the paraboloid and the hyperboloid x, measured at the inter-
section point

4. The length of the paraboloid Lp

Wolter optics produce a curved image plane, and have aberrations which can cause the angu-
lar resolution of the optic to be significantly worsened for x-ray sources that are displaced from 
the optical axis of the telescope (see Chap. 45); for these reasons, designs are usually optimized 
using detailed ray-trace simulations (see Chap. 35). However, a good approximation to the opti-
mum design can be readily obtained using the results of Van Speybroeck and Chase.7 The highest 
x-ray energy that the optic must transmit largely determines the mean grazing angle (see “X-Ray 
Reflectivity” section), which in turn constrains the focal ratio of the optic [Eq. (1)]. The grazing 
angles on the parabolic and hyperbolic sections are usually comparable, so x ≈ 1. With the diameter 
and length of the optic as free parameters, the curves in Van Speybroeck and Chase can be used to 
estimate the angular resolution and the collecting area for different designs. Very high resolution and 
good off-axis performance is possible with Wolter I optics. Figure 2 presents sub-arcsecond angular 
resolution images from the Chandra X-Ray Observatory and wide field images from the XMM-
Newton Observatory.

Mirror Figure and Surface Roughness

Irregularities in the mirror surface will cause light to be scattered out of the core of the x-ray image, 
degrading the angular resolution of the telescope. If an incoming x ray strikes an area of the mirror 
surface that is displaced from the ideal height by an amount s, the resulting optical path difference 
is given by

OPD = 2σ αsin    (2)

and the corresponding phase difference is

Δ = 4πσ α
λ
sin

 (3)

where a is the grazing angle and l is the x-ray wavelength. For a uniformly rough mirror surface 
with a gaussian height distribution, RMS values of s and Δ can be used to calculate the scattered 
intensity relative to the total intensity:8,9

I

I
es

0

1
2= − −ΔRMS  (4)

This result implies that high-quality x-ray reflectors must have exceptionally smooth surfaces: in 
order for the scattered intensity Is to be small, ΔRMS must be << 1. For a grazing angle of 0.5° and 
a wavelength of 1 Å, a surface with an RMS microroughness of 4 Å will scatter approximately 20 
percent of the incident intensity. A surface roughness of 8 Å will scatter more than 50 percent of the 
incident intensity at this x-ray wavelength and grazing angle.
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47.4  X-RAY AND NEUTRON OPTICS

FIGURE 2 (a) A Chandra x-ray image of the fiery ring surrounding the 1987 supernova explosion in the Dorado constel-
lation. Subarcsecond angular resolution is required to resolve the structure surrounding the supernova remnant (http://chandra.
harvard.edu/photo/2005/sn87a/). (NASA/CXC/PSU/S.Park & D. Burrows.) (b) A Chandra x-ray image of the supernova remnant 
G292.0+1.8. The colors in the image encode the x-ray energies emitted by the supernova remnant; the center of G292.0+1.8 con-
tains a region of high energy x-ray emission from the magnetized bubble of high-energy particles that surround the pulsar, a rap-
idly rotating neutron star that remained behind after the original, massive star exploded (http://chandra.harvard.edu/photo/2007/
g292/). (NASA/CXC/Penn State/S.Park et al.) (c) Chandra x-ray image of the Crab Nebula—the remains of a nearby supernova 
explosion which was seen on Earth in 1054 AD. At the center of the bright nebula is a rapidly spinning neutron star, or pulsar,
that emits pulses of radiation 30 times a second (http://chandra.harvard.edu/photo/2002/0052). (NASA/CXC/ASU/J. Hester et al.)
(d) XMM-Newton and Chandra x-ray images RCW 86, an expanding ring of debris that was created after a massive star in the 
Milky Way collapsed onto itself and exploded. Both the XMM-Newton and Chandra images show low-energy x-rays in red, 
medium energies in green and high energies in blue. The Chandra observations focused on the northeast (left-hand) and southwest
(lower right) side of RCW 86, and show that x-ray radiation is produced both by high-energy electrons accelerated in a magnetic
field (blue) as well as heat from the blast itself (red). These images demonstrate the large field of view and moderate angular resolu-
tion of XMM-Newton, compared to the smaller field of view and high angular resolution provided by Chandra (http://chandra.
harvard.edu/photo/2007/2snr/). (NASA/CXC/ESA/Univ. of Utrecht/J. Vink et al.)(See also color insert.)

0.5"

(a)

(c) (d)

(b)
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ASTRONOMICAL X-RAY OPTICS  47.5

To calculate the effect of surface imperfections on the x-ray point spread function in detail, it is 
necessary to measure the distribution of the deviations on all spatial scales of the optic, from the 
microroughness on submicron scales to the overall slope error of the full mirror. The surface devia-
tions are characterized by the power spectral density, and the resulting x-ray scattering can be calcu-
lated using the methods described by Church,10 Aschenbach,8 O’Dell et al.,11 and Hughes et al.12

X-Ray Reflectivity

For most astronomical applications, x-ray telescopes are required to have high reflection efficiency 
across the operational energy band, and also to function at the highest possible energy for a given 
focal length and diameter. The overall reflection efficiency and the high energy response can both 
be increased by applying a high density coating to the polished reflecting surfaces of the optics, 
such as nickel, gold, platinum, or iridium (the latter element having the highest density and the best 
reflectivity).13 As discussed earlier, the uniformity and smoothness of the reflective coating is critical 
to the imaging performance of the optic.

The reflection efficiency of an x-ray optic is strongly dependent on energy, due to the presence of 
atomic absorption edges and the rapid decrease in efficiency at high energies. The reflectivity can be 
readily calculated using the Fresnel reflection formulae expressed in terms of the complex dielectric 
constant of the reflecting surface, k.13 Dielectric constants can be easily derived from experimentally 
determined atomic scattering factors, f , using the relation

κ
ρ

π
λ= −1 2

r N

A
fe A

W

   (5)

where re is the classical electron radius, NA is Avogadro’s number, and r and AW are the density and 
molecular weight of the reflecting material. An extensive compilation of atomic scattering factors 
for elements 1 to 92 over the energy range 50 eV to 30 keV is given by Henke, Gullikson, and Davis14

(also see Chap. 36).

Effective Collecting Area

The useful collecting area of a grazing incidence optic depends on several factors: the size and num-
ber of mirror shells, the projection of the grazing incidence mirrors onto the sky, blockage of the 
aperture by support structures, x-ray reflection efficiency, and vignetting of off-axis sources. The 
effective collecting area Ae is the convolution of all of these terms; it is highly energy dependent due 
to the mirror reflectivity, and falls to zero at the high energy cutoff of the optic.

Technologies for Fabricating Wolter-Type X-Ray Optics

There are currently three primary methods for fabricating nested Wolter x-ray optics for astronomi-
cal applications. The approach that has produced the highest angular resolution involves the fabri-
cation of Zerodur glass shells, a few centimeters thick, which are ground, figured, highly polished, 
and coated on the interior reflecting surface. Optics of this type have been built and flown on the 
Einstein observatory,3 ROSAT,15 and the Chandra X-Ray Observatory.16 Einstein and ROSAT each 
had approximately 5 arcsec angular resolution, while Chandra has sub-arcsecond on-axis resolu-
tion. These optics represent what might be called the traditional approach to mirror fabrication 
which involves meticulous figuring and polishing of relatively heavy substrates. The resulting mir-
rors deliver superb performance, but in an effort to avoid the high cost necessarily incurred by this 
labor-intensive work and the significant weight of the mirrors and their support structures, other 
fabrication techniques have been developed that trade angular resolution for light weight, higher 
throughput, and lower cost.
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47.6  X-RAY AND NEUTRON OPTICS

A mirror-fabrication process used widely in x-ray astronomy is electroformed nickel replication 
(ENR). This technique makes use of a master or “mandrel” which is used to replicate identical 
mirror shells. The required parabolic and hyperbolic surfaces are machined into the outer surface 
of the mandrel, which is then highly polished and coated or chemically treated. A thin nickel shell is 
electroplated onto the mandrel; the shell and mandrel (which have different coefficients of thermal 
expansion) are then separated by cooling. The attraction of the process is that the resulting shells 
are full cylinders that contain both parabolic and hyperbolic segments of the Wolter geometry. This 
makes them inherently stable and results in reasonable angular resolution despite their thin (1 mm 
or less) walls. A good example of the use of the ENR process is in the mirrors for the XMM-Newton 
Observatory which has three optics modules, each containing 58 replicated Wolter-I shells (Fig. 3), 
which provide high effective collecting area and 15-arcsecond angular resolution.17

A third approach to mirror fabrication is to utilize reflector segments mounted in a housing 
to give the desired mirror geometry. This technique opens the possibility of compact, very-light-
weight, densely-packed optics modules. To date, many segmented optics have flown on satellite mis-
sions and all have utilized thin aluminum reflectors coated (typically via an epoxy replication off a 
smooth mandrel) to improve their surface roughness. The current SUZAKU18 x-ray astronomy mis-
sion has several foil segment mirror modules (Fig. 4). Typically these have around 175 nested shells, 
each consisting of 8 × 150 μm thick reflectors. The on-orbit measured angular resolution is around 
2 arcminutes.

Recently there has been a significant optics development effort utilizing slumped glass seg-
mented reflectors rather than aluminum. The attraction of the glass is that it is available with very 
smooth surfaces due to the fabrication process used. Certain glass types, notably float borosilicate 
glass, is obtainable with sub-5-Å smoothness making it an ideal x-ray reflector even for demanding 
multilayer coatings. The NuSTAR mission,19 recently selected as a NASA small explorer, utilizes float 
glass reflectors “slumped” by heating the glass to approximately 600°C on a suitably figured pyrex 
mandrel. The reflectors are coated with multilayers for hard-x-ray responsivity (see Sec. 47.4), and 

FIGURE 3 An x-ray optics module for the XMM observatory. Fifty-eight electroformed nickel 
Wolter I optics are nested to increase the effective x-ray collecting area. (See also color insert.) 
(Photo courtesy of ESA.)
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ASTRONOMICAL X-RAY OPTICS  47.7

are assembled into a module through the use of machined precision graphite spacers inserted and
glued between successive shells. The spacers are machined in situ, before each successive shell is 
glued, to prevent error buildup. The expected angular resolution for the NuSTAR optics is approxi-
mately 50 arcseconds.

47.3 KIRKPATRICK-BAEZ OPTICS

The first demonstration of grazing incidence x-ray imaging was performed by Kirkpatrick and 
Baez20 using mirrors with one-dimensional parabolic curvature (Fig. 5a). An optic of this type 
focuses in one plane only, so two mirrors are mounted orthogonal to each other to achieve 2D 
imaging (Fig. 5b); they can also be stacked to increase the effective collecting area (Fig. 5c). Design 
studies of multielement Kirkpatrick-Baez systems have been carried out by Van Speybroeck et al.,21

Weisskopf,22 and Kast.23

Kirkpatrick-Baez optics has not been widely used in astronomical applications because the 
required grazing angles are a factor of two larger than those of a Wolter design, for the same optic 
diameter and focal length. (This can be seen from Fig. 7: An x-ray reflecting in the horizontal plane 
receives the full angular displacement in a single reflection, while a Wolter optic achieves the same 
angular displacement via two half-angle reflections.) The larger grazing angles in the Kirkpatrick-
Baez design significantly reduce the high energy efficiency of the optic. However, optimal packing 
schemes and ease of manufacture may eventually permit Kirkpatrick-Baez designs to overcome this 
disadvantage; for example, mass-produced flat plates can be substituted for the curved optics in 
cases where the curvature of the mirrors is small (Fig. 6). In the small angle approximation the pro-
jected width of the flat plate is

δ =
Lr

F
0

2
   (6)

where L is the length of the plate, r0 is the distance of the plate from the optical axis, and F is the 
focal length. The limiting angular resolution due to the flat plate geometry, Δq, is

Δθ ( )~arcsec 105 0
2

Lr

F
   (7)

FIGURE 4 The segmented foil mirrors aboard the SUZAKU spacecraft. (a) A complete mirror module and 
(b) a single aluminum foil reflector coated with gold. (See also color insert.)

(a) (b)
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47.8  X-RAY AND NEUTRON OPTICS

(a)

(b)

(c)

FIGURE 5 Kirkpatrick-Baez optics. 
(a) Mirrors with one-dimensional parabolic cur-
vature focus in one plane only, producing a line 
image; (b) two mirrors mounted orthogonal to 
each other can produce 2D imaging; and (c) para-
bolic Kirkpatrick-Baez optics can be nested to 
increase the effective collecting area.

Equation (7) indicates that the error introduced by the flat plate approximation can be made rea-
sonably small: Δq = 10 arcsec for a mirror 0.1 m in length and r0 = 0.1 m away from the axis of a 
10-m focal length optic. Analytic expressions for the number of flat plates, their spacing, and the 
resulting packing fraction are given by Weisskopf.22
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ASTRONOMICAL X-RAY OPTICS  47.9

47.4 HARD X-RAY OPTICS

As noted in Sec. 47.1, x-ray optics has revolutionized the field of x-ray astronomy, with current state-
of-the-art telescopes having more than five orders of magnitude greater sensitivity than the first 
satellite-borne instruments. This statement is only true, however, below approximately 10 keV where 
x-ray optics have been used extensively. The hard-x-ray region, above 10 keV, is very important for 
study as in this energy regime sources transit from thermal to nonthermal emission mechanisms. 
In addition, nuclear lines appear and obscured objects become visible. Despite this significance, this 
energy region remains relatively unexplored at high sensitivities and fine angular scales.

The difficulty inherent in obtaining high-energy response is that the critical angle, below which 
x rays can be reflected, is given by

fc ~ 0.93 . l . √ r

where l is the wavelength of the incident x ray (nanometers) and r is the density of the reflecting 
medium (grams per cubic centimeter). Thus at 6 keV, for example, a nickel surface will reflect x rays 
up to an angle of approximately 1/2 degree, but at 60 keV, this will be only 3 arcminutes and thus the 
projected collecting area of hard-x-ray mirror shells becomes very small.

FIGURE 6 Flat plates can be substituted for the parabolic 
Kirkpatrick-Baez optics in cases where the curvature of the mirrors 
is small, and 2D imaging can be achieved by stacking two orthogonal 
sets of flat reflectors.
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47.10  X-RAY AND NEUTRON OPTICS

There have recently been several balloon payloads developed with hard-x-ray telescope sys-
tems using slightly different approaches to obtaining high-energy response. The HERO balloon 
payload24,25 uses an array of shallow-graze-angle, iridium-coated optics fabricated using the elec-
troformed nickel replication process, while the HEFT26 and the InFOCUS/SUMIT27 payloads use 
multilayers (see Chap. 41) to extend the graze angles over which useful reflectivity can be obtained. 
Both InFOCUS/SUMIT and HEFT utilize a segmented optics approach, the former with aluminum 
reflectors and the latter with slumped glass segments as described in “Technologies for Fabricating 
Wolter-Type X-Ray Optics” section.

There are also various satellite missions with hard-x-ray focusing optics that have been approved 
and are in the early stages of development. Among these are the US NuSTAR small explorer mission,19,28

the Japanese NeXT (ASTRO–h) mission.27,29

NuSTAR is a small explorer mission that has recently been approved for flight with a planned 
launch in 2011. It is an outgrowth of the HEFT balloon program, described previously, but with an 
increased focal length and glass-mirror-module size to give an effective area around 200 cm2 at 50 keV 
and useful response to above 70 keV. This, coupled with the long integration times available on orbit, 
results in a two-order-of magnitude increase in sensitivity over currently orbiting (non-focusing) 
hard-x-ray instruments. Launched in an equatorial orbit for low background, NuSTAR will have a 
2-year mission lifetime.

The Japanese NeXT mission builds on the InFOCUS/SUMIT experience, and will utilize 
multilayer-coated aluminum foil optics for extended response up to approximately 60 keV. It is  
projected to fly in the 2013/2014 timeframe.

47.5 TOWARD HIGHER ANGULAR RESOLUTION

The next generation of x-ray missions requires ever-higher angular resolutions and collecting 
areas and it is difficult to construct grazing incidence x-ray optics that combine both of these. The 
Chandra X-ray Observatory currently delivers sub-arcsecond angular resolution, a superlative 
achievement for an x-ray telescope, but still an order of magnitude below the resolution achieved 
by optical observatories, and more than three orders of magnitude below the diffraction limit. 
Improving conventional Wolter x-ray optics to produce milli-arcsecond (or better) angular resolu-
tion is a formidable technical challenge. One alternative is to exploit an approach that is widely used 
in the radio and optical spectral regions: interferometry.

Several fundamental questions about the feasibility of x-ray interferometry are immediately 
apparent. First, interferometry requires that the phase errors be controlled to a fraction of a wave-
length; is it possible to figure and control optics for x-ray wavelengths on the scale of Angstroms? 
Second, cosmic x-ray sources are notoriously faint (especially the cosmologically interesting sources 
at high redshift), and the effective collecting areas of x-ray telescopes are low; is it possible to build 
an x-ray interferometer that would collect a sufficient number of photons to construct a useful 
image in a finite amount of time?

The scientific case for very-high-angular resolution x-ray imaging proves to be strong. Many 
of the most interesting objects in the universe (including active galactic nuclei, accretion disks, 
and the black holes that power them) are very small (< 1 milli-arcsec), very hot (T >108 K), 
and radiate a large amount of thermal energy (Bn ∝ T4) primarily in the x-ray spectral region. 
Obtaining the highest scientific returns, however, will require microarcsecond x-ray angular 
resolution.30

The answers to some of the technical feasibility questions are interesting and rather unexpected. 
Figure 7 shows a schematic drawing of an x-ray interferometer, in which the beams from two x-ray 
telescopes are mixed to form fringes. Grazing incidence mirrors are used for both the telescope 
optics and the beam-combining optics.

How accurately must the grazing incidence optics be figured and controlled in order to achieve 
an acceptable phase error at x-ray wavelengths? For a 1/2 degree grazing incidence optic, l = 2 Å,
and a l/10 path difference, Eq. (2) indicates that the tolerance on surface deviations is large 
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ASTRONOMICAL X-RAY OPTICS  47.11

compared to the wavelength: s ≈ 10 Å. Thus, for typical grazing angles, the factor of sina in Eq. (2) 
relaxes the tolerances on the mirror surface by approximately two orders of magnitude. Significantly, 
this brings the required x-ray optics and metrology solidly into a regime that has been demonstrated 
in the laboratory, suggesting the future possibility of an ultra-high-angular resolution x-ray astronomy 
mission.
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48.1

48

48.1 INTRODUCTION

Improved source development and the growing number of types of x-ray sources have generated an 
increased interest in detection, spectroscopy, and x-ray imaging. Synchrotron, free electron laser (FEL), 
laser plasma, tokamak plasma, capillary discharge, and Z-pinch x-ray sources need various diagnostics 
and offer many applications in science and technology. X-ray imaging and x-ray optical systems play 
a major role. The study of refraction, reflection, and diffraction in the x-ray region have led to the 
development of new optical elements and systems. They allow extended use of x rays in microscopy, 
computed tomography, nondestructive testing (NDT), and material science, as well as in the semicon-
ductor industry, arts, security, and astronomy. Demands for extremely wide field of view (FOV) and 
cost-effective optical systems have led to the concept of multifoil optics (MFO). The basic principles 
and designs of grazing incidence multifoil optics are reviewed in this chapter. Recent developments 
and typical applications for multifoil optics in astronomy, extreme ultraviolet (EUV) lithography, and 
microscopy are described. The requirements for these applications are discussed.

48.2 GRAZING INCIDENCE OPTICS

Atomic scattering functions for x rays had been studied by Henke1 and are tabulated in Chap. 36. 
The real part of complex index of refraction in the x-ray region approaches unity so the focusing 
effect is small in comparison with classic visible radiation optics. The imaginary part of the index 
causes absorption that is not negligible for most materials. Therefore, refraction optics had played 
no significant role until recently (see Chap. 37). The theory of reflection of x rays from a mirror 
surface shows the possibilities and limitations for optics in the x-ray spectral region (see Chaps. 26 
and 44). Reflection optics have been more suitable for most applications. However, x rays can reflect 
only at grazing incidence angles and, thus, only a relatively small solid angle of collection can be 
used. Different solutions can be applied to enlarge the collection angle such as nested Wolter-type 
optics described in Chaps. 44 to 46, or multifoil optics (MFO). The microroughness of the reflecting 
surface plays a critical role in the x-ray spectral region. Microroughness on no larger than an atomic 
scale is necessary for acceptable x-ray reflection2 and optic figure errors no larger than micro- to 

Bass_v5ch48_p001-004.indd 48.1 9/19/09 6:17:18 PM

DO
 N

OT
 D

UP
LI

CA
TE



48.2  X-RAY AND NEUTRON OPTICS

nanometer scales are necessary for high-resolution imaging. Grazing incidence x-ray optics can be 
used to collect the radiation in a wide wavelength range. While grazing incidence optics are com-
monly used in space x-ray telescopes, they can be also successfully used for laboratory imaging, as 
well as for collecting x rays from the laboratory sources. The critical angle is relatively large in case 
of the EUV radiation. It can be up to 15° for gold-coated mirrors with surface microroughness 
below 1 nm and radiation wavelength around 10 nm, or better for some other materials. Beside flat 
mirrors, the most commonly used optics are toroidal mirrors, ellipsoidal mirrors, or parabolic mir-
rors. Kirkpatrick-Baez,3 Wolter,4 Schwarzshild, and polycapillary systems are also commonly used 
and based on reflection. Multilayer structures can be deposited on the surfaces of mirrors to achieve 
the desired spectral properties or higher solid angles of collection.

48.3 MULTIFOIL LOBSTER-EYE OPTICS

The first representative of the MFO is lobster-eye optics (LE). The name of these optics arises 
because lobsters have eyes which operate in a similar manner.5 See also Chap. 49.

Lobster-Eye Geometry

X-ray optics offer an excellent opportunity to achieve very wide fields of view. A one-dimensional 
lobster-eye geometry was originally suggested by Schmidt,6 based upon flat reflectors. The device 
consists of a set of flat reflecting surfaces. The plane reflectors are arranged in an uniform radial 
pattern around the perimeter of a cylinder of radius R (Fig. 1a). X rays from a given direction are 
focused to a line on the surface of a cylinder of radius R/2. The azimuthal angle is determined 
directly from the centroid of the focused image. Used at a glancing angle for x rays of wavelength 1 nm 
and longer, this device can be used to focus a sizable portion of an intercepted beam of parallel x rays. 
Focusing is not perfect and the image size is finite. On the other hand, this type of focusing device 

x ray

(a) (b)

R

R/2
Detector X

Z

Y

j

FIGURE 1 (a) Geometry of a lobster-eye x-ray optic. Parallel light incident from the top is reflected 
at grazing incidence on the set of flat mirrors. The image is formed on a sphere with R/2 radius. (b) The 
Schmidt lobster-eye objective in the double-focusing arrangement. (Courtesy of A. Inneman.)
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MULTIFOIL X-RAY OPTICS  48.3

offers a wide field of view, up to a maximum of 2p with coded apertures. It appears practically pos-
sible to achieve an angular resolution of the order of one-tenth of a degree or better. Two such sys-
tems in sequence, with orthogonal stacks of reflectors, form a double-focusing device (Figs. 1b and 2). 
Such device offers a field of view of up to 1000 square degrees at a moderate angular resolution.

48.4 MULTIFOIL KIRKPATRICK-BAEZ OPTICS

Schmidt LE systems with flat mirrors offer unsurpassed FOV, but have serious imaging and focusing 
limitations. Ideally, a good LE system should have mirrors as short as possible, very thin and densely 
packed. In laboratory applications, where the FOV is often not of the key importance, better focus-
ing systems can be used. Kirkpatrick and Baez3 proposed combination of two mirrors in orthogonal 

(a) (b)

FIGURE 2 (a) The mini (24 × 24 mm, 0.1-mm-thick foils spaced by 0.3 mm) Schmidt LE module. (b) The 
mini Schmidt LE module focal spot image (8-keV x rays from microfocus x-ray tube, image area 12.3 × 12.3 mm). 
Maximum beam intensity in the focal spot is 680× higher than the intensity of unfocused beam. (Courtesy of 
Reflex.)

(a) (b)

FIGURE 3 Kirkpatrick-Baez test Au-coated glass foils system (a) and VIS focal image (see also color 
insert) (b) studied for XEUS project. (Courtesy of Reflex.)
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48.4  X-RAY AND NEUTRON OPTICS

configuration (KB system) in order to achieve two-dimensional imaging. With this mirror combina-
tion they were the first to demonstrate experimentally grazing incidence x-ray imaging. Multifoil 
versions of KB systems (Fig. 3—example of MFO KB test module) have been studied for astronomical 
purposes by Van Speybroeck et al.,7 Weisskopf,8 Kast,9 and Gorenstein.10 A laboratory MFO system 
with elliptical mirrors was recently designed and tested in EUV lithography.

48.5 SUMMARY

Wide-field lobster-eye x-ray telescopes are expected to play an important role in future x-ray 
astrophysics missions and projects. These devices allow the study of novel science, including such 
important fields such as gamma ray bursts (GRB). Use of wide field x-ray optics will allow the signal-
to-noise ratio to be increased compared to measurements with nonfocusing devices. The expected 
limiting sensitivity of LE telescopes is roughly 10−12 ergcm−2s−1 for daily observation in the soft x-ray 
range. The scientific applications are expected to be very broad, covering numerous types and cat-
egories of variable and transient x-ray sources including x-ray binaries, AGN, blazars, Supernovae, 
x-ray counterparts of gamma ray bursts (including orphan afterglows), x-ray flashes, cataclysmic 
variables, and the like. Laboratory multifoil optical condenser allows extended use of x rays in 
microscopy and in EUV lithography.
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49

49.1 INTRODUCTION

For x rays, the ratio of effective collecting area to the total reflecting surface area is small. This quan-
tity, defined as the surface utility, for a Wolter-I optic, equals

s = R2(a, E) sin (a)/2 (1)

where a is the grazing incidence angle on both mirrors in the Wolter-I optic, and R(a, E) the reflec-
tivity at that grazing angle and the energy of the incident radiation. This quantity is only determined 
by the reflective properties of the surface, and is generally small. A typical value is 0.0015 for Au at 
1 keV, which means that 1 cm2 mirror only results in 0.0015 cm2 effective collecting area. The chal-
lenge is therefore to create large surface area with high accuracy. For a given surface area the mass is 
determined by the density and thickness of the mirrors. However, thinner mirrors have lower stiff-
ness and it is therefore more difficult to achieve a good figure and therefore angular resolution of 
the optic. An x-ray optic is therefore a trade-off between mass and resolution. The resolution can be 
improved by increasing the stiffness for a given mirror thickness. One possible solution is the use of 
a spacer that supports the mirrors. A more drastic implementation are pore optics, where the spac-
ing of the spacers is of the same order as the spacing between the mirrors. There are currently three 
technologies that employ pore optics to implement x-ray pore optics: microchannel plate, silicon 
stacks, and micromachined silicon.1–15

49.2 GLASS MICROPORE OPTICS

Introduction

Glass micropore optics are made from square glass fibers that are arranged in an appropriate con-
figuration, after which the cores of the fibers are etched away such that thin mirrors remain. The 
resulting mirror thickness can be as low as 1 μm. With a glass density of about 2.3, this results in 
several orders of magnitude reduction in mass compared to 1-mm nickel shells or 0.1-mm-thick 
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49.2  X-RAY AND NEUTRON OPTICS

aluminium foils. These optics can be produced with the same technology used for the manufactur-
ing of microchannel plates, but using square instead of round glass blocks from which the fibers 
are drawn, as shown in Fig. 1. The process results in multifibers, as shown in Fig. 2, a square array 
of typically 50 × 50 fibers. These can be arranged in the desired geometry in a block. Plates are cut 
from the block and the core of the fibers are etched away, leaving square holes in a regular grid, as 
shown in Fig. 3.16

Glass micropore optics can be manufactured from different types of glass. In the etching pro-
cess heavier elements are etched away preferentially and the resulting surface is mostly composed 
of SiOx. It has not yet been possible to coat the inside of the pores uniformly with a material with a 
higher atomic number.

FIGURE 1 SEM image of a square-pore square-pack 
microchannel plate that acts as micropore optics. The pores are 
20 × 20 μm, the wall thickness is 2 μm.

FIGURE 2 The front side of a multifiber with a size of
0.7 × 0.7 mm2. The front side of the unprocessed fiber is irregular 
and therefore not the entire area is properly focussed.
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PORE OPTICS  49.3

In the drawing process the surface of the core glass is elongated by several orders of magnitude, 
thereby reducing the surface roughness significantly to about 1 to 2 nm. This makes them suitable 
for x-ray reflection. The typical pore size varies between 10 and 100 μm, and the wall thickness 
between 2 and 20 μm. This results in an open area ratio of typically 65 percent.

Lobster-Eye Optics

Multifibers can be arranged in a regular rectangular arrays, resulting in the so-called square-pore 
square-pack plates. If these are slumped over a spherical surface, a lobster-eye optic results,17 as 
shown in Fig. 4. Radiation that reflects twice inside the pore from orthogonal walls will be focused 
into a point. However, a large fraction of the incoming radiation will be reflected from one wall only 

FIGURE 3 Manufacturing of a microchannel plate optics. A square core is inserted into a square cladding, and fibers are 
drawn. The fibers are stacked in a block, and multifibers are drawn.

Detector

x rays
ymax

O S

Ls Lf

Ld

R

L

MCP

FIGURE 4 Creating a collimated beam with a slumped multichannel plate. (From Ref. 16.)
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49.4  X-RAY AND NEUTRON OPTICS

or go straight through the pores. The resulting image from a point source is called a crucifix image, 
as shown in Fig. 5.18 The crucifix point spread function (PSF) of the lobster optic results in a typi-
cal image resolution of a few arcminutes half-energy width. With a sufficiently large signal-to-noise 
ratio it is possible to deconvolve the image using the known PSF.

The lobster-eye optic only focuses light from an annulus on the optic. The collecting area will 
therefore be smaller than the total open fraction of the optic.

The field of view of a large curved lobster-eye optic is large. This optic is therefore well suited for 
sky survey instruments. A large-FOV instrument based on a lobster-eye optic is being developed for 
the International Space Station.19

The lobster-eye optic can be used for sources at finite distance, in which case a thin lens formula 
applies, as shown in Fig. 4,

1 1 2

L L Rs f

− =
slump

 (2)

Glass micropore optics have been used to image x-ray fluorescence of biological and geological 
samples.20,21

Wolter Optics

If the square fibers are stacked in concentric rings or sectors, as shown in Fig. 6, the radiation that is 
reflected from the azimuthal walls will result in a focus, as shown in Fig. 7. A second plate can be used 
to eliminate the extreme coma from a single plate, as shown in Fig. 8, resulting in proper imaging.22,23

In the case of a source at infinity the required slump radii are

f R R= =1
4

3
41 2  (3)

FIGURE 5 The crucifix image produced by a microchan-
nel plate optic with square packing in a confical arrangement. 
The half-energy width of the spot is about 6 arcmin. Data 
taken at the beam line of the Space Research Centre of Leicester 
University at 1 keV. (From Ref. 18.)
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PORE OPTICS  49.5

FIGURE 6 Radial microchannel plate optic are produced 
by stacking multifibers radially, cutting plates and etching the 
cores.
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FIGURE 7 The focus of a single-plate radially packed microchannel plate optic. (See also 
color insert.)
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FIGURE 8 Two radially stacked plates that are 
slumped to different radii mimic a Wolter-I optical 
geometry and provide true focusing.
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49.6  X-RAY AND NEUTRON OPTICS

When the ratio of the pore size and thickness of the plate is properly chosen, the entire optic 
contributes to the focus of an on-axis source. The geometrical collecting area is therefore the open 
area ratio times the aperture.

The imaging performance of a glass micropore optic will be determined by the optical geometry, 
manufacturing errors that are imminent in the production of glass surfaces, as well as diffraction 
due to the pore structure. The focal plane is in the near field of the diffraction of the pores at typical 
x-ray wavelengths and Fresnel diffraction treatment is required to calculate the diffraction pattern. 
The actual geometry is basically a conical approximation to a Wolter-I. This will result in an image 
that has the size of a pore. However, in the case of concentric rings of multifibers, the multifibers 
will not be appropriately slumped in the azimuthal direction, and the focal spot will have the size 
of a multifiber. For a 1-mm multifiber size and a focal length of 1 m this corresponds to 3 arcmin. 
Diffraction at x-ray energies can be comparable depending on energy and pore size.24

The optic can be created in off-axis segments, so that a larger collecting area in a single focus can 
be obtained, as shown in Fig. 9. Such an optic is being developed for an x-ray imaging spectrometer 
for BepiColombo, a European mission to Mercury25,26 and could be used for medium-resolution 
timing experiments.27

49.3 SILICON PORE OPTICS

Silicon pore optics are produced by stacking silicon plates with ribs on the backside onto a conical 
mandrel, as shown in Fig. 10. Silicon wafers produced by the semiconductor industry are used. The 
chemomechanical polishing process that was developed for high-quality wafers results in a surface 
that has very good quality as x-ray mirror. Typical surface roughnesses are 0.1 nm and the flatness is 
better than a few nanometers over 25 mm. The plates are stacked such that the ribs make contact with 
the next plate and form a strong bond. This way stacks of a large number of concentric mirrors can be 
made. The porous structure, shown in Fig. 11, is almost as stiff as a solid silicon block. The x rays will 
reflect from the front side of the wafer toward the focus. A second stack is required to eliminate the 
severe coma caused by a single reflection. The current imaging resolution is 17 arcsec HEW over the 
full area and below 5 arcsec over selected regions.28

Metallic and multilayer coatings can be applied to the surface inside the pore before stacking, 
provided that the coating is laid down in stripes, leaving uncoated silicon for the bonding.

FIGURE 9 A segment of a radially stacked micropore 
optic. Two such plates behind each other act as a conical 
approximation to a Wolter-I optic. The width of the segment is 
35 mm. (See also color insert.)
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PORE OPTICS  49.7

The resulting optic has a typical pore size of 1 × 1 mm2 and a typical mirror thickness of 170 μm. 
The mass of these optics is about 1/10 of nickel replicated optics and is comparable to foil optics. 
The resolution is potentially better. This technology is well suited for conical approximations to a 
Wolter telescope. In that geometry the resolution will be inversely proportional to the focal length 
for a given pore size, and therefore this optic is best suited for large focal lengths. A closer approxi-
mation to a Wolter-I optic would require bending the plates in two directions, leading to additional 
distortion which has to be balanced against the benefit of the improved design.

The resulting stacks can be mounted as smaller modules into a larger structure. Note that the 
combination of two stacks forms a lens and therefore the alignment of a so-called tandem is much 
less critical than the alignment of an individual stack.

This optic is the baseline technology for the XEUS/IXO mission concept and would allow a 
collecting area of more than 3 m2 in space.

49.4 MICROMACHINED SILICON

Careful etching of silicon can result in surfaces that are sufficiently smooth for x-ray reflection. 
With this method a structure can be etched into silicon that forms a geometry that can be used for 
imaging.29 To get good surface quality requires etching along silicon crystal planes, which limits the 
geometries that can be realized.
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ADAPTIVE X-RAY OPTICS

Ali Khounsary
Argonne National Laboratory
Argonne, Illinois

50.1 INTRODUCTION

The field of adaptive optics (AO) has its origin in the second half of the twentieth century1,2 in con-
nection with improving the image quality of celestial objects taken by Earth-based telescopes. Prior 
to this, and for some 300 years, telescopes had evolved significantly, from primitive constructs to 
sophisticated systems that incorporated the latest in design, optical material, polishing, and assembly.3

Further improvement in image quality required collecting more light and, more importantly, dealing 
with the blurring caused by atmospheric turbulence. These two requirements have led to the develop-
ments of active and adaptive optics, respectively.

To collect more light, telescopes with large primary mirrors several meters in diameter were 
proposed. To control optical aberrations due to mechanical and thermal effects in such large 
systems, active optics4 techniques were developed and implemented that allowed automatic 
adjustments via built-in corrective optical elements operating at fairly low temporal frequency 
(<<1 Hz).

To address the degrading effects of atmospheric turbulence and to obtain sharper images, 
adaptive optics was developed and implemented.5 Using a bright star or a beacon,6 wavefront 
distortions due to atmospheric turbulence are measured in real time, and this information is 
fed into a system of many high-speed (kHz range) actuators operating on a deformable mirror 
that adjusts its shape, as shown in Fig. 1, to correct for the atmospheric distortion to produce 
sharper images. A deformable mirror of this type is typically about 10 to 20 cm in diameter, 
located behind the telescope focus, and its axial range of deformation is typically on the order 
of a few microns. 

Developments in adaptive optics in the visible or IR region of the spectrum have continued with 
military, communication, astronomy, energy, and medical applications (see Chap. 5). These efforts 
are now being extended to the x-ray region, notably in x-ray astronomy and synchrotron-based x-ray 
systems. 

50.1

50

Bass_v5ch50_p001-012.indd 50.1 9/10/09 12:29:17 PM

DO
 N

OT
 D

UP
LI

CA
TE



50.2  X-RAY AND NEUTRON OPTICS

50.2 ADAPTIVE OPTICS IN X-RAY ASTRONOMY

Unlike optical astronomy, space-based hard x-ray astronomy relies on grazing incident optics to col-
lect an image. This severely restricts the amount of light that can be collected because the available 
optical surface is limited. To address this problem, light-weight optics composed of a large number 
of nested confocal mirrors with very thin walls have been developed (see Chap. 47). Mirrors are 
individually produced by electroforming on a suitably shaped mandrel and then releasing them.7,8

For high-angular-resolution hard x-ray astronomy, telescopes with rigid optics are presently pre-
ferred, as they maintain their figure during the rigor of launch and beyond. The light collection area 
is severely restricted, however, due to weight considerations. Research is continuing in the use of 
adaptive optics techniques for in situ control and figure correction.9,10 For soft x-ray telescopes oper-
ating near normal-incident angles, on the other hand, adaptive optics is being developed to correct 
figure errors of the primary mirror in an effort to approach diffraction limit performance.11

50.3 ACTIVE AND ADAPTIVE OPTICS FOR 
SYNCHROTRON- AND LAB-BASED 
X-RAY SOURCES

The terms active optics and adaptive optics have distinct meanings in the optical telescope community,
denoting low-speed and high-speed correction systems, respectively. Elsewhere, this distinction is not 

Distorted
wavefront

Light from
telescope

Adaptive
mirror

Wavefront
sensor

High-resolution
camera

Beamsplitter

Corrected
wavefront

Control
system

FIGURE 1 Light from the celestial object of inter-
est and a nearby “guide star” passes through the telescope 
optics and propagates within the adaptive system shown. The 
light from the star is continuously measured by a high-speed 
wavefront sensor and analyzed to determine atmospheric 
distortion. This information is used to change the shape of 
the deformable mirror in order to cancel out the distortion 
due to atmosphere, which allows the high-resolution camera 
to obtain sharper images of the stars and celestial objects. 
(Courtesy of Claire Max, Center for Adaptive Optics, University 
of California at Santa Cruz, California.)
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ADAPTIVE X-RAY OPTICS  50.3

always observed. For example, within the x-ray optics community, the terms active, adaptive, bendable, 
and deformable are used interchangeably, yet only a few systems are truly adaptive in the sense of 
high-speed automatic sensing, feedback, and correction. In what follows, the term adaptive is used to 
denote optics that during operation undergo complex deformation or rigid body motions that require 
(manual or automatic) monitoring and active feedback, or optics that are of the self-correcting type, 
which have built-in self-adjustment mechanisms by design. Other systems are termed active optics. 

In recent years, several groups of researchers have begun exploring adaptive optics technologies 
for application to synchrotron and lab-based x-ray optics. This trend is expected to accelerate because 
of its impact on beamline performance and throughput. More significantly, because of the relative 
ease with which adaptive technologies can be implemented at the so-called mezzo (sub-mm) level 
(using MEMS, micro-sensors, and related processing and technologies), an entirely new generation 
of x-ray optical systems could result. 

The ultimate goal would be to develop a new class of enabling adaptive optical systems that can, 
in real time, sense and compensate for undesirable changes (a) in the optics itself, (e.g., due to beam 
heat load), (b) in the laboratory environment (e.g., thermal, mechanical), and (c) possibly in the x-ray 
source (temporal and spatial). As an example, it would be possible to focus and keep a nanofocused 
x-ray beam on a small sample for an extended period of time, a goal that might best be achieved not 
by expansive control of a long beamline but by active/adaptive control of the optics. 

Major x-ray optical systems currently in use on synchrotron x-ray beamlines or in lab-based 
x-ray systems include monochromators, mirrors, multilayer-coated mirrors, zone plates, poly-
capillaries, and compound refractive lenses. Many are active optics, as they have provisions for 
angular and spatial movements and adjustments. They generally lack automatic sensing, feed-
back, and control because, unlike optical astronomy, which requires an automatic and relatively 
high-speed feedback system on the order of kHz, many laboratory and synchrotron x-ray optics 
rely on painstakingly slow operator feedback and adjustments. In many instances “sensing” is 
difficult, labor intensive, or complex, and not amenable to effective automation. Thus, of the 
three components of an adaptive optical system (sensor, optics, and control), the sensor remains 
most problematic. Currently, for example, when bending a mirror to focus an x-ray beam, inten-
sive operator intervention, in the form of repeated knife-edge scans and bending adjustments, is 
necessary to arrive at the optimal mirror shape for finest focus. With an adaptive x-ray system, 
the mirror surface profile could be automatically measured (optically or directly by x rays) and 
the bending adjusted to arrive at the best surface profile. 

Thus, incorporating adaptive techniques in synchrotron- and lab-based x-ray optics optical sys-
tems is highly desirable.

Progress in three cases is described in this chapter:

• Bendable optics: Controlled elastic bending of optical substrates into versatile shapes necessary 
to focus, collimate, or collect x rays.

• Figure correction: Controlled correction of long spatial wavelength figure errors (due to manu-
facturing, thermal load, mounting, gravity, etc.).

• Novel optics: Development of new types of optical systems, such as x-ray telescopes for both 
tabletop and synchrotron x-ray sources, where adaptive techniques form the basis of the design 
rather than an enhancing feature. 

Bendable Optics

Because of the widespread need to collect and focus x rays on one hand, and the availability of higher-
quality flat substrates on the other, a number of bendable optical systems (composed of bent mir-
rors, monochromators, or both) have been developed.12–17 An additional impetus is the difficulty and 
expense in manufacturing high-quality mirrors with elliptical or higher-order polynomial profiles.18–21

A variety of bending tools and techniques using electrical, mechanical, and thermal means have been 
developed, although most are mechanically bent by applying moments at or near the ends of the mir-
rors, as shown in Fig. 2.
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50.4  X-RAY AND NEUTRON OPTICS

The design principle underlying bendable optics is simple elastic beam theory. It is well known that a 
flat beam of uniform cross section can be bent to the arc of a circle of radius R given by ( ) ( ),1/ /R M EI=
where M is the applied bending moment at its ends, E is the modulus of elasticity, and I is the beam’s 
moment of inertia.22 This one-dimensional treatment is applicable to long mirror substrates where the 
length is much larger than other dimensions. Application of two equal moments at the ends produces 
a circular arc; two unequal moments produce an ellipse. More generally, this equation can be written 
as a function of location x along the length of the mirror and measured from an arbitrary origin as

1
R x

M x
EI x( )

( )
( )

=

where R(x) is the local radius of curvature. Thus, a homogeneous elastic substrate may be bent into 
a range of longitudinal profiles by the appropriate application of moments along its length.14,18,23

Alternatively, because of its dependence on moment of inertia, even with the application of a con-
stant moment M, the curvature R(x) can be made to vary along the mirror length by using a sub-
strate with a tailored nonuniform cross section (width or thickness). Thus, within limits, a flat mir-
ror can be bent into one with an arbitrarily varying longitudinal surface profile, and indeed many 
such optics have been made and are in operation.20, 24–26

With the few exceptions, these bendable systems do not employ adaptive technology, although 
most of the necessary apparatus, except for an automatic sensing system, are in place. An automatic 
sensing and feedback system could provide real-time enhanced dynamic bending options and auto-
matic adjustments in response to environmental changes, and the capacity to correct long wavelength 
tangential slope errors in systems with multiple actuators.

Although bendable optical systems have successfully produced focused x-ray beams down to submi-
cron size, it should be noted that they have some practical limitations.18,27,28 First, they are sensitive to the 
bender adjustment, especially when adaptive techniques are not used. Second, they are bulky and harder 
to cool in comparison to the prefigured alternative. Lastly, in practice, bent mirrors have not been able to 
match the precise figures possible with prefigured rigid optics to produce nanometer-size focal spots.29,30

Adaptive X-Ray Optics

For the reasons described earlier, only a few truly adaptive x-ray optical systems that use actuators 
and robust sensing techniques, such as Shack-Hartmann wavefront sensing, have been developed to 
date. A few of the main systems are described next.

FIGURE 2 A mirror bender designed by IRELEC for ESRF. 
The system applies two controlled bending moments, by means 
of two electrical actuators, at each end of a mirror. The moments 
are controlled independently to be able to bend the optics into 
elliptical or cylindrical profiles. (Courtesy of IRELEC, France.)
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ADAPTIVE X-RAY OPTICS  50.5

Bimorph Mirrors One of the promising adaptive optical systems developed for x-ray applications 
is the bimorph mirror system. Piezoelectric bimorph mirrors31 were first proposed for adaptive con-
trol of laser32 and astronomical mirrors,33 and prototype systems were built.34,35 A bimorph mirror 
consists of two faceplates with a sheet of active elements sandwiched symmetrically between them. 
The active elements are made of two piezoelectric plates glued together with their polarization 
vectors in the same direction perpendicular to the plate face. Each plate is coated with a thin metal-
lic electrode at the glued surface. When a voltage is applied at the interface electrodes, one plate 
contracts and the other expands, bending the mirror assembly spherically. To change the radius, 
the applied voltage is changed. To change the mirror shape locally, a number of smaller embedded 
piezoelectric plates can be used to provide versatile shape control, as shown in Fig. 3.

In the early 1990s, the European Synchrotron Radiation Facility (ESRF) began exploring active 
and adaptive technologies in connection with thermally induced deformation in cooled x-ray mir-
rors for high-heat-load x-ray beamlines.37,38 A system composed of multiple discrete piezoelectric 
actuators and a Shack-Hartmann wavefront sensor39 was built, as shown in Fig. 4.40 It was recognized, 
however, that thermally induced deformations are rather smooth and slow varying along the mirror 
length, and their correction requires only a gentle bending for which a bimorph mirror with one or a 
small number of electrodes is most appropriate.41 For focusing x rays that require an elliptically bent 
mirror, a bimorph composed of a few electrodes is sufficient;42 short bimorph mirrors were fabricated 
and bent to an elliptical shape in a Kirkpatrick-Baez geometry43 (see Chap. 44) to focus x-ray beams 
in two directions.44 The design has been evolving over time and improvements are gradually being 
made in fabrication, control, feedback, and performance.45–48 Presently about 150 of these bimorph 
mirrors are in use on synchrotron x-ray beams worldwide, a number that is likely to grow as they are 
recognized as an economical approach to adaptive optics for synchrotrons and x-ray astronomy.49

It is important to note that one of the severe limitations on the use of bimorph mirrors at synchro-
tron facilities is that the mirror temperature must remain below 60˚C, and thus this technology is only 
suitable for monochromatic beams or other low thermal load beams.

Adaptive Optics for Thermal and Environmental Control and Correction As noted, one potential 
use of adaptive optics in synchrotron and perhaps lab-based x-ray systems is for the control and 
correction of surface deformations due to beam thermal load, gravity, or environmental factors. 
Thermally induced deformations are particularly important, and an adaptive optics system that 
allows cooling to take place while providing dynamic correction is highly desirable. For reference, 

FIGURE 3 A bimorph mirror, 600 mm in length, com-
posed of four bimorph plates each with four electrodes, 
installed at the GM/CA-CAT beamline at the Advanced Photon 
Source in the United States.36 (Courtesy of SESO, France.)
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50.6  X-RAY AND NEUTRON OPTICS

it should be noted that the third-generation synchrotron x-ray facilities that have come online since 
the early 1990s generate very small but powerful x-ray beams with low divergence50 but with thermal 
loads from a few hundred to thousands of watts. Optical substrates subjected to high-heat-load x-
ray beams typically deform into a convex shape. For reflective optics, this results in increased beam 
divergence; for refractive optics, it results in loss of x-ray beam intensity. These optical elements, 
therefore, must be cooled to remove the heat, and their adverse thermal deformations corrected, 
internally or externally. While most corrections require external means, under some circumstances it 
is possible to build into the design of the system some untraditional adaptive features such that the 
sensing, feedback, and correction are performed by the optics itself.51 In one design, two properly 
devised cooling blocks are optimally positioned on the long sides of a mirror close to the reflecting 
surface. When a high-heat-load x-ray beam strikes the mirror at grazing angles, the heat is deposited 
along a narrow longitudinal footprint on the optical surface. The mirror immediately deforms into 
a convex shape, but within several minutes a reverse thermal moment is automatically generated 
within the mirror body that reverses the initial curvature and largely flattens the optical surface.51,52

In general, however, thermal distortions cannot be mitigated by internal reversal, and traditional 
adaptive techniques must be implemented to correct the deformations. One such system was devel-
oped at the ESRF.40 In this system, shown in Fig. 4, a Shack-Hartmann sensor monitors the mirror 
surface to determine thermally induced deformations and provides feedback to a system of 22 piezo-
electric actuators to correct the figure of the thermally deformed mirror.

X-Ray Monochromators As noted, x-ray monochromators (see Chaps. 30 and 39) installed on 
high-heat-load x-ray synchrotron beamlines can undergo thermal deformation that effectively 
reduces the intensity of the diffracted beam. Unlike mirrors, however, monochromators intercept the 
beam typically at large angles and absorb most of the white incident beam, and thus they are sub-
jected to a substantially higher heat flux. They must therefore be efficiently cooled and their thermal 

Mechanical system applying discrete forces 

X-rays

Electronic feedback control

Visible light source Detector

User reference shape

X-ray mirror

Optical system to measure shape 

FIGURE 4 Schematic of a cooled adaptive mirror system for synchrotron x-ray applications. 
A Shack-Hartmann wavefront sensor is used to measure the thermally induced deformation of the 
optical surface and provide feedback to 22 (in two rows of 11) piezoelectric actuators that flex the 
1-m-long mirror. Each actuator has a maximum stroke of 40 micrometers.40 (Courtesy of Jean Susini, 
ESRF Gronoble, France.)
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ADAPTIVE X-RAY OPTICS  50.7

deformation managed. This thermal management issue is likely to become more acute as a result of 
the upgrades planned at synchrotron facilities. Presently most high-heat-load silicon monochroma-
tors, by necessity, employ cryogenic cooling around 125 K to exploit silicon’s high thermal conduc-
tivity and nearly zero thermal expansion coefficients around this temperature. Thermal deformation 
is insignificant, requiring little or no corrections. However, the cooling systems are somewhat com-
plex and water cooling is preferred, if possible, especially for lower-heat-load beamlines. A number 
of “adaptive” techniques to overcome undesirable thermal distortions were explored earlier. For 
example, in one design, a silicon monochromator with a thin diffracting surface was water-cooled 
with water jets on its back while pressurized helium was used on the front side of the diffracting 
surface to flatten its convex shape and increase diffracted intensity.53 In another design, a silicon 
monochromator, consisting of a thin crystal faceplate with small cooling channels in it, was bonded 
to and supported by beryllium through which some 20 actuators were used to flatten the faceplate.54

While many investigators have examined adaptive techniques for the control of thermal effects, 
some have examined active control of an optical system thermally. For example, to increase the 
throughput or resolution in a monochromator subjected to a divergent incident beam, heat can be 
applied to generate a thermal gradient across the face of the diffracting crystal such that the d-spacing 
variation matches incident angles of the divergent beam, i.e., λ θ= 2d Bsin  is a constant. This is use-
ful when the divergences of a beam appreciably exceed the acceptance angles of the monochromator 
used. Gains of up to two orders of magnitude in intensity, relative to standard flat isothermal crystal 
systems, are expected.55 A number of other schemes to use thermal gradients to actively control optics 
have also been suggested or implemented with varying degrees of success.56,57

Novel Optics

Microchannel Plates (MCPs) Microchannel plates, also known as “micro pore optics” (MPOs), 
(see Chap. 49) were originally developed to provide high-resolution images in low-light condi-
tions (e.g., night vision goggles) using image intensifiers. More recently, they have been used in 
x-ray detectors and have also been investigated for x-ray focusing58 in a manner similar to the 
lobster eye vision proposed earlier.59 A typical MCP is a planar glass, on the order of 1 mm thick, 
composed of thousands of small channels. To focus x rays using MCPs, these channels must be 
curved. This can be accomplished by spherically slumped or adaptively controlled bending of the 
plate so that incident rays on the channel walls of the MCP are reflected onto a screen producing 
an image of the object. Developments in this field continue through various design improve-
ments, smoother walls, and more accurate channel alignment. Lobster-ISS (International Space 
Station) is one such system that is expected to be deployed in 2010 aboard the ISS.60,61 While 
lobster x-ray optics was originally intended for astronomical applications to view a broad swath 
of the sky, these compact x-ray focusing devices are being explored for lab-based sources and pos-
sible synchrotron use.62

Adaptive Microstructured Optical Arrays (MOAs) Microstructured optical arrays are a new class 
of x-ray focusing optical systems under development that is conceptually similar to polycapil-
lary and microchannel plane optics but differs in that x-rays are guided by a single (rather than 
multiple) grazing angle reflection from each MOA.63,64 In a sense, MOAs are a discretized version 
of a polycapillary optics, allowing considerable flexibility in the design of the channels and layout 
of the arrays. Figure 5 shows a sketch of a one-dimensional MOA system composed of two arrays 
focusing x rays from S to S′. The second array shown is bent. Bending one or both arrays provides 
a variable focal length. Adaptive control, for example, of the piezoelectric material coated on the 
support structure of the arrays allows bending, changing the dimensions of the channels, or cor-
recting optical aberrations. Preliminary MOAs are being made by the deep silicon etching process.65

MOAs hold considerable potential for x-ray optics in general and adaptive optics in particular. For 
example, it is estimated that an optimally designed MOA could provide two orders of magnitude 
more focused flux than the corresponding zone-plate, primarily due to the larger aperture afforded 
by an MOA.65
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50.8  X-RAY AND NEUTRON OPTICS

50.4 CONCLUSIONS

Adaptive x-ray optics, as a field, is in its early stages of development. Most x-ray optical systems in 
use today are passive because stability is valued more than versatility. 

However, development of robust adaptive systems is likely to provide the means to achieve 
enhanced throughput, resolution, stability, and versatility. Concerted effort is needed to develop 
cost-effective and reliable systems that provide real improvement over the existing optical systems. 
Actuation mechanisms (thermal, piezoelectric, magnetic, electrostatic, motor driven) and sensing 
techniques suitable in a variety of x-ray environments must be developed. Development of novel x-
optics based on adaptive techniques would enhance throughput and versatility of both synchrotron- 
and lab-based systems. 
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THE SCHWARZSCHILD 
OBJECTIVE

Franco Cerrina
Department of Electrical and Computer Engineering 
University of Wisconsin 
Madison, Wisconsin

51.1 INTRODUCTION 

The Schwarzschild objective is based on the use of two almost concentric spherical surfaces: a small 
convex mirror and a larger concave facing each other as shown in Fig. 1. 

While this design is widely attributed to Schwarzschild, previous descriptions of the optical 
system had already been analyzed and published by Paul and Chretien. The design is simple and 
elegant, and well suited for optical systems with small field of view and high resolution. The 
Schwarzschild objective is an evolution of the Cassegrain telescope, where the primary and sec-
ondary are both nonspherical elements, providing good aberration correction and large field of 
view. Aspherical optics are, however, difficult and expensive to manufacture, and simpler designs 
are desirable. The Schwarzschild objective replaces the aspheres with spherical elements, as shown 
in Fig. 1.

The Schwarzschild objective has found its primary use in microscopy and astronomy at wave-
lengths where glass lenses are not suitable or where a truly achromatic optical is needed, like in micro-
spectroscopy systems. The applications are thus mainly in the Infrared (FTIR microscopes) and the 
UV; recently, the Schwarzschild objective has been extended to the Extreme UV region (≈13 nm) for 
microscopy1,2–5 and for the development of advanced lithography.6 Some of the first X-ray images of 
the sky were also acquired using Schwarzschild objectives.2

In the Schwarzschild objective each spherical surface forms an aberrated image, and it is a simple 
exercise in third-order expansion to show that the aberrations can be made to compensate each other. 
This is because the surfaces have curvatures of different sign, and hence each aberration term is of the 
opposite sign. All the third-order Seidel aberrations are exactly zero on axis, and only some fifth-order 
coma is present. However, the focal plane of the Schwarzschild objective is not flat; because of the 
spherical symmetry, the focal plane forms a spherical surface. Thus, the Schwarzschild objective has 
excellent on-axis imaging properties, and these extend to a reasonably large field. It is ideally suited 
for scanning systems, where the field of view is very narrow. 

The excellent imaging properties of the Schwarzschild objective are demonstrated by an analysis 
of the objective’s modulation transfer function (MTF). In Fig. 2 one can see the excellent imaging 
property of the Schwarzschild objective, essentially diffraction limited, as well as the effect of central 
obscuration (increase of side wings). As shown in Fig. 3 the curve extends to the diffraction limit 

51.1

51
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To eyepiece

FIGURE 1 Layout of a Schwarzschild objec-
tive used as a microscope objective. 

and remains very close to the ideal (diffraction limited) MTF curve even at wavelengths as short as 
13 nm. However, in the midspatial frequency region, the MTF deviates considerably from the ideal. 
This behavior is typical of optical systems with central obstruction, and in general does not affect the 
ultimate resolution of the objective. 

FIGURE 3 Modulation transfer function (MTF) of the previous 
Schwarzschild objective used as a microscope objective. Notice that in this 
figure the dotted line corresponds to e = 0 (no obstruction).
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FIGURE 2 Point image of a Schwarzschild 
objective used as a microscope objective at a wave-
length of 13 nm. e refers to the amount of obstruction
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51.2 APPLICATIONS TO X-RAY DOMAIN 

The high resolution of the microscope is achieved through the use of near normal-incidence optics; 
off-axis systems of comparable speed have unacceptable aberrations. This poses a big problem in 
the soft x-ray (EUV) region, where normal-incidence reflectivity is essentially negligible. The devel-
opment of interference multilayer coatings for the soft x-ray region [now often called Extreme UV 
(EUV)] has in part solved this problem and made possible sophisticated optics.2 (Also, see Chap. 41.) The 
combination of Schwarzschild objective and multilayer coatings, in its simplicity, is a very appealing 
design for the EUV region. Because the difference in optical path is so small, it is possible to achieve 
diffraction-limited performance even at wavelengths of 13 nm with good overall transmission. 
At wavelengths longer than about 2d = 40 Å (300 eV) it is possible to use interference filters to 
increase the reflectivity of surfaces in the soft x rays. These filters, often called “multilayers,” are, 
in effect, synthetic Bragg crystals formed by alternating layers with large optical contrast.2 From 
another point of view, they are a l /4 stack in the very short x-ray region. The possibility of using near 
normal optical surfaces clearly simplifies the design and allows greater freedom to the optical designer. 
Furthermore, the relatively high reflectivity of the multilayers (up to 60 percent) allows the design of 
multiple surface optics. 

Several microscopes have been built at synchrotron facilities, and are operated successfully.3

Nonsynchrotron sources do not have enough brightness to deliver the flux required for practical 
experiments. The best resolution achieved with a Schwarzschild objective is of the order of 90 nm 
at the MAXIMUM microscope7 at the advanced light source. For a numerical aperture of 0.2 at 
the sample, the diffraction-limited resolution is approximately given by the Rayleigh criterion; at a 
wavelength of 13 nm, we have d = l/2 NA = 32 nm. However, one is limited by the flux (i.e., by the 
finite brightness of the source) and by mounting and surface errors.3 Diffraction limit operation 
has not yet been demonstrated. 

High resolution is particularly easy to achieve if only a small imaging field is required as in the case 
of a scanning microscope. The requirement of UHV conditions for the surface physics experiments 
forced the design of in situ alignment systems, by including piezodriven actuators in the mirror hold-
ers. During the alignment procedure, the use of an at-wavelength knife edge test made it possible to 
reach the ultimate resolution of approximately 900 Å.4 Excellent reflectivities were achieved by using 
Mo-Si multilayers for the region below 100 eV, and Ru-B4C for the region around 135 eV. 

An example of a Schwarzschild objective is shown in Fig. 4. The two mirrors are coated with a 
Mo-Si multilayer for 92 eV operation. Notice the groove on the large concave mirror for stress-free 
clamping. These mirrors are then mounted in the casing shown in Fig. 5, which includes piezoelectric 
adjustments suitable for ultrahigh vacuum operation. Finally, Fig. 6 shows some images acquired 
using this objective in a scanning x-ray microscope.5,7

FIGURE 4 Mirrors forming a Schwarzschild objective during assembly. 
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FIGURE 6 Images acquired from an Al-Cu interconnect 
wire in an integrated circuit after failure using the Schwarzschild 
objective as part of a scanning photoemission microscope.5 The 
images correspond to different electron kinetic energy and show 
chemical contrast.

FIGURE 5 Schwarzschild objective in its mount with in situ adjustments. 
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SINGLE CAPILLARIES 

Donald H. Bilderback and Sterling W. Cornaby
Cornell High Energy Synchrotron Source 
School of Applied and Engineering Physics 
Cornell University 
Ithaca, New York

52.1

52

52.1 BACKGROUND

Monocapillary x-ray optics can be used to increase the x-ray flux per square micrometer onto a 
small sample while also controlling the divergence of the x-ray beam. These optics efficiently collect 
and transport x rays of all energies up to a cutoff energy that is dependent on the capillary material 
and shape. The past decade has seen the rapid development of elliptically figured monocapillary 
optics that are designed to condense an x-ray beam and produce a highly demagnified image of the 
x-ray source (tube or synchrotron) at the sample position. Monocapillary optics are being used in a 
wide variety of applications such as x-ray diffraction, x-ray fluorescence, small angle x-ray scatter-
ing, confocal x-ray microscopy, and so on.

52.2 DESIGN PARAMETERS

Monocapillary optics relies on total external reflection of the x rays from the internal surface of the 
glass tube to transport x rays. To keep the x rays from being absorbed in the wall of the capillary, the 
angle of incidence must be kept below the critical angle, which is typically less than 4 milliradians 
(0.23°). Glass materials that have been used to fabricate capillary optics are borosilicate (Pyrex), 
lead-based, and silica glasses. The composition of these typical glasses is shown in Table 1. 

The critical angle, qc , is equal to (2d )1/2 where d is the refractive index decrement of the material 
at the energy of the x-ray photon. For borosilicate glass (Corning 7740) with a density of 2.23 g/cm3,
qc is approximately (3.8 × 10–2)/E radians where E is the x-ray energy in keV. 

The simplest form of a monocapillary optic is a hollow straight glass tube, as shown in Fig. 1.
Straight capillary tubes were first used in the 1920s when Jentswch and Nahring demonstrated 

that x rays1 can be guided down the length of the tube by multiple reflections of x rays at constant 
angle from the inner glass surface. The intensity of the beam is proportional to the solid angle sub-
tended by the capillary entrance2 or to (di /L1)

2. The ideal intensity gain over a pinhole at the exit is 
proportional to [(L + L1)/L1]

2 provided that the glancing angle at entrance of the capillary is less 
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than or equal to qc. These properties have been used by several investigators to create small beams of 
x rays that ranged from 10 to 200 μm in diameter.3–10

Condensing capillary optics are figured so that the x-ray beam is compressed with each 
reflection, producing a gain in intensity. These optics produce a smaller, more intense beam at 
the expense of divergence. Stern et al.11 were the first to quantitatively describe how x rays would 
propagate down a linearly tapered or optic. The design parameters for this optic are shown in Fig. 2 
and are primarily driven by the following parameters:

1. Divergence of the exit beam, and spot size

2. Distance from the source, source dimensions, and source beam divergence

TABLE 1 Composition of Typical Glass Starting Materials and Their Basic Physical Properties 

Glass  Density Softening   Weight Percent (%)

Code Type (g/cm3) Point (°C) SiO2 Na2O K2O CaO MgO PbO B2O3 Al2O3

0080 Soda lime 2.47 696 73.6 16 0.6 5.2 3.6 0 0 1.0
7050 Borosilicate 2.25 703 67.3 4.6 1.0 0 0.2 0 24.6 1.7
7740 Borosilicate 2.23 820 80.5 3.8 0.4 0 0 0 12.9 2.2
7900 96% Silica 2.18 1500 96.3 0.2 0.2 0 0 0 2.9 0.4
7910 99% Silica 2.18 1500 99.5 0 0 0 0 0 0 0
8870 High lead 4.28 580 35 0 7.2 0 0 58 0 0

Source : Corning Glass Works, Corning, NY.

FIGURE 1 Design parameters of a straight capillary tube geometry (diameter 
of capillary entrance = diameter of exit) and its divergence, b.

Capillary:
Entrance diameter, di
Exit diameter, de

X-ray source
diameter, d

L1 L2L

Beam divergence b
Spot size

= de + bL2

Capillary:
Entrance diameter, di
Exit diameter, de
Taper angleg

Beam divergence b < 2qc
Spot size

= de + bL2

X-ray source
diameter, d

L1

g

L2

FIGURE 2 Design parameters for a condensing capillary optic including its 
entrance capillary diameter, di, its exit diameter, de, and its tapering angle, g.
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The acceptance angle, at a given x-ray energy, of the capillary is 2qc. Upon reflection, the angle 
of incidence increases by 2g and only photons for which the angle of incidence is less than the 
critical angle will emerge from the capillary. The emerging beam has a divergence which is gener-
ally less than 2qc and the sample must be placed close to the exit end of the capillary to preserve 
the small spot size. The beam is smallest at the tip and the sample should be positioned no further 
away than 20 to 100 times the exit diameter.12 The design of condensing capillary optics relies 
on the use of ray tracing computer models that allow the capillary shape, figure errors, surface 
roughness, materials, and source parameters to be included.13–15 Advanced condensing capillary 
designs are being investigated that include using elliptical and hybrid combinations of capillary 
shapes.16,17

The present state-of-the-art in single channel capillaries are single-bounce capillary optics, which 
produce a well-defined focus. A single hollow capillary tube is shaped into a parabolic or elliptical 
curve, (a conic section of eccentricity less than 1) rotated about an axis of symmetry. With the well-
controlled shape, the x rays need only one bounce from the inner surface to be directed to the capil-
lary optic’s focus. For synchrotron applications, the source is typically located many meters away 
from the optic and the incident radiation has a low divergence. 

The key parameters in the design of these optics are:

1. The working distance (distance F in the diagram). This sets the demagnification that determines 
the spot size. The spot size is approximately d∗(L2/2 + F)/L1.

2. The divergence of the x-ray beam incident upon the sample. The full divergence of the optic is 
qD = (tip inner diameter)/F. For total external reflection, qD < 4qc.

The elliptically shaped optics were first developed at the University of Melbourne, Australia, and 
have demonstrated the ability to produce a focused spot of 40 to 50 μm with monochromatic light, 
and a gain factor of 700 (the increase in flux through a small 5 × 5 μm aperture with the optic) with 
a divergence angle of approximately 6 milliradians.18,19

Single-bounce monocapillary optics have been subsequently used for a number of years at 
Cornell High Energy Synchrotron Source (CHESS). They have been made in an array of sizes, with 
focal lengths ranging from 20 to 150 mm, divergences from 2 to 10 mrad, and have produced spot 
sizes between 5 and 50 μm, with gains in intensity ranging from 10 to 1000. The single-bounce 
optics available at CHESS generally have inner base diameter sizes ranging from 80 μm to 1.2 mm, 
inner tip diameter sizes ranging from 40 μm to 1 mm, and tube lengths ranging from 40 to 150 mm. 
The real spot size and divergence of the x rays in the image plane depends on the size of the source, 
the shape of the glass tube, and the slope errors introduced during the manufacturing (Fig. 3).20,21

Elliptically shaped single-bounce capillary x-ray optics are focusing optics and not imaging 
optics. The optic’s focus is an extremely distorted image of the source since the rays are effectively 
smeared over 720° of rotation.20,21 Additionally, the optic’s image is smeared due to the optic’s range 
of magnifications; the rays closest to exit tip have the strongest focusing and those furthest from the 

FIGURE 3 Focusing ellipse for single-bounce capillary. L1 is the distance from the x-ray 
source to the capillary entrance. L2 is the length of the capillary and F is distance from the tip 
of the capillary to the focus. 

Spot size
= d (L2/2 + F)/L1

X-ray source
diameter, d

L1 L2 F
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tip have the weakest focusing (or smallest angular deflection). Grazing incident optics, however, can 
produce images with a double-bounce Wolter mirror design, with one bounce from an ellipsoid 
surface and a second bounce from a hyperboloid surface.22,23

52.3 FABRICATION

Capillary optics are typically fabricated by heating the glass tube and then pulling the glass out of 
the furnace in a controlled way. The shape is varied by changing the rate at which the glass is fed 
into and pulled out of the furnace and by the effects of surface tension. A schematic of a typical 
puller is shown in Fig. 4.

This puller, located at the Cornell High Energy Synchrotron Source (CHESS), controls the 
furnace motion, glass tension, and the rate at which the glass enters and leaves the furnace.21 This 
puller has been used to fabricate capillary optics which are 4 to 20 cm in length starting with outer 
tubing diameter up to 3 mm. The furnace limits the peak temperature to about 900°C, so that low 
temperature glasses, such as borosilicate glass, soda lime glass, etc., can be pulled with the present 
equipment. 

FIGURE 4 A glass tube is suspended in an electric furnace 
from a piece of fish line that is attached to a strain gauge at the bottom. 
The torque motor keeps a constant tension as the glass yields during 
drawing. The furnace is programmed to move based on the amount 
of glass yielding to make the desired elliptical, parabolic, etc., shape. 
(See also color insert.)
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The fabrication of high efficiency capillary optics requires three factors: (1) a diameter versus 
length profile that approaches an ideal shape, (2) a concentric capillary bore, and (3) glass that is 
smooth on an atomic scale. Other glass pullers have been fabricated for capillary drawing.21,24,25

A second method has been developed to fabricate capillary optics from metals. In this technique, 
the capillary optic is replicated from an ultrasmooth mandrel through sputtering, vacuum evapora-
tion, or other coating techniques, followed by electroforming.26 The mandrel is expendable and is 
formed by the precision etching of a glass or metal wire into the shape of the desired bore of the 
capillary optic. This technique has been successfully used to fabricate gold and copper paraboloidal 
imaging optics that produce a focused spot size of less than 10 μm in diameter with a collimated 
synchrotron radiation source. Advantages of this technique include wide latitude in the selection of 
materials compromising the optics, good control of the figure and straightness of the part, and high 
thermal conductivity.

52.4 APPLICATIONS OF SINGLE-BOUNCE 
CAPILLARY OPTICS

Applications that have used the single-bounce monocapillary optics are very diverse. They include 
high pressure powder diffraction, high resolution microdiffraction (μXRD), micro-x-ray fluores-
cence (μXRF), confocal x-ray fluorescence, microprotein crystallography, Laue protein crystallogra-
phy, microsmall angle x-ray scattering (μSAXS), x-ray absorption fine-structure (μXAFS), and x-ray 
absorption near edge structure (μXANES).19,21,27–32 The small micrometer-sized x-ray beams have 
been used on a very large array of samples, including proteins, synthetic and natural fibers, poly-
mers, foils, paintings from antiquity, solid-state devices, biological tissues, and so on. At CHESS, the 
single-bounce capillary optics have been used to focus beams with bandwidths ranging from 0.01 to 
30 percent (they are achromatic), produced spot sizes as small as 5 μm, and total flux throughput 
ranging from 109 to 1013 photons/second, as seen in Fig. 5.

FIGURE 5 Upper panel: Profile of intensity versus 5 μm vertical pinhole position at focus of a 
9 milliradians capillary producing a spot size of 5 μm FWHM at a distance of 20 mm beyond the tip 
of the capillary.21 Lower panel: The far-field image shows the direct beam (center dot) passing through 
the capillary and the once-reflected beam forming the outer ring of intensity. The structure in the ring 
is due to slope-error imperfections arising from the pulling process. (See also color insert.)
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52.6  X-RAY AND NEUTRON OPTICS

The highest flux density achieved with these optics is 3 × 1012 photons/second in a 10 μm spot 
size (~4 × 1010 photons/second/μm2) at the advance photon source (APS).32 The uses of the small 
x-ray beams produced with these optics, in conjunction with synchrotron sources, are still in 
infancy. Also, they are just beginning to be used in conjunction with microfocusing x-ray tubes and 
synchrotron radiation sources for functions such as condensers in x-ray microscopes.33

52.5 APPLICATIONS OF CONDENSING 
CAPILLARY OPTICS

Condensing capillary optics are used to produce small spots of x rays whose diameter ranges from 1 
to about 25 μm with x-ray tubes and from 0.1 to 10 μm with synchrotron sources. A major applica-
tion area is in determining the composition and structure of heterogeneous samples through x-ray 
fluorescence and diffraction. In these techniques, capillaries are used to increase the flux density of the 
x-ray beam onto the sample. By scanning a sample through the beam and recording the resulting x-ray 
fluorescence spectra, one can obtain the spatial distribution of major, minor, and trace elements con-
tained within the sample. The diffracted radiation can be used to identify the crystallographic structure 
of particular regions of the sample. Diffraction data has been obtained with x-ray beams from 0.8 to 
0.05 μm in diameter.17,34–36 Yamamoto developed an integrated spectrometer that he used for the simul-
taneous measurement of local strain and trace metal contaminants in integrated circuits.17,35,37–39 York 
has developed and implemented multiple capillary-based microdiffractometers for defect analysis in 
magnetic disk read heads.34 Capillary-based microbeams have been used to study the impact of crystal-
lographic structure on the sensitivity of IC interconnects to the effects of electromigration.35,37–39 Other 
laboratory based microfluorescence instruments have been developed to produce x-ray microbeams 
that range from 200 μm to approximately 5 μm in diameter.7–10,16,38–41

52.6 CONCLUSIONS

Single-bounce monocapillary optics are still in the developmental stage. They are highly useable for 
making micrometer-sized x-ray beams, but there is still further room for improvement. The most seri-
ous limitations with single-bounce optics arises from slope errors and lack of centerline straightness 
during the time of manufacture. Presently, slope errors are at the 50 μrad level and centerline errors are 
generally 1 μm or less for the Cornell puller. Slope errors on the order 10 μrad or less will be required 
to take full advantage of third generation synchrotron sources. One advantage these grazing incidence 
devices have over many other competing microbeam optics (e.g., zone plates, refractive lenses, etc.) is 
that they are achromatic; they work over a wide energy range without changing the position or the spot 
size and they are very easy to add or align on a beam line when x-ray microbeam capability is required.
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53.1 INTRODUCTION

Polycapillary optics are arrays of a large number of small hollow glass tubes.1,2 X rays are guided down 
these curved and tapered tubes by multiple reflections in a manner analogous to the way fiber optics 
guide light. Like micropore and multifoil optics (see Chaps. 48 and 49), they differ from single bore 
capillaries in that the focusing or collecting effects come from the overlap of the beams from hundreds 
of thousands of channels, rather than from the action within a single tube. A cross section of a polycap-
illary fiber is shown in Fig. 1. As for single bore capillaries, x rays can be transmitted down a curved hol-
low tube as long as the tube is small enough, and bent gently enough, to keep the angles of incidence less 
than the critical angle for total reflection qc. The critical angle for borosilicate glass is approximately

θc E
≈ 30 keV

mrad  (1)

which is approximately 30 mrad (1.7°) for 1-keV-photons and 1.5 mrad (0.086°) for 20-keV pho-
tons. The angles are somewhat larger for leaded glass. As shown in Fig. 2, the angle of incidence 
for a ray near one edge (toward the center of curvature) increases with tube diameter. The require-
ment that the incident angles remain less than the critical angle necessitates the use of tiny tubes. 
However, mechanical limitations prohibit the manufacture of capillary fibers with outer diameters 
smaller than about 300 μm. For this reason, polycapillary fibers, which have tube diameters that are 
much smaller than the fiber diameter, are employed. Typical channel sizes are between 2 and 50 μm, 
although some research has been performed with channel sizes down to submicron sizes.3

While large area optics can be produced by stringing thousands of such fibers through lithograph-
ically produced metal grids to produce a multifiber lens, as shown in Fig. 3, most commercial optics 
are one-piece, monolithic optics as sketched in Fig. 4.

Systems involving the use of a large number of capillary channels were first suggested by M. A. 
Kumahov and his collaborators in 1986.4 The development and study of polycapillary optics and appli-
cations2,5–13 have been pursued since 1990. Polycapillary optics are well-suited for broadband or diver-
gent radiation. They have been used as focusing collectors for x-ray astronomy, to produce large area 
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53.2  X-RAY AND NEUTRON OPTICS

FIGURE 1 Cross-sectional 
scanning electron micrograph of a 
polycapillary fiber with 0.55-mm
outer diameter and 50-μm-diameter
channels.

FIGURE 2  X rays traveling in a bent capillary tube. The ray 
entering at the bottom (closest to the center of curvature) strikes at 
a large angle. (Adapted from Ref. 8.)

FIGURE 3 Multifiber collimating lens constructed from over a thou-
sand individual polycapillary fibers strung though a metal grid. The lens is 
10 cm long with an output of 20 × 20 mm. The fibers are parallel at the out-
put end (shown) and at the input end point to a common focal spot.

Source Sample

FIGURE 4 Sketch of the interior channels of a monolithic 
polycapillary optic. Monolithic optics can be focusing, as shown, 
or collimating, as in Fig. 3. (Sketch from Ref. 14.)
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POLYCAPILLARY X-RAY OPTICS  53.3

collimated beams for wafer analysis, and to provide small focused beams for protein crystallography with 
low power x-ray sources. They are also being developed for a number of medical applications, including 
the removal of Compton scattering with the resultant improvement in contrast and resolution in mam-
mography,9,11 the production of monochromatic parallel beams for high-contrast imaging in a clinical 
setting,15 and the detection and localization of radioactive tracers in microscintigraphy.16–19

53.2 SIMULATIONS AND DEFECT ANALYSIS 

The realization of numerous applications has been advanced by the development of simulation 
analyses which allow for increasingly accurate assessment of optics defects. These computer codes, 
like Shadow20 (see Chap. 35), are generally based on Monte Carlo simulations of geometrical optics 
trajectories and provide essential information on performance, design, and potential applications of 
capillary optics.21 Some simulations also allow for the roughness22,23 and waviness24,25 of the capil-
lary walls, as well as channel blockage and profile error to be taken into account. Optics performance 
over a range of energy from 10 to 80 keV can often be matched with one or two fitting parameters. 
For submicron channels, wave effects become significant.

Detailed measurements of polycapillary fibers, including transmission, absorption, and exit diver-
gence, have been performed as a function of length, bend radius, x-ray source position, x-ray source 
geometry, and x-ray energy.9,12,26–28 Computer-automated systems for fiber measurement have repeat-
ability within 1 percent.29 Very good agreement is found between simulation and experimental results 
for a wide range of geometries.

Profile Error

Bending the channels increases the x-ray incidence angles, as shown in Fig. 2. Because the critical 
angle qc is inversely proportional to the x-ray photon energy, bending decreases the x-ray transmis-
sion down the channels most significantly at higher-photon energies. Lenses can be designed to 
have curvatures which deliberately discriminate against high-photon energies, for example, to reject 
higher-order harmonics from monochromators. Experimental data taken on a nominally straight 
fiber is shown in Fig. 5. The transmission drops off above 45 keV. The model cannot fit the entire 
spectra with bending alone. A bending radius smaller than 100 m would be necessary to fit the mid-
range energies, but underestimates the high-energy transmission. 
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FIGURE 5 Transmission spectra of a nearly straight 
fiber simulated with different bending curvatures alone 
and compared with experimental data. (From Ref. 25.)
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53.4  X-RAY AND NEUTRON OPTICS

Waviness

Midrange spatial frequency slope errors, i.e., surface oscillations with wavelengths shorter than the cap-
illary length and longer than the wavelength of the roughness, are often called waviness. The detailed 
shape of the channel walls is unknown, but waviness is modeled as a random tilt of the glass wall. The 
tilt angles are assumed to have a Gaussian distribution with width s.25 For high quality glass and pho-
ton energies less than 200 keV, s is much smaller than the critical angle qc. Consideration is taken in 
the simulation of the fact that the surface tilt angle will affect the probability of x-ray impact on that 
surface.24 The effect of waviness on fiber transmission is shown in Fig. 6. Waviness is primarily respon-
sible for reduction of transmission at midrange energies, and additionally, for an increased reduction in 
transmission as the source is moved away from the fiber axis. A simulation fit including waviness and 
bending for a single 0.5-mm diameter fiber with 10 μm channels is shown in Fig. 7.30 Most borosilicate 
and lead glass optics have simulation fitting parameters which give a Gaussian width for the waviness 
of 0.12 to 0.15 mrad. This is in agreement with the slope-error data of the Cornell group.31

Roughness

Roughness is treated as reducing the reflectivty of the glass (see Chap. 46). Roughness only slightly 
decreases the specular reflectivity at low angles, and so has almost no impact on the transmission 
spectra, but becomes increasingly important under circumstances in which the angle and number of 
reflections increase. Surface roughness must be considered to model the effects of moving the source 
away from the focal point.

Blockage

Another defect that is seen occasionally in borosilicate glass optics, and more prevalently in lead 
glass fibers,27,32 is a drop in transmission at low energies, as shown in Fig. 8. Reasonable agreement 
is obtained over the whole range of photon energies by assuming that a glass layer of fixed thickness 
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FIGURE 6 Simulations of transmission spec-
tra for a fiber with waviness values from 0.15 to 
0.3 mrad compared with the experimental data. The 
simulations do not include the roughness or bending. 
(From Ref. 24.)
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POLYCAPILLARY X-RAY OPTICS  53.5

blocks the channels. The increase in required layer thickness with fiber length is consistent with a 
stochastic random model of glass inclusions. This random probability of glass inclusions would 
cause the transmission to drop exponentially with optic length, as shown in Fig. 9. 

53.3 RADIATION RESISTANCE

Because the x-ray optical properties of materials depend on total electron density, the optical con-
stants are insensitive to changes in electronic state. Color centers that form rapidly in glass during 
exposure to intense radiation are not indicative of a change in the x-ray transmission of a polycap-
illary optic. Thin fibers exposed to intense beams undergo reversible deformation. However, rigid 
optics, if annealed in situ at 100°C, were shown to withstand in excess of 2 MJ/cm2 of white-beam 
bending-magnet radiation without measurable change in performance at 8 keV.33

53.4 ALIGNMENT AND MEASUREMENT

Standard techniques have been developed for aligning and characterizing polycapillary optics. A 
typical setup is shown in Fig. 10.34 Depending on the source geometry and desired beam placement, 
either the source location or the optic position is translated perpendicular to the optic axis in small 
steps, producing a measurement of intensity versus relative source position, as shown in Fig. 11.35

The plot is symmetric and Gaussian, which indicates good alignment of the source, optic and detec-
tor. In order to determine the focal distance of the optic, source scans are performed at different 
distances from the source. At the focal distance, the ratio of the width of the scan curve to the optic-
to-source distance, called the source scan angle, should be the smallest, as shown in Fig. 12.9

Transmission is the ratio of the number of photons passing along the channels to the number 
incident on the front face of the optic. Transmission with respect to the source-optic distance is 
also shown in Fig. 12. The highest transmission and the lowest source angle occurred at the focal 
distance. 
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FIGURE 8 Transmission of two similar lead glass 
fibers, 30 and 60 mm in length. The simulation fits include 
17 and 33 μm of glass layer, respectively, or 0.55 μm of 
blockage per mm of length. (Figure from Ref. 27.)
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function of length, for borosilicate polycapillary fibers, 
with 17 μm channels. Solid line is an exponential fit with 
decay length = 120 cm. (Adapted from Ref. 9.)
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Source
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FIGURE 10 Set up for optics measurement.
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FIGURE 11 Source scan plot at 17.5 keV for two differ-
ent optics with input focal lengths ranging from 48 to 56 mm. 
(From Ref. 34.)
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FIGURE 12 Transmission (■) and source angle (•) with 
respect to the source optic. The transmission is the highest at the 
designed focal distance of 56 mm. (From Ref. 34.)
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Transmission with respect to energy can then be measured, as shown in Fig. 13.34 At 17.5 keV, the 
transmission is 6 percent for optic 1201 and 27 percent for optic 2721 with the source at the focal 
distance. The transmission of optic 2721 was about 4.5 times larger than that of optic 1201 because 
the optics were designed with different radii of curvature R of the outer channel and different chan-
nel size c, resulting in different maximum incident angle.2 The maximum incident angle for a paral-
lel input beam is about θi c R= 2 / .2 For optic 1201, c = 10 μm and R ≈ 1.5 m, giving a maximum 
incident angle of 3.9 mrad, equal to the critical angle for 8 keV, so the transmission is poor for the 
measured energies. Instead, for optic 2721 c = 7 μm and R ≈ 2.3 m, giving a maximum incident angle of 
2.3 mrad, equal to the critical angle for 13-keV photons. A channel halfway from the center to the 
outer edge had a maximun incident angle of 1.6 mrad, equal to the critical angle for 18 keV. Thus, the 
overall optics performance should drop off starting in this range of 13–18 keV. Measured and calcu-
lated intensity after the optic is shown in Fig. 14 for a low power source. The measured values were 
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FIGURE 13 Transmission with respect to energy for 
optic 1201 (■) and 2721 (•).
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FIGURE 14 Comparison of calculated and measured inten-
sity after optic 1201(■) and 2721(•) for a source current of 0.1 mA. 
(From Ref. 34.)
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53.8  X-RAY AND NEUTRON OPTICS

in good agreement with calculated values. The counts per unit time and unit area after optic 2721 
are about 1.7 times larger than that after optic 1201. This factor is less than T2721/T1201 = 4.5. That is 
because the two optics have the different focal distances and different areas.

53.5 COLLIMATION

As shown in Fig. 15, the output from a multifiber polycapillary collimating optic has both global 
divergence a and local divergence b. Even if the fibers are parallel (a = 0), the output divergence b is 
not zero, but is determined by the critical angle and therefore the x-ray energy. 

The exit divergence from capillary optics is measured by rotating a high-quality crystal in the beam 
and measuring the angular width of a Bragg peak. Since the Darwin width and mosaicity of the crystal 
are typically much smaller than the exit divergence from the optic, the measurement yields the diver-
gence directly. The result at 8 keV, for a 5-mm diameter monolithic collimating optic, is a full width at 
half maximum of 3 mrad, which is approximately given by the critical angle for total reflection.36

The divergence of the beam, and therefore the angular resolution of a diffraction measurement using 
polycapillary optics, does not depend on the source size, unlike the case for pinhole collimation. Thus 
larger, higher-power sources may be used without adversely affecting the resolution of the measure-
ment. The maximum useful x-ray source spot size is limited by the acceptance area of the collimating 
lens, which is about 1 mm wide and 15 mm long for a multifiber lens, well matched for a typical rotating 
anode. Conversely, the divergence does not decrease for smaller sources because waviness increases the 
angle of reflection for x-ray photons and thus the average angle at which they exit the fiber. For example, 
for the case of a small source with a local divergence of 2.4 mrad, a simulation at 8 keV with no channel 
wall defects produces a divergence less than the critical angle, but for a simulation including a typical 
waviness of 0.15 mrad, the divergence grows to 3.9 mrad, which matches the measured value.24

A comparison of measured and simulated transmission for a collimating lens is shown in Fig. 16. 
The output varies by less than 3 percent across the face of the optic, as shown in Fig. 17. The transmis-
sion of a 3-cm square multifiber collimating lens developed for astrophysical applications is shown 
as a function of photon energy in Fig. 18. The “gain” obtained from any optic ultimately should be a 
figure of merit defined by a particular application. For a diffraction measurement which requires 2D 
collimation, e.g., strain measurements, the intensity ratio delivered within a given output divergence 
angle is a reasonable figure.

b ~ 1.5 qca

FIGURE 15 The output divergence from a 
multifiber collimating optic is characterized by 
global and local divergence. (From Ref. 2.)
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FIGURE 16 Comparison of experimental and sim-
ulated transmission as a function of energy for a multifi-
ber lens with a 250 mm input focal length. The nonideal 
simulation includes a waviness of 0.15 mrad and an 
unintentional bend with a radius of 125 m for the center 
fibers. (From Ref. 15.)
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POLYCAPILLARY X-RAY OPTICS  53.9

53.6 FOCUSING

Polycapillary lenses can be used to collect broadband divergent radiation and redirect it toward a 
focal spot. The first Kumakhov capillary lens was built to demonstrate focusing. It had channel sizes 
of 300 μm and was about 1 m long.37 Smaller channel sizes allow for tighter bending and shorter lenses. 

Focusing the beam increases the intensity on a small sample, compared to pinhole collimation. 
The intensity gain depends on the spot size produced by the optic, which is determined by the capil-
lary channel size c, output focal length f, and x-ray critical angle qc,

d c f cspot out≈ + ⋅ ⋅2 21 3( . )θ  (2)

The factor 1.3 is an experimentally determined parameter that arises from the fact that most of the 
beam has a divergence less than the maximum possible divergence of 2qc produced by reflection. 
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FIGURE 17 Measured and simulated local transmission of 
the lens in Fig. 16, at 8 keV. The uniformity scan was carried out 
by scanning a 5 × 6 mm lead aperture across the output beam. 
(From Ref. 30.)
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(squares) transmission of a 3-cm square multifiber collimating 
lens with 2-m focal length.
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53.10  X-RAY AND NEUTRON OPTICS

The critical angle qc at 20 keV is 1.5 mrad. A lens with c = 3.4 μm and fout = 9 mm has a predicted 
spot size of 18 μm. An intensity distribution measurement, made by scanning a small pinhole, gave 
a FWHM of 21 μm.38

For the case of a very small sample with diameter s, the gain, relative to pinhole collimation, is given by 

Gain lens

pinhole

spot

in
Lens

so= =
⎛

⎝
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⎞

⎠
⎟

P

P

d

f
T

L2

2
uurce sample−⎛

⎝⎜
⎞
⎠⎟σ

2

 (3)

For the slightly convergent lens used to produce lysozyme diffraction data,36 the computed gain 
for a 0.5-mm pinhole is 124. The measured intensity gain is 110. The intensity gain for a more highly 
convergent lens with an output focal spot of 21 μm is 2400 at a source to sample distance of 100 mm. 
Because of the divergence from each channel, lenses with smaller focal lengths have smaller spot sizes, 
as do measurements at higher photon energies.

Polycapillary optics can also be used to focus parallel beam radiation for astrophysical or synchro-
tron applications. A 5-mm diameter lens with a 17-mm focal length was measured using knife-edge 
scans in a synchrotron beam.39 The measured spot size, transmission, and gain are shown in Table 1 
along with calculated gains. 

53.7 APPLICATIONS

Energy Filtering

The dependence of the critical angle for reflection on photon energy results in an energy-dependent 
transmission, which can be varied with lens parameters, as shown in Figs. 16 and 18. Thus, capillary 
optics can be used as a low pass filter to remove high-energy bremsstrahlung photons above a given 
energy threshold. With this low-pass filter, high-anode voltages can be used to increase the inten-
sity of the characteristic lines without increasing the high-energy background. An example of the 
effect of a monolithic optic designed to pass 8-keV Cu Ka radiation is shown in Fig. 19.36 The lens 
reduces the Cu Kb 9 keV peak and suppresses the high-energy bremsstrahlung. For low-resolution 
diffraction applications, the energy filtration provided by the optic allowed the monochromator to 
be replaced with a simple filter. Albertini has proposed using polycapillary optics as a low-pass-filter 
for energy-dispersive x-ray diffractometry and reflectometry.40

X-Ray Fluorescence

Polycapillary optics are widely used in x-ray fluorescence (XRF). Details of x-ray fluorescence 
analysis are described in Chap. 29. Focusing the beam from a divergent source can result in a large 
intensity increase compared to pin hole collimation. This allows for flexible system development. 
Formica designed a system for in situ thin-film depostion.41 Nikitina,42 Buzanich,43 and Vittiglio44

TABLE 1 Results for Monolithic Focusing Optic in a Synchrotron Beam39

X-Ray Energy  Spot Size  Transmission  Measured Gain  Calculated Gain  Calculated Gain  Calculated Gain
  (keV) (mm) (%) 350-μm Pinhole 350-μm Pinhole 90-μm Pinhole 10-μm Pinhole

6 0.09 36 78 81 645 911
8 0.08 49 96 110 933 1359
10 0.09 39 83 87 624 842
12 0.09 39 74 87 654 903
white 0.17 42 11 89 243 266
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POLYCAPILLARY X-RAY OPTICS  53.11

have demonstrated portable systems for materials and archaeometric analysis. Luo has developed 
a system for combinatorial materials studies.45 Feldkamp has developed a system consistent with 
microtomography.46 Kanngiesser provided detailed analysis of the beam shape and spectrum from 
focusing polycapillary optics to allow for accurate quantitative analysis.47 Langer showed that poly-
capillary focussing makes possible the analysis of Kossel patterns from the fluorescent excitiation 
using a tube source.48 Instead of using the focussing optic on the excitation side, Smit uses a focus-
ing optic to collect the fluorescence radiation in a synchrotron beam system,49 Zitnik in a proton 
beam system,50 and Alberi for particle induced x-ray emission (PIXE).51 With a conventional x-ray 
source, two optics can be used to both excite and collect the fluorescent radiation, as shown in Fig. 20.52

This provides the double benefit of enhanced signal intensity and three-dimensional spatial resolu-
tion. The three-dimensional resolution arises from the overlap of the cone of irradiation of the first 
lens and the cone of collection of the second. Sun uses a similar arrangement for energy-dispersive 
micro-x-ray diffraction.53 Alternatively, Yang uses a collimating optic to increase the excitation 
intensity for total reflection x-ray fluorescence,54 and Sun uses a reversed collimating optic in com-
bination with a torroidal mirror for synchrotron radiation EXAFS.55

0 5 10 15 20

0.0

0.2

0.4

0.6

0.8
No optic

With stage II optic + 
8-μm Ni filter

N
or

m
al

iz
ed

 in
te

n
si

ty

Photon energy (keV)

FIGURE 19 Spectrum of a copper tube source with and without a slightly 
focusing optic. The optic suppresses the high-energy bremsstrahlung. The nickel 
filter suppresses the Kb peak. (From Ref. 36.)
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FIGURE 20 Sketch of microfluorescence experi-
ment, showing that overlap of irradiation and collection 
volumes yields three-dimensional spatial resolution. 
(From Ref. 2.)
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53.12  X-RAY AND NEUTRON OPTICS

Single Crystal Diffraction

Collimating Significant reduction in data collection times for single crystal diffraction can be 
achieved with collimating polycapillary optics. The divergence from the optic, for example, 0.19°
at 8 keV, is less than the w crystal oscillations typically employed to increase the density of reflec-
tions captured in a single image in protein crystallography.56 Using a low-power x-ray source which 
allows close access to the beam spot, the x-ray intensity obtained with a 20 W x-ray source was com-
parable to that achievable with a 3.5-kW rotating anode source with pinhole collimation. Chicken 
egg white lysozyme data taken with a 20-W source and a collimating lens in 20 minutes per frame 
produced an R-factor (variance between the measured and model structure factors) of 5.1 percent 
and resolution of 1.6 Å, as good as equivalent rotating anode data taken with the same or longer 
exposure time. The data shown in Fig. 21 was taken in 10 minutes with the collimating optic and 20-W 
source. Gubarev reported high-quality data extending to 1.7 Å with a 47-W system with greater flux 
than for a rotating anode using graded multiayer mirrors.57

Focused For focused beam diffraction, the volume of reciprocal space that is accessed in a single 
measurement is greatly increased compared to parallel beam geometries. Additionally, the small 
irradiation spot on the sample reduces angular broadening due to sample size effects and allows the 
detector to be placed close enough to the sample that a small imaging detector will intercept dif-
fracted beams at high 2q angles. The reduction in angular broadening due to the small source size 
is significant because the diffraction spot is not isotropically broadened by the convergence of the 
focused beam.58

Figure 22 displays a sketch of the diffraction condition for a single crystal with a monochromatic 
convergent beam. Diffraction conditions are satisfied for the two incident beam directions, k0 and 
k1, when they make the same angle with the reciprocal lattice vector, G. Thus, changing from ko to
k1 rotates the diffraction triangle of ko, G, and kf about the vector G by an angle f. This results in the 
diffracted beam kf moving to trace out a tangential line on the detector. The resultant streak, shown 
in Fig. 23 has length

x z
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The maximum value of f is the convergence angle. There is no broadening in the radial direction. 
The “straight through” beam shown as the vector D will vary within the range of incoming beam 
directions for different reciprocal lattice vectors.

FIGURE 21 Lysozyme diffraction image 
taken with a 20-W microfocus source and 
collimating polycapillary optic in 10 minutes. 
(From Ref. 56.)
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lattice
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FIGURE 22 Ewald sphere description of focused 
beam diffraction on a single crystal.
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POLYCAPILLARY X-RAY OPTICS  53.13

The effects of the one-dimensional streaking are shown in Fig. 24 for a single crystal egg-white 
lysozyme diffraction pattern taken with a 2.1° focusing angle.14 Serious overlap problems were not 
encountered except in low index directions, which are of less interest for structure determination. 
However, so long as the streaked diffraction spots are narrow compared to their separation, they can, 
in principle, be analyzed. For protein crystals with unit cell dimensions < 200 Å, such as lysozyme, this 
does not preclude structural determinations. However, for cell dimensions >200 Å, the diffraction 
spots are not completely separated. Patterns with smaller convergence angles can be analyzed with 
conventional software and give good results.56,59 Patterns from crystals with smaller, less complex, 
unit cells will have lower-diffraction spot density and therefore less potential overlap than for protein 
crystals. 

R

D

f

2q

Detector

z

x

FIGURE 23 Diffraction streak due to beam focusing.

FIGURE 24 Lysozyme diffraction 
image taken in 5 min with a 1-mA tube 
source and a focusing polycapillary optic. 
(From Ref. 14.)
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53.14  X-RAY AND NEUTRON OPTICS

A direct comparison was made of data quality and collection time on a rotating anode system 
using a single egg-white lysozyme crystal, with and without polycapillary optics.56 The direct beam 
intensity gain and the diffracted beam signal gain were both a factor of 20 for a lens with a 0.3° con-
vergence. There was no degradation in data quality. Li reported intensity and resolution improvement 
with the use of a slightly focusing polycapillary optic for protein crystallography compared to double 
focusing mirrors.60

Powder Diffraction

Collimating Reductions in data collection time can also be obtained for powder diffraction with 
collimating polycapillary optics. In addition, the parallel beam geometry provides insensitivity to 
sample preparation, shape, position, and transparency. Clapp reported significant reduction in sens-
tivity to sample preparation.61 Chen reported reduction in sensitivity to sample shifts and acceptibil-
ity for whole pattern fitting.62 Secondly, the symmetric beam profile and enhanced flux gives much 
improved particle statistics and measurement statistics. 

The nearly Gaussian peaks produced by the polycapillary collimating optics give more precise 
peak localization. For example, a pinhole with a divergence of 0.2 mrad produces peak localization 
errors approximately equal to the divergence, while the system with the polycapillary optic on the 
same sample produced peak localization that was detector limited to 0.04°.63 Misture reported a sig-
nificant intensity gain, reduction in peak shape and peak localization errors (also see Chap. 28).64 The 
constant peak width and resolution throughout the diffraction space facilitates very high precision 
residual stress and texture analysis and reciprocal space mapping. The peak shape is ideally suited to 
phase identification and full pattern analysis of phase content using wavelet transforms. 

In addition, polycapillary optics can be used as high-resolution soller slits. A schematic for an exper-
iment comparing conventional and polycapillary soller slits is shown in Fig. 25. Replacing the soller slit 
with a polycapillary straight angular filter provided approximately a factor of two gain in signal-to-noise 
ratio for the identification of the x phase on a galvannealed steel sheet.65 Leoni performed detailed 
analysis of the beam shape and correction algorithms for a system similar to that of Fig. 25.66

Focusing For focusing polycapillary optics, the peak resolution for powder diffraction continues to 
be much smaller than the beam divergence, even for highly convergent beams, and agrees well with 
a simple geometrical model.63,67

Scatter Rejection in Imaging

The earliest announcements of the discovery of x rays included a radiograph of a human hand.68

One hundred years after its first use, simple radiography is still the most common medical imaging 
modality. The relative simplicity of the required apparatus and the speed with which the image is 

X-ray source

Collimator

Sample

Soller slit

Monochromator

Counting detector

FIGURE 25 Schematic of diffraction setup showing polycapillary collimator and 
normal soller slit configuration. (From Ref. 65.)
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POLYCAPILLARY X-RAY OPTICS  53.15

obtained (with the resultant low cost) make x-ray imaging an extremely important diagnostic tool. 
However, Compton scattering can result in substantial image degradation. In a conventional medi-
cal imaging system, scatter is partially removed by inserting a grid with lead ribbons parallel to the 
incoming beam. Alternatively, scatter can be removed by inserting a polycapillary optic between 
the patient and the detector. Because capillary optics have an angular acceptance that is limited by 
the very small critical angle, scattered photons are not transported down optics channels, but are 
largely absorbed by the glass walls of the capillary optic. The scatter transmission of a polycapillary 
optic, measured by moving the source off axis to an angle much larger than the critical angle, was 
less than 1 percent at 20 keV,9 resulting in a contrast enhancement for a Lucite phantom of a factor 
of 1.4 compared to a conventional antiscatter grid, with a maximum enhancement of more than 
a factor of 2 in regions of low contrast or high scatter.11 Measurements at 40 keV showed a contrast 
enhancement of more than a factor of 4.69 Lead glass optics performed well at higher energies.70

While not true imaging optics, polycapillary fibers can transmit an image in the same man-
ner as a coherent fiber bundle. Polycapillary optics can be used to magnify and demagnify images. 
Magnification can improve image resolution, particularly if detector limited. Magnification is conven-
tionally performed by increasing the air gap between the patient and the detector, but this results in a 
loss of resolution due to the geometrical blurring from the finite source size, as shown in Fig. 26.

However, magnification using polycapillary optics, even with a large focal spot, would not be subject to 
a loss in resolution, as shown in Fig. 26. Measured modulation transfer functions (MTF) for computed 
radiography image plate detectors using a magnifying polycapillary optic are compared to air gap mag-
nification in Fig. 27.11 The limiting MTF was increased by the polycapillary magnification factor 
of 1.8. The resolution was not degraded by the capillary structure, which was on a smaller scale (20-μm
channel size) than the desired resolution. The optic yields an MTF increase at all spatial frequencies, 
which may be diagnostically more significant than the increase in limiting MTF. Magnifying capillary 
optics provide simultaneous contrast enhancement and resolution increase. Efforts have been made to 
increase the size of the optics. A transmission image of a multioptic jig is shown in Fig. 28.71

A technical difficulty with many direct x-ray detectors is that they are difficult to manufacture with 
large enough areas for medical imaging. With the use of x-ray optics, demagnification could be used to 
match the image size to a CCD, CID,72 or other digital detectors. A common digital imaging modality is 

Source

Microcalcifications

Optic

Patient

Image

FIGURE 26 Air gap magnification (top) showing degradation 
of image due to finite source size. Magnification with a long tapered 
polycapillary optic (bottom) showing no increased blurring after the 
exit plane of the patient.
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53.16  X-RAY AND NEUTRON OPTICS

the use of a fused fiber optic following a phosphor screen to demagnify the resulting visible light image 
for recording with CCD technology. The use of capillary x-ray optics to demagnify the x-ray image 
in connection with direct x-ray sensitive detectors may be more efficient and would avoid the loss of 
resolution in the optical conversion process.

Monochromatic Imaging

In conventional radiography, subject contrast arises from relatively low differences in absorption 
coefficients between different tissue types. The already low subject contrast is further reduced in a 
conventional system by averaging over relatively large-energy bandwidths. Synchrotron measure-
ments using monochromatic beams have demonstrated higher contrast, but synchrotrons are not 
clinically available. Using monochromator crystals with a conventional source without an optic is 
not practical because the low intensity of the diffracted beam will not allow imaging in vivo before 
motion blur occurs. Polycapillary collimating optics can allow sufficient diffracted beam intensity to 
make clinical monochromatic imaging possible without a synchrotron.15 Measurements at 17.5 keV 
showed subject contrast enhancement of a factor of 2, in agreement with theoretical calculations. 
This contrast enhancement is in addition to that expected from the reduction of scattered radiation.

The output divergence of the collimating optic affects the resolution and is an important param-
eter, especially for low-energy and high-resolution modalities. Good angular resolution was achieved 
even with a large spot source. Resolution was measured by recording a knife-edge shadow with a 
restimuble phosphor-computed-radiography image plate. For a silicon crystal, the width results pri-
marily from the energy spread of the incident radiation. The image in Fig. 29 shows the resolved Mo 
Ka energy doublet.34 The divergence causes the fiber structure to blur and the field to become more 
uniform as the beam propagates away from the optic, as shown in Fig. 30.15

In addition to the monochromatization, the use of a uniform parallel beam would eliminate the 
variations in resolution and magnification of objects on the entry and exit side of the patient. A parallel, 
tunable, monochromatic source would facilitate the use of a number of innovative imaging techniques 
such as refraction contrast,73 K-edge tuning,74 dual energy,75 and phase imaging. Refraction contrast is 
observed for highly monochromatic beams when a second crystal is placed after the specimen. Gradients 

0.00 2.00 10.00

Spatial frequency (Ip/mm)

0.00

0.20

0.40

0.60

0.80

1.00

M
T

F
Mag = 1.0

Stationary optic

Scanned optic

Optimal air gap
magnification

8.006.004.00

FIGURE 27 Modulation transfer function of a computed 
radiography plate with no optic, with airgap magnification, and 
with a polycapillary optic. (From Ref. 11.)
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FIGURE 28 Transmission image 
of triad of monolithic optics. (From 
Ref. 71.)
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POLYCAPILLARY X-RAY OPTICS  53.17

in the index of refraction deflect the beam at the edges of features. The deflected beams are not diffracted 
by the second crystal, resulting in greatly enhanced contrast in the vicinity of feature edges. K-edge tun-
ing is the selection of a photon energy just above the absorption edge for an element that is preferentially 
concentrated in, e.g., cancerous tissues. Dual-energy imaging uses the tunability of the source to make 
a subtraction image taken at energies just above and below the critical edge. Monochromatization with 
the Bragg angle at 45° produces a polarized beam, as shown in Fig. 31.76

Scintigraphy

Unlike external beam radiography, collimators are required for nuclear imaging (see Chap. 32). In 
addition, detectors with energy discrimination are required because only a small fraction of the pho-
tons from the radioactive source are transmitted through the collimator. The majority of the radia-
tion is scattered by the surrounding tissue, to create a broad source with approximately the same total 

FIGURE 29 Knife-edge image. 
The extra shadow is due to the Ka
doublet. The image plate is 550 mm 
from the knife-edge.

(a)

(a)

Source

Lead shield

Optic

Detector

Crystal

(b)

(b)

(c)

(c1) (c2) (c3)

FIGURE 30 X-ray images taken at the three indicated locations along the 
beam. The fiber structure is clearly visble in (a) and blurs as the beam propagates. 
Image (c1) is for silicon, (c2) for mica, and (c3) for graphite.

Crystal

Detector

FIGURE 31 Set up for polarization 
by diffraction at 90°. After diffraction 
by the crystal, the beam is polarized in 
the out-of-plane direction.
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53.18  X-RAY AND NEUTRON OPTICS

intensity. Since Compton scattering causes the photons to lose energy, energy discrimination can be 
used to distinguish between rays which have traveled directly to the detector from those which have 
been scattered by the tissue. However, energy-sensitive detectors tend to have relatively poor spatial 
resolution compared to radiographic detectors. Testing has been performed of a different mecha-
nism to discriminate against scatter and provide high resolution. In this study, a polycapillary optic 
was used as a high resolution collimator, paired with a radiographic detector with a large number of 
pixels.16–19

Images taken with a parallel 20-mm-thick, 30-mm-wide lead glass polycapillary parallel hole col-
limator and a computed radiography plate demonstrated the ability to image features of individual 
125I ion exchange beads within brachytherapy seeds even in the presence of 30 mm of tissue-equivalent 
scatter material, as shown in Fig. 32. Calculations using simple geometrical models were in good 
agreement with measured signal-to-background ratios and count rates. The calculations and mea-
surements showed that for highly heterogeneous radiation distributions high signal-to-background 
ratios could be achieved by using the high resolution to “dilute” the scatter background without 
energy discrimination. In addition, the high resolution collimator/radiographic detector system is 
significantly more compact than typical g camera systems. Because energy sensitivity is no longer 
required, a wide rage of radiographic detectors with high-resolution could be employed. The poly-
capillary collimator could be either parallel or converging.

Therapy

Conventional x-ray radiation therapy is currently performed with high energy x-ray or gamma radia-
tion. The patient is exposed to multiple parallel beams, produced with slit collimators, with an inter-
section at the tumor. High-energy photons are chosen to minimize the absorbed skin dose relative 
to the dose at the tumor, although energies as low as 100 keV are employed in orthovoltage modali-
ties. The choice of high energies to reduce skin dose is necessary because, in an unfocused beam, the 
intensity is necessarily higher near the point of entry than at the tumor site. Use of focusing optics at 
energies less than 100 keV might substantially increase the tumor dose relative to the skin dose. 
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FIGURE 32 Images taken with set of brachytherapy seeds 
show five beads per seed and a ring-like structure. The source to 
optic distance was z = 18 mm.
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POLYCAPILLARY X-RAY OPTICS  53.19

Neutron beams can also be focussed by polycapillary optics (see Chaps. 63 and 64).77–79 A focused 
neutron beam could be used in boron neutron capture therapy (BNCT), based on the selective delivery 
of a boronated pharmaceutical to cancerous tissue followed by irradiation with thermal neutrons.80

Perrung81 has described a BNCT system using capillary optics. Mayer has performed an experimental 
study to determine the radiation dose introduced by focusing a cold neutron beam through a tissue 
equivalent mass.82 With the use of radiochromic images, it was found that neutron scattering within 
the material did not significantly alter the focal image. As a result, the deposition of dose peaks quickly 
at the depth of the focal point. This procedure could be useful in treating near-surface regions such 
as ocular melanomas.

53.8 SUMMARY

Polycapillary x-ray optics are a powerful control technology for x-ray beams. Using polycapillary 
optics to collimate the output from a point source provides much higher intensity than pinhole 
collimation, particularly if two dimensional collimation is required. Focusing the beam yields even 
higher intensity gains. 

Polycapillary optics can also be used to perform low-pass spectral filtering, which allows the use 
of increased source voltage. Further, the optics also remove the connection between source size and 
resolution, which allows the use of increased source current. Pairing a polycapillary optic with a dif-
fracting crystal results in efficient production of monochromatic beams for imaging and analysis.

Tapered or straight polycapillary optics can also be used as angular filters, to replace soller slits in 
diffraction systems, to reduce scatter fraction in imaging thick objects, and to provide resolution in 
microscintigraphy.
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54.1 INTRODUCTION

An x-ray measurement system includes a source, optics (at least pinhole optics or apertures), 
and a detector. To optimize the system, the requirements of the application and the properties 
of the available sources and detectors must be considered. This chapter discusses the properties 
of the most common type of source, x-ray tubes, and how they affect optics optimization. Even 
though tube sources have been around for more than 100 years, recent advances have been made 
in tube design and performance. These include the method by which the electrons are generated, 
submicron focal spot sizes, sources with multiple targets, and the ability to direct the x-ray beam 
to a desired location.

The most common x-ray tubes generate x rays by accelerating electrons toward a target anode. 
The electron beam impact on the target generates x rays, as shown in Fig. 1. The mechanisms for 
x-ray generation and the resulting spectra are discussed in Sec. 54.2. Electron generation in the 
cathode is discussed in Sec. 54.3. The design of the anode, considerations in the choice of anode 
material, and limitations in the electron spot size and shape on the anode are discussed in Sec. 54.4. 
General optimization considerations are discussed in Sec. 54.5.

X-ray tube sources can be unipolar or bipolar, depending on how the electron-accelerating poten-
tials are distributed between the source anode and cathode. In unipolar sources, such as the one 
shown in Fig. 1, the anode can be grounded, and the accelerating potential created by keeping the 
cathode at a large negative voltage. Alternatively, the electron source can be grounded with the anode 
at positive voltage. One advantage of anode grounding is the elimination of high-voltage standoffs, 
allowing much smaller distances between the x-ray generation point on the anode and the x-ray 
source exit window. This is beneficial for many x-ray optics, since short input optic distances allow the 
optic to collect from large source solid angles. In bipolar circuits, the anode is usually held at half the 
full potential between the cathode and anode; the cathode is then held at the same negative potential. 
By splitting the potential, smaller high-voltage standoffs and lighter electrical cables can be used, 
which increase the portability of such sources. Since portability is important in many nondestructive 
testing applications, industrial x-ray tubes are frequently bipolar.
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54.2 SPECTRA 

Two basic processes convert the kinetic energy of the electrons into x rays, bremsstrahlung radiation, 
and characteristic emission.

Bremsstrahlung Continuous Radiation

The high-energy electrons emitted from the cathode impact the target and are decelerated by their 
interaction with the nuclei and electrons of the target material, converting the kinetic energy of the 
impacting electrons into electromagnetic energy. The x rays generated by this mechanism, known as 
braking radiation or bremsstrahlung, have a broad energy spectrum, with the high-energy cut-off 
determined by the maximum kinetic energy of the incident electrons, Kmax = eVtube, where e is the 
electron charge and Vtube is the accelerating voltage. The efficiency of converting incident electron 
kinetic energy into continuum x-ray radiation energy is approximately1

 η α( )= = ≅
P

P
C Z Kbrems

electrical
target max

1

2

CC
Z eV

2
( )target tube (1)

where Pbrems is the total bremsstrahlung radiation power, Pelectrical is the electrical power of the tube, 
Pelectrical = ItubeVtube, a  ≅ 1, C is Kramer’s constant, C ≅ 2.2 × 10–9/eV, Kmax is the maximum kinetic 
energy of the electrons, Kmax ~ eVtube, and Ztarget is the atomic number of the target material. The effi-
ciency of bremsstrahlung production is low, even for a high Z material at high voltage. For example, 
for a tungsten target with an electron accelerating potential of 100 kV, only 0.8% of the impacting 
electron beam energy is converted into x rays. Most of the energy in the incident electron beam is 
converted to heat.

High
voltage

Target
(anode)

Electron source
(cathode)

e – 

X rays

FIGURE 1 Schematic of a common unipolar 
anode-grounded electron impact source.  Electrons 
emitted from the cathode, usually inside a vacuum 
vessel, are accelerated toward a metal anode by an 
accelerating voltage, which typically ranges from 
10,000 to 500,000 V.
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The total bremsstrahlung power from Eq. (1) is

 P P
C
e

Z eV Ibrem electrical target tube tube= ≅η
2

2( )  (2)

where Itube is the tube current. The emitted power depends roughly on the square of the electron-
accelerating voltage. 

For thin targets, the bremsstrahlung energy emission spectrum is usually regarded as flat, inde-
pendent of x-ray energy, up to the maximum energy, where the intensity vanishes.2 The differential 
bremmstrahlung energy intensity, Eds, between E and E + dE is then a constant, i.e.,

 Ed Z dEσ ~( )const target  (3)

where ds is the differential bremsstrahlung cross section. For thicker target materials, the impact-
ing electrons undergo multiple scattering. The bremsstrahlung spectrum then for thicker targets 
becomes a superposition of thin-target bremsstrahlung spectra from thin layers at increasing depths, 
with successively lower cutoff energies due to the electron energy losses as the electrons penetrate 
into the material. At moderate tube voltages, up to approximately 100 kV, the shape of this spectrum, 
shown in Fig. 2, is roughly linear in x-ray energy.3,4 

While the x-ray spectrum produced by the electrons is roughly triangular for thick targets, if the 
target is thick enough and the electron penetration depth deep enough, the x rays can be absorbed 
by the target as they exit it, which results in a preferential decrease in the low energy x-ray intensity 
actually emitted by the tube. A similar loss in low energy photons is produced by intentional filtration 
and by absorption due to the source and detector windows and any air path the x rays traverse. As a 
result, while the Kramer approximation reproduces the general shape of the Bremsstrahlung from a 
real x-ray tube, it does not model the detailed spectrum well.

Accurate bremsstrahlung cross sections are difficult to calculate from first principles. A number of 
cross sections have been proposed with varying degrees of success (see Nakamori et al. for an excellent 
review of the literature).5 Birch and Marshallf,6 proposed a more precise semi-empirical model where 

FIGURE 2 Triangular shape of bremsstrah-
lung intensity from a thick target, showing the 
superposition of flat spectra from thin-target 
bremsstrahlung with decreasing kinetic energy as 
the electrons penetrate into the material.
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54.6  X-RAY AND NEUTRON OPTICS

the bremsstrahlung cross section ds was modified to include a polynomial energy dependence and a 
relativistic correction factor,
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where NA is Avagadro’s number, r is the target material density, and m0c
2 is the electron rest mass 

energy. The polynomial coefficients were determined by fitting their calculated bremsstrahlung 
intensity to measured spectra. 

Birch and Marshall also included x-ray attenuation in the target. In their model, the number of 
bremsstrahlung x rays having energy between E and E + dE is given by6

 
N E dE

A
d

dK

dx e
e E eV K

( )
( )(

=
⎛
⎝⎜

⎞
⎠⎟

−

−
−1 1

1
2

σ
ρ

μ
ρ

tube ee

C eE

eV
dK

2 )cos

sin

γ
αTW

tube ⎡
⎣⎢

⎤
⎦⎥∫  (5)

where A is an empirical correction factor, ds is the differential bremsstrahlung cross section for 
x-ray emission with x-ray energy between E and E + dE, Ke is the electron kinetic energy, x is the 
electron depth into the target, m(E) is the linear x-ray absorption coefficient in the target material 
at the x-ray energy E, g is the angle the incident electron makes with the target, CTW is the empiri-
cally determined Thomson-Whiddington constant, and a is the angle the exiting x ray makes with 
the target surface. The expression in brackets [1/r(dke/dx)−1] is the inverse of the electron stop-
ping power of the target and tends to be a slowly varying function of the electron energy, such as 
(a b+ − ),e cKe  where a, b, and c are estimated from experimental data, usually with a least squares fit. 
The exponential factor in Eq. (5) accounts for the absorption of generated x rays in the target mate-
rial. Both the electron stopping power and x-ray absorption in the target have been tabulated as a 
function of electron energy.7 Note that Eq. (5) gives the number of photons per energy interval and 
must therefore be multiplied by the photon energy E and integrated to obtain the total bremsstrah-
lung power.

Characteristic Radiation

If the kinetic energy of the electron impacting the target exceeds the electron binding energy of the 
target material, bound target electrons can be ejected. Then either a free electron, or one bound in 
an upper shell of the target atom, can fill the vacant lower energy state, in the process emitting a 
photon. If the vacant lower energy state is an inner shell, the emitted photons will be in the x-ray 
regime for most common target materials. Because these emitted x rays have an energy that depends 
on the core electronic levels of the target material, they are known as characteristic x rays. The lines 
are enumerated according to the vacancy core level, with K levels having principal quantum number 
n = 1, L levels n = 2, and M levels n = 3. The a transitions have Δn = 1; the b transitions Δn = 2. The 
energy of the core atomic level with quantum number n is given by

 E E
Z

nn = −
−

0

2

2

( )ζ
 (6)
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where E0 is the Rydberg energy,

E
me

h0

4

0
2 28

13 6= =
ε

. eV   (7)

Z is the atomic number of the anode material, and z is a screening constant that describes the 
reduction in effective nuclear charge experienced by outer shell electrons. The screening constant 
increases with n; for K-level electrons, x ~ 3; for L levels, x ~ 12 for elements with moderate Z. For 
copper, with Z = 29, the energy of a K-shell electron is −9 keV. The 1/n2 dependence in Eq. (6) 
results in bunching of the upper levels so that the L energy is just −1 keV. When an electron from the 
L shell fills a vacancy in the K shell, a copper Ka photon is emitted with energy 8.0 keV. The Kb line 
energy, which is due to filling the K shell vacancy with the slightly higher-energy M-shell electron, is 
8.9 keV. The levels, and hence emission lines, are further split according to the total angular momen-
tum quantum number J, resulting in doublet and multiplet lines. 

Characteristic emission requires overcoming the inner-shell electron binding energy of the tar-
get atoms. (For low Z targets the binding energy of the electron in the solid is nearly equal to the 
ionization energy of a gaseous atom, although relaxation effects can be significant for tungsten.) 
No emission will be seen unless the tube voltage imparts to the impacting electron a kinetic energy 
greater than the electron binding energy in the target. For example, to produce the K-line emission 
from a copper target, the tube voltage must be larger than 9 kV. Above this minimum voltage Vmin the 
characteristic photon emission rate increases with tube current Itube and tube voltage Vtube roughly as 

 F A
I

e

V

V

p

= −
⎛
⎝⎜

⎞
⎠⎟

tube tube

min

1  (8)

where A is a constant determined by the target material, eVtube is the maximum electron impact 
energy, and the exponent p ranges from 1.2 at high tube voltages to 1.7 at low tube voltages. At high 
tube voltages the electron penetration into the target is greater, leading to greater x-ray reabsorption 
in the target. The coefficient A gives the ratio of the number of characteristic photons emitted per 
incident electron when the tube voltage is twice the minimum voltage needed to excite the charac-
teristic line, and is typically around 1 photon per 1000 to 6000 electrons. An example of a measure-
ment and fit to a single value of A is shown in Fig. 3.8 This measurement was performed with a 
small pinhole to avoid flooding the detector. Measurements can also be made with filters of known 

FIGURE 3 Intensity of Mo Ka doublet versus 
anode voltage at 20 W (○) and at 10 W (•). The solid 
and dashed lines are the calculated intensities.
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54.8  X-RAY AND NEUTRON OPTICS

transmission. In either case, care must be taken so that errors in pinhole alignment, pinhole size, or 
filter thickness and composition do not affect the result, as the measured count rate must be orders 
of magnitude smaller than the source emission rate for most detectors. 

The width of the characteristic emission lines is quite small; for Cu Ka it is 4 eV and for Mo Ka 
it is 8 eV.9 As a result, while the characteristic emission rate is typically similar in magnitude to the 
bremsstrahlung rate, the characteristic radiation is much brighter, and the diffracted intensity from, 
e.g., a narrow bandwidth monochromator, will be very much higher for the characteristic radiation. 

Chapter 36 contains tables of the characteristic lines and corresponding energies for the elements 
commonly used in x-ray analysis. The International Tables for X-Ray Crystallography4 contain data on 
the efficiency with which various characteristic x-ray energies are produced as a function of incident 
electron beam energies. A typical spectrum from a tungsten anode, where both the characteristic lines 
and bremsstrahlung continuum can be seen, is shown in Fig. 4.

Spectral Selection

The Effect of Anode Material on Spectrum A consequence of the Z dependence in Eq. (8) is that 
increasing the atomic number of the anode slowly increases the emission energy of a particular 
emission line; e.g., the Ka energy for W (Z = 74) is 59.3 keV compared to 8.0 keV for Cu (Z = 29). 
For that reason, for applications where monochromatic beams are desired, the anode material is 
chosen for the required x-ray energy. For example in mammography (described in Chap. 31), the 
anode material is chosen to provide a more intense beam in the 20 to 30 keV range, requiring selec-
tion of Mo, Rh, or Ag targets. In x-ray fluorescence (XRF) applications (described in Chap. 29), the 
anode material is chosen to be slightly higher in atomic number than the element to be sampled, 
since this will maximize the fluorescence emission intensity. In x-ray diffraction, when the sample is 
weakly diffracting, a Cu rather than Mo or W tube is frequently chosen because, at the lower ener-
gies, the cross section for diffraction is higher. In monochromatic x-ray diffraction, where an intense 
characteristic line is desired with a low intensity continuum, increasing the atomic number will have 
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FIGURE 4 Source spectrum from a tungsten anode oper-
ated at 150 kV. The characteristic lines are superimposed on 
the bremsstrahlung, which has a maximum energy of 150 keV, 
according to Eq. (2). At low energies the spectrum differs signifi-
cantly from the triangular approximation due to x-ray absorp-
tion in the target, air, windows of the x-ray tube, and the detector.
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X-RAY TUBE SOURCES  54.9

a deleterious effect on the ratio of characteristic to continuum emission, since, according to Eq. (1), 
the continuum intensity will increase. Thus, the highest resolution x-ray diffraction measurements 
performed with laboratory sources use sources with lower atomic number targets.

In other applications where it is more important that a high total x-ray power is generated, such 
as white-beam diffraction or some imaging applications, the increase in bremsstrahlung continuum 
intensity with atomic number is a positive effect, and higher Z sources, like W, are common.

The Effect of Tube Voltage on Spectrum Many tubes use pulsed rather than continuous operation, 
and even in continuous operation the tube voltage may not be stable, so the tube voltage is usually 
specified in terms of peak voltage, kVp.

The tube voltage is also used to shape the spectrum. According to Eqs. (2) and (8), the total 
unfiltered bremsstrahlung power increases approximately as the square of the tube voltage, while the 
total characteristic intensity increases somewhat slower, especially for high accelerating voltages. The 
resultant ratio of the power in the characteristic line to the total bremsstrahlung power is highest at a 
tube voltage corresponding to

 eV
p

E
p

Etube char char= +
+ −

≅
−

α
α

1
1

2
2

 (9) 

For low voltages (p ~ 1.7), the electron energy eVtube should be roughly six to seven times the char-
acteristic line energy, or about 45 to 55 kVp for Cu Ka radiation. For higher voltages (p ~ 1.2), the 
tube voltage need only be approximately 2.5 times the electron binding energy, or about 150 kVp for 
W Ka radiation.

However, the ratio of the characteristic photon emission rate to the bremsstrahlung photon emis-
sion increases monotonically with tube voltage. The relative importance of the characteristic versus 
bremsstrahlung intensities depends on the experiment—in many imaging applications, the image 
reconstruction process is simplified considerably if the tube voltage does not excite the character-
istic energies. In monochromatic x-ray diffraction applications, the characteristic lines are usually 
preferred; the monochromator, x-ray optics, and type of x-ray detector (photon counting or energy-
integrating detector) can impact the characteristic to bremsstrahlung ratio. One consideration with 
x-ray optics is whether they will pass undesirable high-energy components, e.g., integral multiples of 
the characteristic energy, which may affect the choice of tube voltage. In addition, at a fixed current, 
increasing the tube voltage increases the power that must be dissipated in the anode, and thus gener-
ally the source size.

Filtering For some applications, such as low-resolution diffraction, a sufficiently monochromatic 
spectrum can be obtained by employing a simple absorption filter with a K-edge between the Ka 
and Kb emission lines of the anode material. For example, Ni, with Z = 28 is used to absorb the Cu 
(Z = 29) Kb emission in many laboratory diffractometers. The filter also absorbs the low-energy 
bremsstrahlung, but the tube voltage should be set only slightly above the characteristic line voltage 
to avoid creating too much high-energy bremsstrahlung. Aluminum filters are also commonly used 
in medical imaging systems to remove the low-energy photons that would otherwise be absorbed in 
the patient as unnecessary dose.

Because the filter preferentially transmits high-energy photons, the bremsstrahlung power output 
rises more rapidly with tube voltage than the V 2 factor for thick targets of Eq. (2), to more than V 3 
under heavy filtration.10

Multi-Energy Imaging Some materials have similar x-ray absorption properties for a limited 
range of energies, yet different properties for other energies. By imaging these objects with multiple 
spectral ranges, the materials can be differentiated from each other. This is known as multi-energy 
imaging and can be accomplished in several different ways. One way is to exploit the tube-voltage 
dependence of Eqs. (2) and (5) to produce bremsstrahlung spectra with different x-ray energy dis-
tributions. Operating the x-ray source at two different tube voltages will produce x-ray beams with 
bremsstrahlung spectra having different maximum intensity energies and different high-energy 
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54.10  X-RAY AND NEUTRON OPTICS

cutoffs. This technique is known as kVp-switching. Unfortunately, the differences in tube voltage 
needed to provide clear image differences can be on the order of 100 kV, which is a large voltage 
difference to switch quickly and stably.

An alternative approach to kVp-switching is to have multiple target materials present in one 
x-ray source housing. The electron beam is directed toward each target material sequentially, creating 
images made with different energy spectra. This technique is beginning to see more use in imaging 
applications such as mammography, where it has been difficult to distinguish between tumors and 
the surrounding soft tissue due to similar absorption properties. The different energy images together 
with contrast agents allow other features, such as the vascularization of the tumors, to be seen more 
readily. One issue with using different target materials is the physical displacement of the targets from 
each other, which causes the x rays from each target to intersect the object to be imaged at different 
angles; the different viewing angles then have to be compensated for in the image processing algo-
rithms unless the target material is moved between images.

54.3 CATHODE DESIGN AND GEOMETRY

Hot Filament Sources

Typically, a helical wire filament is heated in vacuum to slightly below the melting point of the 
filament material (~1000°C or higher), allowing electrons with high kinetic energy to escape. 
A grid at a slightly positive potential with respect to the filament is usually placed near the filament 
to focus and accelerate the electrons in the direction of the target. Because of the high operating 
temperature of this filament type, substantial warm-up times, often on the order of a half hour, 
are required before stable filament current is achieved. In addition, the high temperature results 
in substantial evaporation from the filament, eroding and reducing the filament lifetime. As the 
filament wire diameter decreases, so does the electron density that can be extracted from the 
material. This has the negative effect of causing the electron beam intensity to be nonuniform 
throughout its lifetime. Higher electron extraction density requires hotter temperatures, which 
results in shorter lifetimes. However, wire filaments are the most physically robust of all electron 
emitters and can withstand the high-voltage arcs that sometimes occur inside the tube without 
significant filament degradation.

An alternative type of hot filament electron emitter is the dispenser cathode, which consists of a 
high electron-emissivity thin film on top of an integral resistor. Such integration reduces the power 
consumption of the device to around 1/2 W, while providing excellent thermal stability and fast 
warm-up times, as short as a few seconds, even though the operating temperatures are still on the 
order of 1000°C. The current densities obtained from dispenser cathodes, ~8 A/cm2, are about four 
times higher than traditional hot filaments can provide, with similar lifetimes. In addition, since the 
architecture of dispenser cathodes is different than traditional hot filament cathodes, more uniform 
current densities are obtained over the cathode lifetime. However, the thin-film nature of these 
emitters makes them more susceptible to arc damage.

Cold-Cathode Field Emission Sources

Field emission sources, consisting of carbon nanotube (CNT) or small diameter nanorods of high-
electron-emissivity materials, are just becoming available commercially. Currently, CNT sources are 
the more common. Since the diameter of the CNTs used in x-ray sources is so small, a few to tens of 
nanometers in diameter, very high electric field enhancements occur around the tips of the CNTs, 
reducing the need to apply high voltages to the whole device. In theory, voltages as low as a few tens 
of volts applied to a CNT device should be able to extract a sufficient electron beam density for 
x-ray source operation. In practice, hundreds to thousands of volts are used for the extraction process 
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on unheated CNT devices, although it is expected that as CNT device–manufacturing processes 
mature, the operating voltages will decrease. Since the operating temperature is so low, essentially 
no evaporation should occur, greatly increasing the “filament” lifetime. However, CNT adherence 
issues arise under arcing in the x-ray tube.

Inverse Geometry Sources

In conventional imaging, the source is well separated from the object and the detector, which is usu-
ally about the same size as the illuminated part of the object and in close proximity to it. In inverse 
geometry imaging applications, the object to be imaged is placed very close to the x-ray source and 
the detector is far away from both object and source. The small source-object distance requires 
either a prohibitively large x-ray beam or one that is scanned over the object. The latter approach is 
the most common for inverse-geometry sources; the electron beam is rastered across a target anode, 
which is approximately as large as the object being imaged. Rastering is usually accomplished by 
magnetically and/or electrically steering the electron beam across the target. The detector, which is 
typically placed about a meter away, is very small, roughly the size of a single pixel detector. Since 
the x-ray beam scans a large space, this type of source typically does not lend itself well to x-ray 
optic applications.

Electron Beam Steering and Multispot (Array) Sources

Even in conventional imaging, with the object and detector close to each other and the source far-
ther away, being able to steer the electron beam—usually magnetically—to different positions on 
the target has the advantage that images from different viewing angles can be acquired simply and 
quickly. These images can then be combined, for example, to reconstruct a stereoscopic image of the 
object. Alternatively, multiple electron sources can be present inside a single x-ray source housing to 
accomplish the same type of imaging. Cold-cathode field emission devices particularly lend them-
selves to such multispot arrangements since they can be deposited in arrays with a huge number of 
addressable emitters. 

54.4 EFFECT OF ANODE MATERIAL, GEOMETRY, 
AND SOURCE SIZE ON INTENSITY 
AND BRIGHTNESS

For electron impact sources, the two fundamental limiting factors on source brightness are the 
diameter of the electron beam on the target and the maximum power density the target can toler-
ate without melting, since most of the electron beam power is dissipated in the target as heat. This 
power density, determined by the electrical power, ItubeVtube, limits the total flux and hence bright-
ness that can be produced by the source, according to Eqs. (10) and (8). The brightness of the beam 
transmitted by an x-ray optic is limited, as stated in Liouville’s theorem,6 to this maximum source 
brightness.

Transmission Sources

In transmission sources, the electron beam is perpendicular to the target, which is thick enough 
to stop the electrons, but thin enough for the x rays to traverse the target thickness and exit the 
tube with minimal intensity losses. In reflection sources, the terms anode and target are used inter-
changeably, but in transmission targets they are not, since the anode tends to be positioned close 
to the cathode to provide the greatest electron acceleration, while the target (at ground potential) 
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is farther away, with electron focusing elements in between. Frequently the target material also acts 
as the source x-ray window, enabling focal-spot-to-optic distances of a few tens of microns, or the 
thickness of the transmission target. Another advantage of transmission sources, especially for many 
types of x-ray optics, is their small focal spot sizes, which can be as small as a few tenths of a micron 
with appropriate electron redirection and focusing optics. However, transmission source powers 
tend to be low due to limits on heat dissipation in the targets.

Target Material

For higher power sources metals with good thermal conductivity and high melting temperatures, 
such as tungsten and copper, are generally chosen. In addition, according to Eq. (10), the total source 
x-ray intensity increases with atomic number, so the most powerful sources have the largest atomic 
number targets, such as W or Re.

Stationary Anodes

To attain the maximum source brightness in a reflection source, where the electron beam makes an 
oblique angle with the anode target material and the target is stationary, direct anode cooling is neces-
sary to prevent target melting. In this case, the target material has to be thick enough to separate the 
cooling medium from the vacuum required for the electron beam operation. Jets of water are frequently 
sprayed onto the backside of these thick targets to directly cool them. No matter how the anode is 
cooled, the greater the x-ray source power, the larger the x-ray beam diameter required to prevent melt-
ing. Müller7 has shown that the diameter (not, as one might expect, the area) increases linearly with 
power. For sealed-tube copper x-ray sources, the maximum power is typically 5 kW/mm of x-ray beam 
diameter. The x-ray beam focal spot size in stationary anode tubes can range from microns to as large as 
6 mm or more, for very high voltage tubes (above 500 kVp). Sources with submillimeter diameter focal 
spots are referred to as micro-focus sources and contain electron-focusing elements that aid in attaining 
the small spot diameter. Additionally, many microfocus sources also contain electron redirection ele-
ments to keep the electron beam precisely on the same target spot. A shift in the x-ray source position of 
a few hundred microns is not significant when the focal spot is several millimeters in diameter; however, a 
similar shift of a micron diameter beam can eliminate all x-ray intensity through an optic with a small 
acceptance angle. Source manufacturers address this issue by using magnetic fields to correct the elec-
tron beam direction. These magnetic fields can be generated with simple external permanent magnets 
or with internal electromagnets connected into a feedback loop that monitors the beam position and 
adjusts the electromagnet current to re-center the electron beam.

Rotating Anodes

Alternatively, in reflection sources, the heat load can be reduced by rotating the target so rapidly that 
the electron beam dwell time on the target is too short to thermally overload the target. With advances 
in bearing lubricants, very fast rotations are possible. Maximum powers of roughly 150 kW/mm of 
x-ray beam diameter can be achieved without any direct anode cooling. The electrons that are not 
absorbed by the rotating target are called secondary electrons. These electrons, while lower in energy 
than the incident beam, still carry considerable kinetic energy that must be removed from the system 
with an electron collector, usually a sizeable piece of copper with a slit in it to let the x rays pass. The 
high power density of rotating anode sources usually results in larger x-ray focal spot sizes (roughly 
0.1 mm to about 3 mm in diameter) than in stationary target sources. Although the x-ray power of 
rotating anode sources is a couple of orders of magnitude higher than for stationary targets, with 
accordingly more intense x-ray beams, rotating anode systems typically are larger and more costly to 
maintain. They also generally require larger source to window distances, limiting the available accep-
tance angle for small x-ray optics.
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Liquid-Metal Anodes

All commercial x-ray sources have solid phase target materials. However, over the years liquid metal 
targets have been repeatedly proposed. The basic concept consists of a liquid metal, e.g., GaInSn 
or hot Sn (300°C), flowing turbulently past a thin barrier, e.g., molybdenum foil or glass, that is 
reasonably electron transparent; the barrier separates the liquid metal from the vacuum in which 
the cathode has to operate. The electrons from the cathode pass through the vacuum/liquid barrier 
and interact with the liquid target, producing x rays in much the same way they would from a solid 
target, with the liquid metal removing the heat generated during electron impact as the metal flows 
away from the impact region. The bremsstrahlung energy distribution from a liquid target is slightly 
different than that from a solid target, since the reduced density of atoms in a liquid will skew the 
energy distribution toward lower energies compared to those from a solid target. Liquid metal anode 
sources have the potential for much improved continuous loading capability and significantly higher 
maximum loading (a few hundred kW/mm x-ray beam diameter).

Source Shape

In many reflection sources, the electron beam intersects the target in a line rather than a circular spot. 
The x rays are then viewed at a small takeoff angle with respect to the target, resulting in what appears 
to be a nearly square or circular source spot, as shown in Fig. 5. Because the apparent size of the beam 
is reduced by the sine of the take-off angle, the brightness in the resultant x-ray beam is increased to

 Brightness ∝ (power)/(apparent area) = (power)/(A sin a) (10)

where A is the actual electron beam spot area on the target and a is the takeoff angle (see Fig. 5). This 
can considerably improve the brightness for some applications. However, the x rays are not produced at 
the surface of the target, but a few microns into the target, depending on the electron stopping power of 
the target material and the electron voltage. Absorption of the x rays traveling out of the target mate-
rial will eventually reduce the source brightness at small grazing angles. The radiated power is reduced 
exponentially with the path length,

 Brightness ∝ 
power out power /

A A
e d D

sin sin

( sin )/

α α
α

=
−

 (11)

where d is the depth in which x rays are produced and D the absorption length for the x rays. The factor 
on the right is plotted in Fig. 6 for d/D = 10, which is approximately the case for a typical Cu Ka system. 
The brightness is usually maximized for a takeoff angle from 6° to 12°. Excessively small takeoff angles 
are more affected by surface roughness, which may increase with target use.
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FIGURE 6 Source brightness as a function of takeoff 
angle for an x-ray production depth to absorption length 
ratio of 10.
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FIGURE 5 Apparent x-ray beam 
size from a line focus source when viewed 
at an angle.
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54.14  X-RAY AND NEUTRON OPTICS

FIGURE 8 Schematic diagram of the setup for source spot 
measurement.
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Optics with sufficient depth of field to collect from the entire length of the line source can take 
advantage of the increased power emitted by line-focus sources compared to a smaller square source. 
It should be noted, however, that optics designed for very short source-to-optic distances often do not 
have large depths of field. 

Source Depth and Size Measurement 

The solid angle from which an optic can collect x rays depends on how close the optic can be placed 
to the x-ray generation point inside a source. For optics placed external to a source, this is limited 
by the distance from the vacuum window to the electron beam spot on the target. One method to 
measure this distance in practice is to move a pinhole in a series of steps transverse to the beam and 
record the intensity in multiple exposures, as shown in Fig. 7.8 The source position X relative to the 
pinhole is related to the image position Y and the source spot to pinhole distance L by

 L
X
Y

D=  (12)

where D is the pinhole to image plate distance. 
Most optics can only collect from relatively small source spots. Thus, source size measurement is 

very important for optics and system design, and also for optic characterization. Source sizes can be 
deduced from pinhole images. Because small pinholes may be thick compared to their diameter, it is 
important to ensure that the measured size is not influenced by pinhole shape, and so multiple images 
are required for accurate assessment.

Several images should be taken with the detector at different distances D from the pinhole, as 
shown in the sketch of Fig. 8. The slope of a plot of the image size W versus pinhole-to-detector dis-
tance D yields the source diameter S.

 W
S r D

L
r=

+
+

( )2
2  (13) 

L

X

D
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d

Y

FIGURE 7 Schematic diagram of the setup for a source 
depth measurement.
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X-RAY TUBE SOURCES  54.15

There should be good agreement between the intercept value and the pinhole radius, as shown in 
Fig. 9.

The beam emitted from a standard tube is often restricted in one direction due to shadowing by the 
anode, as shown in Fig. 10, which has a cone angle of approximately 15° in the horizontal direction.

Effective Source Size for X-Ray Optics

When applying Liouville’s theorem to x-ray optics, the limiting factor is not the source focal spot 
size, but the area over which the optic can collect photons. Even if the optic can be placed close 
to the source, the optic collection area may be smaller than the actual focal spot, wasting source 
photons. However, large source sizes do not detract from beam brightness, if the power density 
is maintained and the optic only collects from a small area suitable for a specific application. For 
sources with nonuniform brightness, typically high peak brightness in a central region of the beam, 
the optic has to be carefully optimized to collect x rays from the smallest possible region that will 
provide sufficient power for the selected application.

54.5 GENERAL OPTIMIZATION

Trade-Offs between Low- and High-Power Sources

Low-power sources typically have shorter distances between the x-ray generation point on the target 
and the source exit window, where x-ray optics are usually positioned. Such small source-to-optic dis-
tances allow the optics to collect significantly larger solid angles than similar optics applied to larger 
sources. For applications, e.g., diffraction, where x-ray pencil beams are employed, or microanalysis, 
which requires small x-ray beam spots, x-ray optics coupled to low-power sources can provide similar 
intensities to higher-power sources, with greater convenience, portability, ease of maintenance, and 
lower cost. However, applications such as many medical and nondestructive imaging modalities, that 
require irradiating a large area in a short time use higher-power sources. These allow shorter exposure 
times, but are not conducive to efficient x-ray optic coupling.

FIGURE 9 Image size W  versus pinhole to image plate 
distance D taken with a 25-μm pinhole. The slope is 0.0024, 
yielding a source size of 25 μm, and intercept 0.023 mm, in 
good agreement with the nominal pinhole size.
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FIGURE 10 Source image 
at 10 cm from the source spot.

Bass_v5ch54_p001-018.indd 54.15 9/11/09 11:17:44 AM

DO
 N

OT
 D

UP
LI

CA
TE



54.16  X-RAY AND NEUTRON OPTICS

Parallel Beam

As a result of Liouville’s theorem, the x-ray source has to be smaller than the desired parallel beam 
diameter in order to achieve an intensity gain. The gain is produced by collecting over a solid angle 
from the source that is larger than the output divergence of the collimated beam. Therefore, it is 
particularly challenging to provide intense, small-cross-section, nearly parallel beams, as required by 
some microdiffraction applications.

Focused Beam

An optic can achieve large gains if it collects a diverging beam from a point source and refocuses it 
into a converging beam. The diameter of the optic is not limited by the application, but by manufac-
turing and integration constraints. For any optic, the minimum focal spot size will be smaller for a 
smaller optic-to-focus distance, as the output divergence of the optic is never zero. The best spatial 
definition of the beam will occur for smaller focal distances.

Effect of Different Optics Types on Brightness

Imaging optics such as pinholes and mirrors are able to conserve brightness. Pinholes are the most 
basic optic and can be used to define unity gain. They are also useful to further condition the beam 
and eliminate scatter at the sample location. A straight, untapered, single capillary tube preserves 
the beam condition across its length, if transport losses are ignored. Therefore, it is identical in per-
formance to placing a pinhole at the input of the capillary. Straight single capillaries can be use-
ful as improved pinholes or to provide more convenient geometries.8 (Capillaries are discussed 
in Chap. 52.) Mirrors are imaging optics and can preserve brightness. An ideal symmetric mirror 
produces a focal spot equal in size to the source spot. In order to demagnify the source focal spot 
size, the output focal distance has to be reduced from the symmetric case. (Mirrors are discussed in 
Chaps. 44 to 47.) The same considerations for mirrors are valid for diffractive optics, with the addi-
tional restriction that the Bragg diffraction condition must be met for the characteristic energy of 
the source target material, to obtain the most intense x-ray beam. (Diffractive optics are discussed 
in Chaps. 39 to 43.) Tapered single capillary tubes can provide a significantly enhanced flux over 
simple pinholes. If shaped appropriately, the tapered capillaries can serve as imaging micro-mirrors 
and fall under the mirror category. Polycapillary optics use many consecutive reflections to achieve 
a large overall deflection. The acceptance from the multiple capillary tubes can be overlapped so 
that the optic collects from a large solid angle with correspondingly large total power. However, 
polycapillary optics are not imaging optics and cannot conserve brightness. (Polycapillary optics 
are discussed in Chap. 53.)

Choosing a Source/Optic Combination

Choosing an appropriate source/optic combination depends on analyzing the requirements of the 
application for photon energy, energy bandwidth, beam size, beam divergence, and total power. 
If total x-ray power is the only consideration, a large focal spot source with high Z target material, 
high voltage, high current, small source-to-sample distance, and no optic is the most appropriate 
choice. If an optic is to be employed, it must be carefully designed to take into account the source 
geometry. Large focal spot sources with large source-to-output window distances are not well 
matched with optics designed to produce small bright beams. Detector properties, discussed in 
Chaps. 60 to 62, also affect the system optimization.
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55.1 INTRODUCTION

Synchrotron radiation is a bright, broadband, polarized, pulsed source of electromagnetic radiation 
extending from the far-infrared to the hard x-ray region. Brightness, defined as flux per unit area 
per unit solid angle, is normally a more important quantity than flux or intensity, particularly in 
throughput-limited applications which utilize only a small fraction of the transverse phase space of 
the emitted radiation or a small energy bandwidth, or both. 

It is well known from classical theory of electricity and magnetism that accelerating charges emit 
electromagnetic radiation. In the case of synchrotron radiation, relativistic electrons are accelerated 
in a circular orbit and emit electromagnetic radiation in a broad spectral range. The visible portion of 
this spectrum was first observed on April 24, 1947 at General Electric’s Schenectady facility by Floyd 
Haber, a machinist working with the synchrotron team, although the first theoretical predictions were 
by Liénard1 in the latter part of the 1800s. An excellent early history with references is presented by 
Blewett2 and a history covering the development of the utilization of synchrotron radiation is pre-
sented by Hartman.3

Synchrotron radiation covers the entire electromagnetic spectrum from the far-infrared (or THz) 
and infrared, through the visible, ultraviolet, and x-ray regions and into the very hard x-ray range up 
to energies of 100 kilovolts and above. If the charged particles are of low mass, such as electrons, and 
if they are traveling relativistically, the emitted radiation is very intense and highly collimated, with 
opening angles, which depend inversely on the energy of the particle, on the order of 1 milliradian. In 
electron storage rings there are two distinct types of sources of synchrotron radiation: dipole (bending) 
magnets and insertion devices. Insertion devices are further classified as either wigglers, which act like 
a sequence of bending magnets with alternating polarities, or undulators, which are also multiperiod 
alternating magnet systems but in which the beam deflections are small resulting in coherent interfer-
ence of the emitted light.

In typical storage rings used as synchrotron radiation sources, several bunches of up to ~1012 elec-
trons circulate in vacuum, guided by magnetic fields. The bunches are typically several 10s of centi-
meters long, so that the light is pulsed, being on for a few 10s to a few 100s of picoseconds, and off for 
several 10s to a few 100s of nanoseconds depending on the particular machine and the radio-frequency 
cavity which restores the energy lost to synchrotron radiation. The revolution time for a ring of cir-
cumference 30 m is 100 ns, so that each bunch of ~1012 electrons is seen 107 times per second, giving a 
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55.2  X-RAY AND NEUTRON OPTICS

current of ~1 A (assuming single bunch filling). In linacs that are used as light sources the electrons are 
also in bunches, but these are usually much shorter resulting in pulses of < 1ps.

The most important characteristic of accelerators built specifically as synchrotron radiation 
sources is that they have a magnetic focusing system which is designed to concentrate the electrons 
into bunches of very small transverse cross section and to keep the electron transverse velocities small. 
The combination of high intensity with small opening angles and small source dimensions results in 
the very high brightness.

The first synchrotron radiation sources to be used were operated parasitically on existing high-
energy physics or accelerator development programs. These were not optimized for brightness, and 
were usually accelerators rather than storage rings, meaning that the electron beams were constantly 
being injected, accelerated, and extracted. Owing to the successful use of these sources for scientific 
programs, a second generation of dedicated storage rings was built starting in the early 1980s. In the 
mid 1990s, a third generation of sources was built, this time based largely on insertion devices, espe-
cially undulators of various types. A fourth generation of accelerator-based photon sources is now 
coming on line, based on what is called multiparticle coherent emission, in which coherence along the 
path of the electrons, or longitudinal coherence, plays the major role. This is achieved by microbunch-
ing the electrons on a length scale comparable to or smaller than the scale of the wavelengths emitted. 
The emission is then proportional to the square of the number of electrons N which, if N is 1012, can 
be a very large enhancement. These sources can approach the theoretical diffraction limit of source 
emittance (the product of solid angle and area).

55.2 THEORY OF SYNCHROTRON 
RADIATION EMISSION

General

The theory describing synchrotron radiation emission is based on classical electrodynamics and can 
be found in the works of Tomboulian and Hartman,4 Schwinger,5 Jackson,6 Winick,7 Hofmann,8 
Krinsky, Perlman, and Watson,9 and Kim10. A quantum description, presented by Sokolov and 
Ternov,11 is quantitavely equivalent.

Here we present a phenomenological description in order to highlight the general concepts 
involved. Electrons in circular motion radiate in a dipole pattern as shown schematically in Fig. 1a. 

Orbit

90 deg

(a) (b)

Orbit

Accel

Opening
angle

FIGURE 1 Conceptual representation of the radiation pattern from a 
charged particle undergoing circular acceleration at (a) nonrelativistic and 
(b) relativistic velocities.
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As the electron energies increase and the particles start traveling at relativistic velocities, this dipole 
pattern appears different to an observer in the rest frame of the laboratory. Special relativity tells us 
that angles qt in a transmitting object are related to those in the receiving frame qr by

 tan
sin

(cos )
θ

θ
γ θ βr

t

t

=
−

 (1)

with g, the ratio of the mass of the electron to its rest mass, being given by E/m0c
2, E being the elec-

tron energy, m0 the electron rest mass, and c the velocity of light. b is the ratio of electron velocity 
v to the velocity of light c. Since b ≈ 1 for electrons travelling at relativistic energies, the peak of the 
dipole emission pattern in the particle frame, qt = 90°, transforms to qr ≈ tan qr ≈ g −1 in the labora-
tory frame as shown in Fig. 1b. Thus g −1 is a typical opening angle of the radiation in the laboratory 
frame. For an electron viewed in passing by an observer, as shown in Fig. 2, the duration of the pulse 
produced by a particle under circular motion of radius r will be r/g c in the particle frame, or r/g c × 
1/g 2 in the laboratory frame owing to time dilation. The Fourier transform of this function will 
contain frequency components up to the reciprocal of this time interval. For a storage ring with a 
radius of 2 meters and g = 1000, corresponding to a stored electron beam energy of ∼500 MeV, the 
time interval is 10−17 seconds, which corresponds to light of wavelength 30 Å.

Bending Magnet Radiation

For an electron storage ring, the relationship between the electron beam energy E, bending radius r, 
and field B is
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FIGURE 2 Illustration of the derivation of the spectrum emitted by a charged particle in 
a storage ring.
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55.4  X-RAY AND NEUTRON OPTICS

where g, the ratio of the mass of the electron to its rest mass is given by γ = = =E m c E/ / MeV0
2 0 511.  1957 E 

[GeV] and lc, which is defined as the wavelength for which half the power is emitted above and half below, is
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The critical frequency and photon energy are
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The angular distribution of synchrotron radiation flux emitted by electrons moving through a bend-
ing magnet with a circular trajectory in the horizontal plane is given10 by
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where q is the observation angle in the horizontal plane, y the observation angle in the verti-
cal plane, a the fine structure constant (1/137), w the light frequency, I the beam current, and ξ = 
(w /2wc)(1+ g 2y 2)3/2. The subscripted Ks are modified Bessel functions of the second kind. The K2 3/  
term represents light linearly polarized parallel to the electron orbit plane, while the K1 3/  term repre-
sents light linearly polarized perpendicular to the orbit plane.

If one integrates over all vertical angles, then the total intensity is
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The Bessel functions can be computed easily using algorithms of Kostroun:12
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for all x and for any fractional order n, where h is some suitable interval such as 0.5. In evaluating 
the series, the sum is terminated when the rth term is small, <10−5, for example.
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In Fig. 3 we plot the universal function 
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from Eq. (6), so that the photon energy dependence of the flux from a given ring can be calculated 
readily. It is found that the emission falls off exponentially as e−lc /l for wavelengths shorter than lc, 
but only as l−1/3 at longer wavelengths.

The vertical angular distribution is more complicated. For a given ring and wavelength, there is a 
characteristic natural opening angle for the emitted light. The opening angle increases with increasing 
wavelength. If we define y as the vertical angle relative to the orbital plane, and if the vertical angular 
distribution of the emitted flux is assumed to be Gaussian in shape, then the rms divergence sy is 

defined as 1 2/ π  times the ratio of Eqs. (5) and (6) evaluated at y = 0:
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In reality, the distribution is not Gaussian, especially in view of the fact that the distribution for the ver-
tically polarized component vanishes in the horizontal plane (y = 0). However, sy defined by Eq. (9) is 
still a simple and useful measure of the angular divergence. The photon energy (w) dependence of the 
electron-energy-independent quantity γσψ  is plotted in Fig. 4. At w = wc, sy = 0.647/g. The asymptotic 
values of sy can be obtained from the asymptotic values of the Bessel functions and are
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In Fig. 5 we show examples of the normalized vertical angular distributions of both parallel and 
perpendicularly polarized synchrotron radiation for a selection of wavelengths.
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FIGURE 3 Universal synchrotron radiation output curve.
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55.6  X-RAY AND NEUTRON OPTICS

Circular Polarization and Aperturing 
for Magnetic Circular Dichroism

Circularly polarized radiation is a valuable tool for the study of electronic, magnetic, and geometric 
structure of a wide variety of materials. The dichroic response in the soft x-ray spectral region (100 
to 1500eV) is especially important because in this energy range almost every element has a strong 
dipole transition from a sharp core level to its lowest unoccupied state.13

The production of bright sources of circularly polarized soft x-rays is therefore a topic of keen 
interest, and is a problem which has seen a multitude of solutions, from special insertion devices 

0.001
0.1

0.2

0.5

1

2

5

10

20

50

100

0.01
w/wc

~(w /wc)
–.390

~(w /wc)
–.538

g sy (1) = 0.647

gs
y

0.1 1 10

FIGURE 4 Plot of the normalized vertical opening angle 
γσψ  for bending magnet radiation.

0

0

0.2

N
or

m
al

iz
ed

 in
te

n
si

ty

Horizontal
Vertical

g y

0.4

0.6

0.8

1.0

2 4

1 0.1 e /ec = 0.01

6 8

FIGURE 5 Normalized intensities of horizontal and 
vertical polarization components, as functions of the vertical 
observation angle for different photon energies.

Bass_v5ch55_p001-022.indd 55.6 9/11/09 11:30:10 AM

DO
 N

OT
 D

UP
LI

CA
TE
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(crossed undulators, helical undulators, elliptically polarized undulators/wigglers) to optical devices 
(multiple-bounce reflectors/multilayers and quarter-wave plates). However, standard bending magnet 
synchrotron radiation sources are good sources of elliptically polarized soft x-rays when viewed from 
either above or below the orbital plane.

As discussed by Chen,13 a practical solution involves acceptance of a finite vertical angular range, 
yoff − Δy/2 < y < yoff + Δy/2 centered about any vertical offset angle y = yoff or, equivalently, about 
y = −yoff. This slice of bending magnet radiation exhibits a circular polarization14

 P
A A

A Ac
h v

h v

= −
+

2
2 2( )

 (12)

where A Kh = 2 3/ ( )ξ  and A Kv = +γψ γ ψ ξ/( ) ( )/
/1 2 2 1 2

1 3  are proportional to the square-roots of the hor-
izontally and vertically polarized components of bending magnet flux [Eq. (5)], i.e., Ah and Av are 
proportional to the horizontal and vertical components of the electric field, respectively. Pc depends 
on the vertical angle y, electron energy g  and, through ξ, the emitted photon energy w/wc. In Fig. 6 
we plot values of Pc vs g y  and w/wc for g = 1565 (E = 0.8GeV) and r = 1.91m (hncrit = 594 eV).

Magnetic circular dichroism (MCD) measures the normalized difference of the absorption of 
right circular and left circular light. Assuming no systematic error, the signal to noise ratio in such a 
measurement defines a figure of merit.

 MCD figure of merit average circular polarizati= ( oon flux fraction) ( ) /× 1 2  (13)

where

 average circular polarization
off=
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+
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and the fraction of the total (vertically-integrated) flux emitted into the vertical slice y = yoff ± Δy/2 is

flux fraction
/

off

=
−

1 2

dF d

d F

d dbm

bm

( )

( )

ω θ
ω

θ ψ
ψ ψΔ //

/

2

2ψ ψ

ψ
off +

∫
Δ

d  (15)

Here d 2Fbm(w)/dqdy is the angular dependence of the bending magnetic flux from Eq. (5) and 
dFbm(w)/dq is the vertically integrated flux from Eq. (6). For a 0.8 GeV storage ring (e.g., the VUV 
ring at the National Synchrotron Light Source (NSLS), Upton, NY USA), the choices of y and Δy
that maximize the MCD figure of merit are 0.5 mrad and 0.66 mrad, respectively. This yields a flux 
fraction ~0.3, a circular polarization ~0.65 and a figure of merit ~0.35. 

Bending Magnet Power

Integration of �ω ω θ ψ( ( ) )d F d dbm
2 /  from Eq. (5) over all frequencies w yields the angular distribu-

tion of power radiated by a bending magnet:

d P

d d

d F

d d
d

I

e

hcbm bm
2 2

0

5

2

7

16θ ψ
ω

ω
θ ψ

ω α γ
πρ

= =
∞

∫ �
( )

FF ( )γ ψ

             = ×18 082 2
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.
[ ] [ ]

[ ]
( )W/mrad

GeVE I A

m
F

ρ
γ ψ  (16)

which is independent of the horizontal angle q as required by symmetry, and the vertical angular 
dependence is contained in the factor

F ( )
( ) ( )/

γ ψ
γ ψ

γ ψ
γ ψ

=
+

+
+

⎡

⎣
⎢

⎤

⎦
⎥

1

1
1

5

7 12 2 5 2

2 2

2 2
 (17)

The first term in F (g y) represents the component of the bending magnet radiation parallel to the 
orbital plane, while the second represents the perpendicular polarization component. F (g y) and its 
polarization components are plotted versus g y in Fig. 7. Note that the area under the Fparallel curve is 
approximately seven times greater than that for Fperpendicular.
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FIGURE 7 Vertical angle dependence of bending 
magnet power, F (g y), versus g y.
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Integrating Eq. (17) over the out-of-orbital-plane (vertical) angle y yields the total power radiated 
per unit in-orbital-plane (horizontal) angle q:

 
dP

d
I
e

hc E I Abm

θ
αγ
πρ ρ

= = ×
4 4 4

3
14 08.

[ ] [ ]
W/mrad

GeV
[[ ]m

  (18)

For example, a 1.0-GeV storage ring with 2 m radius bends generates 7.04 W/mrad/Amp of stored 
current. By contrast, a 2.5 GeV machine with 7-m radius bends generates 78.6 W/mrad/A and a 7 GeV 
machine with 39 m radius bends generates 867 W/mrad/A. 

Bending Magnet Brightness

Thus far we have calculated the emitted flux in photons per second per milliradian2 of solid angle. In 
order to calculate the brightness we need to include the source size. In these calculations we calculate 
the central (or maximum) brightness, for which we use the natural opening angle to define both the 
horizontal and vertical angles. Using vertical angles larger than this will not increase the flux as there 
is no emission. Using larger horizontal angles will increase the flux proportionately as all horizontal 
angles are filled with light, but owing to the curvature of the electron trajectory, the average bright-
ness will actually be less. The brightness expression15,16 is

 B

d F

d d
bm

bm

x y

=
=

∑ ∑

2

0

2

( )θ ψ
π

ψ
 (19)

where

 = + +∑ [ ] /ε β η σ σx x x E rx
2 2 2 1 2  and  = + +
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⎤
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∑ ε β σ
ε ε γ σ
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y y r

y y y r

y
2

2 2

2

1 2/

  (20)

ex and ey are the electron beam emittances in the horizontal and vertical directions respectively, bx 
and by are the electron beam beta functions in the horizontal and vertical planes, hx is the dispersion 
function in the horizontal plane, and sE is the rms value of the relative energy spread. All the elec-
tron beam parameters are properties of a particular storage ring. The diffraction-limited source size 
is sr = l/4πsy. The effective source sizes (∑x and ∑ y) are photon energy dependent via the natural 
opening angle sy and the diffraction-limited source size sr.

55.3 INSERTION DEVICES 
(UNDULATORS AND WIGGLERS)

General

Insertion devices are periodic magnetic structures installed in straight sections of storage rings, as 
illustrated in Fig. 8, in which the vertical magnetic field varies approximately sinusoidally along the 
axis of the undulator. The resulting motion of the electrons is also approximately sinusoidal, but in 
the horizontal plane. One can understand the nature of the spectra emitted from these devices by 
again studying the electric field as a function of time, and this is shown in Fig. 9. This shows that 
the electric field and hence its Fourier transform, the spectrum, depend critically on the magnitude 
of the beam deflection in the device. At one extreme, when the magnetic fields are high, as in Fig. 9a, 
the deflection is large and the electric field is a series of pulses similar to those obtained from a 
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55.10  X-RAY AND NEUTRON OPTICS

dipole. Such a device is termed a “wiggler.” The Fourier transform for the wiggler is N times that 
of a single dipole. At the other extreme, as in Fig. 9b, the deflection of the electron beam is such 
that the electric field as a function of time is sinusoidal, and the Fourier transform is then a single 
peak with a width proportional to the inverse of the length of the wavetrain L∗ according to l2/Δl  = 
L∗. L∗ is obtained by dividing the real length of the device L by g 2 because of relativistic effects. 
Thus for a meter long device emitting at a wavelength l = 10 nm in a machine of energy 0.5 GeV 
(g ~ 1000), corresponding to, for example, 1 cm period length and magnetic field strength B = 1.5 T, 
we get l2/Δl  = 10−6 meters, and l/Δl = 100. Note that Δl/l ∼ 1/N as expected. Interference occurs 
in an undulator since the electric field from one part of the electron path is added coherently to that 
from adjacent parts.

Radiation from an insertion device

N

N
N

N

N
N

S
S

S

S
S

S

Radiation

Electron beam

Magnet poles

FIGURE 8 Schematic of an insertion device.
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FIGURE 9 Conceptual representation of the electric fields emitted as a function of time by an electron in (a) a 
wiggler and (b) an undulator, with the corresponding spectra.
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Formal Treatment

We assume that the motion of an electron in an insertion device is sinusoidal, and that we have a 
magnetic field in the vertical (y) direction varying periodically along the z direction, with

 B B zy u= − 0 2sin( )π λ/   0 ≤ ≤z N uλ  (21)

where B0 is the peak magnetic field, lu is the period length, and N the number of periods. By inte-
grating the equation of motion, the electron transverse velocity cbx is found to be

 β
γ

π λx u

K
z= cos( )2 /  (22)

where

 K
eB

mc
cm B Tu

u= =0
02

0 934
λ

π
λ. [ ] [ ]   (23)

is a dimensionless parameter which is proportional to the deflection of the electron beam. The max-
imum slope of the electron trajectory is δ γ= ( )K / . In terms of d, we define an undulator as a device 
in which δ γ≤ −1, which corresponds to K ≤ 1. When K is large, the device is called a wiggler. In most 
insertion devices the field can be changed either electromagnetically or mechanically, and in some 
cases K can vary between the two extremes of undulator and wiggler operation.

Wigglers

For the wiggler, the flux distribution is given by 2N (where N is the number of magnetic periods) 
times the appropriate bending magnet formulae in Eqs. (5) and (6). However, r or B must be taken 
at the point in the path of the electron which is tangent to the direction of observation. For a hori-
zontal angle q,

 ε θ ε θ δc c( ) ( )max= −1 2/  (24)

where

 εc keV E B Tmax[ ] . [ ] [ ]= 0 665 2 2
0GeV  (25)

from Eq. (4). Integration over q, which is usually performed numerically, gives the wiggler flux.
The calculation of the brightness of wigglers needs to take into account the depth-of-field effects, 

i.e., the contribution to the apparent source size from different poles. The expression for the bright-
ness of wigglers is
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 (26)

where z nn w± = ±λ [ ( )]1 4/ , lw is the wiggler period, and sy is identical to Eq. (9), but evaluated, in the 
wiggler case, as the instantaneous radius at the tangent to the straight-ahead (q = y = 0) direction 
(i.e., minimum r, maximum ec), σ ε βx x x=  and σ ε βy y y=  are the rms transverse beam sizes, 
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55.12  X-RAY AND NEUTRON OPTICS

while ′ =σ ε βx x x/  and ′ =σ ε βy y y/  are the angular divergences of the electron beam in the hori-
zontal and vertical directions respectively. The exponential factor in Eq. (26) arises because wigglers 
have two source points separated by 2xo, where

 x
K

o
w=

γ
λ
π2

 (27)

The summations in Eq. (26) must be performed for each photon energy because sy is photon-
energy dependent.

Undulators

The interference which occurs in an undulator, i.e., when K is moderate (K ≤ 1), produces sharp 
peaks in the forward direction at a fundamental (n = 1) and all odd harmonics (n = 3, 5, 7,…) as 
shown for a zero emittance (e = 0) electron beam in Fig. 10a (dotted line). In the e = 0 case, the even 
harmonics (n = 2, 4, 6,…) peak off-axis and do not appear in the forward direction. For real (e ≠ 0) 
electron beams, the spectral shape, angular distribution, and peak brightness are strongly dependent 
on the emittance and energy spread of the electron beam as well as the period and magnitude of the 
insertion device field.

In general, the effect of electron beam emittance is to cause all harmonics to appear in the forward 
direction (solid line in Fig. 10a). The effect of angle integration on the spectrum in Fig. 10a is shown 
in Fig. 10b, a spectrum which is independent of electron beam emittance except for the presence of 
“noise” in the zero emittance case. The effect of electron beam emittance on the angular distribution 
of the fundamental, second, and third harmonics of this device is shown in Fig. 10c, which also nicely 
demonstrates the dependence on harmonic number.
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FIGURE 10 Spectral output and angular distribution of the emission from the early-2000s vintage NSLS In-Vacuum Undulator 
(IVUN) for K = 0.75. (a) Spectral output in the forward direction, with (solid line) and without (dotted line) the effect of electron 
beam emittance; (b) angle-integrated spectral output with (solid line) and without (faint solid line) the effect of electron beam 
emittance, and the decomposition into harmonics (n = 1, 2, 3, 4) (dotted lines); and (c) angular distribution of the first three harmonics 
(n = 1, 2, 3), with and without the effect of electron beam emittance. Emittance values used: 94-nm horizontal, 0.1-nm vertical.

Bass_v5ch55_p001-022.indd 55.12 9/11/09 11:30:12 AM

DO
 N

OT
 D

UP
LI

CA
TE



SYNCHROTRON SOURCES  55.13

The peak wavelengths of the emitted radiation ln are given by

 λ
λ
γ

γ θn
u
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K
n= + +

⎛
⎝⎜

⎞
⎠⎟

=
2

1
2

1 3 5
2

2
2 2 , , ,…  (28)

where lu is the undulator period length. They soften as the square of the deviation angle q away 
from the forward direction.

Of main interest is the intense central cone of radiation. An approximate formula for flux inte-
grated over the central cone (for the odd harmonics) is

 F K N
I

e
Q K nu n( , ) ( ) , , ,ω πα ω

ω
= =

Δ
1 3 5 …  

   = × ×1 431 10 0 114. sec . % [ ]photons/ / bandwidth I A NQQ Kn ( )  (29)
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and
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 (31)

Here J(n ± 1)/2, n = 1, 3, 5, . . . are the integer Bessel functions of the first kind: J0, J1, J2, . . .

To calculate the undulator flux angular distribution and spectral output into arbitrary solid angle, one 
can use freely available codes such as Urgent17 (R. P. Walker and B. Diviacco). To include magnetic field 
errors (e.g., measured values), use Ur18 (R. J. Dejus and A. Luccio), SRW19 (O. Chubar and P. Elleaume), 
or Spectra20 (T. Tanaka and H. Kitamura).

The brightness of an undulator Bu is approximated by dividing the central cone flux by the effec-
tive angular divergence, ′∑ ′∑x y( ), and by the effective source size, ∑ ∑x y( ), in the horizontal (vertical) 
directions. These are given by convolution of the Gaussian distributions of the electron beam and the 
diffraction-limited photon beam, in both angle and space:

 = +′ ′′∑ σ σx rx
2 2   = +′ ′′∑ σ σy ry

2 2  (32)

       = +∑ σ σx rx
2 2     = +∑ σ σy ry

2 2  (33)

Thus, Bu is given by

 B
F

u
u

yxyx

=
′′∑∑∑∑( )2 2π  (34)

The diffraction-limited emittance of a photon beam is the minimum value in the inequality

 ε σ σ λ λ
π

= ≥ =′r r 2 4
 (35)

where e is the photon emittance and l is the wavelength, in direct analogy to the Heisenberg uncer-
tainty principle in nonrelativistic quantum mechanics. The space versus angle separation of this 
minimum emittance is energy and harmonic dependent.21 For the exact harmonic frequency in the 
forward direction, given by Eq. (28) with q = 0, there appears to be consensus that sr and sr′ are 
given by

 σ λ
′ =r L2

  and  σ λ
πr

L= 2
4

 (36)

On the other hand, at the peak of the angle-integrated undulator spectrum, which lies a factor of 
[ ( )]1 1− /nN  below the exact harmonic energy, sr and sr′ are given by

 σ λ
′ =r L

  and  σ λ
πr

L=
4

 (37)

It is clear from Eqs. (32) and (33) that the choice of expression for sr and sr′ can have a non-negligible 
effect on the undulator brightness value especially for small beam size and opening angle. Lacking a 
specific functional form for sr and sr′ as a function of photon energy, we generally use Eq. (36) in 
evaluating the expression for undulator spectral brightness from Eq. (34).
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Insertion Device Power

The Schwinger5 formula for the distribution of radiated power from an electron in a sinusoidal tra-
jectory, which applies with reasonable approximation to undulators and, to a lesser extent, wigglers, 
reduces22 to

 d P
d d

P
K

G K fK

2 221
16θ ψ

γ
π

γθ γψ= total ( ) ( , )   (38)

where the total (angle-integrated) radiated power is
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where N is the number of undulator or wiggler periods, Z0 is the vacuum impedance (377 Ω), I is 
the storage ring current, e is the electronic charge, c is the speed of light, L = Nlu is the length of the 
insertion device,
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and
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where

 D K= + + −1 2 2 2γ ψ γθ α( cos )  (42)

The integral in the expression for fK is best evaluated numerically.
For K > 1, which includes all wigglers and much of the useful range of undulators, an approximate 

formula for the angle dependence of the radiated power is

 f
K

FK ( , ) ( )γθ γψ γθ γψ= − ⎛
⎝⎜

⎞
⎠⎟1

2

 (43)

where F (g y) is the bending magnet formula from Eq. (17). This form clearly indicates the strong 
weakening of insertion device power as q increases, vanishing at q = ±K/g .

Since fK(0,0) is normalized to unity, the radiated power density in the forward direction (i.e., along 
the undulator axis) is
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Polarization of Undulators and Wigglers

The polarization properties of the light emitted by wigglers are similar to those of dipoles. For both 
sources the radiation is elliptically polarized when observed at some angle away from the orbital 
plane as given by Eq. (5). For radiation from planar undulators, however, the polarization is always 
linear. The polarization direction, which is in the horizontal plane when observed from that plane, 
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rotates in a complicated way at other directions of observation. A comprehensive analysis of the 
polarization from undulators has been carried out by Kitamura.23 The linear polarization of the 
undulator radiation is due to the symmetry of the electron trajectory within each period. The polar-
ization can in fact be controlled by a deliberate breaking of this symmetry. Circularly polarized 
radiation can be produced by a helical undulator, in which the series of dipole magnets is arranged 
such that each period is rotated by a fixed angle with respect to the previous one. To generate vari-
able polarization, one can use a pair of planar undulators oriented at right angles to each other. 
The amplitude of the radiation from these so-called crossed undulators is a linear superposition of 
two parts, one linearly polarized along the x direction and another linearly polarized along the y 
direction, x and y being orthogonal to the electron beam direction. By varying the relative phase 
of the two amplitudes by means of a variable-field magnet between the undulators, it is possible to 
modulate the polarization in an arbitrary way. The polarization can be linear and switched between 
two mutually perpendicular directions, or it can be switched between left and right circular polar-
ization. For this device to work, it is necessary to use a monochromator with a sufficiently small 
band-pass, so that the wave trains from the two undulators are stretched and overlap. Also the angu-
lar divergence of the electron beam should be sufficiently small or the fluctuation in relative phase 
will limit the achievable degree of polarization. A planar undulator whose pole boundaries are tilted 
away from a right angle with respect to the axial direction can be used as a helical undulator if the 
electron trajectory lies a certain distance above or below the midplane of the device.

Transverse Spatial Coherence

As shown by Kim24 and utilized in the brightness formulae given earlier, in wave optics the phase-
space area of a radiation beam is given by the ratio of flux (F0) to brightness (B0). A diffraction- 
limited photon beam (no electron size or angular divergence contribution) occupies the minimum 
possible phase-space area. From Eqs. (32) to (37) this area is

 ( ) ( )2 2
2

2 2
2

πσ σ πε λ
r r ′ = = ⎛

⎝⎜
⎞
⎠⎟

 (45)

Thus, the phase space occupied by a single Gaussian mode radiation beam is (l/2)2, and such a 
beam is referred to as completely transversely coherent. It then follows that the transversely coherent 
flux of a radiation beam is

 F Bcoherent = ⎛
⎝⎜

⎞
⎠⎟

λ
2

2

0
 (46)

and the degree of transverse spatial coherence is
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F
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Conversely, the number of Gaussian modes occupied by a beam is

 
F

F

F

B
0 0

0
22coherent /

=
( )λ

 (48)

Transverse spatial coherence is the quantity which determines the throughput of phase-sensitive 
devices such as Fresnel zone plates used for x-ray microscopy.
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55.4 COHERENCE OF SYNCHROTRON RADIATION 
EMISSION IN THE LONG WAVELENGTH LIMIT

We now discuss coherent effects which depend upon the phase coherence between electric fields 
emitted by different electrons within a bunch. These effects naturally become stronger as the 
emission wavelength increases to values greater than the bunch length, the so-called long wave-
length limit, which is generally in the far-infrared range or beyond for standard storage ring 
parameters. In the evolution from 3rd to 4th generation sources, the bunch length decreases, 
thereby pushing the coherent emission to shorter wavelengths, into the UV, VUV, and beyond. 
One way to generate shorter bunches is with single-pass devices such as linacs, wherein the elec-
trons can be closer packed since relaxation processes which occur in storage rings may not have 
had time to develop.

In this section, we confine our discussion to coherent synchrotron radiation emission in the long 
wavelength limit. We describe two types of coherence: (i) longitudinal, or temporal (sometimes called 
multiparticle or super-radiant) coherence; and (ii) transverse or lateral coherence.

Temporal (Longitudinal/Multiparticle/Super-Radiant) 
Coherence

Under normal circumstances in a storage ring, the bunch length is considerably longer than the 
emitted wavelength, and since the electrons are randomly distributed, there is no phase correla-
tion between the emitted electric fields from different electrons. For Ne particles emitting, then, the 
amplitude of the electric field is generated from the statistical noise, which is proportional to Ne

½. 
This implies that the power, which goes like to E2, is proportional to Ne.

In situations in which the wavelength is much longer than the bunch length, the phase differences 
between the electric fields of the electrons are small compared to the wavelength, and the field is Ne 
times that of a single electron. In this regime, the intensity is Ne

2 times that of a single electron, or Ne 
times greater than the incoherent process. This effect is very large because Ne is generally quite large: 
the number of electrons per bunch can easily be in the nanoCoulomb range, i.e., containing 1010 to 1011 

electrons.
Long-wavelength coherent emission from bunches of relativistic charged particles was first 

described theoretically by Nodvick and Saxon25 in 1954. For the situation of multiple electrons, the 
more general expression for the flux emitted by an electron bunch as a function of frequency (w) and 
solid angle (Ω) is derived by extending the expressions derived earlier for a single electron [Eq. (5)], 
to a system of Ne electrons, thus:
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where the term Ne
2f(w) represents the coherent enhancement and includes the form factor f(w), 

which is the Fourier transform of the normalized longitudinal particle distribution within the 
bunch, i.e.,

 f e S z dzi n z c( ) ( )ˆ /ω ω= ⋅
−∞

∞

∫
� 2

 (50)

where S(z) is the distribution function for particles in the bunch, measured relative to the bunch 
center.
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If we assume that the electron bunch has a longitudinal Gaussian particle distribution of width sz, 
the form factor will be

 f e e
z

zc( )ω
ωσ π σ

λ= =
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⎝⎜
⎞
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⎝⎜
⎞
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2
2 2

2

4
1

 (51)

where l is the wavelength of the light at frequency w.
The long-wavelength coherent enhancement is shown graphically for a chosen set of beam 

parameters in Fig. 11. 

Transverse, or Lateral, Coherence

Transverse coherence was defined and described earlier in this chapter in the context of emission 
from undulators. In the long wavelength limit, even the emission from bending magnets becomes 
transversely coherent. In this section, we derive the interesting result that, in the long wavelength 
limit, the flux emitted into the natural opening angle (transverse coherent limit) is constant for all 
wavelengths, independent of storage ring parameters such as electron energy and bend radius.

1. Natural opening angle for synchrotron radiation for w < wc:
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2. For w < wc, the universal function
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FIGURE 11 Long-wavelength coherent enhancement 
of synchrotron radiation spectra power for short electron 
bunches. Electron beam parameters used: 100-pC charge, 
100-MHz repetition rate, 45-fs (1 − s) bunch length. Emission 
angle range considered: 150 mrad (horiz.), 150 mrad (vert.).
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from Eq. (6) and Fig. 3 can be approximated by8,11 
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3. Therefore, the formula for angle integrated flux (F) for w < wc into horizontal collection angle q is
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4. Critical wavelength lc is given by
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5. Substituting Eqs. (52) and (55) into Eq. (53) and using 4 × qrms for the horizontal collection 
angle q, we obtain:
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 (56)

 or

 F I A= × ×7 94 10 0 113. sec/ . % [ ]photons/ bandwidth  (57) 

Figure 12 shows a flux plot based on an exact calculation for a synchrotron storage ring source 
with 3-GeV electron energy and 5-meter bend radius. This plot agrees with Eq. (57) from ~2 × 10−6wc 
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FIGURE 12 Synchrotron radiation spectral flux emitted 
into 4qrms (horiz. × vert.) for a storage ring with 3-GeV elec-
tron energy and 5-meter bend radius.
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55.20  X-RAY AND NEUTRON OPTICS

to ~wc. The curve turns downward at the low-energy end owing to the finite size of the ring vacuum 
chamber. At the upper energy end it also turns downward owing to a failure of the approximation in 
Eq. (53) at and above wc.

For consistency as well as interest, another route to the result in Eq. (57) is via the undulator flux 
formula given by Eq. (29), with K = 1, n = 1, and N = 1. In this case, intended to approximate a bend-
ing magnet, Fn(K) = 0.37 one obtains, from Eq. (29), a flux value of F = ×7 99 1013. sec/photons/
0.1%  bandwidth × I [A], in remarkable agreement with Eq. (57).

55.5 CONCLUSION

We have attempted to compile the formulae needed to calculate the flux, brightness, polarization 
(linear and circular), and power produced by the three standard storage ring synchrotron radiation 
sources: bending magnets, wigglers and undulators. Where necessary, these formulae have contained 
reference to the emittance (e) of the electron beam, as well as to the electron beam size (s) and its 
divergence (s ′). For all three types of sources, the source phase space area, i.e., the spatial and angu-
lar extent of the effective (real) source, is a convolution of its electron and photon components. For 
a more detailed description of these properties, see Ref. 26 and references therein.
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56.1

56

56.1 INTRODUCTION

Laser plasmas are produced by focusing a pulsed laser beam, e.g., Nd:YAG at 1.064 μm, possibly fre-
quency multiplied, or KrF excimer at 249 nm, onto a target, typically a tape,1 liquid droplet or jet2 or 
a gas-jet.3 The required irradiance, that is the focused intensity per unit area per unit time, is in the 
range ~1017 to 1019 Wm−2, which heats the target material to ~106 K and thus ionizes it to produce 
the plasma. The need for high irradiance means that high beam energies, small focused spot sizes and 
short pulse lengths must be used. For repetitive systems1 pulse energies in the range ~10 mJ to 1 J are 
used with focal spot sizes of ~10 μm. For single pulse systems, using much higher pulse energies, 
focal spot sizes can be much larger. Normally pulse lengths are in the range of a few picoseconds to 
several nanoseconds, but lasers with much shorter pulse lengths, in the tens of femtoseconds range, 
have also been used.4

For picosecond–nanosecond systems the emission is generated from the ionized material. 
The spectral characteristics depend mainly on the target material, with the proviso that the irradi-
ance must be sufficient to produce the ionic state required to give a particular spectral feature. The 
use of tape targets, compared to liquids or gases, allows a wider range of materials to be used, but 
the effects of increased particulate debris emission must be alleviated by a low-pressure buffer gas. 
For light materials it is common to almost strip the atoms and emission is then from hydrogen- and 
helium-like ions. The spectrum largely consists of characteristic line emission, with small contri-
butions from bremsstrahlung and recombination radiation. The lines typically have bandwidths 
Δl/l ~ 10−4.

For a repetitive source operated at ~100 Hz, the brilliance in a particular line, e.g., the H-like 
carbon Lyman-a line at a wavelength of 3.37 nm, can be comparable to that of a second-generation 
synchrotron, albeit only at this wavelength. Use of a heavier Z target, such as copper or gold, means 
that the ions are less fully stripped and the emission from many closely spaced ionic energy levels 
merges into a quasi-continuum. Such targets also give rise to more bremsstrahlung. Although the 
overall emission is higher than that from light targets it is considerably lower than that of a synchro-
tron, and the peak emission can be much less than that from light materials.
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56.2 CHARACTERISTIC RADIATION

Characteristic radiation arises as a direct consequence of the quantum nature of the plasma ions. 
Electrons bound in ionic systems can only occupy discrete energy levels, with only one electron in 
each quantum state—the Pauli Exclusion Principle. In the ground state all the lower energy levels 
will be filled. If, by some process, an electron is removed from a filled level, either by promoting it to 
a higher energy level (excitation) or by completely removing it from the ion (ionization), then the 
empty level may be filled by an electron from a higher occupied state, which loses energy by emit-
ting radiation. Because of the discreteness of the energy levels the transition between two defined 
states will always give a photon of the same energy, which is characteristic of the ion involved since 
the energies of the bound states depend on the nuclear charge and on the screening effects of other 
electrons.

Energies of Spectral Lines

For an ion with just one electron—a hydrogenic ion—the energies of the electron states are

  E
n
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n = −
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where the negative sign indicates a bound state, n is the principal quantum number, Z is the nuclear 
charge, and m is the reduced mass of the electron-nucleus system
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+

m M
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e

 (2) 

M being the mass of the nucleus. The energy of the photon emitted when an electron makes a tran-
sition from an initial level ni to a final level nf is thus
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As is well known, for atomic hydrogen the transitions result in long wavelength radiation, for 
example, the Lyman series in the ultraviolet, corresponding to nf = 1. For hydrogenic ions, Eq. (3) 
shows that the spectral line energies are a factor of Z 2 higher than those of atomic hydrogen (and 
the wavelengths are correspondingly shorter); for hydrogenic carbon, for example, the Lyman-a line 
is at a wavelength of 3.37nm, compared to 121.6nm in atomic hydrogen.

Spectral Line Intensities

Characteristic radiation as described here corresponds to spontaneous emission, for which the tran-
sition rate, in the electric-dipole approximation, is5

  R
c

eif

if

f i= 〈 〉
ω

πε
ψ ψ

3

0
3

2

3 �
| | | |r  (4)

where 〈 〉ψ ψf ie| |r  is the matrix element describing the transition from the initial state with wave 
function ψi via the electric dipole operator er to the finale state ψ f . The intensity of the emission 
is given by multiplying Eq. (4) by the energy �wif of each emitted photon, the statistical weight gi of 
the initial state, which is the number of degenerate configurations that can give rise to the transition, 
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and the probability Ff that an electron has been removed from the level to which the system eventu-
ally relaxes. Thus the intensity of a characteristic line is given by

  I
g F

c
eif

i f if

f i= 〈 〉
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ψ ψ
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0
3

2

3
| | | |r  (5) 

If the matrix element in the electric dipole transition rate is zero, then the transition cannot take 
place. This is embodied in the familiar electric dipole selection rules, 

  Δ Δ Δl m j j= ± = ± = ± = →1 0 1 0 1 0 0, , with forbidden  (6) 

where l is the orbital angular momentum, m is the magnetic quantum number and j is the total 
angular momentum.

For higher-order transitions the selection rules are more complicated. For electric quadrupole 
radiation, for example,

  Δ Δl j= ± = ± ± → → ↔0 2 0 1 2 0 0
1
2

1
2

0 1, , , with & forbiddden   (7) 

and the parities of the initial and final states must be the same. For magnetic dipole transitions the 
parity must also remain unchanged, with

  Δ Δl j= = ± →0 0 1 0 0, with forbidden  (8) 

The relative intensities in different spectral lines can, in principle, be calculated from Eq. (5), so 
long as all states with the same energy difference Ei – Ef are taken into account. The intensities are 
characterized by the oscillator strength

  ϕ
ω

ψ ψif

if

f i

m
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2e
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where, for hydrogenic systems,

  φif
f

∑ =1  (10)

the sum being over all final states that contribute to emission or absorption of a photon of energy 
�wif , including the continuum if appropriate. In terms of the oscillator strength, the transition rate, 
Eq. (4), becomes

  R
m cif if if= 2

2
2�α ω ϕ

e

| |  (11)

where a is the fine structure constant and the modulus of ϕif  is used since, by convention, the oscil-
lator strength is defined as negative for emission (Ef  < Ei) and positive for absorption. As hydrogenic 
wave functions can be calculated exactly, the oscillator strengths and transition rates are straightfor-
ward to determine.

For ions with Z electrons the sum rule, Eq. (10), becomes

  ϕif
f

Z∑ =  (12)

and the oscillator strengths can only be estimated since approximate methods must be used to 
determine the wave functions. The oscillator strengths depend on the quantum numbers n, l, and 
m of the initial and final states, particularly on the magnetic quantum number m and hence on the 
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polarization of the radiation. It is often useful to use an oscillator strength averaged over the initial 
and final state magnetic quantum numbers, since this is independent of the polarization,

  ϕ ϕif i i f f
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m l
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m l

n l n l
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f f
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The sum rule, Eq. (10) or (12), is still obeyed for the average oscillator strength. The corresponding 
relative line intensities depend on the statistical weights 2(2l + 1) of the initial state and the sponta-
neous emission coefficient as well as on the oscillator strengths.6 

For line emission from hydrogenic ions, as the atomic number increases relativistic effects become 
increasingly important.7 This causes the average oscillator strengths to decrease; for a low-Z element 
such as carbon the decreases are only ~0.1%, for a medium-Z element such as copper they are about 
3%, while for high-Z elements such as gold or uranium they are about 20% and 30%, respectively.

Spectral Line Shapes and Widths

The discussion of line emission so far has implicitly assumed that each spectral line has an exactly 
defined energy, with corresponding frequency and wavelength. However, in practice there is always 
a spread of energies in each line as the result of several factors.8 Since the spread depends upon the 
plasma properties, such as temperature and density, measurement of line shapes and widths pro-
vides a useful diagnostic of the plasma state.

Natural Line Width Natural line widths arise since atomic and ionic levels do not have precisely 
determined energies, because interactions with real or virtual photons result in transitions between 
levels. Hence the levels have finite lifetimes t and so, as a result of the uncertainty principle, there is 
an energy spread

  ΔE
h

~
τ

 (14)

with a corresponding frequency spread

  Δν
τ

~
1

 (15)

For transitions from a state i to a state j, the lifetime tij is given by

  τ ij
ik jk

k jk i

A A
=

+
<<

∑∑
2

  (16)

where Aij is the spontaneous emission coefficient for the transition i j→  and the sums are over all 
spontaneous transitions from the initial and final states, respectively. If the final state is the ground 
state then the second summation is equal to zero.

The amplitude A(t) of a state with lifetime t decays exponentially with time

  A t t t( ) /�e e i− τ π ν2 0  (17)

where n0 is the central transition frequency. The shape of the spectral line is given by the square of 
the Fourier transform of the amplitude, resulting in a Lorentzian distribution

  I I( ) ( )
[ ( ) ]

ν ν
π ν ν τ

=
+ −0

0
2

1

1 2
 (18)
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LASER-GENERATED PLASMAS  56.5

where I(n) is the intensity at frequency n. The full width at half maximum (FWHM) of this distri-
bution is

  Δν
πτL = 1

 (19)

In terms of wavelength, which is often how spectra are presented, the line shape is still (obviously) 
Lorentzian and the FWHM is

 Δλ
λ

πτ
= 0

2

c
  (20)

Doppler Broadening If the emitting ions are in thermal motion, there will be a Doppler shift ΔnD on 
the frequency of the emitted radiation. In a plasma, the particles are normally nonrelativistic,

  Δν ν ν ν υ
D = − =| |0 0 c

  (21)

where u is the particle speed along the line of sight. Radiation from particles with a velocity compo-
nent away from an observer will thus be red shifted, while a velocity component toward the observer 
causes a blue shift. For particles in random motion the spectral lines are therefore broadened and, if 
the velocity distribution f (u) is Maxwellian with a mean speed um, then

  f ( )υ υ υ�e / m
2− 2 2   (22) 

The resulting line profile, found simply by making the substitution υ ν ν→ −c ( )/ 0 1  in Eq. (22), is

  I I
c

( ) ( )exp
( )

ν ν
ν ν

υ ν
= −

−⎡

⎣
⎢

⎤

⎦
⎥0

0
2 2

2
0
22 m

  (23)

which is a Gaussian distribution with FWHM

  Δν ν
υ

G
m= 0

1 22 2 2
c

( ln ) /   (24)

Clearly, the broadening is larger if the mean speed is higher, so that Doppler broadening can dominate 
in hot plasmas and is a measure of the plasma temperature. In terms of the wavelength, Eqs. (23) and 
(24) become

  I I
c

( ) ( )exp
( )

λ λ
λ λ

υ λ
= −

−⎡

⎣
⎢

⎤

⎦
⎥0

0
2 2

2
0
22 m

 (25)

and

  Δλ λ
υ

G
m= 0

1 22 2 2
c

( ln ) /   (26)

Pressure Broadening In plasmas neighbouring particles affect the emission profiles of spectral 
lines. There are several contributions to this pressure broadening. Collisions, of either ions or elec-
trons, with the emitting ion can change the ionic state, effectively shortening the lifetimes of the 
energy levels involved in the emission. By a similar argument to that in the discussion of natural 
broadening this leads to a Lorentzian profile but with a larger width. The width is governed by the 
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56.6  X-RAY AND NEUTRON OPTICS

mean time between collisions, and so this process can be dominant in dense plasmas, and is a mea-
sure of the plasma density.

Nearby ions and electrons also generate electric and magnetic fields, which change the ionic 
energy levels of the emitting ion and hence contribute to the line width. The major contributor in 
plasmas is normally the electric field which, in general, produces a shift in the energy levels propor-
tional to the square of the electric field—the quadratic Stark effect. This leads to asymmetric broad-
ening and hence to shifts in the central frequencies of spectral lines. In hydrogenic ions the effect 
is linear, except in the ground state where the linear effect disappears, and hence the broadening is 
symmetric with no shift of the central frequency. The effect on line shapes, apart from in hydrogenic 
ions, is very complicated and requires each case to be treated individually,8 beyond the scope of the 
present discussion. However, it is possible to use simple arguments to obtain an idea of how line 
profiles and widths scale with plasma properties.9

In the nearest neighbour approximation, an ion in a range of distances dr about r from another 
ion experiences a high field; the probability of it being affected is proportional to the volume 4 2πr rd . 
The frequency shift | |ν ν− 0  caused by this is proportional to the field strength, i.e., to r –2, so that

 | | | | | |/ /ν ν ν ν ν ν ν− − −− − −
0

2
0

1 2
0

3 2� � �r r rd d  

 r r2
0

5 2d d�| | /ν ν ν− −  (27)

and the resulting line profile is

  I( ) | | /ν ν ν� − −
0

5 2   (28)

This clearly breaks down for frequencies close to the central frequency, since otherwise the intensity 
I(n0) would become infinite. The line profile, Eq. (28), was derived using the nearest neighbour 
approximation which is only valid for the distance below which the electric field of the perturbing 
ion dominates over that due to other ions. This distance is determined by the volume containing 
about one ion, i.e., r n≈[ ( )] ,/3 4 1 3/ iπ where ni is the ion number density. Thus the line width, which is 
proportional to r –2, is

  ΔνS i�n2 3/    (29)

Combinations of Line Broadening Mechanisms The preceding discussions show that, if the line 
broadening mechanism can be identified, properties of the plasma, such as density and temperature, 
can be determined from measured line profiles and widths. In general, however, the emission lines 
will be affected by more than one process, and thus combinations of the various line broadening 
mechanisms must be considered. In addition, the measured profiles will be modified by the instru-
ment used to obtain the information; this may be dominant and will not, in general, provide a well 
defined profile.

For two independent effects, with profiles I1(n) and I2(n) leading to FWHM line widths Δ1 and Δ2, 
the combined profile is the convolution

  I I I( ) ( ) ( )ν ν ν ν ν= − ′ ′ ′∫ 1 2 d   (30)

If the two profiles are the same the combined profile has the same shape; for Lorentzian distribu-
tions the combined width is

  Δ Δ ΔL = +1 2   (31)

while for Gaussian distributions it is

  Δ Δ ΔG = +( ) /
1
2

2
2 1 2   (32)
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LASER-GENERATED PLASMAS  56.7

If the two profiles are not the same then there is no general simple form for the convolved line 
shape. The combination of a Lorentzian and a Gaussian profile leads to the Voigt function

  I q
x y a

y
y

V

e
d( )

( )
�

−

−∞

∞

− +∫
2

2 2
  (33)

where

  q a= − =2 2
2

1 2

0
1 2(ln )

( ) (ln )
/

/

Δ
Δ
Δν

ν ν
ν
νG

L

G

and   (34)

Equation (33) does not have an analytic solution; the integration has to be done numerically for 
each frequency involved and so is very expensive computationally. An alternative to the Voigt func-
tion, which has been used in many other fields10–17 but not widely in the analysis of x-ray emission 
from plasmas, is the Pearson VII function.18–20 This has the form

  I I P
M

P( ) ( )[ ( ) ]λ λ λ= + −

0
21  (35)

where

  P
M

( )
( ) /

λ
λ λ

=
− −2 2 10

1

ΔP

 (36)

In Eqs. (35) and (36) M is the Pearson parameter and ΔP is the FWHM. If M = 1 the distribution is clearly 
Lorentzian, while as M becomes large the distribution is indistinguishable from a Gaussian. For inter-
mediate values of M the Pearson VII distribution is more general than the Lorentzian and Gaussian 
functions due to the extra free parameter (M), and it makes no assumptions about the line profile. It 
can also provide a good approximation to a Voigt function, compared to which it is much less computa-
tionally intensive since it does not require numerical integration. For M < 1 the distribution has broader 
wings than a Lorentzian function; this corresponds to no known broadening mechanism but even then 
the Pearson VII distribution can still provide a convenient functional form for line profile fitting.

A disadvantage of the Pearson VII distribution is that there are no direct relationships between 
the plasma properties and the fit parameters ΔP and M. The widths of the Lorentzian and Gaussian 
distributions, which can be extracted from fits to the Voigt function can, however, be related to 
plasma properties such as density and temperature. But if the spectra are time and spatially inte-
grated the plasma parameters cannot readily be extracted, so that there is no advantage in using the 
Lorentzian, Gaussian, or Voigt profiles. Unlike the Voigt function, the Pearson VII distribution can 
be integrated analytically to provide the total line intensity

  I
I

M

MMP
tot P=

−

−
⎛
⎝⎜

⎞
⎠⎟Δ

Γ

Γ
0

12 2 1

1
2π

/ ( )
 (37)

where Γ is the gamma function,

  Γ( )g y yg y= − −
∞

∫ 1

0

e d  (38)

A common characteristic of the Lorentzian, Gaussian, Voigt, and Pearson VII profiles is that they are 
symmetrical about the mean. However, some line-broadening mechanisms, e.g., Stark broadening, can 
result in asymmetric profiles. In this case a suitable fitting function is the Pearson IV distribution18,20

  I I a PP IV P VII( ) ( ) exp[ tan ( )]λ λ λ= − −1   (39)

which clearly reduces to the Pearson VII distribution when a, the asymmetry parameter, is zero. The 
disadvantages of the Pearson IV distribution are the extra parameter required in the fit, and the total 
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56.8  X-RAY AND NEUTRON OPTICS

intensity in the line has to be obtained by numerical integration since the distribution is not analyti-
cally integrable. Hence the fitting is more computationally expensive than for the Pearson VII distri-
bution, but the Pearson IV function may be useful in analysis of high spectral resolution data where 
Stark broadening may be observed.

Reabsorption of Spectral Lines The discussion of spectral lines has so far assumed that the emis-
sion profiles are not modified by reabsorption within the plasma. This may not always be the case, 
especially in optically thick plasmas.

The linear absorption coefficient al, which is a function of the wavelength of the radiation, 
describes the amount of attenuation over a thickness x of a medium

  I x I x
λ λ

αλ( ) ( )= −0 e   (40)

The transmission of radiation can be the same through a tenuous extended plasma or through a 
dense compact plasma. It may not be necessary, or possible, for a remote observer to distinguish 
these, in which case the optical thickness (or depth) tl is a useful concept; this is defined as the 
absorption coefficient (which may depend upon position) integrated between two points x1 and x2,

  τ αλ λ= ∫ dx
t

t

1

2

  (41)

An optically thin medium has tl<1 while for an optically thick medium tl>>1; a plasma may be 
optically thin for some wavelengths and optically thick for others.

In an optically thick plasma, some of the radiation in a spectral line may be reabsorbed, which 
can alter the line profile and apparent FWHM. If there is no reabsorption, a beam of radiation pass-
ing through the plasma will gain in intensity due to spontaneous and stimulated emission. However, 
this cannot continue indefinitely since the intensity cannot become larger than that of a blackbody at 
the effective plasma temperature. Hence, as the blackbody level is approached, absorption must bal-
ance the emission and the intensity saturates. Since a spectral line is most intense at its central wave-
length the emitted intensity close to the line center is the first to be limited. Thus the line becomes 
flattened near to its center, which modifies the profile and increases the apparent line width.

In a nonuniform plasma, for example, if the temperature decreases near to the edge—which is 
often the case—the observed central line intensity can be decreased since the observed emission 
near to the line center is from the cooler plasma, which has a lower blackbody intensity. This is 
known as line inversion and can lead to confusion in the interpretation of plasma spectra, as it may 
appear as two closely spaced lines.

56.3 BREMSSTRAHLUNG

The preceding discussion of line emission refers to the situation in which an electron bound in an ion 
makes a transition to another bound state of the same ion (bound-bound radiation). In this section 
the transition of a free electron (or collection of electrons) to another free state is considered—free-
free radiation, caused by the acceleration of the electron in the Coulomb field of an ion. According 
to Maxwell’s equations, accelerated charges emit electromagnetic radiation and so they lose energy; 
the emitted radiation is thus called “braking radiation” or bremsstrahlung. An important difference 
between bound-bound and free-free radiation is that free electrons do not have quantised energies, 
and hence the emission spectrum is a continuum.

Although in practice many electrons will encounter many ions, it is instructive to consider, in the 
first instance, the interaction of a single electron with a single ion. In this case the radiated energy in 
the frequency range dw is given by

  d
d

e

W Z e

m c bω π ε π υω ω=

≈
0

2 6

0
3 2 3 2 24

8

3

1

( )
 (42)
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LASER-GENERATED PLASMAS  56.9

where u is the electron speed, b is the impact parameter (the perpendicular distance between the 
ion and the initial electron direction) and w0 is the central frequency of the emitted radiation. If the 
single electron collides with a random assembly of ions, with a number density ni m

–3, the power 
spectrum is given by multiplying Eq. (42) by niu and integrating over the impact parameter

  
d
d

d
d

di
i

min

maxP
n

W
b b

Z e n

b

b

ω
υ

ω
π

π ε
= ≈∫ 2

4

16

3

2 6

0
3( ) ππ υ π ε πm c b

b
Z e n

m c
b

b

e

i

e

d

min

max

2 3

2 6

0
3 2

1

4

16

3∫ =
( ) 33υ

ln
b

b
max

min

 (43)

Naïvely, Eq. (43) might suggest that a single electron encountering a group of ions would radiate 
infinite power, with a minimum impact parameter bmin = 0 (head-on collision) and a maximum of 
bmax = ∞. This is clearly incorrect; the explanation is that bmax is determined by shielding—since the 
electron is only accelerated if the nuclear charge is not shielded by surrounding particles—and bmin 
is governed by the Uncertainty Principle, since the electron is only close to an ion for a finite time 
and so the impact parameter cannot be determined precisely.

In the nonquantum, nonrelativisitic limit the ratio bmax/bmin may be obtained in terms of the 
impact parameter b90 for which the electron is scattered through an angle of 90°. For the case b >> b90 
this leads to 

  
b

b b
max

min 90

=
2γ υ
ω

  (44)

where g  is Euler’s constant

  γ = −
⎛

⎝⎜
⎞

⎠⎟
=

→∞ =
∑lim ln .

n
k

n

k
n

1
0 5772157

1

…   (45)

Equation (43) may generally be written as

  
d
d

i

e

P Z e n

m c v
G

ω π ε
π=

2 6

0
3 2 34

16

3 3( )
  (46)

where, for b >> b90,

  G
v

b
= 3 2

90π
γ

ω
ln   (47)

Equation (46) can be used for other cases, including when quantum and relativistic effects are 
important (neither of which are normally appropriate for laser-generated plasmas used as x-ray 
sources), so long as an appropriate choice is made for the Gaunt factor, G, which never differs sub-
stantially from unity; in many cases using G = 1 is a sufficient approximation. Several authors have 
calculated Gaunt factors for bremsstrahlung under a range of conditions, including relativistic, and 
extensive tabulations or graphical representations are available.21,22

Bremsstrahlung from a Collection of Electrons In a plasma the electron density ne is usually larger 
than the ion density ni, and so bremsstrahlung from a collection of electrons must be considered. 
The radiated power must then be integrated over the electron velocity distribution f(t) and the 
spectral power emitted into the whole solid angle per unit angular frequency is then

  4
4

16

3 3

2 6

0
3 2 3

π ω
π ε

π ω
υ

w
Z e n

m c

G
f( )

( )

( , )
( )= ∫i

e

d
υυ υυ 33υυ   (48)
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56.10  X-RAY AND NEUTRON OPTICS

For an isotropic Maxwellian velocity distribution, as usually assumed,

  4
4

16

3 3

22 6

0
3 2 3

π ω
π ε

π
π

w n n
Z e

m c

m

T
( )

( )
=

⎛
⎝⎜

⎞
e i

e

e

eV ⎠⎠⎟
−

1 2/

/ ( , )e eV
eV

�ω ωT G T   (49)

where TeV is the plasma temperature in electronvolts and �w is the emitted photon energy. Values of 
the Maxwell-averaged Gaunt fact, G T( , )ω eV  are typically ~1, and this is normally sufficient to give 
an accurate enough approximation of the bremsstrahlung intensity.

56.4 RECOMBINATION RADIATION

In some circumstances in plasmas recombination radiation, emitted when an electron is captured by 
an ion, can be a dominant part of the spectrum, competing with and modifying the bremsstrahlung 
component. In recombination radiation the emitted energy is clearly greater than the free-electron 
kinetic energy, and the final-state electron is bound with a discrete energy spectrum En. For hydro-
genic ions of charge Ze, the emitted spectral power is given by

  4
4

16

3 3

22 6

0
3 2 3

π ω
π ε

π
π

w n n
Z e

m c

m

T
( )

( )
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⎛
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⎞
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e

e
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1 2
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nF   (50)

where

  F
Z e m

n T
Gn n

E Tn= −
2 4

2 3

1e

0 eV4
eV

( )
e /

π ε �
  (51)

and Gn is the Gaunt factor for capture of the free electron to the energy level with principal quan-
tum number n and energy En. Equation (50) is the same as that for bremsstrahlung from a collection 
of electrons, Eq. (49), except that Fn has replaced the Maxwell-averaged Gaunt factor G T( , ).ω eV  The 
ratio of powers emitted in recombination radiation and bremsstrahlung is thus

  
F

g T

Z e m

n T

G

g T
n n

( , ) ( ) ( , )ω π ε ωeV

e

0 eV eV4
=

2 4

2 3

1

�
ee eV−E Tn /   (52)

It must be remembered that this is only for hydrogenic ions, but Eq. (52) gives an idea of the order 
of magnitude of recombination radiation compared to bremsstrahlung. Putting in the values of the 
constants, and recalling that the ratio of the Gaunt factors will be of order unity,

  
F

G T

Z

n T
n n T

( , )

. /

ω eV eV

13.6Ze
2

eV≈ 27 2 2

3

2
  (53)

which shows that recombination radiation can be many orders of magnitude more intense than 
bremsstrahlung for low temperature plasmas and for recombination to inner ionic levels, i.e., small n.
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57.1 INTRODUCTION

In pinch systems, the source of x-ray radiation is the plasma that is produced by an electrical current 
discharge and compressed by the associated magnetic field. Numerous forms of pinch plasma are 
used as radiation sources (Z-pinch,1 q-pinch,2 etc.). The most common type of pinch plasma source 
is the Z-pinch. In the Z-pinch system, plasma is created by applying a high-voltage pulse from a fast 
generator between an anode and cathode; its name refers to the direction of the earliest experimen-
tal facility, where the current flowed down the vertical discharged tube, the z axis on a normal math-
ematical diagram. Both electrodes have cylindrical geometry and are placed in a vacuum chamber, 
where vacuum is typically held at 10−4 to 10−5 torr. The anode–cathode gap is initially filled with gas 
from a fast valve gas-puff system or connected by an array of tiny (micrometers in diameter) wires, 
placed around the z axis. The typical Z-pinch plasma implosion process is illustrated in Fig. 1, where 
the current starts to flow through outer layers of plasma due to a skin effect, and the Z-pinch plasma 
implodes as a shell. After the discharge current I starts to flow axially through anode-cathode gap, 
it ionizes the wires or gas, produces the azimuthal magnetic field B, and implodes the plasma by 
magnetic field forces. During compression of plasma into a hot dense column and its stagnation, 
the gas dynamic pressure equalizes the magnetic forces (Phase III in Fig. 1),3 and the kinetic energy 
is converted to thermal energy and to a radiation pulse. The implosion typically lasts from 50 ns to 
several hundred microseconds. For a plasma that consists of higher atomic number elements, the 
radiative collapse can happen when strong line or continuum radiation leads to plasma cooling, 
which decreases the gas-dynamic pressure, and allows more significant plasma compression, to a 
diameter of 10 to 100 μm. Under such conditions, Z-pinch loads reveal small, localized sources of 
x-ray radiation (“hot” or “bright” spots, the size of which may be as small as 1 to 5 μm) formed at 
random points along the Z-pinch axis. 

In Z-pinch plasmas, EUV and x-ray radiation occurs by ionization, excitation, and recombina-
tion processes which involve multicharged ions,4 as shown in Fig. 2.5 Bremsstrahlung emission is 
negligible. For high-current Z-pinch systems (more than 3 to 10 MA) high-atomic-number plasmas 
(Pt, W, etc.), are typically optically thick, and plasma radiation can be approximated by a black-body 
spectrum with some presence of spectral lines of multicharged ions.1 At university-scale Z-pinch 
generators, with currents of about 0.5 to 1 MA, the total EUV/x-ray radiation yield can be as high as 
10 to 30% of the electromagnetic energy delivered to plasma.6
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57.2  X-RAY AND NEUTRON OPTICS

57.2 TYPES OF Z-PINCH RADIATION SOURCES

Z-pinch plasma radiation sources have higher conversion coefficients of input electrical power to 
EUV/x-ray radiation compared to laser plasma or conventional x-ray sources. Z-pinch systems can 
use a wide range of materials for creation of plasma, including metals, dielectrics, and gases. Z-pinch 
radiation sources can be divided into multishot and single-shot systems. The first type includes 
plasma focus, gas-puff, vacuum spark, and capillary discharge devices. They can operate even in a 
repetition pulse regime (up to 0.1 to 0.5 Hz), but not for a lengthy period of time (from tens to 
several thousand shots). Their parameters are shown in Table 1. 

I

I

B

II III IV

I I I

FIGURE 1 Z-pinch plasma implosion, I indicating current, and B, the magnetic 
field. The grey arrows pointing to the central axis show magnetic forces that compress 
plasma; the grey arrows outside the plasma show optical and extreme ultraviolet 
(EUV) emission, and black arrows showing x-ray emission. Phase I: acceleration of 
plasma shell from diameter 2 to 12 cm; Phase II: run-in, start of optical and EUV 
emission; Phase III: stagnation at diameter 1 to 4 mm; generation of softer x-rays and 
keV bursts; plasma reaches the thermalization stage with high concentration of multi-
charged ions; Phase IV: for plasma that consists of higher atomic number elements, 
radiative collapse can happen when strong line radiation occurrence leads to plasma 
radiation cooling, a decrease in gas-dynamic pressure and additional plasma implo-
sion to diameter 10 to 100 μm.

Heb Lya

w y
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Hea

Ti Ka

Heg
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FIGURE 2 Typical spectrum of Ti X-pinch obtained at the Z-pinch Zebra 
generator. Peak current is 1 MA. The most intense and important spectral lines for 
diagnostics include the He-like lines, resonance line Hea(w), intercombination line 
y, resonance lines Heb and Heg  , and H-like resonance line Lya . They also include the 
satellite lines Li and S of Li-like ions to above mentioned resonance lines and “cold” 
Ka lines of Ti and Fe. The “cold” lines were generated by electron beam existing in 
X-pinch plasma; Ti line was from material of wires and Fe line was from stainless steel 
anode. 
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PINCH PLASMA SOURCES  57.3

The plasma focus is similar to a plasma gun device, where plasma sheath ejects between two 
cylindrical coaxial electrodes (positioned in chamber fill with H2, D2, He, or another gas under pres-
sure of several torr) and implodes on central axis near electrodes’ edge.7 Plasma focus facilities with 
current from 100 kA to 2 MA are mainly applied in fusion research, x-ray lithography and microma-
chining, surface material modification, and x-ray sources for medical purposes.

For a gas-puff source,8 the anode-cathode gap in the vacuum chamber fills first with a super-
sonic hollow gas stream from a fast valve (50 to 100-μsec-duration pulse), and then high voltage is 
applied to electrodes and the plasma implodes, generating an x-ray burst 10 to 100 ns in duration. 
The gas-puff devices cover the range from compact table-top machines with current near 100 kA to 
generators with 5 to 15 MA of current. The large facilities are mainly pulse sources of K-shell radiation 
(Ne, Ar, and Kr) with a yield more than 30 kJ, applied in fusion research and x-ray laser studies. 
Table-top gas-puff devices are used in fusion studies, x-ray lithography and micromachining, x-ray 
laser studies, and x-ray spectroscopy.

A vacuum spark9 is a simple compact device that consists of two electrodes positioned in a 
vacuum chamber and separated by a 5 to 10 mm gap. A needle-shaped anode electrode is connected 
to a fast capacitor with an initial stored energy of 1 to 3 kJ. The cathode electrode includes a small 
plasma gun. After the plasma gun ejects a cold plasma cloud into the inter-electrode gap, the current 
begins to flow, evaporating and ionizing anode material. For designs without a plasma gun, the cold 
plasma is created by a pulsed laser beam that focuses on flat cathode. The vacuum spark current 
peak is typically smaller than 200 to 400 kA. The plasma column implodes, with the formation of 
hot spots that generate x-ray bursts. Vacuum spark generators are used in x-ray spectroscopy, x-ray 
lithography and micromachining, and as a testing facility for new diagnostics. The vacuum spark’s 
main shortcoming is instabilities of the x-ray yield from shot to shot.

In capillary discharge devices,10 the plasma is formed on the inner surface of a ceramic capillary 
(with inner diameter several millimeters, and length 100 to 150 mm) under a high-voltage pulse, 
and implodes in a narrow column on the capillary central axis. Such devices are table-top and gen-
erate mainly EUV bursts. They became widely applied in EUV/X-ray lasers10 in the last decade. 

 Single-shot x-ray sources are wire array and X-pinch. In these sources, the wires, anode, and 
cathode electrodes should be changed after each shot. These sources generate maximum radiation 
yields and powers in EUV and x-ray spectral regions. X-ray yields of 1.8 MJ and powers of 250 TW 
were obtained for facilities such as Sandia National Laboratories Z-generator with wire array loads.11

In a Z-pinch source with a conventional wire array load, as shown in Fig. 3a,12 the anode and cath-
ode are initially connected by a cylindrical array (or double cylindrical array, also called nested 
array) of wires several micrometers in diameter that are placed around a central z axis. The wire 
number varies from 4 to 60 (on university-scale generators) to 200 to 300 (on multi-MA machines); 
array diameter is from 8 to 10 mm to 30 to 40 mm. The length of wires connecting anode and 
cathode is 10 to 20 mm. The mechanisms of the implosion and x-ray burst generation are generally 

TABLE 1 Characteristics of Pinch Sources

  Modeb/ Average X-Ray Burst
  Currentc Source Sized Duratione Total Yieldf

  Sourcea  (MA) (mm) (ns) (kJ)

Plasma focus multi 0.1–2 1–50 20–100 0.1–50
Gas-puff multi 0.1–15 0.5–50 5–100 0.1–100
Vacuum spark multi 0.05–0.4  0.01–5 5–20 0.05–0.25
Wire-array single 0.3–20 0.5–20  5–50 0.1–1,800
X-pinch single 0.1–1 0.002–5 0.1–10 0.01–10

aThe minimum values given for sources parameters are for table-top devices.
bThe mode refers to multishot or single-shot operational mode.
cCurrent is peak current.
dAverage source size is the size of the emitting region observed in single shot.
eX-ray burst duration is the FWHM.
f The total yield is the total EUV/x-ray radiation yield.
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57.4  X-RAY AND NEUTRON OPTICS

the same, as described in Fig. 1. Source parameters are shown in Table 1. For the development of 
more effective sources than conventional cylindrical arrays, new load geometries would help to 
achieve plasma of higher temperature and density, and reduce the source size and possibly shape 
of radiation pulse. A single planar array, as shown in Fig. 3b, consists of tiny wires placed in one-
plane row parallel to each other between anode and cathode plates.13 Multiplanar arrays consist 
of 2 to 3 such rows placed parallel to each other between the anode and cathode plates.6 Compact 
single planar wire array and multiplanar wire arrays (with the width of just several mm) as well as 
compact cylindrical wire arrays (diameter smaller than 4 to 6 mm) show better data than any other 
tested loads at 1-MA generators. The maximum electron temperature Te and density Ne are 1 to 
1.4 keV and 1021 to 1022 cm−3, respectively.6,13 The maximum radiation power in short nanosecond-
scale rise-time x-ray bursts is around 1 TW and the yield is 23 to 25 kJ from 50 to 60 kJ of electrical 
energy delivered by the generator to the Z-pinch load.6,13

An X-pinch load is formed by crossing two or more wires at one point, as shown in Fig. 3c.
X-pinch plasmas have been actively investigated for currents from 0.1 to 1 MA.14,15 The unique 
property of X-pinch as “a point source” is that the emitting region is localized near the wire crossing 
point and the source size varies from 1 to 2 μm up to hundreds of micrometers. X-pinch plasmas 
can radiate just one or two bursts with emission times ranging from a few nanoseconds to less than 
100 ps,15 as described in Table 1. At 1-MA university-scale generators, the total radiation yield can be 
10 kJ, which is half of the output of planar wire array and compact cylindrical array sources, but, the 
burst power is comparable due to the shorter X-pinch x-ray burst duration.14

57.3 CHOICE OF OPTICS FOR Z-PINCH SOURCES

All Z-pinch plasma sources are characterized by the presence of not only powerful x-ray/EUV 
bursts, but also intense neutral and ion beams that can damage the filters (micrometer-thick plastic 
or metal films) typically used to protect x-ray/EUV optics as zone plates, transmission gratings, and 
multilayer and grazing incidence systems (see Chaps. 38, 40, 41, 44, 48, and 49). One of the solutions 
is the application of strong permanent magnets positioned between plasma and optics. The mag-
netic field deflects ion beams from the filter and significantly increases the filter lifetime. Table-top 
plasma focus, gas-puff, vacuum spark, and capillary discharge devices can be used with zone plates 
in applications which require monochromatic radiation, such as x-ray microscopy. Those sources 
also can be applied in x-ray lithography, which needs high x-ray flux, with multilayer or grazing 
incidence optics (high-bandpass x-ray optical systems). 

For more powerful pinch sources, like 1-MA University-scale generators, the situation is more 
difficult, because the sensitive x-ray optical systems, even with magnetic protection, sustatin damage 
even at a distance of 1 to 1.5 m from plasma,14 and the efficiency of the optics decreases dramatically.

Anode plate

(a) (b) (c)

Anode
Diagnostic window

X-pinch load

Cathode plate

Cathode

FIGURE 3 (a) A nested cylindrical wire array.12 The central rods that are sup-
porting the frame should be removed before the shot. (b) Single planar wire array.13

The gap between the wires is 1 mm. The supporting rod at the right should be 
removed before the shot. (c) X-pinch load in the vacuum chamber.14
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PINCH PLASMA SOURCES  57.5

Relatively inexpensive high-bandpass EUV/x-ray glass capillary optics (see Chaps. 52 and 53) 
can be used with such powerful x-ray Z-pinch sources.14 These can be placed at a distance of several 
centimeters from a z-pinch source and changed after each shot. Glass capillary optics can be adapted 
for any source configuration, such as a plasma column in wire array source or a point-type source 
in an x-pinch system. Estimates show14 that for a 1-MA wire array (linear source) or x-pinch (point 
source) with glass capillary optics with a 2 to 3 mm diameter focusing spot, it is possible to reach 
energy densities of 2 to 10 J/cm2 and flux densities of (1 to 5) × 109 W/cm2. Because a typical surface 
melting threshold is about 1 to 2 J/cm2, such Z-pinch sources with glass capillary optics can be used 
for surface modification research. 
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58

58.1 FREE-ELECTRON LASERS

The original concept for a free-electron laser was proposed by Madey in 19711 with free-electron 
laser output observed by Elias in 19762. In a free-electron laser, stimulated emission occurs from 
relativistic electrons passing through a spatially periodic transverse magnetic field (known as an 
undulator). In free-electron lasers operating at wavelength l, the electrons interact with the laser 
electric field and arrange themselves into “microbunches” separated by one wavelength l so that 
the electric field arising from the stimulated emission by each electron is coherently additive at each 
spatial point. As the intensity of laser output is proportional to the square of the laser electric field, if 
N electrons are present, the free-electron laser intensity is proportional to N2. The simplest form of 
free-electron lasing is where spontaneously emitted photons are amplified, so-called self-amplified 
spontaneous emission (SASE) output. The frequency bandwidth of output in SASE mode is usually 
large (n /Δn ≈ 10), potentially enabling ultrashort laser pulses (<10–15 s) to be produced. However, 
large frequency bandwidth implies a short coherence length that can be limiting for some applica-
tions. To reduce the free-electron laser bandwidth, increase the coherence length and increase the 
output brilliance (photons s–1mm–2mrad–2 0.1%BW); it will be possible to “seed” the amplification 
process with photons produced by infrared laser harmonic radiation. The production of harmonic 
radiation is discussed in this chapter.

In 2008, free-electron laser output of ≈70 μJ per pulse had been produced down to a fundamental 
wavelength l ≈ 6 nm together with significantly shorter wavelengths, but less intense harmonic compo-
nents at the FLASH free-electron laser facility at Deutshes Elektronen-Synchrotron (DESY) in Hamburg.3

Free-electron laser operation will be extended to an unprecedented short wavelength of ≈ 0.1 nm with 
the European X-Ray Free-Electron Laser (XFEL) to be also constructed at DESY with the Linac Coherent 
Light Source (LCLS) at the Stanford Linear Accelerator Center (SLAC) due to come on-line in 2009 and 
with the Spring-8 Compact SASE Source (SCSS) under development in Japan.

Free-electron lasers (FELs) are intense (peak brilliance up to 1034 photons s–1 mm–2 0.1% bandwidth 
is expected for XFEL),3 have high transverse coherence, and may be able to be ultimately focused to 
focal diameters ~ l. The high-focused irradiance (initially up to 1018 Wcm–2, ultimately possibly up to 
1030 Wcm–2 assuming focusing to l dimensions) and high photon energy (ultimately exceeding 10 keV) 
will enable many novel experiments in high-energy density physics, biological imaging, and other fields. 
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58.2  X-RAY AND NEUTRON OPTICS

Future possibilities for basic physics research include the production of Unruh radiation4 and electron-
positron pair production. However, FELs are big, multiuser facilities of large capital and running cost. 
A review in 2008 led to the decision in the United Kingdom not to proceed with the 4GLS free-electron 
laser source producing extreme ultraviolet (EUV) radiation at l > 10 nm.5 The review suggested that 
FELs are uniquely useful for harder x-ray experiments (l < 5 nm), but that they have strong competitors 
from other laser sources in the EUV.

58.2 HIGH HARMONIC PRODUCTION

Experiments with 10 to 100-fs-duration visible and near-infrared laser pulses incident into inert 
gas targets such as Ne, Ar, or Xe targets have shown that harmonics are produced at wavelengths 
>4 nm with an efficiency ∼10–6 into each harmonic.6,7 Electrons are tunnel-ionised from gas 
atoms by the laser and then accelerated in the laser electric field. Provided linear polarisation is 
employed, the electron is accelerated back to the atom when the laser electric field reverses direc-
tion. Returning back to the atom, the electron recombines, emitting radiation up to the energy 
of the accelerated electron (≈atom ionisation energy + 3.17 × electron ponderomotive energy).8

Due to this harmonic production being closely associated with each oscillation of the driving laser 
electric field, the harmonics have to a good approximation the temporal duration and beam quali-
ties of the optical laser creating them. The harmonics are each produced with approximately equal 
efficiency out to a maximum harmonic number (in the so-called “plateau” regime). The maximum 
harmonic photon energy hnmax in the plateau is

h I
eV

W
Ipυmax .

( )
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−3 17 10 13
2 2/cm m laserμ

λλμm
2  (1)

where Ip is the atom ionization energy (in eV), Ilaser is the laser irradiance (in Wcm–2) and lμm is the 
driving laser wavelength (in microns). For example, a focused laser irradiance of 3 × 1014 Wcm–2 can 
be expected to produce strong harmonics up to hnmax ≈ 100 eV, equivalent to a wavelength of 12 nm.

Harmonics from the laser irradiation of solid targets have been recently demonstrated down to 
wavelengths ≈ 0.33 nm with 10–6 efficiency from 500-fs laser pulses.9 Such a development is exciting 
as the harmonic wavelength is in the x-ray regime. To achieve x-ray harmonics, a large laser system 
capable of focusing to ∼1021 Wcm–2 with high contrast (>1010) is required. Much less stringent 
requirements are needed for the production of EUV harmonics. An intensity of 1019 Wcm–2 and 
contrast > 10–6 is sufficient.10 Harmonics from solid surfaces are emitted in the specular reflection 
direction for the incident laser in a narrow cone much smaller than the incident laser cone size. 
As they arise from the relativistic oscillation by the incoming laser electric field of the vacuum-
solid interface, the beam quality of the harmonic radiation depends strongly on the uniformity of 
the solid target irradiation. However, comprehensive measurements of solid target high harmonic 
beam quality have not yet been made.

58.3 PLASMA-BASED EUV LASERS

Until the late 1990s, plasma-based EUV lasers had only been pumped with high-energy laser pulses. 
For example, the record shortest wavelength EUV laser with saturated output was produced at 5.9 nm, 
but required ∼60 to 120 J of energy per pulse.11 It was not feasible to propose that such lasers could 
be used to produce EUV lasing for applications where high average power was required as it is not 
possible to have a high-repetition-rate laser of such energy per pulse. Developments in the last 
10 years have completely changed this picture and have enabled demonstrations showing repetitively 
pulsed EUV laser action (10 to 50 nm) at high average power. Discharge pumped EUV laser action 
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at 46.9 nm was demonstrated with a capillary discharge,12 but significantly shorter wavelength 
(<20 nm), high repetition rate lasing has been achieved with infrared laser pumping in plasmas.13

Repetitively pulsed (>10 Hz), short duration (<ps) infrared lasers capable of pumping EUV las-
ing from initially solid targets were developed in the late 1990s. Resulting EUV gain durations are 
short with <ps pumping pulses, so “traveling wave” pumping is needed whereby the pumping laser 
is incident along the ~3 to 10 mm target length coincident with the speed of propagation (≈ c) of the 
amplifying EUV beam. The efficiency of generating EUV lasing from solid targets works best with 
electron collisional excitation via laser pumping using two-pulse irradiation. A prepulse laser gener-
ates an expanding plasma. A main pulse heats, ionizes, and excites this plasma to generate gain via 
electron collisional excitation at some later time. The prepulse irradiation ensures that the volume of 
the gain region is large, that the main laser pulse is strongly absorbed, and that density gradients at 
the time of arrival of the main pulse are small so that refraction of the EUV lasing beam is reduced. 
A recent significant development, grazing incidence pumping,14 improves the pumping efficiency 
even more by offering a controlled way of achieving pumping at the optimum electron density in the 
plasma, as shown in Fig. 1. There is an optimum density for gain above which collisional de-excitation 
destroys the population inversion and below which the gain coefficient drops due to the decrease in 
density. In grazing incidence pumping, laser light penetrates to a turning point determined by the 
angle of incidence tuned to correspond to the optimum plasma density. In grazing-incidence pumping, 
there is also an inherent (close to velocity c) traveling wave excitation of gain. EUV lasing has been 
produced with laser pumping energies <1 J using the grazing incidence pumping technique.15

The development of plasma-based extreme ultraviolet (EUV) lasers has been a very successful 
investigation that initially started in the 1970s, but has matured to a state where saturated output has 
been achieved down to the record short wavelength of 5.9 nm and the atomic, plasma, and propaga-
tion physics are known to good accuracy (see Ref. 16). Plasma-based EUV lasers (10 to 20 nm) offer 
a route to the achievement of both high peak brightness (typically 1024 photons s–1 mm–2 mrad–2 has 
been achieved) and high average power (e.g., 1014 photons s–1 mm–2 mrad–2 under operation at 10 Hz). 
This compares to, for example, third generation synchrotron light sources that produce smaller to 
comparable peak brightness and comparable average brightness for a spectral bandwidth Δn/n of 0.1% 
over similar spectral ranges. Plasma-based EUV laser output is extremely narrowband (Δn/n < 10–4), 
so coherence lengths are typically 100 μm to 1 mm. The pulse energy in a plasma-based EUV laser is 

FIGURE 1 Schematic diagram illustrating grazing-incidence 
pumping into a preformed plasma. Heating occurs preferentially at 
the turning point of the beam (at electron density nc cos2 q0, where 
nc is the electron critical density for the pump laser wavelength). The 
angle of incidence q0 is tuned so that the pump laser beam turning 
point corresponds to the optimum density for EUV laser gain (0.1 to 
1 joule per pulse laser energy needed).

Target

Grazing incidence
pumping beam

X-ray laser
output

0.1 to 1 joule per
pulse laser energy

needed

Turning point
at nc cos2q0
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58.4  X-RAY AND NEUTRON OPTICS

typically 1 μJ to 1 mJ, giving 0.01- to 10-mW average power (at rep rates of 10 Hz) and 1- to 1000-MW 
peak power.

An outstanding issue with plasma-based EUV lasers is the beam spatial coherence. The phase 
profile of these lasers needs to be improved considerably while maintaining their power output to 
enable their use for the high quality optics testing needed, for example, by the EUV lithography 
industry. At present plasma-based EUV lasers have high Fresnel number (∼104) with EUV lasers 
effectively composed of a large number (≈Fresnel number) of “beamlets” that interfere to create 
output that is a complex speckle pattern.17 With short pulse (∼ps) pumping, each beamlet results 
from a single spontaneous emission and the phase of each beamlet is approximately uniform 
transversely, but random with respect to other beamlets. The temporal duration of each beamlet 
is typically 3 ps and is close to the Fourier transform limit.18
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59.1 INTRODUCTION

Beams of pulsed, tunable, monochromatic hard x rays have been a long sought after goal. Such 
“dream beams,” that are tunable from energies as low as 8 keV to well into the hundreds of keV, have 
now become available in compact units that can rival synchrotrons in many ways, delivering fluxes 
of photons of varying bandwidths that approach or exceed the output of those much larger facilities 
at some energies. Additionally, these monochromatic beams of x rays can be produced in cone beam 
geometries that are very useful for covering larger areas, even as large as humans.

All of this has come about because we have learned to harness a process called inverse Compton 
scattering (Thomson backscattering). In normal Compton scattering, a photon incoherently scatter-
ing from a nearly stationary electron exchanges some of its energy and momentum with the electron, 
resulting in a lower energy photon. In inverse Compton scattering, the electron is traveling at high 
velocity, and the photon gains energy. In one embodiment of this process, an electron beam is acceler-
ated to near-relativistic energies typically between 12 and 50 MeV and then focused down to a focal 
spot that is anywhere from 3 to 100 micron in size in an area designated the interaction zone (IZ). In 
like fashion, an intense (terawatt) laser beam is also focused down to a similar sized focal spot and 
counterpropagated against the packet of electrons in a head-to-head collision (180° geometry), as 
shown in Fig. 1.

The Rayleigh ranges of the beams are aligned so that they completely overlap in the IZ and such 
that the packets of light and electrons both reach the IZ at the same instant. In that collision, the laser 
photons are Doppler shifted by the inverse Compton process to x-ray energies. Hence a light photon 
goes in and an x-ray photon comes out. X rays are generated in a somewhat slowly diverging cone 
beam along the axis and in the direction traveled by the electron beam, as shown in Fig. 1. These 
x rays typically exit the machine through a beryllium vacuum window for use in various applica-
tions. Since the accelerator can be tuned, the x rays emanating from the machine are tunable. Since 
all of the electrons are not at exactly the same energy, some reduction in monochromaticity of the 
x rays is seen, but since the laser light is nearly monochromatic, the x rays, on the whole, are nearly 
monochromatic.1–5
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59.2  X-RAY AND NEUTRON OPTICS

59.2 INVERSE COMPTON CALCULATIONS

The theoretical x-ray yields from such sources can be computed directly from the Thomson scattering 
cross section and some basic beam-geometry and flux considerations. The Thomson cross-section sT is

σ π
T er= = × −8

3
6 652 102 29 2. m  (1)

where re is the classical electron radius. If one uses a diffraction-limited optical beam and an electron 
beam that is assumed to be smaller than the optical spot size, then this gives an x-ray yield of

N V
QeU

hcqZ Vx x
L T

r x

( )Δ
Δ

=
σ

 (2)

where Qe is the charge in an electron bunch, UL is the energy (in joules) in a laser pulse, h is Planck’s 
constant, c is the speed of light, q is the electron charge, Zr is the Rayleigh range of the laser focal spot 
(which is matched to the electron beam focal parameters for a given desired ΔVx), and ΔVx is the 
fractional energy spread of the x-ray output which is useful to the application. For a system with 10 J 
of laser light, 1 nC of electron charge, and an f /10 final focus of the laser, the output is about 5 × 109

x rays into a 10% bandwidth. The brilliance, is 7 × 1031 [m2 · sr · s · (10% bandwidth)]−1 assuming a 
10-ps output pulse.

Modifications to such machines can include using light of a shorter wavelength, thereby keeping 
gradients within the accelerator smaller. In addition, lasers used for these machines can be run at 20 Hz 
instead of 10 Hz, yielding almost double the light and hence greater x-ray flux.

An additional and extremely important enhancement comes about by using smaller electron beam 
focal spots at the interaction zone, which, when using a higher current of electrons, increases the effective 
cross section for interaction with the light photons, creating significantly more x rays as well.

When all of these factors are used together, one gains anywhere from one to three orders of mag-
nitude in the output flux of the x rays.6–8

59.3 PRACTICAL DEVICES

Synchrotrons are, of course, broadband white radiation sources (see Chap. 55), which use mono-
chromators to deliver beams of narrow bandwidth (see Chap. 39) to multiple user beamlines. Inverse 
Compton sources typically deliver bandwidths of 0.1 to 10%, and can be further monochromatized 
to narrower bandwidth using various x-ray optics as well;9–12 but this diminishes their brightness 
relative to the typical synchrotron source. However, Compton sources are much more compact, 

E-beam dump

Monochromatic
x-rays out

IN IZ

Near-relativistic 
electron beam Mirror

Laser light
IN

FIGURE 1 Inverse Compton process in practice.
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INVERSE COMPTON X-RAY SOURCES  59.3

affordable, and available. A comparison of typical synchrotron beamlines to two published compact 
Compton sources is shown in Table 1.

While inverse Compton x-ray sources have been proposed by many over the years, there have 
only been a few devices successfully built and operated. (Ting 500 eV,14 Carroll 14 to 18 keV,1,2 Ruth 
10 to 35 keV,10,15 Carroll 12 to 53 keV,3,4 Gibson/Pelaides 70 keV,16 and more recently Barty/T-Rex17

at 776 keV.) Some of the more compact devices are now being commercialized for both medical 
and nonmedical purposes in the ranges from 8 to 120 keV (MXISystems, Inc.)18,19 and 10 to 35 keV 
(Lyncean Technologies, Inc.)20,21

59.4 APPLICATIONS

With the advent of this enabling technology come broad-ranging applications. In medicine these 
uses encompass both the diagnostic and therapeutic arenas.

Due to inherent contrast differences between tissues in the human body, monochromatic x-ray beams 
can make cancerous tissues stand out from normal tissues without the use of contrast materials, while at 
the same time lowering radiation dose significantly to the patient.22,23 This is particularly true in studies 
such as mammography, where 3-D compressionless studies become feasible, allowing the examination 
to be performed more accurately and with far less discomfort to the patient while requiring anywhere 
from 5 to 60 times less radiation dose depending on how the study is performed (see Chap. 31).

TABLE 1 Comparison of Synchrotrons to Available Compton Sources

 (Generation 2) Machine∗ (Generation 3) Compton Source†  Typical Synchrotrons‡

E-beam: Linac running in  Same  Synchrotron ring
  “single pulse” mode
 Up to 75 MeV Same 0.1–7.0 GeV
 0.5 nanocoulombs/pulse  2–3 nanocoulombs/pulse 50–5200 mA current
 Emittance ≅ 3.00p mm-mrad  Emittance ≅ 0.7p mm-mrad Variable
 Copper photocathode  Copper-Mg photocathode N/A

Laser: Tabletop terawatt Tabletop terawatt N/A
 1054-nm IR light 532-nm green light N/A
 20 J/5 ps pulse 1.5 J/5 ps pulse N/A
 Once every 5 min 10–20 Hz rep rate  N/A

X-ray beam: 1010/5 ps shot 109–10 photons/5 ps shot  Quasi-CW
 3 × 107 photons/s 2.23 × 1011–12 photons/s Typically 1.4 ×
    1013–16 photons/s
 Tunable from 12–50 keV Tunable from 10–100 keV Variable from
    1–57 keV
 Change energy 30 min to  Change energy in 1/10th  Variable
  4 h  of a second
 0.1–10% bandwidth Same 1 × 10−4

 Conebeam geometry  Same but focusable to  100 × 200 μ
  (large areas covered in a  100 μ (round beam) or 300 μ
  single shot)  in a square beam, if desired
 Effective focal spot  Effective focal spot 3–6 μ Effectively collimated
  100–300 μ

Shielding vault: None None Complex

∗Inverse Compton source operational at the Vanderbilt University Medical Free-Electron Laser Facility, Nashville, TN since 
April 2001.4,5

†MXISystems, Inc., Inverse Compton source, 2008.19

‡Advanced Design Consulting USA, Inc., Synchrotron Primer—World’s Light Sources. Section 4-2.13
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59.4  X-RAY AND NEUTRON OPTICS

The extremely small effective focal spot size at the interaction zone results in sufficient lateral coher-
ence to allow one to take advantage of the disparate refractive indices of various tissues and use the 
diffractive effects produced at edges within tissues to perform phase contrast imaging (see Chap. 27). 
This type of imaging may be capable of delivering 100 to 1000 times the information than that achieved 
using absorption imaging (what we have done for the past 100 years).24–30

By detecting and back projecting low angle scatter emanating from an irradiated tissue or organ, 
one can conceivably perform noninvasive biopsies of tissues deep within the body of the patient, 
discerning cancerous from noncancerous tissues in a painless fashion.31

Therapeutically, monochromatic x rays can be tuned to the binding energies of the innermost 
electron shells of any atom in the periodic chart, thereby knocking K- or L-shell electrons from their 
orbits, causing cascades of energy (the Auger cascade) concentrating all of this energy within nano-
meters of the atom. By attaching a drug containing a heavy metal target (such as Pt, Gd, or I) to the 
DNA of cancerous cells, one can stimulate Auger cascades within the DNA causing double-stranded 
breaks that for the most part will not heal. This translates into treatment of cancers with 3 to 5 times 
less radiation than is now used by the best techniques.32,33

59.5 INDUSTRIAL/MILITARY/CRYSTALLOGRAPHIC 
USES

These narrow bandwidth, pulsed x rays (with pulse lengths of 5 to 10 ps) are produced through 
widely tunable energy ranges. These are extremely useful in evaluation of defects in newer carbon 
composite airplane parts,34,35 spacecraft parts and subsystems, examination of corrosion and cracks 
in our aging aluminum aircraft fleet, internal analysis of turbines at full power, performance of 
protein crystallography,36 and a host of other nondestructive testing applications.
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60.1 INTRODUCTION

X rays can interact with gases, liquids, or solids to produce electronic, atomic, molecular, or col-
lective excitations. Measurement of these excitations can be used to determine the x-ray inten-
sity, energy, and position. A large variety of phenomena have been used for such detection. These 
include ionization of atoms and molecules, production of electrons and holes in semiconductors, 
excitation of both short-lived and metastable electronic states in liquids and solids, and excitation 
of phonons and Cooper pairs in superconductors. Selection of the detector or detectors to be used 
for a given application depends on the particular requirements and constraints inherent in that 
application, and will typically involve such factors as intensity, energy resolution, position resolu-
tion, size, convenience, and cost. To help with consideration of the kinds of trade-offs involved in 
selection of a particular detector, and, in the context of this Handbook, the factors that influence the 
optimization of a particular optic-detector system, this chapter summarizes the detector choices in 
terms of their type and function. There are no comprehensive reviews specifically devoted to x-ray 
detectors. Most books cover detectors for several types of ionizing radiation.1–4 A useful summary 
specifically devoted to x-ray detectors is given by Buckley,5 and a summary of x-ray detectors for 
astronomy is given by Fraser.6

60.2 DETECTOR TYPE

Ionization

Ionization Chamber Ionization chambers contain a gas in a region of high electric field, usually pro-
duced with flat plates. X rays incident on a gas can excite bound electrons, resulting in their separation 
from the atom with energy equal to the difference between the absorbed x-ray energy and the binding 
energy of the electron. The emitted electron can, if it has sufficient energy, result in further ionization. 

∗This volume is dedicated in memory of Walter Gibson. 
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60.4  X-RAY AND NEUTRON OPTICS

The average x-ray (actually secondary electron, because these produce most of the ionization) energy 
loss to produce an electron-ion pair depends on the gas, but it is typically about 30 eV (electronvolts). 
This is considerably in excess of the energy needed to ionize the atom, with the difference going into 
dissociation and excitation of molecules. The electrons and positive ions can then be separated by an 
applied electric field. The resulting charge current in the external circuit is a measure of the number 
of electron-ion pairs produced. Because the electrons move much faster than the heavy positive ions, 
the short-term charge pulse is primarily a measure of the electron motion. Ionization chambers have 
frequently been used as spectrometers for energetic ions, such as alpha particles or fission fragments, 
because they have shorter range than x rays, permitting an electrode configuration that allows only 
electron motion to be measured.

The longer range of x rays precludes easy separation of electron and ion motion in a simple 
two-plate chamber. The addition of screening grids can allow such a separation, but the typical appli-
cations of these devices do not usually justify the additional complexity. Also, the statistical fluctua-
tions are larger than in some other spectrometers, so ion chambers are rarely used to measure x-ray 
energy distributions. However, ion chambers are the basis of frequently used radiation-monitoring 
devices, such as the pencil-type electrometers that are used as personal monitors. Another wide-
spread application is to measure the x-ray beam intensity in synchrotron-based experiments. In this 
application, the ion chamber can be relatively thin (absorbing only a very small but proportional 
fraction of the incident x rays), and the resulting current flow in the external circuit is used to measure 
the x-ray intensity. For example, an ion chamber before a sample and one after can be used to mea-
sure the x-ray absorption in the sample as in x-ray absorption fine structure (EXAFS)7,8 and x-ray 
absorption near-edge structure (XANES)9 experiments (see Chap. 30). The gas in an ion chamber 
can just be air at atmospheric pressure as in simple monitoring devices. Frequently, when a more 
consistent measurement is desirable, a rare gas such as helium or argon is used to suppress electron-
ion recombination, often with added methane or other gas to increase the electron drift velocity. 
In the EXAFS applications mentioned here, it is common practice to mix the measurement rare 
gas with helium in varying fractions in order to tailor the absorbed radiation fraction for optimal 
measurement precision. Clearly, one does not want to have all of the radiation absorbed by the first 
of the two chambers. A general discussion of ionization chambers can be found in reviews of radia-
tion detectors.1–4

Proportional Counter If the electric field gradient in an ionization chamber is increased high 
enough, even low-energy electrons released during the x-ray energy loss process can be acceler-
ated enough to produce further ionization. Although, for charged particles or electrons, a parallel 
plate geometry is frequently used, for x rays, thin wires are often used as the positive electrode so 
that the acceleration takes place in a relatively confined space, close to the anode. Over a relatively 
wide applied voltage range, the charge multiplication increases with applied field and is constant at 
a given applied field. This multiplication results in charge amplification that is fast, low noise, and 
because it takes place close to the anode, provides effective separation from the ion current. The 
multiplication factor can be large, typically in the range between 104 and 106. The multiplication gain 
can be stabilized and made less sensitive to the bias voltage as well as the particle energy or count-
ing rate by addition of a small amount of a polyatomic gas to the rare gas. A typical gas mixture is 
10 percent methane and 90 percent argon, known as “P-10 gas.” Carbon dioxide is also a common 
quench gas, and has the added benefit that it is much less prone to polymerization than methane. 
Polymerized methane can collect on the fine wires and cause severe localized gain reduction. This 
is particularly undesirable in a position-sensitive detector since it can distort the position linearity. 
Proportional counters have been extensively used as x-ray spectrometers. They are particularly use-
ful for low-energy x rays because the intrinsic detector amplification reduces the effects of external 
amplifier noise, and because they can be used in a windowless mode. Measurements have been made 
for energies less than 1 keV (kiloelectronvolt).10 At high x-ray energies, the sensitivity is limited by 
the reduced absorption of x rays in the gas, although the energy discrimination for even high-energy 
x rays that are absorbed remains good so long as the secondary electrons are stopped in the detector. 
The effective energy range is dependent on the gas pressure and type, the detector size and shape, 
and on the presence of applied magnetic or electric fields, which can cause the secondary electrons 

Bass_v5ch60_p001-012.indd 60.4 9/18/09 10:17:34 AM

DO
 N

OT
 D

UP
LI

CA
TE



INTRODUCTION TO X-RAY DETECTORS  60.5

to adopt spiral paths. X rays with energy as high as 100 keV have been measured with special detec-
tor designs.11

One of the most useful applications of proportional counters for x rays is position determination.12

If the charge current in an anode wire is collected from both ends of the wire, resistive separation in 
the wire can be used to determine the position along the wire at which the charge is collected. Position 
resolution of fractions of millimeters can be achieved this way. Furthermore, if a number of parallel 
anode wires are used, the relative charge collection on adjacent wires can be used to determine the 
position of the x-ray absorption between the wires. In this way, two-dimensional position determi-
nations can be achieved. At the same time, energy discrimination can be obtained by combining the 
charge signal for a given event from both ends of the anode wire and from adjacent wires. This has 
been used for a number of applications, notably measurement of x-ray diffraction distributions and 
imaging of astrophysical x-ray sources.13 Another popular method of encoding the position is the 
delay-line technique. In this method, the anode avalanche induces charge in a segmented cathode 
which is connected to the nodes of a lumped-element L-C delay line. Measurement of the arrival 
time of the induced charge pulse at either end of the delay line provides a measurement of the posi-
tion of the event along the wire. This method avoids the need to fabricate the rather delicate resistive 
wire needed in the charge-division method, and such detectors are therefore more robust. This same 
method can also be used in the second dimension, encoding the multiple anode wires described 
above. A third technique uses the same interpolation of partial charges induced on the segmented 
cathode as described earlier for the multi-anode 2-D detector. In either plane, this technique involves 
significantly more complexity than the delay-line method.

Geiger Counter If the electric field in an x-ray proportional counter is increased beyond the pro-
portional region (often by making the diameter of the anode wire smaller), the electron multiplica-
tion increases catastrophically, resulting in large-current pulses that are no longer proportional to 
the x-ray energy. This is called the Geiger region. In fact, the multiplication is large enough that it is 
usually necessary to include components in the gas mixture that will quench the resulting electrical 
discharge. One benefit of this mode of detection is the large amplification that makes it possible to 
detect x rays with simplified electronics. This is why the most common use of such detectors is in 
portable or remote radiation monitors.

Semiconductor Detector In gases, x-ray absorption can produce electrons and positive ions that 
can be separated and measured by an applied electric field. In solids, the situation is somewhat dif-
ferent. In a conductor, the electrons that are excited by absorption of x rays are quickly dissipated in 
energy and lost among the abundant conduction electrons in the material, and the positive charge 
is almost immediately neutralized by conduction electrons. Furthermore, an electric field cannot 
be maintained in the material. In an insulator, it is easy to establish an electric field to sweep out 
excited electrons. However, the positive charge remains behind, trapped and immobile. The electric 
field due to this trapped charge quickly cancels the applied field. As a result, initial charge pulses 
from incident x rays decrease in size and intensity as a result of such polarization effects.14 However, 
for semiconductors, the situation is much more favorable. By doping with an appropriate impurity 
or formation of a surface barrier, a rectifying pn junction can be formed that allows an electric field 
to be established in the solid. The thickness of the field region, called the depletion layer because it 
is free of mobile charge carriers, depends on the applied voltage and on the resistivity of the bulk 
semiconductor.

X rays absorbed within the depletion layer ionize bound electrons with energy equal to the dif-
ference between the absorbed x ray and the binding energy of the electron. These energetic electrons 
are free to move in the solid and produce further ionization by interaction with bound electrons. In 
this sense, the situation is similar to x-ray absorption in ionization chambers. Indeed, semiconduc-
tor detectors are sometimes referred to as solid-state ion chambers. However, there is an important 
difference. Instead of the ionization producing a heavy, slow moving positive ion as in a gas, or an 
immobile positive charge as in an insulator, it produces a positively charged “hole.” The hole is a 
vacancy in the electronic valence band of the solid, with low effective mass and high mobility, closer 
to that of free or conduction electrons than to positive ions. The negatively charged electrons and 
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60.6  X-RAY AND NEUTRON OPTICS

positively charged holes are swept apart by the electric field in the depletion layer, producing a cur-
rent pulse in the external circuit. Contrary to the ion chamber, both the electron and hole motion 
contribute to the short-term charge pulse. The amplitude of the charge pulse is proportional to the 
energy of the absorbed x ray. The energy resolution depends on the statistics of the ionization pro-
cess and on the electronic noise in the associated electronics, which depends in part on the capaci-
tance of the semiconductor pn junction. Detailed reviews of semiconductor detectors are given in 
Refs. 1, 15, and 16.

To increase the depletion layer thickness and therefore the sensitive volume of the detector, 
very high-resistivity semiconductor material is required. For silicon, this is achieved by drifting 
lithium ions through the diode at an elevated temperature in the presence of an electric field.17–19

The lithium compensates bound impurities in p-type silicon. Such detectors are called lithium-
drifted silicon, or Si(Li), detectors. An alternative is to use very high-purity germanium (HpGe). 
Both Si(Li) and HpGe detectors are cooled (typically by liquid nitrogen) to reduce electronic noise 
due to thermally generated electrons and holes [and for Si(Li) to prevent out diffusion of the 
compensating lithium ions]. Typically, the energy resolution for such detectors is between 120 and 
140 eV.

The availability of high-resistivity silicon, grown using the floating zone technique, has made it 
possible to fabricate detectors using planar fabrication techniques taken from the microchip industry, 
which perform almost as well as the Si(Li) devices, but without requiring cryogenics.20 Good perfor-
mance is achieved using Peltier coolers to bring the detector to around −30°C.

This same technology has allowed a new generation of devices based on manipulating the 
photogenerated charges within the silicon bulk to bring the charge produced over a large area to a 
low-capacitance collection point several millimeters away from the point of generation. This pro-
vides a large-area detector with a small readout capacitance, and hence good collection solid angle 
while maintaining low electronic noise. These devices are called silicon drift detectors (SDDs).21

Single units are commercially available and compete strongly with Si(Li) for low to moderate ener-
gies. Since they are low-capacitance devices they can handle large count rates and maintain good 
resolution. Arrays of such devices are becoming available and should soon become ubiquitous in 
certain applications.

High electric fields in solid state devices can lead to avalanche charge multiplication in a similar 
manner to the gas proportional counter. In silicon, these devices are called avalanche photodiodes 
(APDs).22 Gains of around 100 are possible, and the high fields lead to fast pulses, of order 1 nanosec-
ond. Consequently, they have a high count rate capability, several 10s of megahertz. They have some 
energy resolution, around 20 percent.

Wide bandgap semiconductors, such as CdZnTe or CdTe, have been used because of their stron-
ger absorption and the possibility of room temperature operation. Such materials frequently exhibit 
trapping of minority carriers (typically holes) and therefore can show reduced resolution and some-
times polarization effects. They are of particular interest for use in arrays (typically by segmentation 
of one of the electrodes) for medical or astrophysical applications.23,24

Channel Electron Multipliers X rays and visible photons can be detected by photocathodes and 
electron multipliers. Photoelectrons that are released from thin films or surfaces, accelerated, and 
electrostatically focused on another surface produce increasing numbers of secondary electrons 
as they move from surface to surface, until they are collected on an anode and measured as a 
charge pulse in an electronic circuit. The first such multipliers, similar to photomultiplier tubes, 
were introduced in the early 1960s. These were largely replaced with simpler and more stable 
semiconducting glass or ceramic tubes with a voltage applied between the input and output of the 
tube. These can be thought of as continuous-dynode electron multipliers. Modern channel elec-
tron multipliers (CEM) are made from lead glasses, which contain PbO, SiO2, and several weight 
percent of alkali metal oxides. These are light, compact, and quite rugged and are used in x-ray 
pulse-counting detectors in applications ranging from electron microscopy to x-ray astronomy. 
The electron gain depends on the secondary electron yield of the surfaces employed, the applied 
voltage, and the channel diameter and length. If gas is present in the channel, ionization can take 
place, resulting in further electron multiplication and higher apparent gain. However, ionization 
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INTRODUCTION TO X-RAY DETECTORS  60.7

can lead to feedback resulting from positive ions accelerating back up the channel, leading to 
long-term “ringing” of the signal due to electrons released by accelerated ions. Ion feedback can be 
suppressed if the channel is operated at very high vacuum. A more convenient solution is to curve 
the channel so that positive ions do not accelerate to high-enough velocity to produce secondary 
electrons before they strike the channel wall. Gain saturation results when the supply of charge to 
the channel wall lags the depletion rate by secondary electron emission. In practice, operational 
gains of from 104 to 106 are possible.4

Very high counting rates, and especially imaging of x rays, are possible by the use of microchannel 
plates (MCP), which are arrays of very fine bore CEMs, typically with channel diameters and channel 
separations of a few 10s of micrometers.25 Curving the channels in MCPs to suppress ion feedback 
is difficult and expensive, so two (or more) tilted channel MCPs are put together to form “chevron” 
multipliers in modern detectors. Energy resolution in CEM detectors is poor, and their efficiency 
decreases with increasing x-ray energy. Their simplicity, low cost, and, for MCPs, high spatial reso-
lution make them very useful for many applications. Microchannel plates are also used as electron 
multipliers for low-noise amplification when used with scintillation detectors.

Scintillation

Incident x rays can excite electrons in atoms or molecules to excited electronic states, which then deex-
cite by returning to their ground state with accompanying photon emission. The excitation can be 
caused directly by the x ray or, more usually, by secondary energetic electrons excited by the x ray. The 
emitted photons (usually in the optical region of the spectrum) can be measured by film and also by 
photomultiplier tubes or by other electron multipliers such as MCPs. Various plastics, liquids, organic 
crystals, inorganic crystals, and gases can act as scintillators.26 Polycrystalline solid light-emitting mate-
rials are sometimes called phosphors. The deexcitation (and therefore, light emission) can be almost 
instantaneous or delayed. Both types are used for x-ray detectors.

Activated Phosphor The most used scintillator detectors that also give the photon energy spectrum 
involve scintillating crystals with rapid response. These are often single crystals of sodium or cesium 
iodide with thallium added to activate the photo response and shift emission into the visible range. 
Because alkali halides are frequently hygroscopic, they must be sealed. Scintillators are almost never 
used for measurement of x rays with energy less than about 1 keV. The scintillating crystal is com-
monly mounted directly onto the face of the vacuum photomultiplier tube, which provides photo-
electron conversion, and low-noise amplification of the electrons. The conversion efficiency, h, which 
is the fraction of incident energy that appears as scintillation, is typically about 5 percent for CsI(Tl) 
and 12 percent for NaI(Tl).27 The quantum detection efficiency (QDE) is defined as the number of 
photoelectrons produced per incident photon and depends on absorption in the cladding, the thick-
ness and absorption coefficient of the scintillator, and the nature of the photocathode of the photo-
multiplier tube.5 The energy resolution of a well-matched NaI(Tl) system is ΔE/E ~ 1.7E–1/2. Activated 
alkali halide scintillation detectors have working ranges of a few kiloelectronvolts to a few megaelec-
tronvolts. They have good dynamic range with upper detection rates limited by the scintillator decay 
time, which is approximately 1 μs for NaI(Tl). Organic scintillators have faster (nanosecond) decay 
times but have lower efficiency and energy resolution. Scintillation detectors are convenient to use, 
can be large (several square centimeters), are readily available commercially, and are used for a large 
number of x-ray applications.

Scintillators are often used for x-ray imaging applications. In such cases, energy discrimina-
tion is often not important, and other phosphors, such as rare-earth oxides activated with terbium 
[e.g., Gd2O2S(Tb), La2O2(Tb), Y2O2(Tb)] or organic phosphors [e.g., tetraphenyl butadiene (TPB)] 
are used. The phosphor is deposited as a thin layer (1 to 10 μm) directly on a glass plate, which is 
viewed by a sensitive television camera, or directly on the face of a fused-glass fiber optic, which is 
tapered to allow the intensity distribution to match the size and shape of a charge-coupled (CCD) 
or charge-injected (CID) imaging camera. This type of scintillator-fiber-optic-CCD imaging detec-
tor has become the standard for synchrotron-based protein crystallography beamlines, since it 
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60.8  X-RAY AND NEUTRON OPTICS

produces a digital image which is amenable to computer analysis. At the time of writing, however, it 
is becoming clear that large area direct-detection semiconductor detectors will soon overtake these 
CCD-based detectors for this application, since they provide better point-spread function and faster 
readout.28 Fast readout becomes important when the exposure time is much less than the detector 
readout time.

Restimulable Phosphor In the last decade, a different type of scintillation detector, commonly referred 
to as an imaging or computed radiography plate, has become widely used for x-ray imaging.29,30

This makes use of phosphor materials in which the electron excitation is to a metastable state that 
can have long (minutes to hours) decay time. After exposure, the plate is scanned by a laser beam that 
stimulates the metastable excited states to deexcite, producing light that is detected by a photomulti-
plier tube. The time of the light emission gives the position of the x-ray exposure and the intensity of 
the light, the x-ray intensity. Such detectors have a number of useful features:

1. They produce a digital record that leads conveniently to computer processing, transmission, and 
storage.

2. They have a linear response (as opposed to film) with a large dynamic range.

3. The thickness and nature of the phosphor used can be varied to accommodate the need (e.g., 
low-energy x rays, high-energy x rays, neutrons, etc.), and the size of the plate can be adapted to 
existing systems. For example, such plates are frequently used to replace photographic film.

4. The photostimulable plates can be reused by “erasing” the stored image by exposure to intense 
white light for a few seconds. At the present time, a restimulable scanning plate system (including 
exposure plates, scanner, and eraser) can be less expensive and more flexible than other com-
mercially available position-sensitive detectors, although some with automatic readout features 
are comparable or more expensive. Such systems, although faster than film-based systems, do 
not have the rapid readout needed for some applications. In particular, they are much slower 
than the CCD-based detectors discussed above. In addition, the spatial resolution of these 
systems is limited to around 50 μm, which makes them inferior to film for high-resolution 
applications. 

Film

The oldest, and still the most widely used x-ray detector, is silver halide–based photographic film. 
Indeed, the mysterious exposure of light-protected film led to discovery of x rays by Roentgen in 
1895, and to demonstration of their use for medical imaging, still the most widely used and impor-
tant application. Metastable excitation of grains of silver halide crystals is induced by x rays or sec-
ondary electrons. The resulting latent image is developed by chemical reduction of the excited grains 
to produce the familiar photographic image. Sometimes a phosphor coating or an adjacent phos-
phor plate is used to increase the sensitivity to the penetrating x radiation, with the halide excita-
tion being produced by the secondary light emission from the phosphor. An extensive discussion of 
the use of film for optical imaging is given in Vol. I of this Handbook. Much of that discussion also 
applies to x-ray excitation. Detailed discussion of the use of film for x-ray detection and imaging is 
given in Refs. 1 and 5.

Cryogenic

Recent development of superconducting cryogenic x-ray detectors provides opportunity for impor-
tant new applications, particularly in materials analysis and astrophysics. These make use of tech-
niques to reach and maintain very low temperature (30 to 70 mK) for long periods of time.31 They 
use the measurement of the temperature rise (microcalorimeter),32–35 or tunnel junction current36

in superconducting materials.
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INTRODUCTION TO X-RAY DETECTORS  60.9

Microcalorimeter Measurement of the temperature rise induced by absorption of an x-ray photon 
has been demonstrated by the use of semiconductor (typically Si or Ge) thermistors whose electrical 
conductivity is temperature dependent, and with bimetallic transition-edge sensors (TES). Of these, 
the TES detectors are the most studied and appear to have the highest potential for x-ray spec-
trometry. They operate by holding the temperature of the metallic absorber at the transition edge 
between the superconducting and normal state. At the transition edge, the conductivity is extremely 
temperature sensitive. The temperature rise that is induced by an absorbed x ray is detected by mea-
suring the conductivity with a superconducting quantum (SQUID) detector. The transition-edge 
temperature is typically about 50 mK and is stabilized by thermoelectric feedback. Energy resolution 
as low as 2 eV and counting rates as high as 500 counts per second (cps) have been reported.37,38

Both the energy resolution and the thermal recovery time (therefore the counting rate) are affected 
by the thermal capacitance of the absorber, which must be as low as possible. Absorber sizes of 300 × 
300 × 50 μm are typical for a very high-resolution detector. Detector arrays are under development 
to increase the effective area, the count rate capability, and to provide imaging for astrophysical 
applications.30 Alternatively, polycapillary focusing optics39 have been used to increase the effective 
area (to >7 mm2).

Superconducting Tunneling Junction (STJ) Another type of cryogenic detector involves x-ray-
induced breakup of superconducting Cooper pairs, which leads to decreased tunneling current 
across a superconducting Josephson junction. Although such detectors must also be small and 
maintained at low temperature to keep the thermally induced current across the junction low, the 
dependence of the counting rate on the thermal capacitance is relaxed. Such detectors have demon-
strated energy resolution <20 eV and counting rate >20,000 cps.33 Again, arrays or optics have been 
used to increase the effective area.

60.3 SUMMARY

A list of properties of a number of single-pixel x-ray detectors is provided in Table 1 for com-
parative purposes. Spatial resolution for typical position-sensitive or imaging detectors is given in 
Table 2.

TABLE 1 Typical Parameters That Affect Detector Choice, Including Counting Rate 
Limitations, Availability of Current Mode Operation, and Energy Resolution

 Intensity measurements

Detector Pulse Counting (cps) Current Mode Energy Resolution

Ionization
 Ionization chamber 1–10 k Yes 1–10 keV
 Proportional counter 10 k  2–20 keV
 Geiger counter 50 k
Semiconductor 0–100 k
 Si(Li)   120 eV
 HpGe   140 eV
 CdZnTe   250 eV
 Pin diode  Yes
Scintillation detector 100–500 k  20–50%
Cryogenic
 Microcalorimeter detector 100–500 k  2–10 eV
 STJ detector 2–20 k  20–50 eV
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ADVANCES IN IMAGING 
DETECTORS

Aaron Couture
GE Global Research Center 
Niskayuna, New York

Recent advances have allowed digital x-ray detectors to become widely available commercially, 
replacing many traditional film based systems. Digital x-ray detectors have also enabled a wide variety 
of new applications. This chapter summarizes the current state of the art for digital x-ray imaging 
detectors.

61.1 INTRODUCTION

X-ray detectors have a history of over one hundred years of providing rapid, simple, and low cost 
images of internal structure for a wide range of applications. Medical and dentaand dental x-ray imaging are 
used heavily in screening (e.g., mammography and dental check-up imaging), diagnostic (e.g., cardiac 
and angiographic imaging), and surgical (e.g., cardiac catheterization) proceduprocedures (see Chap. 31). Over 
a million medical x-ray procedures per day are performed worldwide. Industrial x-ray imaging is used 
to penetrate dense materials and provide high-resolution information alution information about the internal composition 
and structure of manufactured parts. Security applications include airport screening of baggage and 
personal items, imaging of cargo containers and rail cars, as well as detection of land mines. In the 
past decade, digital x-ray detectors have begun to replace film screen systems due to decreased cost, 
improved performance, and workflow. Digital x-ray detectors continue to enable new applications 
not previously possible: tele-radiology, computer aided detection (CAD), digital subtraction contrast 
enhancement, and computed tomography (CT) are prominent examples. The cumulative growth of 
digital systems in the market has also accelerated, with the number of medical systems in the field 
from less than one thousand in the year 2000 to more than 30,000 in 2007.

Each imaging application brings new and different performance requirements for x-ray imaging 
detectors. Some of these competing detector requirements include: size, resolution, readout rate, noise, 
image quality, cost, weight, portability, and power. The following section will summarize a number of 
key technologies that represent the current state of the art in x-ray imaging detectors. A wide variety of 
concepts for digital x-ray detectors have been explored both academically and commercially. The tech-
nologies detailed in this chapter represent recently developed digital x-ray detectors. Photo-stimulated 
phosphors (CR plate) detectors, which currently compose a large fraction of the digital x-ray market, 
are not included here, but are introduced in Chap. 60.

61.1

61
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61.2  X-RAY AND NEUTRON OPTICS

X-ray imaging is typically performed in one of two geometries (Fig. 1): area detection or slot 
detection. In area detection, the x-ray source is typically a few millimeters in size and is collimated to 
expose only the active area of the detector. The magnification of the system is the ratio of the source-
to-image distance (SID) to the source-to-object distance (SOD). Especially in thick specimens, scatter 
can significantly degrade x-ray images. For area detection, a grid is typically inserted directly on the 
detector surface. Additionally, increasing the object to image distance decreases the scattered radia-
tion hitting the detector; however, the fraction of the object imaged also decreases. In radiographic 
applications the maximum dimension to be imaged in a single shot is the chest, which sets the typical 
size for imaging at roughly 40 cm. In slot detection, a collimated fan beam and single slit linear detec-
tor are simultaneously scanned across the object during x-ray illumination. Slot detectors have the 
capability to reject scatter, and also reduce the size and cost of the detector. However, the x-ray tube is 
subjected to higher power and image acquisition is slower than area detection. 

Another classification of x-ray detectors is the mode used for readout, including integrating and 
continuous. Integrating detectors collect signal from a gated x-ray source prior to triggering the readout of 
the detector. Detector readout is performed following illumination by the x-ray source. Data conver-
sion electronics can be multiplexed so that a single converter channel is dedicated to an entire column 
of pixels. Continuous readout detectors output the instantaneous x-ray signal intensity during con-
stant illumination. Depending on the gain, continuous readout detectors may also provide photon 
counting and energy information (see Chap. 62). Continuous readout requires a single conversion 
channel dedicated to each pixel. To maintain low power and cost, x-ray imaging detectors typically use 
integrating readout mode. Finally, x-ray imaging systems can be designed for single shot applications, 
termed radiographic, as well as for sequenced “video-like” imaging, termed fluoroscopic. For fluoro-
scopic applications, the fraction of signal from prior frames that contribute to later frames is quantified 
by the detector lag (0 to 100%).

For virtually every imaging application it is important to minimize x-ray dose. For medical applica-
tions x-ray dose can be harmful to both patients and doctors. For industrial and security applications, 
tube power output is limited, and x-ray dose determines the amount of time required to produce an 
image. The detective quantum efficiency (DQE) is a metric used widely to quantify the image quality 
(IQ) of x-ray imaging detectors. Note that this is different from the quantum detector efficiency used for 
single pixel detectors. The detective quantum efficiency quantifies the ability of a detector to accurately 

FIGURE 1 (a) Area type x-ray imaging system using a collimator to define the x-ray beam 
as well as a grid for scatter rejection. Source to object (SOD) and source to image distance (SID) 
are shown. (b) Slot type x-ray imaging system with fan beam scanning illumination and linear 
detector.
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ADVANCES IN IMAGING DETECTORS  61.3

transfer an x-ray input image into output electronic or digital signal, normalized to input x-ray dose 
(X). A detector with high DQE can deliver equivalent IQ for lower x-ray dose. It is computed as a func-
tion of spatial frequency f,

DQE
MTF

NPS
( )

[ ( )]

( )
f

S f

f X C
=

⋅
⋅ ⋅

2

 (1)

where C is the x-ray fluence, S is the x-ray conversion efficiency, and NPS is the noise power spec-
trum, the spatial or temporal noise added to the image. MTF is the modulation transfer function, 
the ratio of the amplitude of the output image at a spatial frequency f to the input amplitude. MTF 
is a measure of the spatial resolution.

The spatial resolution of the detector is influenced not only by the pixel pitch, but also by spread-
ing of signal to adjacent pixels. The conversion efficiency of the detector is a function of the efficiency 
of the absorbing layer to generate electronic signal as well as the fraction of detector area that is 
sensitive to x rays (fill-factor). In detectors that have electronic noise, the DQE of a detector degrades 
with lower x-ray dose. Electronic noise is suppressed in detectors that have inherent gain, such as 
image intensifiers. Flat panel detectors with no active gain have inherent electronic noise related to 
the transfer of small amounts of charge from the pixels in the array to electronics bonded to the panel. 
Some x-ray imaging detectors add electronic amplification in order to improve performance at low 
x-ray doses.

X-ray imaging detectors must also be insensitive to gain hysteresis, sometimes referred to as ghost-
ing. An x-ray detector exposed to both high and low dose conditions must continue to have a uniform 
response. If the detector is hysteretic, the gain for regions of high exposure can be modified, leading to 
contrast appearing in subsequent images. Ghosting can lead to image artifacts building up over time. 
For acceptable quality medical images, the gain hysteresis must be limited to a few percent.

X-ray scatter can degrade the image quality in x-ray images and is especially a problem with thick 
specimens. The imaging geometry as well as the use of scatter-rejection grids can greatly improve the 
contrast-to-noise ratio (CNR) under such conditions. To improve the rejection ratio, grids can be 
manufactured with septa focused on the x-ray source and made from materials with high stopping 
power. The imperfect x-ray transmission of the grid can degrade the DQE, so high transmission frac-
tion is important in maintaining image quality. Recently, the use of high aspect ratio microlithogra-
phy (HARM) has been applied to manufacturing focused metal grids.1 The high aspect ratio as well 
as dense material could potentially offer enhanced scatter rejection while maintaining good x-ray 
transmission.

61.2 FLAT-PANEL DETECTORS

Introduction

The most common x-ray imaging detectors available include: flat-panel indirect-conversion detectors, 
flat-panel direct-conversion detectors, and charge-couple-device (CCD) based detectors. Figure 2 
shows a diagram of these three types of detectors, including an electrical schematic of a typical pixel. 
Each detector includes an absorbing layer responsible for stopping a fraction of incident x rays, a con-
version layer resulting in electric charge, and a switching matrix responsible for storing and reading 
out charge. Flat panel detectors are typically based on amorphous or polysilicon on glass substrates, 
while CCD detectors are fabricated on single crystal silicon. 

Both indirect and direct-conversion flat panel x-ray detectors utilize an array of amorphous silicon 
(a-Si) thin film transistors (TFT) to form an active array of switches for signal readout. Amorphous silicon 
has a number of advantages for use in x-ray detectors. First, the liquid crystal display (LCD) industry is 
based on very similar active matrix a-Si TFT panels. Market pressures have driven displays toward large 
area, low cost, and low defects. Photolithography, thin film deposition, and etching equipment can be 
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61.4  X-RAY AND NEUTRON OPTICS

directly incorporated into manufacturing of x-ray detectors. Flat panel x-ray detectors with active area 
of more than 40 cm and pixel pitches less than 100 μm are available. Second, the a-Si TFT has very low 
leakage, allowing storage of signal charge for many seconds during x-ray exposure. Last, amorphous 
silicon is naturally radiation hard. 

Figure 2 shows a schematic for pixels in indirect and direct-conversion flat panel detectors. The 
TFT switching matrix and readout method for flat panel x-ray detectors is the same. Flat panel detec-
tors utilize scan lines that are individually energized to address rows of TFT pixels, as well as data lines 
that transfer signal charge to readout electronics at the border of the panel. The readout is multiplexed 
so that all pixels on a single line are converted simultaneously, utilizing a single converter for each data 
line. Multiplexed readout coupled with a panel design optimized for fast switching has enabled the use 
of flat panel detectors in fluoroscopic medical applications with 30 Hz frame rates. Readout electronics 
are designed to satisfy competing requirements for rapid readout, low noise, or low power.

Flat panel detectors also have advantages for compact design and weight. Portable radiogra-
phy detectors are currently available with thicknesses of a few centimeters and weights under 15 lb. 
Wireless digital x-ray detectors have recently been demonstrated for radiography.

Flat Panel: Indirect Conversion

Indirect-conversion flat panel x-ray detectors utilize a layer of scintillator material to absorb x rays 
and emit visible light photons. The scintillator material must be high density in order to efficiently 
stop x rays, must efficiently convert absorbed x-ray energy into visible photons, and efficiently trans-
fer visible light photons to the photosensing layer. The scintillator material must be a uniform layer 
across the imaging area, typically hundreds of micrometer thick and up to 40 cm in size. The scintillator 

FIGURE 2 (a) Scintillator-based CCD detector with optical coupling; (b) indirect-conversion 
flat panel detector with scintillator layer optically coupled to photodiode layer, integrated onto 
a-Si TFT panel; and (c) direct-conversion detector with wide band gap (WBG) semiconductor 
absorption layer deposited directly onto a-Si TFT panel.
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ADVANCES IN IMAGING DETECTORS  61.5

material is typically a deposited thin film, a plastic sheet, or a solid plate. Thallium doped cesium 
iodide, CsI(Tl), is widely used as a scintillating material due to its high conversion efficiency, limited 
after-glow, and capability for thin film deposition, as well as an emission spectrum that matches 
well with a-Si photodiode absorption. A single x ray can generate thousands of optical photons. The 
optical photons are emitted isotropically, leading to spreading of the light signal before it is absorbed 
in the photosensing layer, degrading the spatial resolution and hence the DQE of the detector. Thin 
film deposited CsI(Tl) can be grown with a structured needle morphology that tends to limit lateral 
spreading of scintillation light, as shown in Fig. 3. Use of a structured scintillator allows thick layers 
(500 μm and greater) to be deposited while maintaining good spatial resolution (MTF) of the detec-
tor. Thallium doping boosts the photoelectron yield and also shifts the emission peak from 315 to 
550 nm; both effects improve the conversion efficiency for a-Si diode photo detectors. In addition, 
lithographically patterned structuring of thin film deposited scintillator has also been investigated.2

The visible light generated by the scintillator is captured by an amorphous silicon photodiode layer 
and converted to electric charge that can be stored in the pixel using the a-Si TFT array. In addi-
tion to requirements related to conversion efficiency and light spreading, which directly affect the 
DQE of the detector, the scintillator also has requirements related to lag, after-glow, and hysteresis. 
Typically lag related to the CsI(Tl) can be less than a few percent, and the gain hysteresis is also lim-
ited to less than a few percent.

The typical pixel design of an indirect-conversion flat panel x-ray detector is shown in Fig. 2. An 
amorphous silicon photodiode layer is deposited onto a TFT active matrix, and a common bias is pro-
vided to bias the array. Leakage through the photodiode degrades the dynamic range of the detector 
and can lead to spatial artifacts and temperature sensitivity. However, amorphous silicon diodes have 
been reported3 with leakage values of <100 pA/cm2. Fluoroscopic lag in direct-conversion flat panels 
can be less than 10 percent.4 An etched mesa structure is the most typical photodiode geometry. 
However, in order to maximize the active area covered by the photodiode array and increase conver-
sion efficiency of the detector, continuous photodiode layers have also been investigated.5

The DQE of indirect-conversion flat panel detectors is improved by the x-ray absorption in dense, 
high brightness scintillators. DQE for mammography detectors at 8.5 mR has been reported in excess 
of 80 percent at 0 frequency, with greater than 30 percent at 5 lp/mm (5 line pairs per mm is 100 μm

FIGURE 3 Thin film deposited CsI(Tl) scintillator, 
typically deposited in thicknesses from 100 μm to milli-
meters. Needle microstructure is responsible for enhancing 
scintillator spatial resolution.

10 μm
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61.6  X-RAY AND NEUTRON OPTICS

resolution). The DQE for these detectors is degraded mainly by light spreading in the scintillator as 
well as electronic noise in the TFT readout. Electronic noise sources originating from pixel switching 
as well as transferring the charge on the data line are significant for indirect-conversion flat panel 
detectors. Active areas of research include TFT pixel configurations with gain stage at each pixel as 
well as optimization of panel and converter electronics in order to reduce the electronic noise of the 
panel.6 Additionally, some designs incorporate an additional storage capacitor device to increase the 
charge that can be stored in each pixel.7 Diode switching can also be used in place of the TFT array.8

Lightweight and rugged substrates have been investigated, as well as the use of ink-jet printing of 
organic electronics for the TFT and photodiode.9

Flat Panel: Direct Conversion

Direct-conversion detectors, as shown in Fig. 2, combine the x-ray absorbing layer and conversion 
layer into one material. One advantage of direct-conversion detectors is the reduced manufacturing 
cost, due to a reduced number of layers on the TFT flat panel. Additionally, since the signal charge 
created in the conversion layer is subjected to a strong electric field, there is no degradation of the 
spatial resolution due to spreading of the charge in the direct-conversion material. Last, the fraction 
of area that is sensitive to x rays is large due to shaping of the electric field in the conversion layer. 
Direct-conversion detectors are commercially available for medical as well as industrial imaging, typ-
ically for single shot imaging systems. Fluoroscopic mode detectors also have been demonstrated.10

Direct-conversion materials must be optimized for multiple requirements simultaneously: high 
x-ray absorption (high Z, high density), efficient charge collection, low dark current, good uniformity, 
low lag, and long term reliability, and stability. The properties of amorphous selenium, mercuric 
iodide, and lead iodide, three materials that have been investigated for direct-conversion x-ray imag-
ing, are summarized in Table 1. Amorphous selenium is currently the most widely used material in 
commercially available direct-conversion detectors. The x-ray absorption efficiency scales with the 
atomic number as Z4. Formation energy relates to the energy required to create a charge pair, and 
is inversely proportional to the number of charges liberated from each absorbed x ray. The mobility 
lifetime product relates to the ability to remove charge from the conversion layer. The electric field 
relates to the ability to operate the detector electronics at lower voltages.

Figure 4 shows the thin film layer structure for direct-conversion materials. Lead and mercuric 
iodide are deposited directly onto the TFT array, using physical vapor deposition (PVD) or screen-
printing of semiconductor powder incorporated in a polymer binder (particle in binder, PIB). The bias 
electrode is deposited in a separate step, and a polymer layer is used to encapsulate the full structure 
for environmental isolation. Amorphous Se is typically deposited in a layered p-type/intrinsic/n-type 
(PIN) structure with PVD using lightly doped p-Se and n-Se as blocking contacts that reduce the leak-
age current, as shown in Fig. 4b. With bias applied, x rays that are absorbed in the direct-conversion 
material generate charge pairs that are swept to the pixel and bias contacts. Charge is stored in the 
pixel until readout of the detector, which occurs in the same way for indirect-conversion detectors, as 
described in the beginning of Sec. 61.2. Leakage current in the direct-conversion material can degrade 

TABLE 1 Properties of Typical Direct-Conversion Materials Used in X-Ray 
Imaging Detectors11,12,13

HgI2 PbI2 a-Se

Atomic number (Z) 80, 53 82, 53 34
Band gap (Ev) 2.1 2.3 2.2
Charge pair formation energy (eV) 5 5.5 42
Mobility-lifetime product (μτ, cm/V2) 10–5 (h) 10–6 (h) 10–6 (h)
 10–5 (e–) 10–7 (e–) 10–6 (e–)
Electric field (V/μm) 0.2–1 0.2–1 10

Mobility-lifetime products for holes (h) and electrons (e) can also be dependent on 
temperature.
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ADVANCES IN IMAGING DETECTORS  61.7

the dynamic range of the detector and can also generate artifacts if the leakage is not stable with time 
or temperature. Leakage currents have been reported as low as 700pA/cm2 for mercuric iodide.14 Gain 
hysteresis and ghosting have been well studied during the development of direct-conversion detectors. 
The zero frequency DQE performance for direct-conversion flat panel detectors is reported to be in 
excess of 70 percent for amorphous selenium mammography detectors.15

61.3 CCD DETECTORS

A third class of digital x-ray imaging detectors utilizes a scintillation layer coupled to a high effi-
ciency optical system which transfers the image onto a smaller (2 to 3 cm2) CCD photo sensor. 
Applications for CCD detectors vary from medical imaging, mammography, and video rate indus-
trial imaging, to protein crystallography.16 CCD systems have advantages in cost and low electronic 
noise related to the photo sensor; however, some degradation in DQE occurs due to inefficiency in 
the optical system that couples the scintillator to the CCD. A higher reduction ratio used to couple 
signal to the CCD results in lower efficiency, due to losses in the optical system that are fundamen-
tally limited by solid angle considerations. 

Small area prototype flat-panel CCD detectors have been demonstrated with a scintillator depos-
ited directly on the photo sensor.17 An additional stage of optical amplification can be added in order 
to compensate for the inefficiency of the optical demagnification.16 The main elements of CCD x-ray 
imaging detectors are shown in Fig. 2. They include a scintillating layer for absorbing x rays which 
outputs visible light that is coupled to an optical system that focuses the image onto the CCD pho-
tosensor. The CCD is composed of rows of metal gates patterned on silicon with implanted regions 
that act as columns. The gates are biased to define the separation of pixels, and photocharges that are 
generated in the depletion region of the silicon are stored in the charge wells. To read out charge, the 
biasing voltage on the gates can be changed to shift charge to neighboring rows. Charge transport in 
CCDs can be highly efficient, resulting in readout noise levels of less than 10 electrons.16

Figure 5 shows three examples of common configurations for CCD detectors including both area 
detectors and slot scanners. Figure 5a and b show two tiling methods used to increase the size of the x-
ray image, while limiting the demagnification ratio for the detector. Fiber optic tapers used for optical 
coupling are fused bundles of glass fiber light guides. The bundles are heated and shaped into tapers 
for demagnification, with near theoretical efficiencies.16 Tiles must not appear in the final x-ray image, 
so there must be no change in imaging performance across the boundary of adjacent units. Figure 5c
shows the configuration for a CCD array used in a slot scanning geometry. Tiled units with scintillator 
and fiber optics are constructed into a linear detector that is translated across the imaging plane.

FIGURE 4 Typical configuration and biasing for direct-
conversion thin films for (a) mercuric and lead iodide and 
(b) amorphous selenium. Indium tin oxide (ITO) and p-type/
intrinsic/n-type (PIN) top contacts are important in blocking 
injection of carriers into the semiconductor as well as for removing 
signal charge.
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61.8  X-RAY AND NEUTRON OPTICS

Scintillators for CCD systems can be either optically coupled solid plate or plastic film, or thin 
film deposited directly on optical elements. The scintillating material has similar requirements and 
performance to that for indirect-conversion flat panel detectors; however the spectral response of the 
scintillator must be tailored to the absorption of CCD detectors that peak at red visible wavelengths.

61.4 CONCLUSION

Numerous digital x-ray imaging technologies have created a rapidly expanding medial and indus-
trial x-ray imaging market. This chapter has focused on the most mature technologies; however, 
rapid market growth is currently driving the development of higher performance and lower cost 
systems. A number of new technologies are currently under development that have the potential to 
further improve image quality, increase detector readout rates, and reduce system cost.

61.5 REFERENCES

 1. K. Fischer, B. Chadburi, H. Guckel, and C. Tang, “Fabrication of Two-Dimensional X-Ray Anti-Scatter Grids 
for Mammography,” Advances in X-ray Optics, Proceedings of SPIE 4145:227–234 (August 2000).

 2. V. Nagarkar, S. Tipnis, V. Gaysinskiy, S. Miller, A. Karellas, and S. Vedantham, “New Design of a Structured 
CsI(Tl) Screen for Digital Mammography,” Proceedings of SPIE 5030:541–546 (June 2003).

 3. S. Tchakarov, P. Cabarrocas, U. Dutta, P. Chatterjee, and B. Equer, “Experimental Study and Modeling of 
Reverse-Bias Dark Currents in PIN Structures Using Amorphous and Polymorphous Silicon,” Journal of 
Applied Physics 94:7317–7327 (2003).

 4. P. Granfors, R. Aufrichtig, G. Possin, B. Giambattista, Z. Huang, J. Liu, and B. Ma, “Performance of a 41 × 41 cm2

Amorphous Silicon Flat Panel X-Ray Detector Designed for Angiographic and R&F Imaging Applications,” 
Medical Physics 30:2715–2726 (2003).

 5. R. Weisfield, W. Yao, T. Speaker, K. Zhou, R. Colbeth, and C. Proano, “Performance Analysis of a 127-Micron 
Pixel Large-Area TFT/Photodiode Array with Boosted Fill Factor,” Proceedings of SPIE 5368:338–348 
(May 2004).

 6. L. Antonuk, Y. Li, H. Du, Y. El-Mohri, Q. Zhao, J. Yamamoto, A. Sawant, Y. Wang, and Z. Su, “Investigation of 
Strategies to Achieve Optimal DQE Performance from Indirect Detection, Active Matrix Flat-Panel Imagers 
(AMFPIs) through Novel Pixel Amplification Architectures,” Proceedings of SPIE 5745:18–31 (February 2005).

 7. D. Albagli, S. Han, A. Couture, H. Hudspeth, C. Collazo, and P. Granfors, “Performance of Optimized Amor-
phous Silicon, Cesium-Iodide Based Large Field-of-View Detector for Mammography,” Proceedings of SPIE
5745:1078–1086 (February 2005).

(a) (b) (c)

Fiber optics
taper

CCD

XR

LensMirrors

CCD

XR

CCD array
translation

Scintillator/CCD/
fiber optic array

Moving primary
collimationXR

FIGURE 5 Three configurations of scintillator/CCD digital x-ray imaging detectors: (a) tiled detector elements with 
scintillator coupled to a fiber optic taper and CCD; (b) tiled detector with single scintillator plate plus multiple mirrors 
optically coupled to CCD; and (c) slot scanning geometry, linear tiled detector elements with scintillator coupled to a 
fiber optic taper and CCD.

Bass_v5ch61_p001-010.indd 61.8 8/29/09 8:18:02 PM

DO
 N

OT
 D

UP
LI

CA
TE



ADVANCES IN IMAGING DETECTORS  61.9

 8. C. van Berkel, M. Powell, and S. Deane, “Physics of a-Si:H Switching Diodes,” Journal of Non-Crystalline 
Solids 164–166(2): 653–658 (1993).

 9. R. Street, W. Wong, S. Ready, R. Lujan, A. Arias, M. Chabinyc, A. Salleo, R. Apte, and L. Antonuk, “Printed 
Active-Matrix TFT Arrays for X-Ray Imaging,” Proceedings of SPIE 5745:7–17 (February 2005).

 10. D. Hunt, O. Tousignant, and J. Rowlands, “Evaluation of the Imaging Properties of an Amorphous Selenium-
based Flat Panel Detector for Digital Fluoroscopy,” Medical Physics 33:1166–1175 (2004).

 11. D. Alexiev, N. Dytlewski, M. I. Reinhard, and L. Mo, “Characterisation of Single-Crystal Mercuric Iodide,” 
Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and 
Associated Equipment 517:226–229 (2004). 

 12. R. Street, M. Mulato, S. Ready, R. Lau, J. Ho, K. VanSchuylenbergh, M. Schieber, et al., “Comparative Study of 
PbI2 and HgI2 as Direct Detector Materials for High Resolution X-ray Image Sensors,” Proceedings of SPIE
4320:1–12 (June 2001).

 13. G. Belev, and S.O. Kasap, “Amorphous Selenium as an X-Ray Photoconductor,” Journal of Non-Crystalline 
Solids 345–346:484–488 (2004).

 14. G. Zentai, L. Partain, R. Pavlyuchkova, C. Proano, G. Virshup, L. Melekhov, A. Zuck, et. al., “Mercuric Iodide 
and Lead Iodide X-Ray Detectors for Radiographic and Fluoroscopic Medical Imaging,” Proceedings of SPIE
5030:77–91 (February 2003).

 15. J. Jesneck, R. Saunders, E. Samei, J. Zia, and J. Lo, “Detector Evaluation of a Prototype Amorphous Selenium 
Based Full Field Digital Mammography System,” Proceedings of SPIE 5745:478–485 (February 2005).

 16. S. Gruner, M. Tate, and E. Eikenberry, “Charge-Coupled Device Area X-Ray Detectors,” Review of Scientific 
Instruments 73:2815–2842 (2002).

 17. D. Scheffer, “A Wafer Scale Active Pixel CMOS Image Sensor for Generic X-Ray Radiology,” Proceedings of 
SPIE 6510:651000–651001 (February 2007).

Bass_v5ch61_p001-010.indd 61.9 8/29/09 8:18:02 PM

DO
 N

OT
 D

UP
LI

CA
TE



This page intentionally left blank.

DO
 N

OT
 D

UP
LI

CA
TE



X-RAY SPECTRAL DETECTION 
AND IMAGING

Eric Lifshin
College of Nanoscale Science and Engineering 
University at Albany 
Albany, New York

The concept of an x-ray image is usually associated with a radiograph (also see Chap. 31).1 X rays are 
transmitted through an object and an image is formed on a detector placed on the side opposite the 
source. Contrast is based on point-to-point variation in absorption and the resolution is determined 
by scattering effects and by the pixel size of the detector. Radiographs are collected in parallel, that 
is, the entire image is formed at one time either traditionally by film or more recently by solid state 
imagers of various types. The transmission mode is of great value because the penetrating power 
of x rays makes it possible to see structure within objects be they humans or metallurgical castings. 
Images containing surface detail of the type created with a reflection optical microscope are difficult, 
if not impossible, to form because lens systems similar to those used in optical microscopes are gen-
erally not available with the exception of zone plates and reflective multilayer optics (see Chaps. 40 
and 41). The index of refraction for most materials for x rays is so close to one that glass or other lens 
materials used for focusing the visible, infrared, or ultraviolet parts of the electromagnetic spectrum 
will not work for x rays. Thus, images are formed by transmitting x rays through the object of inter-
est onto an image plane. In the most conventional forms of radiography the magnification on the 
detector plane is unity and any magnification in the image is the result of optically or electronically 
magnifying the detected image. 

Spectral imaging, on the other hand, often involves creating a map of an object based on the spatial 
distribution of x rays of one or more particular energies. This is usually not done in transmission by the 
formation of a kind of mono-energetic radiograph, but rather by examining the emission of x rays excited 
from an area of a material selectively bombarded with some form of ionizing radiation. Furthermore, 
parallel imaging is not used as in the case for radiography. Instead the ionizing radiation is focused to a 
point on the object surface and then scanned over that surface in the form of a two-dimensional raster 
analogous to the electron beam scan on a cathode ray tube (CRT) display such as a conventional televi-
sion tube. The image is formed in a serial or sequential mode, but if the scanning is fast enough and the 
persistence of the CRT phosphor long enough, it will look like an image formed in parallel. The focused 
(or highly collimated) ionizing beam used to cause x-ray emission can consist of electrons, ions, or x rays. 
In addition to the mode of scanning the beam over the surface of the sample, the beam can also be sta-
tionary and the sample physically scanned under a static beam. Either mode of operation forms the basis 
for a variety of analytical microscopy techniques including scanning electron microscopy (SEM), the 
analytical electron microscopy (AEM), proton induced x-ray emission (PIXIE), x-ray microfluorescence 
(XRF), and focused ion beam microscopy (FIB). 

62.1

62
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62.2  X-RAY AND NEUTRON OPTICS

As an example, the basic operation of an SEM, the most popular embodiment of this approach, 
is shown in Fig. 1. A focused beam of electrons is scanned over the surface of a specimen causing 
the emission of secondary electrons at each point it strikes. The emitted secondary electron signal is 
detected and its intensity used to modulate the brightness of a synchronously scanning CRT or other 
display controlled by the same scan generator. The magnification of the image is simply the ratio 
of the distance scanned on the display to that scanned on the sample. It is simply varied by chang-
ing the scan area on the sample. Variations in the intensity of the secondary electrons emitted from 
each point forms the basis of the observed image contrast. This point-to-point variation signal can 
be due to differences in the secondary electron yield arising from differences in surface topography 
or the material properties of the sample. SEMs typically operate in the magnification range from 
about 20× up over 1,000,000× with their ultimate resolution determined by how finally the electron 
beam can be focused, the volume from which the detected secondary electrons originate, and signal 
to noise ratio associated with the small electron beam currents used. Figure 1 also shows the use of 
x-ray detectors used to create images based on the point-to-point variation of the x-ray emission of 
a single energy.

Before discussing x-ray imaging it is first useful to review how x-ray analysis is done from a single 
point, as for example, one based on a detail observed in an SEM image. Currently the most common 
spectrometers/detectors used are the energy dispersive detector (EDS) and the wavelength dispersive 
(WDS) detector. A detailed description of the operation of an EDS detector can be found in Ref. 2 
and an introduction is given in Chap. 60. The basic concept is that the x-ray energy of each photon 
detected is used to create electron-hole pairs in a solid state device. The number of electron-hole pairs 
produced is proportional to the energy of the x-ray photon detected. The initial electron pulse is converted 
into a voltage pulse whose size remains proportional to the x-ray energy. The pulses are then sorted 
by voltage and displayed as a histogram of pulse intensity versus voltage. The use of reference samples 
makes it easy to adjust the gain such that the x scale is calibrated to give energy rather than voltage. 

Secondary and/or backscattered e–

8 91 2 3 4 5 6 7

Backscattered e–

Cathodoluminescence

Video 
amplifiers

Display and 
recording CRTs
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X ray
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Absorbed e–

Transmitted e–

FIGURE 1 Basic SEM operation. An electron beam is scanned over the surface of sample 
covering the surface plane. Points 1 to 9 shown here are just in one dimension. The scan generator 
also controls the scan on a CRT display. The brightness of the CRT is determined by the intensity 
of a selected signal which as shown here could be the secondary electron signal detected with an 
Everhart-Thornley detector (ET) or various other detectors including EDS and WDS x-ray detectors.
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X-RAY SPECTRAL DETECTION AND IMAGING  62.3

Figure 2 gives a typical x-ray spectrum, in this case of a high temperature superconductor, YBCO. 
Peaks can usually be identified easily as a result of Moseley’s law, which relates the energy of a given 
spectral series to that of the atomic number of the element from which it originates. The character-
istic lines observed are the result of the primary electron beam ejecting core shell electrons and the 
subsequent emission of x-ray photons with an energy equal to the difference between that of the core 
shell from which the electron was ejected and that of the shell from which the electron drops down to 
fill the vacancy (see Chap. 29). The range of x-ray energies used in SEM-EDS analysis is typically from 
about 100 eV up to about 20 KeV, which covers all elements from Be on up in atomic number. The 
lines used are either K, L, or M lines depending on whether the core shell electron was ejected from 
the first, second, or third energy level as defined by the principal quantum number of that level being 
1, 2, or 3. To ensure an adequate signal intensity the electron beam energy used is typically 2 or 3 times 
the excitation energy of the core shell electrons associated with a particular element and shell. Since 
SEMs usually operate at 30 keV or less the lines used in an analysis are generally the K lines for the 
first third of the periodic table, the L lines for the middle third, and the M lines for the highest atomic 
number elements. Exceptions occur in cases of serious peak overlaps in the observed spectra. 

EDS detectors have been used with SEMs since the late 1960s and since that time performance has 
improved significantly. In particular the energy resolution as measured at Mn Ka has improved from 
about 500 eV to better than 130 eV. The development of thin windows capable of withstanding an atmo-
sphere difference in pressure between the detector and the specimen environment combined with very 
low noise electronics has made Be Ka (0.109 keV) analysis possible. Very sophisticated user interfaces 
have been developed to provide for the rapid identification of peaks, background removal (mostly from 
the x-ray continuum), peak area determination (needed for quantitative analysis), and a range of data 
display options including x-ray mapping. The past few years have seen another major advance that will 
revolutionize EDS analysis. It is the development of silicon drift detectors that will eventually replace 
lithium drifted detectors of the type that has dominated the field for well over 30 years. These detectors3

have all of the features mentioned above, but can increase throughput by 10 to 100 times resulting in 
count rate capabilities as high as a million counts per second when those signal levels are available. Until 
recently it was nearly impossible to get count rates greater than about 5000 counts per second without 
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FIGURE 2 EDS spectrum of high temperature superconductor.

Bass_v5ch62_p001-006.indd 62.3 9/11/09 12:06:13 PM

DO
 N

OT
 D

UP
LI

CA
TE



62.4  X-RAY AND NEUTRON OPTICS

paying a serious penalty in detector resolution. This was a serious limitation in x-ray mapping for two 
reasons in particular. First, when doing a point-by-point map the dwell time per pixel may be minimal 
(on the order of microseconds) depending on the scan rate used and the number of pixels used. Thus 
the number of counts obtained even from an element present at a high concentration level could be so 
small that counting statistics would make it very difficult to determine that the signal is above the back-
ground level. Second, in EDS the count rate of importance is the total count rate entering the detector. 
If a minor constituent is to be mapped then its proportion of the total count rate may be so low that it 
will be totally obscured by the high count rate of the major peaks. The only way to overcome the above 
difficulties is to take very long scans, but that may lead to problems arising from instrument drift and/or 
sample contamination. An example of how these difficulties can be overcome with the use of the new 
silicon drift technology is shown in Fig. 3 where x-ray maps were obtained in 12 s. 

In an SEM, characteristic x-ray photon production is a very inefficient process compared to the 
generation of secondary electrons where the yield and collection of secondary electrons can even be 
greater than one per incident electron. In fact, the number of x-ray photons collected can be less than 
one per billion incident electrons. The number of incident electrons is closely related to the electron 
probe size on the sample and thus for example a 100 nm probe that could contain 1010 electrons 
striking the sample per second may yield only a relatively small number of measured x rays of a given 
elemental line even from a pure element sample. At 1.0 nm, which is about the smallest size of probes 
now in use, the yield is considerably less. The spatial resolution of x-ray maps collected in this way is 
ultimately determined by the x-ray excitation volume, which depends strongly on the electron beam 
energy, the sample composition, and the spectral line selected. Figure 4 shows a Monte Carlo simula-
tion of electron scattering in copper for different beam energies.3 It clearly shows that the volume of 
electron scattering can be considerably larger than the electron beam size. Although electron energies 
are tracked until they are essentially zero, as long as the energy exceeds the ionization energy for a given 
spectral line, x rays will be produced. In this example that volume will be larger for the lower excita-
tion energy Cu La line than for the Cu Ka line. While reducing the beam energy may help it must be 
pointed out that the intensity of the emitted line is a strong function of the ratio of the beam energy to 

FIGURE 3 A 12-s x-ray spectrum image (128 × 96 pixels; 1 ms) obtained with a silicon 
drift detector. (See also color insert.) (Courtesy of Dale Newbury NIST.)
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X-RAY SPECTRAL DETECTION AND IMAGING  62.5

the excitation energy, so the resolution approaches its best value as the generated x-ray intensity goes 
to zero. Traditionally x-ray microanalysis has had a resolution limit of about 1.0 μm for the reasons 
cited when thick samples are studied. A combination of careful line selection and beam energy can 
drop this value to about 100 nm at best. To do better, thin samples must be prepared to limit electron 
scattering and higher beam energies used. This is the approach of the analytical transmission electron 
microscope where the limit of spatial resolution for chemical analysis can be around 10 nm. 

If larger areas are to be examined and very high spatial resolution is not required, x-ray mapping by 
x-ray fluorescence can be very effective. It also provides better detection limits since x-ray excited x-ray 
spectra have much less background due to less of the continuum in the spectrum (the continuum back-
ground arises only from scattering of the primary x-ray source since x rays do not generate continuum 
spectra from the sample). Figure 5 is an example of an x-ray map generated using x-ray excitation and 
a scanning specimen stage. While the spatial resolution of this type of image can be extended down to 
about 15 μm, it is expected that, as more advanced synchrotrons are implemented, x-ray probes based 
on collimated beams could be 50 nm or less. Focused high energy ion beams, particularly protons, can 
also be used to create x-ray maps, but once again the yield can be low and the resolution will not be 
much better than 1000 nm. Medium energy focused ion beams, such as the 30 keV used in an FIB, can 
be focused to less than 10 nm; however, the x-ray generation cross-sections are low, as are the beam 
currents, so that no measurable x rays are observed.

As stated previously, most x-ray spectroscopic imaging involves point-by-point (serial) data col-
lection, by either scanning the probing beam or the specimen stage. There has also been some recent 
work with controlled-drift detectors to create two-dimensional x-ray detectors that provide spectral 
information from an array of points without scanning. For example, Castoldi et al. use polycapillary 
optics (see Chap. 53) to excite an array of points on a specimen and then another capillary optic to 
image the excited x rays on the surface of a two-dimentional detector with a 36 mm2 detector con-
taining 180 by 180 μm pixels.4 In this manner they were able to image the Cu Ka line on a fine pitch 
printed circuit board used as a sample. While this resolution is considerably less than that of the scan-
ning methods used in the SEM, the method may still be useful for dynamic studies of samples where 
the sampling time may be very short since the parallel detection process can be quite fast. Another 
approach to parallel detection has been used in conjunction with CdZnTe and CdTe detectors based 
on pixelated CMOS signal processing in which both the numbers of x-ray photons and their average 
energy can be determined. This work has been recently described by Kruger et al.,5 but the spatial 
resolution is also limited due to the pixel sizes currently possible. 
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FIGURE 4 Monte Carlo simulations of electron trajectories in copper at various beam energies. Note the significant increase 
in the scattering volume with Increasing energy. (See also color insert.)
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63.3

63

63.1 NEUTRON PHYSICS

The neutron is a subatomic particle with zero charge, a mass of m = 1.00897 atomic mass units, a spin 
of 1/2, and a magnetic moment of mn = −1.9132 nuclear magnetons. These four basic properties make 
thermal and cold neutrons not only such a rich and useful scientific tool for the investigation of con-
densed matter, but also a basis for observing many beautiful optical phenomena with remarkable prop-
erties,1 as well as for constructing numerous optical devices.2 “Thermal” neutrons are those in thermal 
equilibrium with their surroundings near room temperature. When a beam of energy, E, given by

E
m

= 2 2 2

2

π
λ
�

 (1)

is selected from a thermal distribution, the de Broglie wavelength, l, is comparable to interatomic 
distances in condensed matter, where h = 2π� is Planck’s constant. Consequently neutron diffraction
in condensed matter is analogous to x-ray diffraction. However, a typical thermal neutron has an 
energy of 0.025 eV or 4 × 10–21 J, much lower than electromagnetic radiation of comparable wave-
length. Consequently, the mass and energy are such that the frequency of the radiation is compara-
ble with the vibrational frequencies found in materials, which makes the measurement of the inelastic 
scattering a useful probe of these vibrations. Hence, neutrons are ideally suited for the study of the atomic 
structure and dynamics in condensed matter. The magnetic moment of the neutron interacts with 
those of unpaired electrons in magnetic materials, giving rise to magnetic diffraction and inelastic 
scattering. Again, the wavelength and energy of thermal neutrons are ideal for the study of the mag-
netic structure and dynamics of spin systems. As a result of zero charge, the neutron has only a 
short-ranged interaction with the nucleus. This means that the amplitude of the interaction is small, 
so that neutrons penetrate into the bulk of most materials. Moreover, the interaction probability of 
neutrons varies irregularly with the nuclear isotope, unlike x rays whose amplitudes increase mono-
tonically with the atomic number. Finally, the neutron spin of 1/2 enables a neutron beam to exist in 
one of two polarized states. When the neutron scatters from a nucleus of nonzero spin, the strength 
of the interaction depends on the relative orientation of the neutron and the nuclear spin.

The propagation of neutron de Broglie waves in a potential field is analogous to the propaga-
tion of light waves in a medium with a continuously variable refractive index. The potential can be 
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63.4  X-RAY AND NEUTRON OPTICS

gravitational, magnetic, or nuclear. For example, slow neutrons follow a parabolic path under the 
effect of gravity as in classical mechanics. Neutrons in a constant magnetic field experience a torque 
and undergo precession. In a nonuniform magnetic field they experience a force that depends on the 
relative orientation of the spin and field vectors. Thus, a nonuniform magnetic field is a birefringent 
medium for an unpolarized neutron beam, with results analogous to the Stern-Gerlach experiment. 
Neutrons can be focused by refraction in an inhomogeneous magnetic field provided by a magnetic 
hexapole. Neutron waves in bulk nonmagnetic materials interact with the atomic nuclei. Generally, 
the interaction gives rise to an isotropic spherical wave that reradiates the neutron beam incident 
on the nucleus. The potential of the neutron-nucleus interaction has an imaginary part that repre-
sents neutron absorption. A scattering length, b, that depends on a point-like interaction potential, 
describes the scattering of a beam of neutrons. Generally, b is positive (but not always) and varies with 
different isotopes, and even with the same isotope, depending on the relative spin orientations of the 
neutron and isotope.

The similarity of the mathematical descriptions for neutron wave and light propagation gives rise 
to phenomena that are analogous to those of classical optics. In fact, virtually all the well-known clas-
sical optical phenomena that are characteristic of light and x rays have also been demonstrated with 
neutrons. In geometric optics, there are not only the refraction and reflection of neutrons by materials, 
but also special properties in magnetic media. In wave optics, there is Bragg diffraction from crystalline 
materials, and so on, as for x rays, but there are also other phenomena completely analogous to classical 
optics. Various neutron optics experiments have demonstrated quantum-mechanical phenomena on 
a macroscopic scale. For example, the perfect crystal neutron interferometer can measure the relative 
phase between two plane wave states, with the large separation of the beams enabling easy access for 
material phase-shifting devices and magnetic fields. These provide both quantitative verification of var-
ious fundamental quantum-mechanical principles applied to neutrons and accurate measurements of 
neutron scattering lengths. Finally, neutron optical devices have been developed to transport, collimate, 
focus, monochromate, filter, polarize, or otherwise manipulate neutron beams for applications in both 
basic and applied research, such as the study of the microscopic structure and dynamics of materials.

The optical phenomena arise from coherent elastic scattering of neutrons in condensed matter.3–5

The neutron wave function, y (r), can be described by a one-body stationary Schrödinger equation, 
upon which all neutron optics is based, viz.,

[ ( ) ( )] ( ) ( )− ∇ + =�2 2/ m V Er r rψ ψ   (2)

in which E is the incident neutron energy. The optical potential V(r) represents the effective interac-
tion of the neutron with the medium. The scattering of a neutron by a single bound nucleus is based 
on the Born approximation and uses the Fermi pseudopotential,V m b( ) ( ) ( ),r r= 2 2π δ� / where r is the 
neutron position relative to the nucleus, to represent the effective interaction between the neutron 
and the nucleus. The wave function y (r) provides a description of coherent elastic scattering and 
all neutron optical phenomena. There are other scattering processes (incoherent elastic scattering 
and inelastic scattering) collectively referred to as diffuse scattering. In addition, the incident neutron 
might be absorbed by the nucleus. Both of these cause attenuation of the coherent wave, y (r), in the 
medium, so that the potential V(r) and the bound scattering length, b, are in general complex.

The interactions of neutrons in bulk nonmagnetic matter are with atomic nuclei, and for neutrons 
traveling in a bulk medium the potential V(r) may be replaced by a summation of pseudopotentials 
centered at each nucleus labeled i, given by 

V m b
i

i i( ) ( ) ( – )r r r= ∑ 2 2π δ� /  (3)

This aggregate potential results in a coherent scattered wave that is the sum of the incident plane wave 
and the superposition of the spherical waves emanating from each nucleus. For a homogeneous system 
(gas, liquid, or amorphous solid) the optical potential has a constant value V m b0

22=( ) ,π ρ� / where r is 
the atom density and b is the average bound coherent scattering length per atom.

The Schrödinger equation is a macroscopic equation that describes coherent elastic scattering and 
all neutron optical phenomena in terms of the interaction of the neutron wave with a potential barrier. 
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The general solution in a medium of constant potential, V0, can be expressed as a superposition of plane 
waves where the magnitudes of the wave vectors can be determined by the incident neutron energy,

E
m m

V= = ′ +( ) ( )� �k k2 2

02 2
 (4)

where k and k′ are the incident and secondary wave vectors. Note that the neutron momentum 
p k= � , and the magnitude of | | ,k = 2π λ/  where l is the neutron wavelength. For elastic scattering, 
the two equations, |k | = |k′ | (conservation of energy) and k = k′ + q (conservation of momentum) 
combine, where q is the scattering vector whose magnitude is given by

| | ( )sin( )q = 4 2π λ ϕ/ /  (5)

where j is the scattering angle, that is, the angle between k and k′, and �q is the momentum transferred 
from the neutron to the scattering system. The directions of the various wave vectors and their corre-
sponding amplitudes are determined by requiring y (r) and ∇ψ( )r  to be continuous at the boundary 
between media. Some neutron optical phenomena are well described by the kinematic theory of diffrac-
tion. In geometric optics, neutron trajectories obey the same laws of reflection and refraction as in clas-
sical optics, though true mirror reflection only occurs for ultracold neutrons. Other phenomena require 
the dynamical diffraction theory that takes into account the interchange between the transmitted and 
reflected waves. Goldberger and Seitz6 have shown from the theory of dispersion that, with respect to 
neutron optics, all materials behave like a continuous macroscopic medium with a refractive index. In 
general, the propagation of de Broglie neutron waves in a potential field V(r) is analogous to the propa-
gation of light waves in a medium with a continuously variable refractive index that is defined by 

n V E( ) [ ( ) ] /r r= −1 1 2/  (6)

In bulk media, V(r) is replaced by V0. Sears1 has given a more rigorous and comprehensive treat-
ment of dispersion theory.

63.2 SCATTERING LENGTHS AND CROSS SECTIONS

The study of the neutron optics within materials requires understanding of scattering lengths and 
cross sections. This is also necessary for neutron scattering measurements in the study of the struc-
ture and dynamics of condensed matter. The scattering of a neutron by a single bound nucleus is 
described within the Born approximation by the Fermi pseudopotential because V0 /E << 1. The scat-
tering length is a measure of the strength of the interaction of the neutron with the nucleus, and 
the intensity of neutron scattering depends on the cross section of the sample. Fortunately, for most 
nuclei this involves only s wave scattering, and consequently the scattering lengths and cross sec-
tions for thermal neutrons are independent of the neutron wave vector k (or wavelength l = 2π/|k|), 
whereas the absorption cross sections sa are inversely proportional to k (or inversely with velocity n), 
and therefore increase linearly with l. For most nuclides, V(r) is a strongly attractive potential and, 
therefore, the scattering length is positive. Indeed, there are only a few nuclides, such 1H, 7Li, 48Ti, and 
55Mn, plus a few others, that have negative scattering lengths.

The general theory of neutron scattering lengths and cross sections has been summarized by 
Sears,7,8 and a compilation of recommended values is given in atomic data and nuclear data tables.9

The bound scattering length b of a nucleus is in general complex, given by

b b ib= ′ − ′′  (7)
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63.6  X-RAY AND NEUTRON OPTICS

The scattering cross section is given by ss = 4p 〈|b |2〉, where the brackets denote a statistical average 
over neutron and nuclear spin states, and is divided into coherent and incoherent contributions. The 
coherent scattering depends on the spatial correlations between scattering nuclei and gives rise to 
variations in scattered intensity as a function of the scattering vector. This, therefore, gives informa-
tion regarding the atomic structure of the sample under study. The coherent scattering is responsible 
for the neutron optical effects that include reflection, refraction, diffraction, and interference. The 
incoherent scattering on the other hand is independent of the scattering vector and arises from the 
variance of the scattering lengths at each nuclear site. It depends only on the constituent nuclei and 
the density of the scattering material. In neutron diffraction measurements, including reflectom-
etry and small-angle scattering, it is the incoherent scattering that gives rise to a featureless back-
ground, and its subtraction is important for data analysis, while the coherent scattering gives rise to 
the interference pattern.

The absorption depends on the imaginary part of the scattering length, and the absorption cross 
section is given by s a = (4p /k)b″. In practice, the imaginary part of the scattering length is of the same 
order of magnitude as the real part only when the absorption is large (s a ≈ 104s s). Values of s a are 
tabulated for a neutron velocity of 2200 m s–1 (equivalent to an energy of 25.3 meV, a wave vector k ≈
3.49 Å–1, or a wavelength l ≈ 1.798Å). Nuclides, such as 3He, 6Li, and 10B shown in Table 1, with strong 
neutron absorption have an imaginary part to their scattering length, and are the principal converters 
from neutrons to charged particles that are found in the majority of neutron detectors (see Sec. 63.8). 
There are also a few nuclides like 113Cd or 157Gd that have low energy (n, g ) resonances, these are used 
for beam collimation and definition, and can also be used as foil detectors.

Furthermore, the absorption is usually large for only one spin state of the compound nucleus. For 
nuclides such as 113Cd, 155Gd, or 157Gd, the absorption is large only in the J = I + 1/2 state (neutron 
and nuclear spins are parallel), and b ″ − = 0. For nuclides such as 3He or 10B, the absorption is large only 
in the J = I – 1/2 state (neutron and nuclear spins are antiparallel), and b ″ + = 0. (This forms the basis 
of the nuclear-spin polarizing 3He filter; see Sec. 63.7). For a few nuclides such as 6Li, the absorption 
is large for both J = I ± 1/2 states. Finally, the dependence of the scattering length on the particular 
isotope means that there is a further incoherence for a given element depending on the abundance of 
the various constituent isotopes.

Consider only elastic scattering and take the potential given in Eq. (3). The differential scattering 
cross section may be written as the sum of two contributions

N
d
d

b i b bjj
jj

N

j

σ ϕ
Ω

( ) exp( ) ( )= 〈 〉 ⋅ + 〈 〉 − 〈 〉′
′

∑ 2 2 2q r
≠≠ ′
∑

j

N

 (8)

where the first term is the differential coherent scattering cross section, dependent on the distance 
rjj′ between nuclei labeled j and j ′, and summed over all nuclei N within the scattering system, 

TABLE 1 Scattering Lengths and Cross Sections for 3He, 6Li, and 10B

I(p )∗ e † (%) b+
‡ b–

‡ bc
‡ bi

‡ s c
§ s i

§ s s
§ s a

§¶

3He 1/2(+) 0.00014 4.30 10.07 5.74 –2.5  4.42 1.53 6.0 5333
    –5.93i –1.48i +2.57i
6Li 1(+) 7.5 0.67 4.67 2.00 –1.89  0.51 0.46 0.97 940
   –0.076i –0.63i –0.26i +0.26i
10B 3(+) 20.0 –4.2 5.2 –0.1 –4.7  0.14 3.0 3.1 3835
    –2.49i –1.07i +1.23i

∗I(p ) is the spin and parity of the nuclear ground state. 
†e is the natural isotopic abundance.
‡Values of scattering length b are in 10–13 cm or fm. 
§Values of cross sections s are in 10–24 cm2 or barns. 
¶sa is the absorption cross section at l = 1.798 Å.
Note: bc, bi, s c, s i and s s are defined later in the text, and b+ and b– refer to the scattering lengths of the nonzero spin isotopes 

aligned parallel and antiparallel to the incident neutron spin.
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NEUTRON OPTICS  63.7

where N is the number of nuclei or atoms, and the second term is the differential incoherent scat-
tering cross section. The coherent scattering length of a mixture of nuclei is the mean scattering 
length, whereas the incoherent scattering length is the standard deviation of the scattering lengths 
from that mean. Scattering amplitudes add for coherent scattering, whereas scattering intensities 
add for incoherent scattering. Incoherent scattering arises from two contributions: one from spin 
incoherence for those nuclei that have nonzero spin (there are different scattering lengths depend-
ing whether the neutron and nuclear spins are parallel or antiparallel), and the other from isotope 
incoherence. The latter arises because a given element may have different nuclides, each with its 
own scattering length. 

The neutron has a spin 1/2, and if the nucleus has a nonzero spin I, it may be aligned either parallel 
or antiparallel to the incident neutron spin s. This gives rise to spin incoherence, and the bound scat-
tering length is spin dependent with

b b
b

I I
c

i= +
⋅
+

2

1

s I

( )  (9)

where bc and bi are the bound coherent and incoherent scattering lengths. The coupling of these 
spins gives rise to two different scattering lengths b+ and b–, each with different statistical weights, 

w
I
I+ = +

+
1

2 1

and

w
I

I− =
+2 1

 (10)

The bound coherent scattering length for the nucleus with spin I is therefore 

 bc = 〈b〉 = w+b+ + w–b– (11)

and the bound incoherent scattering length is 

 bi = [〈b2〉 – 〈b〉2]1/2 = √(w+w–)(b+–b–) (12)

An important example is 1H for which the spin dependent scattering lengths are b+ ≈ 10.85 fm and 
b– ≈ –47.51 fm. The result is bc ≈ –3.74 fm and bi ≈ 25.27 fm. The spin incoherent scattering can 
be observed using polarized neutrons, either by aligning the nuclear spins within the sample or by 
polarization analysis. Unless otherwise stated, it is assumed that both the incident neutron beam 
and the nuclear spins are unpolarized. 

Each nuclide has a scattering length given by Eq. (9). The total scattering cross section s s is the 
sum of the coherent and incoherent scattering cross sections, s c and s i, with 

σ πc cb= 4 2| |

and

σ πi ib= 4 2| |  (13)

Bass_v5ch63_p001-038.indd 63.7 9/11/09 12:08:45 PM

DO
 N

OT
 D

UP
LI

CA
TE



63.8  X-RAY AND NEUTRON OPTICS

unless I = 0 in which case bi = 0 and s i = 0. The total scattering cross section is given by 

σ πs b= 〈 〉4 2| |  (14)

where the brackets 〈…〉 denote a statistical average over the neutron and nuclear spins. The absorp-
tion cross section is given by 

σ πa k b= 〈 ′′〉( )4 /  (15)

where k is the magnitude of the incident neutron wave vector. The absorption cross section is deter-
mined by the imaginary part of the coherent scattering length. It is only when neutron and nucleus 
are both polarized that the imaginary part of the incoherent scattering length contributes to s a.

Each element may be composed of different isotopes j of natural abundance ej (such that ε
j

j
=∑ 1),

each with its own coherent and incoherent scattering lengths, bcj and bij (except that bij = 0 for I = 0). 
The coherent scattering length for the element is given by

b bc j cj
j

= ∑ε  (16)

the total scattering cross section is 

σ ε σ π εs j sj
j

j cj
j

b= =∑ ∑4 2  (17)

the bound coherent scattering cross section is

σ π ε πc j cj
j

cb b= =∑4 4
2 2( ) | |  (18)

the bound incoherent scattering cross section is

σ σ σ π ε π ε πi s c j cj
j

j cj
j

ib b b= − = − =∑ ∑4 4 42 2 2( ) | |  (19)

and the absorption cross section is

σ ε σ π εa j aj
j

j cj
j

k b= = ′′∑ ∑( )4 /  (20)

The incoherent scattering, which is independent of scattering angle j is composed of contributions 
from the spin and isotope incoherence, where 

σ ε σ π ε π εi j ij
j

j ij
j

j j jb w w b( ) | | |spin = = =∑ ∑ + − +4 42
jj j

j

b− −∑ |2  (21)

and

σ π ε εi j j cj cj
j

b b( ) | |isotope = −′ ′∑4 2  (22)

The cross sections for a molecule are determined from tables9 of scattering lengths and cross sec-
tions that give values of bc, s i, and s a for each constituent element (where s i is the sum of the spin 
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NEUTRON OPTICS  63.9

and isotope contributions) as well as for each isotope. If fp is the fraction of atoms p within the mol-
ecule, the average coherent scattering length per atom is

〈 〉 =∑b f bp cp
p

 (23)

so that the coherent scattering cross section per atom is 

σ π πc p cp
p

b f b= 〈 〉 = ∑4 42 2( )  (24)

whereas the incoherent scattering cross section is the addition of the individual cross sections 
σ σi p ip

p

f= ∑ , so that the total scattering cross section per atom is 

σ σ σ π σs c i p cp
p

p ip
p

f b f= + = +∑ ∑4
2( )  (25)

The absorption cross section per atom is the sum of the individual cross sections

σ σa p ap
p

f=∑  (26)

For a molecule of molecular mass M and macroscopic mass density rM, the molecular number den-
sity is given by N = NArM/M, where NA is Avogadro’s number, ≈ 0.6023 1024 molecules/mol. The 
macroscopic cross sections therefore become

= = ∑∑ Ν Νσ πc p cp
p

f b4 2( )
coh

=∑ Νσ iinc

and

=∑ Νσaabs  (27)

where the units of the macroscopic cross section are cm–1, provided that the microscopic cross sec-
tion s is in units of 10–24 cm2 (or b), and the scattering length b is in 10–12 cm.

Scattering Length Density

While the coherent scattering length is an important quantity determined by the neutron-nucleon 
strong force interaction, it is the scattering length density of the composition that determines the 
refraction, reflection, and diffraction properties of the material. If there are s atoms per molecule, 
the scattering length density of the molecule is given by sN f b bp cp

p
=∑ ρ , where ρ ρ= =s sN MA MΝ /

is the atom number density, and b is the average scattering length per atom. The product rb is called 
the scattering length density of a material. The scattered intensity in small-angle scattering is pro-
portional to the square of the difference in the scattering length densities between two regions of 
different constituents. For example, this contrast (rAbA – rBbB) might be from inhomogeneities of 
molecule A (or pores for which rAbA = 0) in a background or solvent of molecules B.
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63.10  X-RAY AND NEUTRON OPTICS

An important example is the contrast used in small-angle scattering that can be obtained using deu-
terated solvents for matching the scattering length density to one part of a given system in order to high-
light another part. This is available on account of the greatly different scattering properties of hydrogen 
and deuterium. The values are given in Table 2. Consider light water, H2O, with d ≈ 1 g cm–3, and molecu-
lar mass 18. The number density of molecules N ≈ 0.03346 1024 cm–3. The coherent scattering lengths are 
bH ≈ –3.74 fm and bO ≈ 5.80 fm, so that the scattering length density is (2bH + bO)N = rb ≈ –5.60 × 10–7

Å–2. The average coherent scattering length is 〈b〉 = (2/3bH + 1/3 bO) ≈ –0.56 fm. The coherent scattering 
cross section for H2O is s c = 3 × 4p 〈b〉2 ≈ 0.118 b per molecule, and Σcoh ≈ 0.0039 cm–1. This should be 
compared with the much larger incoherent scattering cross section of light water, 160.52 b/molecule 
(principally due to the spin incoherence of H, but also the isotope incoherence from the 0.015% of D), 
and Σinc ≈ 5.37 cm–1.

Similarly, consider heavy water, D2O, which has the number density of molecules N ≈ 0.03329 
1024 cm–3. The coherent scattering lengths are bD ≈ 6.67 fm and bO ≈ 5.80 fm, so that the scattering 
length density is (2bD + bO)N = rb ≈ 6.37 × 10–6 Å–2. The average coherent scattering length is 〈b〉 =
(2/3bD + 1/3 bO) ≈ 6.38 fm. The average coherent scattering cross section for D2O is s c = 3 × 4p 〈b〉2 ≈
15.35 b/molecule, and Σcoh ≈ 0.511 cm–1. This compares with the incoherent scattering cross section 
of heavy water, 4.10 b/molecule, and Σinc ≈ 0.137 cm–1.

The scattering length density may be varied over a wide range using a mixture of deuterated and pro-
tonated solvents, and in particular light and heavy water. If x is the volume fraction of heavy water in the 
mixture, the scattering length density is given by ( )( ) ( ) ( . . ) .1 6 96 0 56 10 6 1− + = − × − −x b x b xρ ρH O D O2 2

Å
As the deuterated fraction increases, the scattering length density increases linearly, and at 8 percent 
deuteration the coherent scattering is at a minimum, after which it increases quadratically. On the 
other hand both the incoherent and the absorption cross sections decrease steadily upon increasing 
deuteration. The matching of the scattering length density (effectively, the index of refraction) of a 
material with the liquid in which it is immersed gives rise to a sharp minimum in the diffuse scat-
tering.10 This technique allows the measurement of the refractive index of a wide range of materials 
by matching the value of the neutron scattering density, rb, of the material with a mixture of H2O
and D2O, which can cover a wide range as shown in Fig. 1. This is analogous to the Christiansen 
filter in classical optics. The refractive index matching has become an important method for deter-
mining the macromolecular structure of biological and polymeric systems using neutron scattering 
by varying the contrast between different parts of the structure and the supporting medium. This 
is now the standard method for small-angle neutron scattering from biological macromolecules.11

This technique of refractive index matching is also available for nuclear and magnetic components 
of the refractive index by matching one of the two spin states to the nonmagnetic material in order 
to highlight the other. 

TABLE 2 Neutron Scattering Lengths and Cross Sections for Hydrogen, Oxygen, and Water

A∗ I(p )† e ∗ bc
‡ bi

‡ s c
§ s i

§ s s
§ s a

§¶

H    –3.7391  1.7568 80.26 82.02 0.3326
 1 1/2(+) 99.985 –3.741 25.274 1.7583 80.27 82.03 0.3326
 2 1(+) 0.015 6.671 4.04 5.592 2.05 7.64 0.00052
         
O    5.803  0.4232 0.0 4.232 0.00019
 16 0(+) 99.762 5.803 0 0.4232 0 4.232 0.0001
 17 5/2(+) 0.038 5.78 0.18 0.420 0.004 4.20 0.236
         
H2O    –0.56  0.118 56.05 56.17 0.222
D2O    6.38  5.11 0.02 5.13 0.0004

∗A is the mass number and e is the natural isotopic abundance in per cent. 
†I(p ) is the spin and parity of the nuclear ground state. 
‡Values of scattering length b are in 10–13 cm or fm. 
§Values of cross sections s are in 10–24 cm2 or barns.
¶s a is the absorption cross section at l = 1.798 Å. 
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NEUTRON OPTICS  63.11

In the case of a mixture of light and heavy water the various scattering properties depend 
on the fraction x of deuteration. There is H/D exchange between molecules so that there are 
fractions (1–x2), 2x(1–x), and x2 of H2O, HDO and D2O, respectively. The scattering length density 
is given by N x b xb[( ) ].1− +H O D O2 2

The coherent scattering cross section per molecule is given by 

σ πcoh D O H O2 2
= × 〈 〉 + − 〈 〉4 3 1 2[ ( ) ] .x b x bc c

The true incoherent scattering is given by f b x b xbp p
p

_ _ _( )inc H O inc D O inc2 2

2 2 21= − +∑ . None of these 

quantities are changed by the H/D exchange. However, the compositional scattering is given by 

f b b b x x b bp p cp cp c c
pp

′ ′′
∑ − = − −( ) ( )( ) /2 21 2H O D O2 2

. This is smaller by 50 percent of that if there were no 

H/D exchange. 

Neutron Attenuation

The Lambert-Beer law of attenuation T = −exp( )μ�  relating the transmission of radiation through 
matter also applies to the attenuation of a neutron beam in a given medium of length �. (This equa-
tion is exact for absorption and approximate for scattered neutrons, but converges to the exact value 
as the detector is moved further downstream from the sample.) The attenuation coefficient m is usu-
ally written using the macroscopic cross section Σ = rs T , where s T = sa + s s is the total cross section. 
The total transmission through an object that is composed of isotopes i, each with a number density 
ri, thickness ti, and total cross section s Ti, is given by T ti Ti i

i
= −∑exp[ ( )].ρ σ  Because the cross sec-

tions vary irregularly between elements in the periodic table, neutron radiography can give good 
contrast between neighboring elements, unlike x-ray radiography. Certain heavy elements also have 
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FIGURE 1 The scattering density of water as a function 
of the fraction x that is deuterated. The scattering lengths of H 
and D are very different (–0.37 × 10–12 cm and 0.66 × 10–12 cm). 
The scattering densities of all biological molecules lie between 
the limits of pure H2O (–0.56 × 10–12 cm–2) and pure D2O (6.3 × 
10–12 cm–2) and can therefore be matched by some fraction of 
deuterated water.
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63.12  X-RAY AND NEUTRON OPTICS

large resonances. Moreover, neutrons have an increased sensitivity relative to x rays for light ele-
ments, such as hydrogen, carbon, nitrogen, and oxygen. In particular, the anomalously large scat-
tering cross section for hydrogen makes neutron radiography important for the location of hydrog-
enous regions within materials, and complementary to x-ray radiography for a number of applica-
tions. The technique has been important in studying low temperature hydrogen fuel cells.

 Neutron radiography12 is used in both industrial and fundamental research for nondestructive 
testing, with tomographic and image reconstruction methods. The spatial resolution of a neutron 
image is defined as the minimum spatial separation required for resolving two point-like objects that 
have been blurred by the imaging system. The spatial resolution of the image due to the geometry of 
the neutron beam arrangement is determined by the aperture diameter D and the aperture-detector 
separation distance L. A value of L/D ≈ 600 is nearly optimal when using a standard radiography camera 
(resolution ≈ 250 μm). Increasing L/D reduces the neutron intensity and requires longer acquisition 
times. For higher resolution neutron radiography detectors (resolution ≈ 25 μm) much higher values 
of L/D (≥1200) are necessary.

63.3 NEUTRON SOURCES

There are several types of sources of thermal neutron beams that have adequate fluxes for useful 
measurements.13,14 (Though note that the resulting neutron beams are characterized by relatively 
low neutron current densities compared to beams on x-ray synchrotron sources.) In each case these 
sources produce fast neutrons that must be slowed down or moderated to thermal energies with 
velocities useful for neutron spectroscopy. The moderator of area ≈100 cm2 becomes the effective 
source that produces a neutron density with a quasi-Maxwellian-Boltzmann velocity distribution 
approximately in thermal equilibrium with the moderator. The performance of a neutron source is 
usually characterized by its brilliance defined by d4Φ/dΩ dl dA dt in units of neutrons ster–1 Å–1 cm–2 s–1.
A fully moderated thermal neutron source produces beams having a Maxwell-Boltzmann velocity 
distribution, such that the neutron beam has a wavelength spectrum that varies with the neutron 
wavelength as

I T( ) exp[ ( ) ]λ λ λ λ∝ −−5 2/  (28)

where lT is the wavelength of a neutron with an energy kBT

λT Bh mk T= −( ) /2 1 2  (29)

and where kB is the Boltzmann constant and T is the temperature of the moderator. Fig. 2 shows the 
fully moderated wavelength spectrum for T = 293.6 K. 

Thermal nuclear reactors produce neutrons using the fission reaction, and are generally steady-
state sources, though there are also pulsed reactors. Each fission event releases a huge amount of 
energy (200 MeV) in the form of kinetic energy of the fission fragments, gamma, rays, and several 
fast neutrons. The fission fragments are the major source of heating within the reactor core, and 
the heat removal is the limitation to the accessible power at research reactors and therefore to 
the available neutron beam currents. Furthermore, the gammas and fast neutrons require careful 
shielding, and to produce a useful thermal neutron beam, the fast neutrons must be moderated 
by over five orders of magnitude from around 2 MeV to ≈ 25 meV by some hydrogenous material 
(usually light or heavy water).

Pulsed sources generally require a particle accelerator (though they may operate in a quasi-
continuous mode). An electron linac produces bremsstrahlung photons when the electrons are 
stopped in a heavy metal target, and these excite resonance interactions to produce evaporation neu-
trons. (This can also be achieved from the (g , n) reaction in light nuclei such D or Be.) Alternatively, 
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NEUTRON OPTICS  63.13

beams of high energy (≈ 100 MeV) H– ions produced in a linear accelerator are stripped of their elec-
trons as they are injected into the proton synchrotron ring. After further acceleration to much higher 
energies (≈ 800 MeV) they smash into the heavy metal target to produce many spallation products 
including high-energy neutrons. As before, these neutrons must be moderated to thermal energies by 
some hydrogenous material to provide neutron beams suitable for experimental work.

Whatever source is used, an important consideration is the background and the acceptable 
signal-to-noise for any neutron measurement on account of high energy gamma rays and fast 
neutrons (E > 1 keV) produced by the source. While thermal neutrons can be stopped by materials 
with a high absorption cross section (such as cadmium, gadolinium, boron, and lithium), the 
shielding from fast neutrons requires that they first be slowed down to thermal energies before 
the capture cross section in one of those materials becomes appreciable. A suitable combination 
of various materials is required; heavy metals such as iron can enable neutron inelastic collisions, 
hydrogenous materials such as concrete can moderate the neutron spectrum, and finally absorbing 
material such as boron can capture the moderated neutrons. Heavy concrete having all three items 
is often used, but detailed analysis of the shielding15 requires careful computer simulations for 
optimum results. 

While shielding from the direct gammas from the source (either the reactor core or the spallation 
target) is often provided by a combination of lead, steel, and concrete, the experimental arrange-
ment must take into account the capture gammas resulting from thermal neutrons absorbed in 
materials to produce both prompt and long-term activation. Both cadmium and gadolinium emit 
high-energy gammas upon neutron capture, and so must be used judiciously. Boron also produces a 
0.478 MeV gamma, so that lithium is the preferred shielding material in the measurement area. On the 
other hand gadolinium makes excellent beam definition as a knife-edge aperture, provided other 
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FIGURE 2 The normalized neutron flux distri-
bution of a completely moderated Maxwellian spectrum, 
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4 5 2 2
T T/ / , corresponding to a tem-

perature T of 293.6 K, or lT = 1.798 Å, or energy 25.3 MeV, or 
velocity 2200 m s–1. The mean wavelength is √(p /2) lT = 2.25 
Å, and the most probable wavelength is √(2/5) lT = 1.137 Å 
(corresponding to an energy of 63.2 MeV). Note that there are 
always many unwanted fast and epithermal neutrons, whatever 
the source, that need to be removed from the beam.
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63.14  X-RAY AND NEUTRON OPTICS

material shields the capture gammas. Other aperture materials need to be thicker edged and can 
cause extra diffuse scatter. (Note that both boron and lithium, together with helium, are also neu-
tron detector materials on account of their high absorption cross sections.)

Neutrons produced in a reactor come into thermal equilibrium with the moderator, and have an 
energy spectrum with a Maxwellian distribution characteristic of the temperature of the moderator. 
(In the case of a pulsed source thermal equilibrium is only approximate because time-of-flight mea-
surements require a thin moderator to obtain adequate time resolution.) As indicated in Eq. (29), 
the lower the temperature of the moderator the lower the average neutron energy and the longer the 
available wavelengths. Consequently, it is best to have a cold moderator (often hydrogen or a mixture 
of hydrogen and deuterium) to produce large amounts of the long-wavelength neutrons for high-
resolution measurements. Indeed, the greater availability of cold neutrons has increased the number 
of beam lines and experiments that involve neutron optics.

Neutron beams produced at both sources must be transported from the moderator to the experi-
mental hall, either through beam tubes, or better, through neutron guides using total reflection. This 
allows both thermal and subthermal beams to be brought with little loss to a region of much lower 
source background. Straight guides look directly at the source, so that either curved guides or neutron 
filters must be used to remove these source gamma rays and fast neutrons from the beam. The various 
filters that are used are either Bragg cut-off filters (such as the liquid nitrogen–cooled polycrystalline 
beryllium filter), or single-crystal filters (such as the sapphire that can be used at room temperature, 
or magnesium fluoride or bismuth at cryogenic temperatures).

The determination of which source might be more appropriate is dependent on the particular 
measurement required.16 Though for some experiments the wide energy spectrum of the polychro-
matic beam after filtration is sometimes used, generally a monochromatic beam is used for neutron 
spectroscopy, whereas high-resolution powder diffraction is best performed using the entire spec-
trum on a pulsed source. However, the most appropriate beam to use depends on the particular 
measurement envisaged, though most neutron optics research has been performed on cold sources 
at reactors.

The steady state reactor source can use either a crystal monochromator or a velocity selector 
to determine the wavelength. The resolution of the measurement can be tailored to the particular 
problem by suitable choices of collimation and neutron wavelength, and is symmetric and approxi-
mately Gaussian. The monochromator crystal selects a narrow wavelength band typically in the 
range Δl/l ≈ 10–2 from the white beam according to Bragg’s law. The velocity selector is usually 
composed of helical channels formed by absorbing blades that rotate about an axis parallel to the 
neutron beam. The mean neutron velocity is determined by the rotation speed, and tilting the rota-
tion axis by a small angle enables a change in the coarse wavelength resolution Δl/l ≈ 0.1 to 0.2. 
Disc choppers composed of absorbing material with slits rotating in phase at high speed on an axis 
parallel to the beam and placed a distance apart can also monochromate the beam. The rotation 
speed and the slit widths determine the wavelength resolution, which may be increased by using 
counter-rotating choppers. Finally a Fermi chopper with narrow curved slits that rotates about an 
axis perpendicular to the beam can also monochromate the beam.

The pulsed source measurement requires special considerations because it is by necessity per-
formed in time-of-flight mode synchronized to the source frequency. The instrument collects the data 
by measuring the time interval t taken for the neutron pulse to travel a distance L from the moderator 
to its detection point. This allows a determination of the neutron energy or wavelength by

λ = ( )( )h m t L/ /  (30)

Since the relative uncertainty in the length of the flight path is small, the time uncertainty Δt/t
dominates the resolution of the pulsed source instrument. Hence the resolution of the measurement 
depends on the pulse width Δt produced at the thin (≈ 50 mm) moderator, and is asymmetric and 
wavelength dependent. Consequently, the neutron moderation time must be kept to a minimum, while 
maximizing the beam intensities at long wavelengths emanating from the moderator. Heterogeneous 
poisoning through a layer of neutron absorbing material within the moderator keeps the moderation 
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NEUTRON OPTICS  63.15

properties while reducing the pulse width at low energies. Cooling the moderator to low temperatures 
shifts the spectrum to long wavelengths while keeping the pulse width narrow. Finally, grooved or 
fluted moderators can enable greater beam currents by increasing the effective volume for modera-
tion and yet decreasing the effective width for pulse emission at long wavelengths.

63.4 NEUTRON OPTICAL DEVICES

Neutrons stream from the source to the sample through evacuated tubes that might include 
a number of optical devices. A simple example is the neutron guide that uses grazing incidence 
reflective optics to transport the neutron beam. Because neutron sources are very weak com-
pared with x-ray synchrotron sources, efforts are made to increase the neutron current density 
at the sample by various focusing methods. For example, the simple pinhole collimation used in 
small-angle scattering can be enhanced by multiple confocal pinhole collimations that converge 
at a point on the two-dimensional area detector. Though the overall current on the sample has 
increased, the resolution of the measurement is the same as for pinhole collimation. Focusing can 
be achieved using various optical devices. These elements use the optical characteristics of thermal 
and cold neutrons, such as diffractive optics (monochromators to select specific wavelengths), 
reflective optics using grazing incidence (guides transport the beam, mirrors deflect the beam, and 
various reflection devices can focus the beam), or refractive optics (prisms also refract the beam 
and concave lenses focus the beam). Many of these optical devices can also be adapted specifi-
cally for polarized neutrons. In addition, filters use neutron absorption to limit the range of trans-
mitted wavelengths. However, note that the results are limited by Liouville’s theorem that shows 
that the phase space density of neutrons cannot be increased using energy conserving methods; 
indeed, it can only decrease, by the use of imperfect devices that absorb, scatter, or reflect fractions 
of the neutron beam. Consequently, there are limitations on the ability to focus the neutron beam 
onto the sample, because any increase in neutron current density is attained at the expense of the 
beam divergence at the sample. If, however, increased beam divergence can be tolerated, even in 
one dimension, this can be useful. There are other modes of focusing available. Focusing of neu-
trons in momentum space becomes important for diffraction and scattering applications. There is 
also time focusing for improving the resolution for time-of-flight measurements13 on instruments 
when the source, sample, analyzer (if any), and detector have extended areas. In this case the ori-
entation of the various components is arranged so that neutrons with different velocities arrive 
simultaneously at the detector, having had the same momentum change, despite the broad range 
of velocities within the incident beam.

Neutron Collimation

Neutrons may be collimated by defining the beam path with pinhole or slit apertures in a mate-
rial of high absorption cross section, such as cadmium or gadolinium, that is essentially black to 
thermal neutrons. The aperture sizes and the distance between them define the beam direction and 
the divergence. The transmission may be calculated using phase space acceptance diagrams indi-
cating the position and angle in each of the two orthogonal transverse directions. The maximum 
angle transmitted relative to the beam centerline is given by the collimation angle. Often collimation 
is required in only one dimension (that of the scattering plane of the measurement). Soller colli-
mators, composed of a number of long thin blades of neutron absorbing material spaced equally 
apart, allow large transmission, but with narrow divergence in the one plane. These are often used 
to define the wavelength resolution of single-crystal monochromator instruments. Mini collima-
tors composed of thin single-crystal wafers coated with gadolinium are also used for the purpose. 
(Oscillating radial collimators with radial blades have also been used in conjunction with position-
sensitive detectors to reduce the background from the sample environment.) The transmission func-
tion of an ideal collimator is triangular in shape. The transmission may be increased by the use of 
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63.16  X-RAY AND NEUTRON OPTICS

highly polished reflecting surfaces, such that transmission is uniform in position and angle up to 
qc, the critical angle of the surface material, provided the device, now a guide, is sufficiently long. 
Furthermore, neutron benders have been constructed from stretched mylar blades, coated with copper 
and separated by spacers.

Neutron Guides

The principle of total external reflection from smooth surfaces at small grazing angles enables 
neutron guide tubes17 to be used as channels to transport high-intensity, thermal, or cold neutron 
beams over relatively long distances (≈ 100 m) with only small losses in intensity. They can sup-
ply beams for multiple instruments for neutron scattering experiments at locations of low back-
ground with significant improvement in signal-to-noise. Gamma rays and fast neutrons emitted 
from the source decrease with the square of the distance from the source, whereas the guide main-
tains the same beam current, neglecting reflectivity losses. These neutron guides are common at 
research reactors, particularly those with cold sources because their efficiency increases with wave-
length. Neutron guides are analogous to fiber optics or light pipes in ordinary optics. A neutron 
entering the guide tube with an angle of incidence at the wall that is less than the critical angle 
θ λ ρ λ λc cb= √ π =( ) // for its particular wavelength is transported along the hollow tube by multiple 
total reflections. 

The guides are usually made of highly polished boron-glass plates of rectangular cross section that 
are plated with nickel, which has the highest critical angle per unit wavelength, qc /l ≈ 17.3 mrad nm–1 or 
about 1° nm–1, of all elements. Nickel (b ≈ 10.3 fm) has a scattering length density rb ≈ 9.37 × 10–6 Å–2

with λ π ρc b=( / ) /1 2 ≈ 58 nm and is the reference to which other guides are compared. Isotopically 
pure 58Ni (b ≈ 14.4 fm) has a greater scattering length density of 1.31 × 10–5 Å–2 and lc ≈ 49 nm, and 
has a critical angle per unit wavelength, q c/l ≈ 20.4 mrad nm–1. The use of 58Ni therefore results in a 
40 percent increase in transmission. Further increases in transmission may be obtained by using glass 
coated with supermirror layers on top of nickel. The superposition of many diffraction peaks from 
alternating layers of thin films having a large contrast in scattering length density acts as a two-dimen-
sional crystal to extend the total reflection angle beyond that of nickel. The best contrast is obtained 
with nickel-titanium layers because Ti is one of the few elements that have a negative scattering length 
(b ≈ –3.44 fm). The contrast is given by ρ ρ ρb b bNi Ti= −( ) ( ) ≈ (9.37 + 1.95) × 10–6 = 1.13 × 10–5 Å–2. The 
multilayer consists of a large number of thin layers with a range of d-spacings up to d b= √( )π ρ/4
such that there is a continuous diffraction using Bragg’s law θ λ= / 2d  at small angles. The result-
ing supermirror is characterized by the ratio of the effective critical scattering vector qc (= 4p  qc/l)
to that of natural nickel. Large area coatings with a ratio of 3.6 and with adequate reflectivity are 
routinely available for use in optical devices and higher values are under development.18 In practice, 
there is some loss in reflectivity beyond the nickel total reflection angle, and it drops off considerably 
at highest values of qc. This is caused by a number of factors: the roughness of the substrate surface, 
the interdiffusion between layers, and the stresses induced within the material. Sears19 has reviewed 
the theory of multilayer neutron monochromators, and Anderson20 has reviewed the development of 
supermirrors. 

Guides are composed of many sections that might typically be 750 mm long, with cross sec-
tions 200 mm high and 60 mm wide. Neglecting any reflection losses, the solid angle of the 
beam emerging from the exit of the guide is 4q c

2, providing that the guide entrance is uniformly 
illuminated in space and angle. The effective collimation achieved by these rectangular neutron 
guides corresponds to 2qc in each orthogonal direction, and therefore depends on wavelength. 
Straight guides have the maximum transmission (proportional to the square of the wavelength) 
and require filters to obtain good transmission characteristics without the unwanted radiation. 
However, many guides are curved to take the beam away from the direct streaming of fast neu-
trons and gammas, and have good transmission for slow neutrons above a characteristic wave-
length. Fast neutrons and gamma rays pass through the glass wall and are eliminated from the 
beam, so that guides can transport highly collimated beams of thermal neutrons, devoid of gammas 
and fast neutrons, to regions of low-background far from the source. If the guide sections are 
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NEUTRON OPTICS  63.17

placed along a polygonal approximation to a curved guide with a gentle curvature, the transmis-
sion is defined by a characteristic wavelength lc = (rb/p )–1/2 yc, where the characteristic angle 
of the curved guide yc = (2w/R)1/2, with w and R being the width and the radius of curvature of 
the guide. For wavelengths less than lc, transmission only occurs by garland reflections along 
the outer (concave) wall. Fig. 3 shows that at lc, the transmission is only 2/3 that for the straight 
guide. For wavelengths greater than lc, zig-zag trajectories are also allowed and the transmission 
increases asymptotically toward that of the straight guide. Consequently, the curved guide acts 
as a filter provided that the length of the guide is greater than √(8wR) to avoid the direct line-of-
sight with the source. 

Guides are also found on pulsed source instruments. They maintain the incident beam current 
density over long distances to enable more instruments to surround the source. However, the pulse 
frequency, f, limits the wavelength range to Δλ =( / )( / )h m fL1  available on an instrument when the 
detectors are at a distance L from the source, on account of the frame overlap of the slowest neutrons 
by the fastest neutrons from the subsequent pulse. Disc choppers and filters often provide the means 
to overcome this wavelength limitation on a beam line.

The current density of a neutron beam at the sample may be increased by the use of a converging 
guide. The gain of the converging guide depends on three factors: (1) the convergence of the guide, 
(2) the ratio of the critical angles on the converging and straight guides, and (3) the neutron wave-
length. The greatest gains are achieved when the critical angle of the converging guide is much greater 
than the divergence of the incoming beam defined by the critical angle of the straight guide. Even 
with supermirror coatings, intensity gains for the two-dimensional converging guide are limited to 
perhaps an order of magnitude on account of the increase in absolute angle that a neutron trajectory 
makes with the device axis upon successive reflections.21

More recently, the use of “ballistic” guides reduces losses from nonperfect reflection. Neutrons 
enter a guide that initially diverges and then converges to its exit. The central part of the guide has a 
coating of lower qc (and therefore higher reflectivity) than the entrance and exit of the guide. Neutron 
trajectories have a smaller number of reflections with higher reflectivity, resulting in a greater neutron 
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FIGURE 3 The transmission efficiency through a curved 
guide or neutron bender of length at least √(8wR) as a func-
tion of wavelength l, relative to the straight guide, assum-
ing that the reflectivity of the surfaces of guide coating is 
100 percent. For l < lc, T c= ( )( )2 3 2/ /λ λ , and for l > lc,
T c c= − − −( )( ) { [ ( ) ] }/2 3 1 12 2 3 2/ / /λ λ λ λ .
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63.18  X-RAY AND NEUTRON OPTICS

current density than the equivalent straight guide. The details of the transmission of these ballistic 
guides as a function of wavelength require computer simulation.22

Neutron Filters

The use of long wavelength neutrons at reactor and pulsed sources often requires a filter to remove 
epithermal neutrons (energies greater than ≈ 1 eV), and large perfect single crystals can produce 
a beam relatively free of fast neutron background. They are also used to reduce the higher-order 
reflections from crystal monochromators. A useful neutron filter material23 must have wavelength 
dependent cross sections such that the total cross section is low at thermal energies of interest, 
but large at epithermal and higher energies. The efficiency of the filter depends on the magni-
tude of the various cross sections. The absorption cross section is usually linearly dependent on 
the neutron wavelength and is always independent of temperature. The coherent Bragg scattering 
cross section depends on the neutron wavelength and the crystal temperature, orientation, and 
perfection, and can be reduced by suitable orientations and by using highly perfect crystals. The 
incoherent elastic scattering cross section is usually small and is independent of the wavelength. 
The inelastic or phonon scattering cross section also varies with wavelength and depends on the 
crystal temperature T. At low temperatures it varies as T7/2 and becomes linear with T at high tem-
peratures. At energies well below kΘD, where ΘD is the Debye temperature of the crystal, the single 
phonon cross section is also linear dependent on the wavelength. At higher energies (E > kΘD), 
the multiphonon cross section increases with energy and temperature, and rises to the free atom 
cross section at much higher energies.

Typical single-crystal filters include silicon, quartz (SiO2), sapphire (Al2O3), magnesium oxide, 
and magnesium fluoride (Table 3). These filters show a minimum in the total cross section around 
(0.2 to 0.3 nm), with a small linear increase at longer wavelength, and a sharp increase at shorter 
wavelengths. These materials all have low absorption and incoherent scattering cross sections. 
MgO and MgF2 have relatively low Debye temperatures and the cross sections in the thermal 
region are reduced considerably at cryogenic temperatures. On the other hand there is little to 
be gained by lowering the temperature of Al2O3 from room temperature on account of its high 
Debye temperature (ΘD = 1032 K). Polycrystalline beryllium cooled to 77 K is frequently used as 
a Bragg cutoff filter for neutrons with wavelengths less than 0.4 nm (energies above 5 MeV), since 
no Bragg scattering is possible for sufficiently long wavelengths such that l ≥ 2dmax, where dmax
is the largest plane spacing. Pyrolytic graphite crystal oriented with the c axis along the incident 
beam direction allows certain energy windows to exist for which there is no Bragg reflections 
available to scatter the neutrons. Finally, resonance filters that have high absorption resonance 
cross sections can eliminate specific wavelengths from the beam to remove l /2 contamination 
from the scattered beam.

TABLE 3 Possible Filter Materials

M∗ rM
∗ N† Σi bi

‡ r b§ Σfa
¶

SiO2 60.08 2.65 0.0266 1.576 4.19 0.253

Al2O3 101.96 3.98 0.0234 2.431 5.71 0.328

MgO 40.31 3.58 0.0535 1.118 5.98 0.384

MgF2 62.32 3.18 0.0307 1.668 5.13 0.334

∗M is the molecular mass in g/mol and rM is density in g cm–3.
†N is the molecule number density in 1024 cm–3.
‡Σi bi is the molecular coherent scattering length in 10–12 cm. 
§rb = N Σi bi is the scattering length density in 10–6 Å–2.
¶Σfa is the free atom macroscopic cross section in cm–1 at high energies.
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NEUTRON OPTICS  63.19

A different concept is the neutron optical filter,24 in which the beam may be deflected by a small 
angle with a high transmission above a cutoff wavelength, without the spatial asymmetry that is 
introduced by the curved guide. This is illustrated in Fig. 4. An initial long nickel guide is followed 
by a short length of supermirror guide, offset by a small angle, x, after which the nickel guide con-
tinues at a further small angle, x. The length of the intermediate supermirror guide is such that there 
is no direct line of sight through the entire system. The advantage of such a geometry is that it has 
the property that a parallel beam is transported unchanged, unlike the case of a curved guide. The 
supermirror critical angle must be at least twice that of nickel. A modification is to have the central 
section tapered and with a different critical angle. Consequently, this type of filter can be designed for 
particular experimental arrangements.

63.5 REFRACTION AND REFLECTION

All isotopes have a scattering length b that characterizes the neutron-nucleus interaction (albeit 
some have a complex value).7 Consequently, all materials have an index of refraction that depends 
on the scattering length of the isotopes that compose the material. The basic difference is that, as for 
x rays, the index of refraction for neutrons has a value of n < 1, whereas n > 1 for light. Moreover, 
the neutron wavelengths are about three orders of magnitude smaller than for visible light. This 
means that in general much larger instruments are required to observe the optical phenomena with 
the same spatial resolution. In addition, the most intense thermal neutron sources are orders of 
magnitude weaker than conventional light and x-ray sources. This means that the phenomena are 
generally not as easy to observe, nor is the resolution as good. However, successful neutron optical 
devices have been developed and are now commonplace in instrumentation for scientific research 
studies, particularly those that use cold- or long-wavelength neutrons.

The index of refraction of a medium is defined by n = k′/k = l/l′, and for slow neutrons is given by

n
b2

2

1= −
λ ρ

π  (31)

where l = 2p /|k| is the incident neutron wavelength, and r is the average atom density of the mate-
rial. Since V/E << 1, Eq. (31) may be approximated by n b= −1 22λ ρ π/ . For thermal neutrons with 
wavelength l > 0.1 nm, the refractive index for most materials differs from unity by a few parts in 106.
Consequently, the various optical features are similar to those in x-ray optics, and various analogous 
features have been demonstrated. However, the small deviation of the refractive index from unity means 

NickelNickel

Supermirror

w

x x

FIGURE 4 A schematic drawing of a neutron optical filter in 
which the initial long guide of nickel, of width w, is followed at an 
angle, x, by a short length of supermirror guide, and then another 
nickel guide at a further angle, x. If the angle x is made equal to the 
critical q c of nickel at the shortest wavelength of interest, then the 
supermirror must have a critical angle of at least 2q c.
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63.20  X-RAY AND NEUTRON OPTICS

that focusing through either refraction or reflection is weak. Note that at the boundary between two 
media, A and B, the relative index of refraction is given by

n b b2 21= − π −( )( )λ ρ ρ/ A A B B  (32)

where rAbA is the scattering length density of medium A.
A critical wavelength is defined by λ π ρc b=( ) .// 1 2 If b is real and positive, the index of refraction is 

real if l < lc and imaginary if l > lc. The phenomenon of total reflection for all angles of incidence 
occurs when n is purely imaginary, that is when l > lc. Typically for materials lc ≈ 140 nm, which 
corresponds to a neutron energy of 4 × 10–8 eV or a temperature of 0.5 mK. It is therefore only for 
ultracold neutrons25 that true mirror reflection can occur. Mirror reflections for ultracold neutrons 
can be used to confine neutrons in material cavities or bottles. Smooth, clean surfaces are needed for 
good storage, though this is limited by b decay of the free neutron (with a half-life of ≈ 887 s). In prac-
tice, the storage time is shorter because of losses caused by inelastic scattering from surface impurities. 
Ultracold neutrons are useful for precision measurements of the free neutron lifetime, the neutron 
magnetic dipole moment and the search for its electrical dipole moment.

Note that the usual form of the refractive index is given by Eq. (31). This neglects local field effects 
(the nucleus scatters not only the incident wave but also waves scattered by all other nuclei). It also 
neglects the attenuation of the amplitude due to diffuse scattering of the coherent wave in the medium. 
Sears1 has given a more rigorous and comprehensive treatment of dispersion theory. Fluctuations in 
the scattering length density may be due to both number density fluctuations as well as to the effects 
of spin and isotope disorder that produce fluctuations in the scattering length. Coherent scattering 
gives rise to the neutron optical effects that include reflection, refraction, diffraction, and so on, and 
depend on the orientation of the system relative to the incident beam, whereas diffuse incoherent 
scattering is distributed isotropically.

Refraction and Mirror Reflection

The total external reflection of neutrons from material surfaces has been demonstrated, analogous 
to the total external reflection of x rays and the total internal reflection of light. Because the index of 
refraction is close to unity, total reflection is possible only at glancing incident angles, q, on a mate-
rial surface when cos q > n. This is the neutron analogue to Snell’s law for light (the continuity of 
the tangential component of the wavevector). The measurement of the critical angle for various sur-
faces using monochromatic neutrons can be used for the determination of scattering lengths with a 
relative uncertainty of ≈ 0.2 percent. The reflectivity, R, is given by Fresnel’s law,

R c c= − − + −{ [ ( / ) ] }/{ [ ( / ) ] }/ /1 1 1 12 1 2 2 1 2
2

θ θ θ θ  (33)

where qc = l /lc = l(rb/p )1/2, for nonmagnetic materials. If b > 0, R = 1 for q < qc, the critical angle 
for total reflection. Because (1 – n2) ≈ 10–5 for thermal neutrons, qc ≈ 3 mrad ≈ 0.2°. Hence, the 
measurement of the reflectivity can be used to determine both the magnitude and sign of the bound 
coherent scattering length.

The mean optical potential of neutrons in most materials is comparable in magnitude with the 
gravitational potential energy corresponding to a height difference of order of 1 m. This is the prin-
ciple of the gravity refractometer,26 in which neutrons from a well-collimated initial horizontal beam 
fall under gravity in a long flight path onto the horizontal surface of a liquid. All neutrons achieve a 
critical vertical velocity at a height h m g b0

2 22=( )π ρ� /  and penetrate the surface of the liquid; oth-
erwise, they will be totally reflected by the mirror and be detected in the counter. Consequently, h0
is a measure of the quantity r b, and hence of the scattering length, b. This experiment, illustrated in 
Fig. 5 demonstrates the unique particle-wave properties of neutron optics, with the motion obeying 
classical physics and the refraction obeying quantum physics. The significant point is that the 
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NEUTRON OPTICS  63.21

measurement is independent of the neutron wavelength. This allows the use of a more intense 
neutron beam to achieve a measurement with high statistical accuracy, resulting a most accurate 
method to determine b for a liquid.

Grazing-Angle Reflection

Focusing systems based on reflective optics do not suffer from the chromatic aberrations of refrac-
tive optics. For example, the advantage of an ellipsoidal mirror is that, neglecting gravity, all the 
trajectories emanating from one focus (the source) reach the other focus regardless of the neutron 
wavelength. However, single bounce mirror systems suffer from high aberrations. The difficulty 
with grazing incidence optics is that a near parallel beam incident is required and so that the opti-
cal element must be placed far enough from the source to ensure small incident beam divergence. 
Kirkpatrick-Baez neutron mirrors27 using two successive reflections in orthogonal directions can 
efficiently focus neutron beams into small areas with a maximum divergence that is limited by the 
mirror critical angle. The size of the focal spot is primarily determined by geometrical demagnifica-
tion of the source and by figure errors in the mirror shape. Approximately two orders of magni-
tude in neutron current density increase can be achieved within a spot of diameter ≈100 μm using 
crossed mirrors. 

Grazing angle reflective optics based on two-bounce Wolter geometries are used extensively in 
x-ray astronomy because they minimize optical aberrations for off-axis trajectories (see Chap. 64). 
They can be also designed to focus cold and thermal neutron beams using consecutive reflections 
from parabolic and hyperbolic surfaces. The tilt angle of the hyperbolic section is 3 times larger than 
the tilt angle of the parabolic section to preserve the grazing angle of the trajectory. The mirrors are 
fabricated using an electroformed nickel replication process. They have a cylindrical form with dif-
ferent diameters but with the same focal length, such that they can be nested to increase the system 
throughput. Nested replicated optics can improve the focused beam intensity by increasing the inci-
dent area of the quasi-parallel beam. 

Polycapillary Optics 

Polycapillary optics (see Chap. 53) provides a better method for increasing the neutron current den-
sity at a point by using many narrow guides. This allows the possibility of a greater curvature than 
for macroguides for a given wavelength because the transmission characteristics of a curved guide 

h0

Liquid surface 

Detector

z

y

g

f

vz

FIGURE 5 A schematic diagram of the neutron gravity 
spectrometer. A neutron of initial horizontal velocity vz and 
vertical velocity vy = 0 falls a vertical distance h and strikes 
the liquid surface at a grazing angle of φ = √( )/2gh vz after 
traveling a horizontal distance vz√(2h/g). The critical height 
for total reflection is h m g b0

2 22= ( / )π ρ� , independent of 
vx or l.
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63.22  X-RAY AND NEUTRON OPTICS

depend on the ratio of the transverse to longitudinal dimensions of the guide. These miniature ver-
sions of neutron guides can be used to transport, bend, and even focus thermal neutron beams. 
Glass polycapillary fibers with thousands of hollow channels recently developed for transporting 
and focusing x rays can also be used for cold (≈ 0.4 nm) neutron beams. The advantage of the 
narrow (≈ 10 μm) channels is that the neutron beam can be bent more sharply than for the wide 
(≈ 50 mm) guides. The transmission properties of the capillaries depend on the internal diameter 
and bending radius of the channels, the glass composition, and the surface smoothness.

The focusing of neutrons comes at a price. Liouville’s theorem requires that an increase in neutron 
current density is obtained with a necessary increase in beam divergence. This means that real-space 
focusing has limited applications in condensed matter research using neutron scattering for which 
angular divergence is important, whereas neutron absorption techniques in analytical and materials 
research do not require a monochromatic neutron beam or a small angular divergence. Consequently, 
a high-intensity beam focused by a neutron capillary lens onto a small sample area can be useful for 
improving both the detection limits of individual elements and the spatial resolution of the measure-
ment. Polycapillary fiber lenses have been produced and tested for analytical applications.28 The gain 
depends on the divergence and the energy spectrum of the incident beam. Within the typical focal 
spot size of 0.5 mm, limited by the outer diameter of the fibers, the gain can be nearly two orders of 
magnitude. For the monolithic lens, a fused version of the polycapillary lens, the focal spot size is less 
than 200 μm with a gain of about 10.

Prisms and Lenses

The prism deflection of neutrons has been observed.29 Because the refractive power, (n – 1), is nega-
tive for most materials, prism deflection is in the opposite direction compared with ordinary light 
optics. Deflection angles of a few seconds of arc can be measured with high accuracy, allowing the 
measurements of refractive indices to 1 part in 104. Because (n – 1) is proportional to l 2, prism 
deflection of neutrons is highly dispersive. It has been used in a fused-quartz converging lens (which 
is concave in shape) and the focusing of 20 nm neutrons has been demonstrated.30 More recently,31

the focusing of shorter (9 to 20) nm wavelength neutrons has been demonstrated using a series of 
many closely spaced symmetric biconcave MgF2 lenses originally produced for infrared optics, with 
gains of approximately 15 and focal lengths of (1 to 6) m, which is well matched to small-angle neu-
tron scattering. Magnesium fluoride is preferred to quartz because it has a higher scattering length 
density (( ) . ,( ) .ρ ρb bMgF SiO2 2

= × = ×− − − −5 13 10 4 19 106 2 6Å Å 22). This compound refractive lens is analo-
gous to that for x rays (see Chap. 37).

Focusing now plays an increasing role in small-angle neutron scattering instruments in order 
to attain lower values of scattering vector without reducing the current density on the sample, by 
decreasing the extent of the beam penumbra at the detector. Pinhole collimation using the optimum 
equal-flight-path configuration, with the source aperture size twice that of the sample, results in a 
beam profile that is conical at the detector. The intensity on sample is proportional to the area of both 
apertures. A focusing optic consisting of a series of biconcave lenses enables the direct beam profile 
at the detector to be both narrower and uniform. When the detector is placed at the image position 
of the source with respect to the optic the beam profile at the detector is uniform, and its size is inde-
pendent of the size of the sample aperture.

The focal length for a set of N biconcave lenses of radius of curvature |r| is given by

f r N n= −| | ( )/2 1  (34)

where the index of refraction is given by n b= −1 22ρ λ π/ . Hence the focal length of the biconcave 
lens is f r N b= π ρ λ| | ( )./ 2  Since f varies inversely with the square of the wavelength, refractive lenses 
are strongly chromatic, with large chromatic aberrations. For perfect focusing with the lens placed 
immediately before the sample, the usual lens equation is valid with 1 1 11 2/ / /L L f+ = , where L1 and 
L2 are the incident (source to sample) and secondary (sample to detector) flight paths, respectively. 
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However, the chromatic aberration determines that this is only true at one wavelength. If f0 is the 
focal length of the lens at a wavelength l0 such that the system is focused at that wavelength, then 
the focal length of the lens at some other wavelength l is given by f f= 0 0

2( ) .λ λ/  This is illustrated 
in Fig. 6. Since the index of refraction of material lenses is very close to unity, the focusing is weak. 
The radius of curvature of the lens must be small, and a large number of lenses means that the part 
of the beam travels through a large thickness of material. If a Fresnel lens is used the thickness can 
be reduced considerably, decreasing the attenuation. This is particularly useful for cold neutrons.

The use of both long wavelength neutrons and long flight paths results in the transmitted beam 
falling under the influence of gravity by an amount that is wavelength dependent. That is, the neu-
tron’s vertical position changes by an amount y g m h L= −( )( )/ /2 2λ  over a distance L, where g is the 
acceleration due to gravity. Since the incident beam has some divergence, this smearing results in 
an oval shape to the neutron beam spot at the detector. A prism can compensate for the chromatic 
aberration caused by gravity because the refractive index for neutrons has a wavelength dependence 
(~ l2) similar to that for gravity. An “antigravity device” has been demonstrated using single-crystal 
prisms such that the transmitted beam is restored to the instrument centerline defined by the source 
and sample aperture centers. Others have studied both magnetic prisms and the compound refractive 
prism made of single crystal elements.

63.6 DIFFRACTION AND INTERFERENCE

The Bragg diffraction by single crystals, powders, amorphous materials, and liquids is analogous to 
that for electromagnetic waves, with formulas similar to those for x-ray diffraction except the mag-
nitude is determined by the coherent scattering lengths. The diffraction pattern is simply a function 
of scattering angle and is proportional to the square of the Fourier transform of the structure of 
the diffracting sample. The small-angle neutron scattering from inhomogeneous materials also has 
expressions similar to those for x rays. The availability of the (partial) substitution of hydrogen by 
deuterium allows the ability to change the relative scattering powers for different features within 
the structure. 

Most neutron scattering instruments use a large crystal monochromator to select neutrons of a 
particular wavelength l from the polychromatic beam from the source to be incident onto the sample. 

2R1

Lens

Source

2(L´2/L1)R

Image
plane
for l  > l 0

Image
plane
for l0

Sample
plane

2R2 2(L2/L1)R

L´2
L2L1

FIGURE 6 A schematic diagram of a focusing lens arrangement with source of radius 
R1 at a distance L1 from the sample with an aperture of radius R2. The focusing lens with a 
focal length f0 is placed in front of the sample such that the source is imaged (continuous 
lines) with a radius (L2/L1) R1 at a distance L2 from the lens for a wavelength l0. For another 
wavelength l (> l 0) the source is imaged (long dashed lines) with a radius ( )′L L R2 1 1/  at a dis-
tance L′2 (< L2) such that 1 1 1 12 2 0 0

2/ / / /′ − − −L L f [( ) ]λ λ . (See also color insert.)
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The mean wavelength reflected from the crystal depends on the Bragg angle q and the monochroma-
tor crystal plane spacing d according to Bragg’s law, nl = 2d sin q, where n is the order of diffraction. 
Usually the first order (n = 1) is desired because the reflection is most intense. A neutron filter may 
be desired to remove the higher-order contamination. Monochromators are characterized by their 
peak reflectivity and their mosaic width obtained by a rocking curve, rotating the crystal between two 
perfect crystals. The intrinsic angular reflectivity width for a particular wavelength of perfect crystals, 
called the Darwin width, is far too narrow for their use as neutron monochromators in diffractom-
eters, and though the peak reflectivity is very high, the integrated reflectivity is low. It is necessary to 
deform the crystals in order to introduce dislocations to form many slightly misaligned crystals, called 
a mosaic crystal. Alternatively, the perfect crystal may be bent such that the crystal orientation varies 
across the face of the crystal, such that the crystal lattice spacing has a gradient across its depth (see 
Chap. 39 for x-ray monochromators). In both cases, the mosaic of the crystal is described by the width 
of the Gaussian angular crystal plane distribution obtained in a rocking curve measurement. The 
reflectivity may be reduced by extinction and absorption, and sometimes by simultaneous parasitic 
scattering. However, perfect crystals are used for some applications, such as high-resolution backscat-
tering instruments, neutron interferometry, and ultra small-angle scattering. 

The wavelength resolution of the diffracted beam depends on the angular collimation both before 
and after the monochromator and on the mosaic spread of the crystal. For maximum reflected inten-
sity at a given resolution it is usual to make the collimations comparable, and the mosaic spread large. 
Typical crystal mosaic spreads are between 0.2° and 0.5°. The collimation out of the scattering plane 
should be as relaxed as possible to increase the reflected intensity. Typical neutron monochromators 
are graphite, silicon, germanium, copper, and beryllium. Monochromators may be used in reflec-
tion (Bragg) geometry or in Laue (transmission) geometry. Neutron monochromator efficiencies are 
higher in reflection geometry than in transmission geometry.

Exact analytic general solutions32,33 of the Darwin equations have been derived that describe the 
multiple Bragg reflection of x rays or neutrons in a mosaic slab crystal. Both the intensity reflection coef-
ficient R and the transmission coefficient T, where R + T = 1, can be expressed in compact form for both 
the Bragg case (reflection geometry) and the Laue case (transmission geometry). For the Bragg case

R b a a b a a b a b= + + + +/{[ ( )] coth[ ( )] ( )}/ /2 21 2 1 2

T
a a b

a a b a a b
= +

+ + +
[ ( )]

[ ( )] cosh[ ( )]

/

/ /

2

2 2

1 2

1 2 1 2 (( )sinh[ ( )] /a b a a b+ + 2 1 2
 (35)

And for the Laue case 

R a b= − − −1 2 1 2/ exp( )[ exp( )]

T a b= − + −1 2 1 2/ exp( )[ exp( )]  (36)

The dimensionless quantities are defined by a t= +μ θ α/sin( ) and b t= +σ θ α/ sin( ), where the 
angles q and a, respectively, are the Bragg angle and the angle between the reflecting planes and 
the crystal surface, and t is the thickness of the monochromator crystal. The linear coefficients s
and μ, respectively, are the Bragg reflection coefficient, and the attenuation coefficient for all other 
processes other than Bragg reflection, including absorption, incoherent scattering, and coherent 
inelastic scattering. The quantity μ ρ σ σ= +( ),a i  where s a and s i are the absorption and incoher-
ent scattering cross sections and r is the atom number density. The quantity s depends on the inci-
dent neutron wavelength l and the Bragg angle q and is nonzero only if Bragg’s law is satisfied. It is 
given by σ θ θ= −Q Wc ( ),hkl where W( )θ θ− hkl is a normalized rocking curve, and is sharply peaked 
at q = qhkl, and its shape is characteristic of the mosaic structure of the crystal with Miller indices hkl. 
Here Q F vc = λ θ3 2

0
2 2| | sin ,hkl hkl/ where Fhkl is the structure factor for the unit cell of volume v0. This 

enables the calculation of the reflectivity of an absorbing crystal of finite thickness in situations 
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where the Bragg planes make an arbitrary angle with the surface of the crystal. The symmetric case 
is the usual monochromator geometry (a = 0) that results in a reflected intensity with an asymmetric 
intensity distribution across the beam. The asymmetric case is known as a Fankuchen-cut crystal 
(a ≠ 0), and for a > 0 the beam is compressed and the diffracted beam is more intense.

A considerable gain in intensity for a neutron spectrometer is obtained with an improved mono-
chromator with an anisotropic mosaic structure by focusing in both the horizontal and the vertical 
directions, to form a double focusing monochromator34 using many crystals assembled together, with 
little degradation of instrumental resolution. Vertical focusing increases the intensity for a diffraction 
measurement without affecting the resolution. This is achieved by placing the crystals along an arc of 
radius of curvature RV in the vertical plane given by 

R
L L

L LV
B=

+
2 1 2

1 2

sinθ
 (37)

where L1 and L2 are the distances of the effective source and the sample from the monochromator, 
or the distances from the sample and the detector if the crystal is used as an analyzer. Horizontal 
focusing involves Bragg crystal optics (see Chap. 22) and requires the bending of long single crystals 
in a suitable mechanical device, or placing smaller crystals along an arc of radius of curvature RH in 
the horizontal plane given by

R
L L

L LH
B

=
+

2 1 2

1 2( )sinθ
 (38)

Diffraction Effects

Various important measurements have illustrated the wave nature of neutrons. Shull35 has demonstrated 
Fraunhofer slit diffraction using a monochromatic beam of neutrons diffracted from a perfect single 
crystal of silicon through a slit that was analyzed by a similar crystal. The diffraction broadening of the 
transmitted beam was shown for several very narrow slit widths to agree with the classical formula 
(sin x/x)1/2 for diffraction from a single slit. Later experiments36 with greater precision performed for 
single slit and double slit geometries have showed excellent agreement with wave diffraction theory. The 
diffraction of thermal neutrons by ruled gratings at grazing incidence has also been demonstrated.37

The Fresnel diffraction of an opaque straight edge38 has been found to be in excellent agreement 
with theory. The focusing of slow neutrons by zone plates (phase gratings of variable spacings) has 
been demonstrated.30,39 Conventional zone plates, analogous to those for x rays (see Chap. 40), use 
constructive interference of diffracted waves through open zones, with absorption of radiation in 
dark zones. Neutron zone plates use phase reversing in alternate zones and can achieve greater focus-
ing efficiency. Zone plates can be produced by photolithography on silicon wafer substrates from a 
computer-drawn pattern. The resolution is limited by the inherent chromatic aberration of the zone 
plate. Cylindrical zone plates have been used as a condensing lens.40

Interference

There have been various demonstrations of the interference of coherent beams using thermal, cold, 
and ultracold neutrons. 41,42 Two beam interferometers allow the determination of the relative phases 
of two coherent wavefronts and the investigation of different influences, such as force fields and 
material media, on the phase of a wave. This is again analogous with classical optics. When neu-
trons are incident on perfect crystals under Bragg conditions, there is a dynamic interchange of flux 
between the incident beam and the Bragg diffracted beam inside the crystal medium. The radia-
tion density traveling in either the Bragg or the forward direction is a periodic function of depth 
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in the crystal. This results in extinction effects, with an associated primary extinction length of 
order (1 to 100) μm. The dynamical theory of diffraction leads to anomalous transmission effects, 
and there have been numerous experiments using perfect crystals to observe these special effects of 
neutron wave propagation in periodic media. For example, Shull43 has observed the Pendellösung 
interference fringe structures in the diffraction from single-crystal silicon.

The superposition of two spatially separated parts of one coherent wavefront produces interference 
patterns from which the relative phases of the two parts can be deduced. The effective source for the 
original wavefront is a beam with a spatial coherence produced by passage through a narrow slit from 
which a partially coherent cylindrical wave emerges. This beam illuminates a pair of closely spaced 
narrow slits, and the diffracted radiation gives rise to interference fringes in the plane of observation,36

analogous to Young’s slits in classical optics.
A similar experiment44 has shown the interference of two spatially separated parts of one wavefront 

using the boundary between two domains of opposite magnetization in a crystal of Fe-3%Si. In travers-
ing the ferromagnetic foil on either side of a domain wall in the sample, the spin of the neutron pre-
cesses in opposite directions. The two parts of the wavefunction acquire a relative phase shift that shows 
up in the interference pattern in the plane of observation. The expected pattern is the superposition of 
two Fresnel straight-edge patterns that for zero phase shift combine to give a uniform distribution. For 
p phase shift, destructive interference occurs in the center of the pattern, giving a deep minimum. The 
relative phase shift depends on the angle of precession of the neutron spin, which is proportional to 
the thickness of the region of the magnetic field traversed. The results of the experiment demonstrate 
that a phase shift of p (destructive interference) occurs when the spin is rotated by odd multiples of 2p,
verifying the distinctive behavior of spin 1/2 particles under rotation, that the neutron is a spinor.

The coherent splitting of the amplitude of a wave by means of partial reflection from thin films 
gives rise to interference effects in visible light. For neutrons this partial reflection from the front and 
back surfaces of various thin films occurs at glancing angles close to critical reflection. The resultant 
interference phenomena give valuable information about the structure of the interfaces involved.45

Various neutron optical devices based on thinfilm interference have been developed, such as bandpass 
monochromators, supermirrors that are highly efficient neutron polarizers,46 reflectivity and polar-
izing characteristics of Fe-Ge multilayers,47 and devices involving multiple-beam interference effects, 
analogous to classical optics (see Chap. 41 on multilayers for x rays). Multiple-beam interference has 
been demonstrated47 with ultracold neutrons in which thin films of copper and gold are used in the 
construction of a resonant structure analogous to a Fabry-Perot cavity.

Perfect Crystal Interferometers

Bonse and Hart48 have pioneered the x-ray interferometer that uses Bragg reflection by crystal flats 
to split and recombine two coherent beams. The crystal flats are cut from a monolithic piece of 
large, highly perfect single-crystal silicon leaving a central backbone. This ensures that all the crystal 
planes in each crystal flat are perfectly aligned, since each remains part of the original monolithic 
crystal. This idea has been applied to neutron interferometry, and involves triple Laue transmission 
geometry optics.49 This design is analogous to the Mach-Zehnder interferometer of classical optics. 
The interferometer illustrated in Fig. 7 comprises three identical, perfect crystal flats cut perpendicular 
to a set of strongly reflecting planes, with distances between flats usually a few centimeters. There 
are of order 109 oscillations of the neutron wave function in each beam path, so that there are stringent 
requirements on the microphonic and thermal stability of the device. This requires vibrational isola-
tion of the interferometer from the reactor hall, plus thermal isolation. The three crystal slabs must 
be aligned within the Darwin width of a few seconds of arc for thermal neutrons in silicon. The 
precise definition of the wavelength is accomplished by the Bragg diffraction of the interferometer. 
Placing an object of a given thickness in one of the beams leads to a phase shift or change in the 
interference contrast. The path difference must be small compared with the coherence length of the 
beam that depends on the degree of beam monochromatization. There have been many applications 
of neutron interferometry in fundamental physics, such as gravitationally induced quantum inter-
ference and tests of nonstandard quantum mechanics.41,42
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The analog of the classical Rayleigh interferometer is a two-crystal monolithic device cut from 
a large silicon crystal.50 The incident beam is restricted by a narrow entrance slit and is Bragg-
reflected by the first silicon crystal slab. Inside the crystal, the diffracted neutron beam fills the 
entire Bormann triangle, and the beam that leaves the back face of the crystal is broad, having a 
width that is dependent on the crystal thickness. There is a conjugate focal point on the exit face 
of the second crystal, from which neutrons along the complementary interfering rays leave the 
device in the incident and diffracted beam directions. If the central rays are blocked by a cadmium 
absorber, the parallelogram ray diagram is analogous to the three-crystal interferometer. Another 
variant uses Bragg reflection geometry rather than Laue transmission geometry. The incident beam 
reflected from the front surface of the first crystal is brought back to interfere with the beam origi-
nating from the back face of this crystal by using a second parallel Bragg reflecting crystal. The 
advantage is that the spatial definition of the outgoing interfering beam is as sharp as the beam 
incident on the interferometer.

Perfect crystal neutron interferometry is a convenient and most precise technique for measuring 
coherent scattering lengths solid, liquids, and gases. It has the advantage of not being limited to liq-
uids as the gravity reflectometer. The period of the intensity oscillations as a function of the orienta-
tion of a slab of material that is rotated about an axis perpendicular to the plane of the interferometer 
enables the determination of the refractive index and hence the scattering length of the slab material. 
There is also a differential technique using a phase shifter in one of the beams. Neutron interferom-
etry measures the difference in the average neutron-nuclear potential of the sample traversed by the 
two beams. Intensity oscillations are observed by varying the atom density, with more rapid interfer-
ence oscillations for larger scattering lengths. The sensitivity of the technique allows a measurement 
of the hydrogen content in various transition metals at a level of about 0.05 atom fraction.51

63.7 POLARIZATION TECHNIQUES 

Neutron Polarization

It is the spin of 1/2 of the neutron that results in neutron optics having phenomena quite different 
from x-ray optics, and enables neutrons beams to be polarized. The neutron spin, s, interacts with 
the nuclear spin, I, and the optical potential, V(r), and the bound scattering length, b, are both spin-
dependent for I ≠ 0. The total spin, J = I + s, is a constant of the motion with eigenvalues J = I ± 1/2. 
The interaction potential of the magnetic dipole moment mn of the neutron in a magnetic field B is 

Phase
shifter

Detectors

1 2 

q

3

FIGURE 7 A schematic diagram of the triple Laue neutron inter-
ferometer cut from a monolithic perfect crystal of silicon in which the 
first slab splits the incident beam into two coherent parts, with the second 
slab acting as a mirror to bring the beams together at the third slab. 
Interference fringes are observed in the detectors by rotating the phase 
shifter in one of the paths.

Bass_v5ch63_p001-038.indd 63.27 9/11/09 12:08:53 PM

DO
 N

OT
 D

UP
LI

CA
TE
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given by Vmag = –ln.B. When a neutron beam traverses a magnetic field, the field defines a quantiza-

tion axis such that the neutron spin is either “up” or “down” relative to the field direction. That is, 
the spins of neutrons may be oriented such that their projections are either parallel (+) or antiparallel (–) 
to the magnetic field. Because there are two possible spin states, a beam with a fraction, f+, of its 
neutrons in the spin “up” state and a fraction, f–, in the “down” state has a magnitude of its polariza-
tion, P, in the field direction given by

| |P = − = − = −+ − + −φ φ φ φ2 1 1 2  (39)

The total optical potential in a medium containing a magnetic field is the sum of the nuclear and 
magnetic potentials. Consequently, the index of refraction may be written

n b m Bn
2 2 2 21 2= − ±λ ρ π μ π[ / /( )]�  (40)

This is often written as n b p2 21= − ±λ ρ π( ) ,/ where p is consider a magnetic scattering length, the 
sign of which depends on the neutron spin orientation relative to magnetic field, B, in the medium. 

This polarization property of a neutron beam gives many special capabilities to neutron scatter-
ing and neutron optics.52 The refractive index depends on the orientation of the spin with respect to 
the magnetization direction, and therefore there are two critical glancing angles of reflection, with 
polarizing mirrors having a greater critical angle for the + state than for the – state. This property 
of reflection of neutrons from magnetized mirrors is widely used for obtaining polarized neutrons. 
From Eq. (40), if ρ μ πb m Bn< /( ),2 2� neutrons with spins antiparallel to the magnetization are not 
reflected, and only those neutrons with parallel spin orientation are reflected. However, values of p
are less than b, so that devices work with an angular range such that reflection occurs for + spins and 
transmits for the – spins. Supermirror polarizers53 can be used in transmission or reflection geometry. 
In transmission geometry the required (–) spin state beam is transmitted through the supermirror 
and its substrate and the unwanted (+) spin state is reflected from the beam and absorbed elsewhere. 
In reflection geometry the required (+) spin state beam is reflected, and the unwanted (–) spin state 
is transmitted through the supermirror and absorbed in the substrate.

Polarizing mirrors are generally ferromagnetic films deposited on silicon substrates and m = 3 Fe/Si 
polarizing mirrors are common. Polarized beams are obtained using total reflection from magnetized 
iron and cobalt mirrors, with the refractive index of the ferromagnetic material in one spin state 
matched to that of the nonmagnetic material. Polarizing mirrors produce high polarization and good 
transmission, but are restricted to low incident angles and wavelengths longer than 2 Å. In addition, 
thin (≈ 100 nm) evaporated films of magnetic alloys have been used. Two-dimensional multilayer 
structures have alternate layers of a (magnetized) magnetic material whose refractive index for the 
(–) spin neutrons is matched to the second (nonmagnetic) layer, for example, in Fe-Ge multilayers. 
Supermirrors can produce a broadband-polarized beam using evaporated multilayer films deposited 
to provide a lattice spacing gradient. The reflectivity profile may be extended in angle beyond the 
simple mirror critical glancing angle through thin-film interference. 

A ferromagnetic single crystal may simultaneously polarize and monochromate a neutron beam. 
A magnetic field applied perpendicular to the scattering vector saturates the magnetic moment 
along the field direction. Diffraction occurs corresponding to plane spacings with an intensity that 
is dependent on both the nuclear and the magnetic structure factors. The sign of the latter depends 
on the direction of the neutron spin relative to the magnetic field. Ideally, if the nuclear and mag-
netic structure factors are equal in magnitude, so that for one spin state the intensity of diffraction 
is zero and the other spin state has twice the structure for diffraction. The naturally occurring 
ferromagnets are the 3d elements Fe, Ni, and Co, but none are good single crystal polarizers. The 
nuclear scattering lengths for iron and nickel are too large for the their weak magnetic moments, 
while cobalt is a strong neutron-absorbing element. Alloys are found to have a better match of the 
structure factors, and Co0.92Fe0.08 (220 reflection with d = 1.6 Å) and magnetite Fe3O4 are used as 
polarizing monochromators, but Heusler alloy Cu2MnAl (111 reflection with d = 3.43 Å) is often 
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preferred, with a reflectivity of 25 to 30 percent for the reflected spin state and a neutron polariza-
tion of 95 percent.

There are various polarizing filters that absorb one spin state while transmitting the other spin 
state. The filter thickness is a compromise between the desired polarization P that increases and the 
transmission T that decreases with filter thickness. High polarization (P > 0.96) with reasonable trans-
mission (T > 0.2) requires that the spin-independent cross section is small compared to the spin 
dependent absorption cross section. Resonance absorption polarization filters depend on the spin 
dependent absorption cross section of polarized nuclei at their nuclear resonant energy. Cooling 149Sm 
or 151Eu in a magnetic field can provide efficient polarizing filters with reasonable nuclear polarization 
over a wide energy range. A better filter is obtained with nuclear-spin polarized 3He that takes advan-
tage of the huge absorption cross section of 3He that comes from only the (–) spin state, so that it pref-
erably absorbs neutrons with spins antiparallel to the 3He spin, while transmitting the (+) spin state. 

Neutron capture by a 3He nucleus results in an excited 4He nuclear state that subsequently decays 
into a proton and a triton. The cross section for capture of thermal neutrons with spin antiparallel 
to the 3He nuclear spin is 10666 b, whereas that for neutrons with spin parallel is essentially zero. 
Theoretically with a sufficient gas density of 100 percent polarized 3He, all neutrons with antiparallel 
spin are absorbed, while nearly all neutrons with parallel spin are transmitted, resulting in 100 percent 
neutron polarization and 50 percent transmission. For an initially unpolarized neutron beam that 
passes through a cell filled with 3He with less than 100 percent polarization, the transmitted beam has 
a polarization Pn given by

P n n n n LPn( ) ( ) ( ) tanh[ ( ) ]λ σ λ ρ= − + =+ − + −/ He He  (41)

and a transmission Tn given by 

T T LPn( ) cosh[ ( ) ]λ σ λ ρ= 0 He He  (42)

where n+ and n– are the numbers of neutrons with parallel and antiparallel spin, s (l) is the 
absorption cross section for unpolarized neutrons of wavelength l, rHe is the number density of 
3He, L is the length of the cell, and PHe is the nuclear polarization of the 3He. For PHe = 0, T0 is the 
transmission through an evacuated cell, neglecting the transmission loss of the glass windows. 3He 
can be polarized either by spin exchange54 with optically pumped Rb or metastability-exchange 
optical pumping methods,55 and 3He nuclear polarizations near 75 percent have been attained. 
The characteristics of the filter depend on its opacity, which is defined by the product of the cell 
length, the 3He gas pressure, and the neutron wavelength (proportional to the absorption cross 
section). Figure 8 shows the neutron polarization Pn and the transmission Tn for a 3He nuclear 
polarization PHe = 0.75 as a function of the cell opacity. This indicates that there is a trade-off 
between neutron polarization and transmission, and a figure-of-merit is usually given by Pn

2Tn.
Note that shorter wavelength neutrons require a thicker target to produce the same polarization.

A spin flipper is a device that can reverse the direction of polarization of a beam. A thin flat coil 
with a relatively strong field inside is placed perpendicular to the neutron beam. Within the coil the 
beam polarization direction is no longer parallel to the magnetic field and it begins to precess around 
the field. The particular field strength of the flipper and its direction determine whether the neutrons 
precess exactly by p or p/2 by the time the beam has passed through the flipper.

Larmor Precession

When a polarized neutron beam enters a homogeneous magnetic field B that is perpendicular to the 
neutron magnetic moment, the direction of the neutron spin precesses in B with a Larmor frequency 
given by ω μ γL nB B= =2| |/ ,�  where g is the gyromagnetic ratio of the neutron. This phenomenon is 
utilized by the spin echo spectrometer,56 in which the incoming and outgoing velocities of the neutron 
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are measured, so that small changes in velocity that may take place on scattering can be inferred from 
the shift in phase in the Larmor precession angle. This is effectively a time-of-flight method in which 
polarized neutrons precess in the magnetic field to provide its own clock. Such a technique enables 
energy resolution in the neV region, orders of magnitude smaller than for conventional instruments.

Cold neutrons from a neutron guide are coarsely monochromatized by a velocity selector and 
polarized by supermirrors. The spins are made horizontal by a p /2 spin flipper. The polarized neu-
tron beam enters the first magnetic field B1 of length L1 and the spins precess many times. The total 
precession angle of a neutron spin is φ γ1 1 1 1= B L v/ , where v1 is the neutron velocity. After scattering 
the spins are reversed in direction by a p flipper, and then precess in the reverse direction. The total 
precession angle of a neutron spin in the second magnetic field B2 of length L2 in is φ γ2 2 2 2= B L v/ ,
where v2 is the final neutron velocity. The spins are flipped again by p /2, and the polarization of the 
neutron beam is analyzed. If the scattering is elastic, v1 = v2, and if B1L1 = B2L2, the final beam has 
the same polarization. If there is a change in energy �ω  upon scattering where w is small, the total 
change in the precession angle is given by φ γ ωtot / /= BL v m3( ).�

The analogue to the Stern-Gerlach effect arises from the interaction between the neutron mag-
netic moment mn and an inhomogeneous magnetic field that bends the neutron trajectory by impart-
ing an acceleration

d dt m2 2r B/ /= ∇∓ | | | |μ  (43)

A superconducting hexapole magnet of typical length ≈ 2 m can simultaneously focus and polar-
ize a neutron beam. If the incident neutron beam is unpolarized, the trajectory of those neutrons 
with spins oriented parallel to the direction of the magnetic field bend toward the magnet axis, and 
those antiparallel bend away from the axis. As a result half the neutrons are spin polarized about the 
local magnetic field and are focused a distance that is inversely proportional to l. Because the effect 
index of refraction of the magnetic field lens is near unity, the focusing is weak and depends on the 
strength of the hexapole magnetic field.
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FIGURE 8 Neutron polarization Pn, transmission Tn, and 
figure-of-merit Pn

2Tn as a function of opacity, the product of 
the 3He pressure in bar, assuming a room temperature cell, the 
cell length L in cm, and the wavelength l in nm, for a nuclear 
polarization PHe = 0.75 of the 3He.
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63.8 NEUTRON DETECTION

Neutrons are uncharged and do not directly ionize atoms, and consequently they easily penetrate 
most materials. They cannot be detected directly, and their detection requires a nuclear reaction 
within a converter that results in the emission of a charged particle or ionizing radiation that can 
more readily interact with other materials.13,57 (Fast neutrons may be detected by proton recoil or 
after thermalization.) The efficiency of absorption of neutrons incident normally on an absorber 
of thickness � is given by 1− −exp[ ],ρσa� where r is the atom number density of the absorbing 
nuclei and s a the absorption cross section. The three most common reactions used for the detec-
tion of slow neutrons all have cross sections that increase linearly with wavelength (see Table 1). All 
three reactions are exothermic with Q values much greater than the energy of slow/thermal neu-
trons (≈ 25 meV) so that there is no energy discrimination. (Note that energy or wavelength deter-
mination of a neutron beam requires a crystal spectrometer or a mechanical monochromator.) The 
choice of the reaction depends on its ability to discriminate against gammas. The reaction Q value 
determines the energy released, and the greater the energy, the easier it is to discriminate against 
gammas.

1. The 10B(n,a) reaction has a thermal (velocity of 2200 m s–1, or wavelength of l ≈ 0.179 nm) 
absorption cross section of 3835 b, and a Q value of 2.792 MeV to decay directly the ground state 
(6 % branch ratio), or a Q of 2.310 MeV for decay to an excited state with the subsequent emis-
sion of a 478-keV gamma (94%) with a half life of about 10–3 s. The reaction products are an 
alpha particle with an energy of either 1.77 MeV (6%) or 1.47 MeV (94%), and a 7Li ion with an 
energy 1.01 MeV (6%) or 0.84 MeV (94%). This reaction is used in BF3 gas proportional coun-
ters or in B-loaded scintillators. The natural isotopic abundance of 10B is 19.8 percent. 

2. The 6Li(n,α) reaction with a thermal absorption cross section of 940 b and a Q value of 4.78 MeV 
emits no gamma and is commonly used in neutron scintillator detectors. The reaction products 
are an alpha particle with an energy of 2.05 MeV and a 3H ion with an energy of 2.73 MeV. While 
the absorption cross section is lower for this reaction than for 10B, the Q value of the reaction is 
higher and therefore more ionized charge is produced. The natural isotopic abundance of 6Li is 
7.4 percent.

3. The 3He(n,p) reaction, with an unpolarized thermal absorption cross section of 5333 b and a Q
value of 0.764 MeV, is used in 3He gas-proportional counters. The reaction products are a proton 
with an energy of 0.573 MeV and a 3H ion (triton) with an energy of 0.191 MeV. Though the 
absorption cross section is much higher than the other two isotopes, it is relatively expensive. 
The lower Q value can be compensated by high electron multiplication in 3He proportional 
counters.

In all three cases, the reactions products are emitted in opposite directions randomly oriented in 
space. These reactions are also used in the one- and two-dimensional detectors, and often form the 
basis of other detection methods, such as imaging detectors and neutron imaging plates. (They are 
also key reactions used in neutron depth profiling.) In general cadmium and gadolinium, or other 
rare earth elements, that have large thermal absorption neutron cross sections are not considered 
good detector materials, because they result in the copious production of gammas.

Neutron detectors may be operated in either current mode or in pulse mode. In the former, the 
detector events are integrated either over a short time to provide a beam monitor, or over a longer 
time as in a charge coupled device camera for beam alignment, or in a photographic plate or an imag-
ing plate detector used for neutron radiography or sometimes in neutron diffraction. These detec-
tors can operate with high intensity and can have high spatial resolution. Generally they have a large 
dynamic range, but may suffer from low efficiency, gamma sensitivity, and high noise. In the pulse 
mode individual neutrons are detected in a gas counter or a scintillator detector, and sometimes a 
converter foil; these are used in most neutron spectroscopy measurements. These detectors generally 
have high efficiency, low noise, and can discriminate against gammas, though they may be limited 
in their count rate and have limited spatial resolution. Discrete detector and multiwire proportional 
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counters (MWPCs) with coincidence encoding require little signal processing and can operate at 
relatively high counting rates. Signals from each detection element can be processed individually, 
allowing high data rates. Resolution can be improved if the charge (or scintillation light) from each 
neutron detection event is distributed over several detection elements.

Gas Detectors

The gas detector may be operated in either a current or a pulse mode. When the charged particles 
from the reaction pass through a gas, the primary mode of interaction is ionization and the excita-
tion of gas molecules along the particle track. The average energy lost by the incident particle per ion 
pair formed depends on the particular gas, the type of radiation and its energy. Typical values are 
about (30 to 35) eV per ion pair. For instance a 1 MeV particle that is fully stopped within the gas 
produces slightly greater than 3 × 104 ion pairs. The operation of the ionization chamber is based on 
the collection of all charge created by direct ionization within the gas by the application of an electric 
field. Two metallic electrodes surround the fill gas of 3He or 10BF3. The two emitted particles slow 
down in the gas and the charges of the electron-ion pairs produced along their tracks are collected 
on the plates using an electric field strength of ≈100 V/cm. The 3He reaction produces 0.764 MeV 
kinetic energy in the charged particles and results in about 2.5 × 104 electron-ion pairs. The ioniza-
tion chamber is usually used in current mode and serves as a low efficiency beam monitors on most 
neutron beam lines.

By increasing the electric field within the gas, the original ion pairs created within the gas are accel-
erated toward the electrodes, leading to additional ionization of the gas molecules by the accelerated 
electrons. This secondary ionization leads to an avalanche of charge, and the density of the electron 
cloud grows exponentially with distance as the avalanche progresses. It terminates when the central 
anode wire has collected all the free electrons produced. This is the ubiquitous proportional counter, 
with the total charge reaching the anode proportional to the number of primary electrons; and the 
gas multiplication or gain can be as high as ≈105. Individual neutron events are easily detected. The 
charge collection time is about 10 μs, so that the proportional counter is count rate limited to about 
3 × 104 s–1. The fill gas must not have appreciable electron attachment, and must quench any remain-
ing charge to prevent the migration of the heavier ions. This is generally performed by inert gases 
and the best is P10 gas (90% argon and 10% CH4 by volume). Partial pressure in the 3He counter is 
adjusted for the required neutron absorption efficiency, and a pressure of (10 to 20) bar can be used. 
When the reaction takes place near the edge of the detector housing, some of the charge is lost by 
the “wall effect” such that the full charge avalanche does not take place. However, a heavy gas with a 
high stopping power to reduce the charged particle range may ameliorate this. The differential pulse 
height spectrum is such that a lower level discriminator may be used to eliminate the gamma ray 
background.

The gas proportional counter is noiseless and has high charge amplification with good gamma 
discrimination and can stand high radiation fields. They are usually cylindrical, though detectors 
with elliptical cross sections are also available. The neutron sensitive fill gas is usually 3He. It may be 
made position-sensitive by having an amplifier at both ends of the anode wire. In the charge division 
method, the collected charge is divided in proportional to the resistance to ground at each end along 
the wire. The positional sensitivity depends on the highly resistive anode wire. The other method is 
the observation of the rise time from preamplifiers at either end of the resistive anode wire. Typical 
spatial resolution may be as high as 1.5 mm. The multiwire gas proportional counter MWPC is a two-
dimensional detector with a large number of parallel anode wires in a plane mounted between two 
cathodes composed of strips in orthogonal directions. The multiple electrodes are enclosed within a 
large single gas chamber. As before the gas multiplication of electrons is directed toward the anode 
wire, and positive charge is induced on the cathodes. These enable the positional determination in 
the two directions using coincidence encoding. The positional resolution is greater than 1 mm. The 
charge collection time is about 1 μs, so that the two-dimensional proportional counter is limited to 
about 3 × 105 events s–1. At high detection rates, the space charge reduces the electric field around the 
wire and hence the charge gain. The microstrip detector58 uses a photolithography technique, and 
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replaces the usual multiwire anode plane to reduce space-charge effects and gives higher counting 
rates and better spatial resolution.

Neutron Scintillators

All gas detectors require some form of gamma discrimination, and only glass scintillators lead to tol-
erable separation between neutron and gamma signals. The energy from the charged particle raises 
electrons within the material to excited states that decay back to the ground state by the emission 
of photons. The scintillator must be transparent to its own emitted radiation. Often the scintillat-
ing material must be mixed with a compound that contains the absorbing nuclei, such as a lithium 
compound dispersed in a matrix of ZnS(Ag). A ZnS(Cu, Ag, Au) scintillator is superior because it 
gives green light that is better for CCD (charge-coupled device) detection. 6Li-based scintillators are 
favored over 10B-based scintillators, because the greater energy released by the 6Li reaction results 
in greater light production. Fused B2O3 /ZnS has less effective gamma discrimination. The crystals 
often contain small amounts of an activating impurity to provide the necessary electronic states to 
produce suitable scintillating properties. The light produced in the scintillator may be directly cou-
pled to a light detection device such as a photomultiplier tube, though this may also be a channel-
plate amplifier, a CCD camera, or photographic film. Alternatively, the scintillator can be coupled 
through light guide or optical fibers, or through a system of lenses and mirrors. A lithium-loaded 
ZnS scintillator with an image intensifier is often used to monitor the profile of the neutron beam 
with the output of observed on a screen.

The range of the ionizing particles is only a few microns within the scintillator material, enabling 
much greater spatial resolution. A thin detector limits the gamma sensitivity and the same time limits 
the detection efficiency. Typical scintillators include ZnS/6LiF activated with Ag, 6LiI crystal activated 
with Eu, and 6Li glass activated with Ce, with the first mostly used, having ≈1.6 × 105 photons pro-
duced per absorbed neutron. Only a fraction of these photons are collected in the photomultiplier or 
other light-sensitive device, so that the quantum efficiency of a typical photocathode may be ≈
20 percent. Photomultiplier tubes also have to suffer from dark current, which can be decreased by 
cooling the tube. The spread in pulse amplitudes from a scintillator detector is typically 10 to 20 per-
cent and is the limitation on the spatial resolution of scintillator position-sensitive detectors (PSDs).

Scintillating glass fibers that are loaded with both 6Li and Ce can be operated with a spatial resolu-
tion of 100 μm. The triton emitted from the reaction can excite a Ce3+ ion, and the subsequent deex-
citation of the electron to the ground state results in the emission of visible light that is transmitted 
through the fiber and collected by the photomultiplier tube. These fibers can be arranged to form a 
large area position-sensitive detector. The principal disadvantage of the these glass fibers is the sen-
sitivity to gammas.

Photographic film may have a large dynamic range with high spatial resolution of ≈ 100 μm, but 
as an integrating device is sensitive to gammas. The Anger camera consists of a scintillator that is 
coupled by optical fibers to a number of photomultipliers. The positional encoding of the neutron 
event is determined by centroiding the output signal, with a precision much smaller than the size of 
the individual detector element, with a resolution of several mm.

Solid State Detectors

The deposition of the particle energy in a semiconductor results in the formation of electron-hole 
pairs. The energy required to form such pairs is ≈ 3 eV. FWHM pulse-height resolutions are gener-
ally better than 0.5 percent. Semiconductor diodes have a depletion layer to form the active region 
of the detector. The depletion layer thickness is adjusted by the bias voltage on the diode, with 
thicknesses up to several mm in high purity Si or Ge. The electrons and holes are collected with no 
amplification, analogous to the gas ionization chamber, and B or Li are common additions in semi-
conductor devices as the neutron absorber. The ranges of the primary charged particles is short, so 
that the position resolution should be good. The detectors are also sensitive to gammas.
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The cross sections for neutron induced fission reactions in 233U, 235U, and 239Pu are relatively large 
at low neutron energies. The reaction Q values are extremely large, ≈ 200 MeV, with approximately 
160 MeV being released as kinetic energy of the fission fragments. These produce a large charge in 
the ionization chamber.

When the neutron-sensitive material is a solid film, the density of the material is so high that the 
path lengths in the film are very short, and the probability of the charged particle escaping and reach-
ing the detection medium is reduced. The maximum detection efficiency is obtained with an opti-
mum foil thickness that depends on the range of the charged particle in the foil, and this depends on 
whether the foil detection is in transmission or backscattering geometry. A problem with foils is that 
only one charged particle is detected and even this loses varying amounts of its energy before entering 
the charged particle detector. Hence the pulse height spectrum is broad, and gamma discrimination 
is difficult.

Gadolinium foil can also be used in conjunction with a microchannel plate (MCP) detector where 
the MCP acts as an electron multiplier. Greater neutron detection efficiency is obtained when the 
neutron absorbing material (such as 6Li or 10B) is imbedded within the glass of the MCP. The reaction 
products create secondary electrons that are attracted by a positive bias and cause an electron ava-
lanche that travels down the channel. This results in thousands of electrons emerging from the MCP 
due to a single neutron. The position of the electronic pulses may be determined directed using a 
two-dimensional wire grid or indirectly on a phosphor screen to produce a proportional light image. 
Typical MCPs consists of 10B-doped glass with thousands of 5 μm diameter individual channels. 
Spatial resolution approaching 10 μm is possible with good detection efficiency. Sometimes these 
MCPs are arranged in a chevron configuration to increase the electron gain. Also microsphere plate 
detectors operate on principles similar to MCPs, and spatial resolutions better than 250 μm have been 
achieved. These devices are essentially insensitive to gammas.

Imaging Plates

Photographic film can be used to detect the light produced in a neutron-sensitive scintillator screen 
or in conjunction with a neutron-sensitive foil such as Gd to detect the charge reaction directly. 
The path length of the charge particles is quite short in the high-density photographic emulsion, 
enabling good spatial resolution with photographic film. The best spatial resolution of ≈ 20 μm is 
achieved with good quality film in contact with a Gd foil enriched with 157Gd. A resolution of 0.5 
mm is obtained with a standard neutron polaroid camera using a scintillator screen of ZnS(Ag)6LiF. 
The optical densities of the photographic films can be digitized with optical scanners. These inte-
grating detectors have no data rate limitations, but can provide no time information and therefore 
cannot be used in time-of-flight applications.

The concept of storage photostimulable phosphors or imaging plates involves radiation trapping 
in a phosphor-coated detector plate and the release of the trapped energy as light when the plate is 
stimulated under scanning in a reader with a fine laser beam of typical spot size of 50 μm. A pho-
tomultiplier tube that detects the light is coordinated with the scanned positions to create a digital 
image of the radiation field. The light intensity is linear with the received radiation level over a wide 
dynamic range (> 105). The information on the detector plate can be erased after scanning so that it 
can be reused. It is far more sensitive than film autoradiography. The detectors have a spatial resolu-
tion ranging from 25 to 200 μm with a single detector plate of size up to 350 × 420 mm.

Reusable photostimulable phosphors suitable to neutron detection incorporate converter mate-
rial such as Gd2O3 or LiF within the phosphor plate itself. Yet the inherent sensitivity of the imaging 
plate to gamma radiation produce high background interference. In addition, residual radioactivity 
from neutron activated materials, particularly from europium, and the depletion of neutron-sensitive 
materials in the imaging plate after repeated usage may require frequent calibration. An alternative 
is a two-step transfer process within which a foil is placed in the neutron field and then is transfer 
later to the imaging plate to record the radioactivity distribution in the converter and reproduce the 
neutron field information. Dysprosium is the most efficient neutron converter, decays with a half life 
of 2.35 h almost entirely by beta emission, and the activity is linear for over 5 orders of magnitude. 
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GRAZING-INCIDENCE
NEUTRON OPTICS

Mikhail Gubarev and Brian Ramsey
NASA/Marshall Space Flight Center 
Huntsville, Alabama

64.1

64.1 INTRODUCTION

Due to their unique sensitivity to light elements, neutrons are an important tool for progress in 
material and life sciences, medical research, and therapy as well as for fundamental physics. However, 
the availability of useful neutron beams is limited as neutron sources typically have relatively low 
brilliance (compared, e.g., to x-ray sources.) Focusing and concentrating of neutrons, through the 
use of suitable optics, offers a way to significantly increase neutron current density at the samples 
under investigations. Such a capability becomes particularly important for experiments with very 
small samples. In addition, neutron focusing can also improve the signal to noise ratio for such 
applications as small angle neutron scattering (SANS) analysis and neutron crystallography, when 
the neutron beam can be focused onto the detector.

This chapter is concerned with focusing neutron optics, that is, the optical elements capable of 
producing an image of the source through a limited but determined number of reflections. Other 
optical elements, such as capillary optics and neutron guides, utilize a stochastic number of reflections 
to transport or concentrate neutrons. In these, neutrons undergo multiple reflections from guide or 
capillary walls to emerge in a new direction. These elements are described in Chaps. 53 and 63.

64.2 TOTAL EXTERNAL REFLECTION

The optical properties of materials with respect to neutrons are characterized by their refractive 
indices1 which are a function of the neutron wavelength

 n i= − +1 δ β    (1)

with

δ
λ

π
=

2

2

N bd  
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and 

β
λ σ

π
=

Nd a

4

where Nd is the atomic number density, b is the coherent scattering length, and sa is the absorption 
cross-section. For most materials (with the exception of those containing Li, B, Cd, Sm, or Gd) the 
absorption cross-section is almost zero and Eq. (1) can be reduced to

n = −1 δ

The parameter d is strongly dependent on neutron wavelength and in the case of thermal neutrons, 
is about 10–5 for most elements and their isotopes. So, as is the case for x rays, the refractive index 
for neutrons is slightly less than unity. Therefore, thermal and cold neutrons can be reflected from 
smooth surfaces at shallow “grazing-incidence” angles (total external reflection) or be refracted at 
the boundaries of different materials. Both reflective and refractive optics can be used to focus and 
concentrate neutrons. The advantage of neutron reflective optics, reviewed here, is that they are 
achromatic compared to refractive optics.

Total external reflection occurs when neutrons are incident on a surface at angles below the critical 
angle ϑcr, given by

 ϑ δcr = 2  (2)

so that at 10 Å, for example, the critical angle for reflection off nickel is approximately 1°.
Because the neutron absorption cross section is negligible for most materials, the reflectivity, 

which can be calculated by the Fresnel equations (see, e.g., Chap. 63), is almost 100 percent below the 
critical angle. This permits the development of efficient grazing-incidence neutron optics.

64.3 DIFFRACTIVE SCATTERING AND MIRROR 
SURFACE ROUGHNESS REQUIREMENTS

Mirror surfaces must be quite smooth as diffractive scattering off surface irregularities produces 
the wings of a mirror’s point-spread function (PSF). The grating equation provides the relationship 
between the diffractive scattering angle q for neutrons with wavelength l incident, at an angle a, 
onto a surface with roughness at spatial frequency f

 θ α λsin = f  (3)

The neutron flux excluded from an angular aperture with radius q , the total integrated scatter (TIS) 
is given by

 

TIS PSDsc( ) sin ( )> = ′ ′ = ⎛
⎝⎜

⎞
⎠⎟ ′

′
∫θ ψ πϑ ϑ π α

λθ

2 4
2

d f
θθ α λ

π α σ
λsin /

( sin )∫ ′ = ⎛
⎝⎜

⎞
⎠⎟df 4 2

2

 (4)

where ψ sc is the single reflection point spread function, PSD is the power spectrum density function 
of the surface, and s is the surface roughness [the rms value, calculated for the spatial frequencies 
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f > θ α λ(sin / )]. The formula describes the single reflection case and for double reflection, as for 
many optical configurations, the single reflection point spread function has to be multiplied by a 
factor of two. 

At a given neutron wavelength and surface roughness, the excluded fraction of neutrons increases 
with grazing angle, so the worst case occurs at the critical angle of the surface material. For a nickel 
surface the critical angle is given by

 
ϑ λcr(rad) Å= × ×−1 73 10 3. ( )

 
 (5)

So, the worst case TIS for a nickel surface (single reflection) is 

 TIS crs s( )> ≈ × −θ σ5 10 4 2   (6)

for spatial wavelengths 1 60/f < /θ, where ss is the surface roughness (the rms value in Å). In prac-
tice, optical surfaces can be polished to the level of a few Å, so neutron scattering due to the surface 
microroughness can be kept to acceptable levels. Effects calculated above, though, will be doubled for 
2-bounce mirror systems.

64.4 IMAGING FOCUSING OPTICS

Optical elements such as elliptical, toroidal, Kirpatrick-Baez (KB) or Wolter mirrors (see Chap. 44), 
and “tapered” (elliptical or parabolic) reflectors (see Chap. 52) utilize single or double reflections to 
image neutron sources and to produce fine focusing. The shallow critical angles for neutrons lead 
to mirror designs with large mirror lengths and small apertures. With low neutron currents, espe-
cially for thermal neutron sources, this dictates the use of nested systems to improve throughput. 
Fabrication of large super-polished high-figure-quality surfaces is a challenging task in general as 
figure errors and the roughness of the mirror surface determine the optical performance. 

The specific properties of neutrons and the typical size of the neutron sources pose additional 
challenges (over similar x-ray optics) for development of high performance optics for beam control. 
Neutron sources are typically extended and also less brilliant compared to x-ray sources. Thus on-axis 
optical schemes, originally developed for point-like x-ray sources, may not deliver optimum optical 
performance. The major portion of an extended neutron source would be off the mirror’s optical axis, 
and this results in higher optical aberrations compared to an on-axis point source if classical focus-
ing schemes are used. These aberrations can be minimized to some extend by collimating a neutron 
source down for applications when the neutron current is not so critical and by optimizing the figure 
of the mirror to boost the off axis optical performance. In addition, the effects of gravity, which need 
not be considered for x rays, are significant in neutron applications. The dependence of velocity on 
wavelength makes a grazing incidence neutron optic gravitationally chromatic.

Optical Elements: Configurations

Depending on the experimental task and resources available, the optimal optical configuration for 
a specific neutron application may include single, double, or more reflections. 

Optical schemes using single reflection for neutron focusing can be divided into two subgroups 
based on neutron source configuration. An elliptical scheme is applicable for divergent point-like 
sources. In this case the source is placed at the first ellipsoid focal point and the neutrons are focused 
at the second focal point of the ellipsoid. A parabolic scheme would be applicable for quasi-parallel 
neutron beams, where a single-bounce optical element would be placed after straight neutron guides. 
The schematics of neutron focusing based on these optical configurations are shown in Figs. 1 and 2.
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64.4  X-RAY AND NEUTRON OPTICS

A significant problem with any grazing-incidence focusing system is image degradation due to 
astigmatism and spherical and coma aberrations. The use of true ellipsoidal (for finite source) and 
paraboloidal (for infinite source) mirrors would eliminate the astigmatism and spherical aberra-
tion components, but in practice the figure of single-bounce grazing incidence mirrors is commonly 
approximated to ease mirror fabrication. Astigmatism, the optical aberration due to the difference 
in the meridional and sagittal focal distances of a mirror, can be eliminated when a toroidal mirror 
is used for neutron focusing. The mirror is astigmatism-free, if the sagittal and meridional radii of 
a toroidal mirror are set such that the corresponding focal distances are equal. This requirement is 
satisfied if the ratio between the sagittal and meridional radii of the mirror is

R

R
s

m

= sin2α

where Rs and Rm are the sagittal and meridional radii of the mirror curvature and a is the graz-
ing angle. Toroidal neutron mirrors have been used to focus neutrons at the ILL Spin-Echo 
Spectrometer2 and at the Jülich SANS instrument and reflectometer.3,4 (The Jülich toroidal mirror 
has now been transferred to the FRM neutron source in Garching.5) Elliptical and parabolic tapered 
neutron guides have also been used as a single-bounce systems.6–10 

The principal disadvantage of single-bounce systems is off-axis aberrations, especially coma. The 
off-axis coma is due to the difference in angular magnification for neutrons reflected from different 
areas of the mirror located on the same mirror meridian and it cannot be corrected using only one 
reflection. Image deterioration caused by this optical aberration is directly proportional to the mirror 
length. The aberration might in practice be severe because neutron sources are extended and the 
quasi-parallel neutron beams formed by straight neutron guides have nonzero divergence, so in both 
these cases many neutrons are nonaxial. To limit the focal spot blur of a single-bounce optical sys-
tem due to off-axis coma one can therefore decrease the mirror length and/or collimate the neutron 
source down. However, both lead to reduced throughput, but this can be compensated in some cases 

Paraboloid

FIGURE 1 A single parabolic reflector used to 
focus a quasi-parallel input neutron beam.

Ellipsoid

FIGURE 2 A single ellipsoidal reflector used to focus a 
divergent point source of neutrons.
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GRAZING-INCIDENCE NEUTRON OPTICS  64.5

by the use of a nested optical system. A distinct advantage of single-bounce systems, however, is the 
ease of construction and alignment.

Another way to simplify the fabrication of grazing incidence mirrors is to use an optical scheme 
with two or more consecutive reflections from separate surfaces orthogonal to each other. Such a 
scheme was first described by Kirkpatrick and Baez (KB) for spherical mirrors11 and is shown sche-
matically in Fig. 3. The KB optical scheme, which has elliptical and parabolic mirrors for focusing 
beams from finite and infinite sources, respectively, eliminates astigmatism and spherical aberrations. 
However, because the reflections appear in orthogonal planes the KB schemes suffers from off-axis 
coma the same way as the single-bounce optical systems. The KB mirrors are relatively easy to fabri-
cate but are relatively difficult to align due to sensitivity to the tilt errors. However, if bendable mirrors 
are used the misalignment can be often corrected by refocusing-rebending.

The KB systems provide good optical performance in small apertures if short mirrors are used, 
making the system attractive if neutrons need to be focused onto small samples. To increase the aper-
ture, nested systems are needed and the KB systems lends itself readily to this with the mirrors stacked 
together in two orthogonal planes. A few nesting schemes have been proposed for KB microscopes 
and two examples are shown in Fig. 4. In one method, shown in Fig. 4a, mirrors are nested against 
each other so that the first reflection can be in either the horizontal or vertical plane. Another method, 
termed deflected KB (DKB), utilizes flat deflection mirrors to “steer” the incoming flux into the ellip-
tical focusing mirrors, enabling a larger collecting area. A one-dimensional schematic illustrating 
focusing in one plane is depicted in Fig. 4b with the nested elliptical mirrors shown at the right. Inner 
rays enter directly, but outer rays are first deflected by the plane mirrors on the left. A second system, 
orthogonal to this, would provide focusing in the other dimension. Greater neutron current gains are 

(a) Nested

(b) DKBTM

FIGURE 4 Two KB optical con-
figurations for a neutron microscope. 
(Courtesy of Gene Ice, Oak Ridge National 
Laboratory.)

Object

Image

q
F2s

F2p

F1p

F1s

FIGURE 3 The Kirkpatrick-Baez mirror con-
figuration uses a single reflection from each of two 
orthogonal mirrors. (Courtesy of Gene Ice, Oak Ridge 
National Laboratory.)
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64.6  X-RAY AND NEUTRON OPTICS

possible with more deflections. However, the increase in effective aperture due to reflection from an 
additional mirror have to be traded against the increase in image blur due to the neutron scattering 
from additional mirror surface’s microroughness. In cases where the KB optical system is intended for 
neutron imaging, the difference in magnifications in orthogonal planes, proportional to the distance 
between the two orthogonal mirrors, needs to be taken into account. 

The KB scheme has been successfully used for the neutron focusing.12 The smallest focal spot achieved 
to date was using bendable mirrors with the figure adjusted to approximate an ellipse. The focal spot
for neutrons with wavelength of 0.1 nm was measured to be 89 × 90 μm (FWHM).13 

The astigmatism of grazing incidence mirrors can be easily corrected by the use of optical geome-
tries with an even number of reflections from the confocal surfaces of revolution. The on-axis coma is 
eliminated while the off-axis coma can be also be reduced for large apertures. With these aberrations 
either eliminated or reduced, the image degradation due to the obscured aperture diffraction would 
need to be taken into account.14 Since each reflection from a nonideal surface, in a multibounce 
system, results in additional scattering due to microroughness, the two bounce systems have been 
developed the most. Such systems, first discussed by Wolter,15 are used extensively in x-ray astronomy 
and can also be designed for use with cold and thermal neutron beams. In Wolter geometries two mir-
rors with surface figures of second order such as a paraboloid, hyperboloid, or ellipsoid are arranged 
coaxially. A schematic of two of the most used Wolter mirror configurations is shown in Fig. 5.

Wolter geometries with paraboloid, hyperboloid, and ellipsoid mirrors are optimized to provide 
superior optical performance on-axis and are capable of delivering better optical performance com-
pared to single-bounce and KB systems. It has been previously shown in the literature that the appli-
cation of a polynomial approximation to the surface of grazing incidence mirror shells16,17 as well 
as defocusing18 enhances the global performance of the mirror over the entire field-of-view. Nested 
Wolter-1 geometry optics can greatly improve the focused beam intensity by increasing the incident 
beam area while keeping the optical aberrations low. For reference, a picture of an x-ray optic module 
with 12 nested mirrors is shown in Fig. 6.

The focusing capabilities of neutron imaging optics based on Wolter geometries has been success-
fully demonstrated using a beam of cold neutrons.19 A test mirror originally designed as a 1/10-scale 

Ellipsoid

Paraboloid

Hyperboloid

Hyperboloid

FIGURE 5 Commonly used Wolter-1 mirror configurations. (See also color insert.)
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GRAZING-INCIDENCE NEUTRON OPTICS  64.7

version of the innermost mirror of NASA’s Chandra X-Ray Observatory20 was fabricated using an 
electroformed nickel replication process, wherein a thin nickel mirror shell is electroformed off a 
superpolished and figured mandrel.21 In the experiment the area of the optic illuminated by the neu-
tron beam was estimated to be 17.7 mm2. A focal-spot size, defined mostly by the divergence of the 
incoming beam, was measured to be 1.15 mm (FWHM).

Optical Elements: Materials

The largest possible critical angle observed for an isotope is that of Ni58, and so this is the material 
of choice for grazing incidence optics. Typically, optical elements are fabricated from another more 
traditional material such as zerodur, glass, or silicon, and then the mirror surface is coated with Ni58. 
In the case of the nickel replication technique, natural nickel can be used to produce the mirror shell 
with a small loss of critical angle. In some applications it is desirable to use nonmagnetic materials 
to preserve neutron polarization and for these Cu65 with an aluminum-layer overcoat to prevent 
oxidation can be used.3

Multilayer coatings, typically alternating layers of nickel and titanium, can be deposited on the 
surface of a curved neutron mirror to increase the acceptance angle of the mirror. Such a neutron 
“supermirror” efficiently reflect neutrons with wavelengths l when the mirror angle is less than a 
critical angle,13 given by

 
ϑ λcr rad Å( ) . ( )= × × ×−m 1 73 10 3

  (7)

where m is the ratio of the maximum supermirror angle compared to the maximum efficient scat-
tering angle of a nickel surface. Typical practical values of m are 3 to 4.
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Apodization, 17.6–17.7, 17.7f
Arabidopsis thaliana, 37.10–37.11, 37.10f
Area-detection x-ray imaging, 61.2, 61.2f
ARROW structures, 11.15
Arsenic trisulfide (As2S3), 12.7
ASML Alpha Tool, 34.2, 34.3f
Astigmatism, 13.12, 64.4, 64.6
ASTM (American Society for Testing 

Materials), 1.4
Astralate aberrations, 45.4
Astronomical x-ray optics, 47.1–47.11

angular resolution of, 47.10–47.11, 47.11f
hard, 47.9–47.10
history of, 47.1–47.2
Kirkpatrick-Baez optics, 47.7–47.8, 47.8f, 47.9f
Wolter, 47.2–47.7, 47.2f, 47.4f, 47.6f, 47.7f

Astronomy, x-ray, 33.1–33.4, 33.3t
ATM (asynchronous transfer mode), fiber optic 

standards and, 23.6
Atmosphere, standard, 3.6–3.11, 3.7t, 3.8f–3.11f
Atmospheric Infrared Sounder (AIRS), 3.39
Atmospheric optics, 3.3–3.45

and absorption of light, 3.4–3.5, 3.4f
and atmospheric optical transmission, 

3.22–3.26, 3.22f–3.27f
and composition of standard atmosphere, 

3.6–3.11, 3.7t, 3.8f–3.11f
and global climate change, 3.43–3.45, 3.44f
and meteorological optics, 3.40–3.43, 

3.41f–3.43f
remote sensing in, 3.36–3.40, 3.37f–3.40f
and theory of interaction of light with 

atmosphere, 3.11–3.22
inelastic optical processes, 3.21–3.22
Mie scattering, 3.16–3.18, 3.17f–3.19f
molecular absorption, 3.12–3.15, 3.13f
molecular emission and thermal spectral 

radiance, 3.18, 3.20, 3.20f
molecular Rayleigh scattering, 3.15–3.16
surface reflectivity and multiple scattering, 

3.21, 3.21f
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Atmospheric optics (Cont.):
turbulence in, 3.26, 3.28–3.36

beam spreading, 3.32–3.33, 3.33f
beam wander, 3.31–3.32
imaging and heterodyne detection, 3.34
parameters for, 3.28–3.31, 3.29f, 3.30f
scintillation, 3.34–3.36, 3.35f

Atmospheric tilt, 5.14, 5.14f–5.15f
Atmospheric turbulence, imaging through, 

4.1–4.37
aberration variance and approximate Strehl 

ratio for, 4.27–4.28, 4.28f
and adaptive optics, 4.35–4.36
angle of arrival fluctuations, 4.23–4.26, 4.25f,

4.26f
and covariance and variance of expansion 

coefficients, 4.20–4.22, 4.21t,
4.22f–4.23f

Kolmogorov turbulence and atmospheric 
coherence length, 4.7–4.10, 4.8f, 4.9f

long-exposure images, 4.3–4.7
modal correction of turbulence, 4.28–4.30, 

4.29t, 4.30f
and modal expansion of aberration function, 

4.17–4.20, 4.17f–4.18f, 4.19t, 4.20t
and resolution of telescopes, 4.2–4.3
short-exposure image, 4.31–4.35, 

4.31f–4.34f, 4.35t
and systems with annular pupils, 4.10–4.16, 

4.11f–4.15f, 4.15t
Atomic energy levels, 2.2–2.5, 2.4f
Atomic scattering, x-ray optics and, 36.1, 36.2f
Atomic spectra, 2.13
AT&T (American Telephone & Telegraph), 21.1
Attenuated total reflectance (ATR) waveguides, 

12.11
Attenuation:

defined, 21.13
fiber, 21.13–21.14
for fiber optic communication links, 15.7
Lambert-Beer law of, 63.11
linear, 31.1, 31.2
neutron, 63.11–63.12
in optical fibers, 9.4, 9.5f
in photonic crystal fibers, 11.19–11.22, 

11.20f, 11.21f
x-ray, 31.1–31.4, 31.2f, 31.3f

Attenuators:
for fiber-based couplers, 16.4
for networking, 18.2, 18.9
variable optical, 21.12, 21.13f

Auger cascades, 59.4
Auger energies, 36.3t, 36.9t
Auger excitation peaks, 29.3
Auger recombination, 13.27–13.28
Autocovariance (ACV) function, 44.13
Avalanche photodiode (APD) receivers, 9.8, 

9.10–9.11
Avalanche photodiodes, 13.63, 13.71–13.73
Average unregistered detected point spread 

function (AUDPSF), 44.14, 44.15f
Axial and circumferential slope errors, 

45.7–45.8

Babinet-Soleil compensators, 7.22
Backward Brillouin scattering, 11.25
Ballistic neutron guides, 63.17–63.18
Balloon payloads, in astronomical x-ray optics, 

47.10
Band edges, of photonic crystal fibers, 

11.9–11.10
Band gap energy, 19.2
Band-filling modulators, 13.62
Bandpass response, in acousto-optic 

interaction, 6.15–6.16
Bandwidth:

defined, 20.1
fiber, 21.2–21.3, 21.2f

Batman doping, 25.20
Beacons, laser, 5.27–5.34

focus anisoplanatism, 5.27–5.29, 5.28f–5.30f
mesopheric sodium laser beams, 5.32–5.34, 

5.33f
Rayleigh, 5.30–5.32, 5.31f

Beam spatial coherence, 58.4
Beam splitters, 18.6, 18.6f
Beam spreading, 3.32–3.33, 3.33f
Beam steering, 6.27–6.29, 54.11
Beam wander, 3.31–3.32
Beamlines, for multilayer Laue lenses, 

42.9–42.10, 42.9f–42.12f
Beer-Lambert law, 3.11, 3.20, 3.21
Bend, of liquid crystals, 8.22, 8.23f
Bend loss, of photonic crystal fibers, 

11.21–11.22, 11.21f
Bendable optics, 50.3–50.4, 50.4f
Bending magnet synchrotron radiation sources:

brightness of, 55.9
power of, 55.8–55.9, 55.8f
radiation from, 55.3–55.6, 55.5f, 55.6f

Bent crystals, 39.5–39.6, 39.5f–39.6f
BepiColombo mission, 49.6
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Bessel functions, 6.6
Bias, of electroabsorption modulators, 13.59
Bidirectional reflectance distribution function 

(BRDF or BDRF), 1.4–1.6, 1.5f, 3.21
Bidirectional scatter distribution function 

(BSDF), 1.6–1.7
Bidirectional scatter distribution function 

(BSDF) scatterometers, 1.8, 1.8f
Bidirectional transmission distribution 

function (BTDF), 1.6
Bimorph mirrors, 5.37, 5.37f, 50.4, 50.4f, 50.6f
Binary digits, in OTDM networks, 20.8
Binary units, for electro-optic modulators, 7.27
Biphase coding, 20.9, 20.9f
Birefringence, 6.17, 8.19, 11.17
Birefringent diffraction bandshapes, 6.13, 6.14, 

6.14f
Birefringent fibers, 16.5–16.6
Birefringent phased array deflectors, 6.29
Birefringent tangential phase matching, 6.25
Bit error rate (BER), for fiber optic 

communications, 15.1–15.5, 15.3f, 15.4f,
15.8, 15.13, 15.15, 15.17

Bit error ratio (BER), DQPSK and, 21.34
Bit rate, for optical fibers, 9.12
Blackman window function, 46.9, 46.10f
Bloch waves, 11.22
Blockage defects, in polycapillary x-ray optics, 

53.4, 53.5, 53.5f
Boltzmann population factor, 3.14, 3.20
Bormann transmission, 43.3, 43.3f
Bormann triangle, 63.27
Born approximation, 27.2, 63.4, 63.5
Boron neutron capture therapy (BNCT), 53.19
Boron [10B(n, a)] reaction, 63.31
Boundary quality, of multilayers, 41.5–41.7, 

41.7t
Bragg angle, 6.9, 30.5, 39.3
Bragg cells (wideband), in acousto-optic 

devices, 6.27, 6.30, 6.31t
Bragg condition, 6.32, 42.3f, 42.4, 42.10, 

42.11f
Bragg diffraction:

and acousto-optic modulators, 6.4, 6.6, 6.7, 
6.14

and brightness of x-ray tube sources, 54.16
far and near, 6.8–6.9, 6.12
in neutron optics, 63.23
order of, 20.14
and phase matching equations, 6.11
of x-rays, 42.2

Bragg fibers, 11.4
Bragg geometry, for crystal monochromators, 

39.2–39.4, 39.2f, 39.3f, 39.6
Bragg gratings:

and DBR lasers, 20.14
fiber, 17.1–17.9

applications, 17.8–17.9, 17.8f
chirped, 21.22–21.23, 21.23f, 21.25–21.26, 

21.25f
fabrication, 17.4–17.8, 17.5f–17.7f
and fiber lasers, 25.8, 25.16, 25.18, 25.30, 

25.31
long-period gratings vs., 24.9, 24.11
photosensitivity, 17.2–17.3
properties of, 17.3–17.4, 17.4f
sensors based on, 24.5–24.8, 24.6f–24.7f

volume, 25.29, 25.30
Bragg limit, 6.8
Bragg mirrors, 13.28, 13.44
Bragg planes, of crystal monochromators, 39.1, 

39.2, 39.5
Bragg reflection:

of crystals, 40.9
in interferometers, 63.26, 63.27
and linear polarization, 43.2–43.4, 43.3f,

43.4f, 43.6, 43.8
and liquid crystals, 8.10
in monochromators, 39.1, 63.24
and multilayers, 41.2
and x-ray absorption spectroscopy, 

30.2, 30.4
Bragg reflection monochromator, 39.4, 39.5
Bragg reflector lasers, 13.7, 13.28–13.29, 13.29f
Bragg reflectors, 13.45
Bragg scattering cross section, 63.18
Bragg transmission phase retarders, 43.6
Bragg wavelength, 17.3, 20.15, 24.7
Bragg-Brentano powder diffractometer, 28.1, 

28.2f, 28.3, 28.3f
Bragg-Fresnel lenses, 40.9–40.10, 40.9f
Bragg’s law, 26.8, 28.3, 30.1, 39.1, 39.4, 43.7, 

63.14, 63.16, 63.24
Bragg-symmetric crystals, 35.3
Braking radiation (see Bremsstrahlung 

radiation)
Bremsstrahlung photons, 63.12
Bremsstrahlung radiation, 31.3

continuous, 54.4–54.6, 54.5f
from laser-generated plasmas, 56.1, 56.8–56.10
from pinch plasma sources, 57.1
and x-ray fluorescence, 29.3, 29.5, 29.6, 29.11
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Brewster angle, in VUV and x-ray region, 41.9
Bridge fiber method, of mode matching, 25.17, 

25.17f
Brightness:

of synchrotron radiation, 55.1, 55.9
x-ray tube sources, 54.11–54.15, 

54.13f–54.15f
Brillouin frequency shift, 10.8
Brillouin scattering:

backward, 11.25
forward, 11.25, 11.26
photonic crystal fibers, 11.25–11.26, 11.25f
stimulated, 10.1, 10.7–10.9, 15.8, 21.20, 25.6

Brillouin zones, 11.9
Broadband transmission, 3.23–3.24, 3.25f–3.26f
Broadening:

Doppler, 3.14, 5.32, 56.5
homogeneous, 20.1
Lorentzian, 3.14
pressure, 56.5–56.6
spectral, 56.6–56.8

Bulk electro-optic modulators, 7.3, 7.16–7.28
amplitude modulation, 7.22–7.24, 7.23f,

7.24f
frequency modulation, 7.24–7.25, 7.25f
phase modulation, 7.18–7.20
polarization modulation (dynamic 

retardation), 7.20–7.22, 7.20f, 7.21f
scanners, 7.26–7.28, 7.26f–7.28f

Bulk lasers, 25.5–25.6
Bunches, electron, 55.17
Buried heterostructure (BH) lasers, 13.5

Cable television (CATV), 9.16–9.17
Calamitic liquid crystals (LCs), 8.4, 8.5, 8.9, 

8.11f
Calar Alto telescope, 5.27
Cameras:

Anger, 63.33
gamma, 32.2

Canada-France-Hawaii Telescope, 5.23
Capillary discharge devices, 57.3, 57.3t
Capillary optics, 28.5 (See also Monocapillary 

x-ray optics; Polycapillary optics)
Carbon dioxide lasers, 12.3t, 12.9, 12.13
Carbon nanotubes (CNTs), 54.10–54.11
Carrier sense multiple access with collision 

detection (CSMA/CD), 23.7

Carrier-suppressed return-to-zero (CSRZ) 
formats, in WDM networks, 21.30, 21.31f,
21.36t, 21.37f

Carrier-to-noise ratio (CNR), for optical fibers, 
9.15–9.16, 9.16f

Cassegrain telescopes, 44.4
Catadioptric lens systems, 35.1
Cathodes, as x-ray tube sources, 54.10–54.11
Catoptric lens systems, 35.1
Cauchy equations, for liquid crystals, 8.20, 8.21
Čerenkov effects, 11.24
Chalcogenides:

in fiber lasers, 25.27t, 25.29
as infrared fibers, 12.2, 12.2f, 12.3t, 12.6, 

12.7, 12.7f, 12.13
Chandra X-Ray Observatory, 33.2–33.4, 33.3t,

44.4, 44.10, 47.1, 47.4f, 47.5, 47.10, 64.7
Channel electron multipliers (CEMs), 

60.6–60.7
Channel power equalization, for EDFAs, 21.41, 

21.42f
Characteristic radiation:

Bremsstrahlung radiation as, 56.8–56.10
from laser-generated plasmas, 56.2–56.10
recombination radiation as, 56.10
spectral lines as, 56.2–56.8
from x-ray tube sources, 54.6–54.8, 54.7f

Charge-coupled devices (CCDs):
in adaptive optics, 5.21
as x-ray detectors, 60.7, 60.8, 60.10t
x-ray imaging detectors in, 61.7–61.8, 61.8f

Charge-injected devices (CIDs), 60.7, 60.10t
Chebyshev polynomials, 46.6
Chemical vapor deposition (CVD), 25.26
Chip screening, of SOAs, 19.17, 19.17f
Chiral liquid crystals (LCs), 8.8–8.13, 

8.11f
Chirally coupled core (CCC) fibers, 25.2, 

25.19f, 25.21–25.22
Chirp and chirping, 20.1

of electro-absorption modulators, 13.58
of fiber Bragg gratings, 17.7
frequency, 13.1, 13.17–13.18, 13.17f
of lasers, 9.8
and optical fibers, 10.3, 10.11
of solitons, 22.3

Chirped fiber Bragg gratings (FBGs), 
21.22–21.23, 21.23f, 21.25–21.26, 21.25f

Chirped pulse amplification (CPA), 25.2, 25.32, 
25.33
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Cholesteric liquid crystal display (Ch-LCD), 
8.32

Chromatic dispersion:
and fiber optic communication links, 15.9, 

15.10
in WDM networks, 21.14–21.16, 21.15f,

21.16f
Chromium ions (Cr3+):

absorption and photoluminescence of, 
2.19–2.21, 2.19f, 2.20f

optical spectroscopy of, 2.9–2.10, 2.10f
polarization spectroscopy of, 2.21–2.22, 2.23f

Circuits, optical tank, 20.21, 20.21f
Circuit-switched networks, 21.7–21.10, 

21.8f–21.9f
Circular gratings, 40.1
Circular polarization:

analyzers for, 43.6–43.8, 43.7f
phase plates for, 43.5f
and synchrotron radiation, 55.6–55.7

Circulators, for networking, 18.3, 
18.3f, 18.10

Circulators, optical: fiber Bragg gratings, 
17.8f, 17.9

Circumferential coordinates, 45.7
Circumferential slope errors, 45.8
Cladding:

defined, 25.2
photonic crystal fibers in, 11.7–11.11, 

11.8f–11.10f
Cleaving, of photonic crystal fibers, 11.26
Climate change, global, 3.43–3.45, 3.44f
Clock recovery, in OTDM networks, 

20.21–20.22, 20.21f
Coarse wavelength division multiplexing 

(CWDM) systems, 19.27
Coatings:

antireflection, 19.8, 19.8f, 19.20
for infrared optical fibers, 12.4, 12.7, 12.9
reflective (multilayers), 41.1–41.10

and calculation of multilayer properties, 
41.3–41.4

for diffractive imaging, 41.9–41.10, 
41.10f

fabrication methods and performance of, 
41.4–41.9, 41.5f, 41.6t, 41.7t, 41.8f

properties of, 41.1–41.3, 41.2f
Coblentz sphere, 1.10, 1.10f, 1.11
Code mark inversion (CMI), 20.9
Code V (program), 35.1

Coding, in OTDM networks, 20.9–20.10, 
20.9f

Coherence:
beam spatial, 58.4
in coherent x-ray optics, 27.5
in long wavelength limit, 55.17–55.20, 

55.18f, 55.19f
mutual coherence function (MCF), 4.4, 4.7, 

4.10
temporal, 55.17–55.18, 55.18f
transverse, 55.18–55.20, 55.19f
transverse spatial, 55.16

Coherence collapse, from laser diodes, 
13.22–13.23

Coherence diameter, Fried’s, 5.2, 5.7, 5.9–5.10
Coherence length:

atmospheric, 4.7–4.10
Fried’s, 4.8
and imaging through turbulence, 4.8–4.10, 

4.8f, 4.9f
spatial, 27.2

Coherent area, of atmosphere, 4.16
Coherent diffraction microscopy, 27.4–27.5, 

27.4f, 27.5f
Coherent Doppler LIDAR, 3.38, 3.39f
Coherent scattering, 26.7, 63.7, 63.8
Coherent x-ray optics, 27.1–27.5, 27.3f–37.5f
Coiling, of LMA fibers, 25.18
Cold cathode fluorescent lamps (CCFLs), 8.30, 

8.30f
Cold-cathode field emission, 54.10–54.11
Collimating polycapillary optics, 53.14,

53.14f
Collimating single crystal diffraction, 53.12, 

53.12f
Collimation and collimators:

anisotropic acoustic beam, 6.25
neutron, 63.15–63.16
in neutron and x-ray optics, 26.11, 26.11f
in polycapillary x-ray optics, 53.8–53.9, 

53.8f–53.9f
with refractive x-ray lenses, 37.8
Soller, 28.2, 28.2f, 28.3
in SPECT imaging, 32.3

Collinear beam acousto-optic tunable filters 
(CBAOTFs), 6.43, 6.43f, 6.45t

Collision length, for solitons, 22.9–22.10, 
22.15

Coma, of grazing incidence telescopes, 44.9, 
44.10
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Communication networks and systems:
fiber-optic standards for, 23.1–23.8

ATM/SONET, 23.6
ESCON, 23.1–23.2, 23.2f
Ethernet, 23.7
FDDI, 23.2–23.3, 23.3f
Fibre Channel standard, 23.4, 23.5f,

23.5t
InfiniBand, 23.8, 23.8t

optical fibers in, 9.3–9.17
analog transmission, 9.15–9.17
bit rate, 9.12
distance limits, 9.12–9.13
fiber for, 9.4–9.7, 9.5f, 9.6f
fiber-optic networks, 9.14–9.15
optical amplifiers, 9.13–9.14
photodetectors, 9.8
receiver sensitivity, 9.8–9.11
repeater spacing, 9.12–9.13
technology, 9.4–9.8
transmitting sources, 9.7–9.8

optical time-division multiplexed, 
20.1–20.25

analog to digital conversion, 20.8, 20.8f
binary digits and line coding in, 

20.8–20.10, 20.9f
device technology, 20.12–20.24
history of, 20.3
interleaving in, 20.6–20.7, 20.7f
modulation, 20.17–20.20, 20.17f, 20.19f,

20.20f
multiplexing and demultiplexing, 

20.3–20.12, 20.7f, 20.22, 20.23f
optical clock recovery, 20.21–20.22, 

20.21f
sampling, 20.4–20.6, 20.5f, 20.6f
serial vs. parallel, 20.12, 20.13f
timing recovery, 20.10–20.12, 20.10f,

20.11f
transmitters, 20.12–20.17, 20.14f–20.16f
ultrahigh-speed, 20.23–20.24, 20.24f

solitons in, 22.1–22.17
classical solitons, 22.2–22.4, 22.2f–22.4f
design of transmission systems, 

22.5–22.7
dispersion-managed solitons, 22.12–22.15, 

22.13f, 22.14f
frequency-guiding filters, 22.7–22.9
wavelength division multiplexing, 

22.9–22.12

Communication networks and systems (Cont.):
wavelength-division multiplexed, 21.1–21.44

carrier-suppressed return-to-zero and 
duobinary, 21.30–21.33, 21.31f, 21.32f

chromatic dispersion in, 21.14–21.16, 
21.15f, 21.16f

circuit and packet switching in, 21.7–21.11, 
21.8f–21.11f

dispersion and nonlinearities of, 
21.16–21.26, 21.17f–21.21f,
21.23f–21.27f

DPSK and DQSK, 21.33–21.36, 
21.33f–21.35f, 21.36t, 21.37t

fiber attenuation and optical power loss, 
21.13–21.14

fiber bandwidth, 21.2–21.3, 21.2f
fiber system impairments, 21.13–21.26
history of, 21.1–21.2
network reconfigurability, 21.12–21.13, 

21.12f, 21.13f
optical amplifiers in, 21.37–21.44, 21.37f,

21.38f–21.42f
optical modulation formats, 21.27–21.36, 

21.28f–21.30f
point-to-point links, 21.4
in real systems, 21.3–21.4, 21.3f, 21.4f
star, ring, and mesh topologies, 21.5–21.7, 

21.5f–21.7f
wavelength-routed networks, 21.5, 21.5f
WDM dispersion managed soliton 

transmission, 22.15–22.17
Commutators, 20.1, 20.7f
Compensators, Babinet-Soleil, 7.22
Complementary metal oxide semiconductors 

(CMOS) signal processing, 62.5
Complex index of refraction, for x-ray optics, 

48.1
Compton radiation sources, 55.2–55.3, 55.3t
Compton scattering, 59.1

and circular polarization, 43.6
inverse, 59.1
and microfocus x-ray fluorescence, 29.5, 29.8f
and polycapillary x-ray optics, 53.3, 53.15, 

53.18
and refractive x-ray lenses, 37.5, 37.7
and x-ray attenuation, 31.2
and x-ray optics, 26.7, 36.1

Computed tomography (CT), 31.5–31.7, 31.6f,
31.7f

Condensing monocapillary x-ray optics, 52.6

Bass_v5Index_p001-052.indd I.8 9/23/09 4:06:25 PM

DO
 N

OT
 D

UP
LI

CA
TE



INDEX I.9

Cone effect, of laser beacons, 5.27
Cone-beam computed tomography (CT), 31.7, 

31.7f
Configurational relaxation, in solids, 2.14–2.17, 

2.15f–2.18f
Confinement:

in double heterostructure laser diodes, 
13.4–13.6, 13.4f, 13.6f

and photonic crystal fibers, 11.22
in semiconductor optical amplifiers, 19.6

Connector losses, in fiber optic communication, 
15.7, 15.8t

Constellation-X Observatory, 33.4
Continuous readout x-ray detectors, 61.2
Continuous-wave (CW) lasers, 25.4, 25.5, 

25.5f, 25.7
diode lasers, 13.49
dye lasers, 5.32, 5.33f, 5.34

Contrast ratio, for fiber optic modulation, 
13.57

Contrast-to-noise ration (CNR), of x-ray 
detectors, 61.3

Controlled-drift x-ray detectors, 62.5
Converging neutron guides, 63.17
Coordinate-measuring machines (CMMs), 46.2
Coordinates, circumferential, 45.7
Copper distributed data interface (CDDI), 23.3
Core (term), 25.2
Core drilling, of fiber lasers, 25.26–25.27
Core-cladding index difference, of photonic 

crystal fibers, 11.12–11.17, 11.12f–11.17f
Cornell High Energy Synchrotron Sources 

(CHESS), 52.3, 52.5
Coulomb explosion, 2.5, 2.6
Coulomb fields, of ions, 56.8
Coulomb interactions, of 3d electrons, 2.9
Coulomb repulsion, 2.5
Coupled quantum wells (CQWs), 13.58
Coupled-wave-theory (CWT), for multilayer 

Laue lenses, 42.4, 42.12
Couplers and coupling:

directional, 18.2, 18.3, 18.3f, 18.9, 18.9f
evanescent, 25.11
fiber-based, 16.1–16.6, 16.2f, 16.5f
nonfused fiber, 25.10
vertical, 13.60
wavelength-selective, 14.2

Coupling coefficient, of DBR lasers, 13.28
Coupling loss, of fiber-optic components, 18.1
Covariance mapping, 2.5

Cross-gain modulation (XGM), 19.12, 19.13f,
19.27, 19.29–19.30, 19.29f, 19.32, 
19.35–19.36

Crossover frequency, liquid crystals and, 8.16
Cross-phase modulation (XPM):

in optical fibers, 10.3–10.4
and SOAs, 19.13, 19.30–19.32, 19.31f, 19.33f,

19.35–19.36
and solitons, 22.5, 22.13–22.15
in WDM networks, 21.19

Crucifix images, 49.4, 49.4f
Cryogenic x-ray detectors, 60.9, 60.9t,

60.10t
Crystal diffraction:

and EDXRF, 29.6–29.7, 29.8f–29.9f
single, 53.12–53.14, 53.12f–53.13f
and WDXRF, 29.2

Crystal interferometers, 63.26–63.27, 63.27f
Crystal monochromators:

and bent crystals, 39.1–39.6, 39.2t, 39.3f,
39.5f–39.6f

in neutron optics, 63.23–63.25
Crystal optics:

and electro-optic modulators, 7.3–7.4, 7.4f,
7.8t–7.10t

and the index ellipsoid, 7.3–7.7, 7.4f–7.6f,
7.8f–7.10f

polarizing, 43.1–43.8, 43.3f–43.5f, 43.7f
and x-ray diffraction, 28.3–28.4, 28.4f

Crystalline infrared fibers, 12.2t, 12.3t,
12.7–12.10, 12.8f, 12.10f

Crystals:
bent, 39.5–39.6, 39.5f–39.6f
Bragg-symmetric, 35.3
Darwin width of, 63.24, 63.26
doubly curved, 29.6–29.7, 29.8f
in electro-optic modulators, 7.33–7.34
Fankuchen-cut, 63.25
mosaic, 39.2
organic, 7.33–7.34
SHADOW code for, 35.2
[See also Liquid crystals; Photonic crystal 

fibers (PCFs)]
Current:

dark, 13.69, 13.73
saturation, 13.69
trap-assisted thermal generation, 13.69

Current confinement, in VCSELs, 13.45, 
13.45f

Curvature of best focal surface, 45.5
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I.10  INDEX

Damage, optical, 13.54
Damage threshold, of fiber lasers, 25.7
Dark current, 13.69, 13.73
Darwin widths, 43.6, 63.24, 63.26
Data communication systems, 15.1–15.2
Data transmission formats, 20.9–20.10, 

20.9f
dc Kerr effect, 7.11
De Broglie neutron waves, 63.3, 63.5
Debye-Waller factor, 41.4
Decentering errors, for grazing incidence 

optics, 45.6–45.7
Decommutator, 20.1, 20.7f
Deep saturation regime, for fiber amplifiers, 

14.4
Deflectors, 6.22–6.31, 6.23t

anisotropic acoustic beam collimation by, 
6.25

birefringent phased array, 6.29
high-resolution, 6.29, 6.29t
isotropic AO diffraction by, 6.23–6.24, 6.24f
phase array beam steering by, 6.27–6.29, 

6.28f
resolution of, 6.25
tangential phase matching by, 6.25–6.27, 

6.26f
Defocus errors, for grazing incidence optics, 

45.6
Deformable mirrors, 5.4, 5.4f, 5.37–5.38, 5.37f,

5.38f
Degree of modulation, for electro-optic 

modulators, 7.35–7.36
Dektak stylus profiler, 46.2
Delay-line technique, 60.5
Demultiplexers and demultiplexing, 20.1

for networking, 18.4, 18.10–18.11, 18.10f,
18.11f

in OTDM networks, 20.7–20.8, 20.7f, 20.22, 
20.23f

terahertz asymmetric optical, 20.22
Dense wavelength division multiplexing 

(DWDM):
and AOTFs, 6.43, 6.44
and optical fiber amplifiers, 14.1
and SOAs, 19.25–19.27, 19.25f, 19.26f

Density of states (DOS), for photonic crystal 
fibers, 11.8, 11.9f

Depletion layer, of semiconductor detectors, 
60.5

Depletion region, of pin photodiodes, 13.64

Deposition:
modified chemical vapor, 25.2, 25.21, 25.26, 

25.28
outside vapor, 25.2, 25.26
physical vapor, 61.6
vapor axial, 25.3, 25.26

Deposition, chemical vapor, 25.26
Depth of focus (DOF), of multilayer Laue 

lenses, 42.17, 42.17f
Depth-of-amplitude modulation, 7.22
Depth-of-phase modulation, 7.19
Despace errors, for grazing incidence optics, 

45.6
Destructive ports, of M-Z interferometers, 21.34
Detected point spread function (DPSF), 44.14, 

44.15f
Detection and detectors:

activated phosphor, 60.7–60.8
collision, 23.7
direct-conversion flat panel, 61.4f, 61.6–61.7, 

61.6t, 61.7f
energy dispersive, 62.2–62.4
for fiber optic systems, 13.2–13.3, 13.63–13.73

avalanche photodiodes, 13.71–13.73
MSM detectors, 13.73
pin diodes, 13.63–13.71, 13.64f, 13.66f,

13.66t, 13.68f
Schottky photodiodes, 13.73

heterodyne, 3.34
light detection and ranging (LIDAR), 

3.38–3.39, 3.38f, 25.25
for medical imaging, 31.4, 31.4f, 61.2
MSM photoconductive, 13.63, 13.73
in neutron optics, 63.31–63.34
photodetectors, 9.8
semiconductor, 60.5
solid state, 63.33–63.34
x-ray, 31.4f

controlled-drift, 62.5
cryogenic, 60.8–60.9, 60.9t, 60.10t
film, 60.8, 60.9t, 60.10t
ionization, 60.3–60.7, 60.9t, 60.10t
scintillation, 60.7–60.8, 60.9t, 60.10t

for x-ray imaging, 61.1–61.8
CCD detectors, 61.7–61.8, 61.8f
flat panel detectors, 61.3–61.7, 61.4f,

61.6t, 61.7f
geometries for and classifications of, 

61.1–61.3, 61.2f
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Detective quantum efficiency (DQE), of x-ray 
detectors, 61.2, 61.3, 61.5–61.7

Detrending, in x-ray mirror metrology, 
46.6–46.7, 46.7f

Detuning, 13.29, 30.3
Dichroism:

defined, 25.2
magnetic circular, 55.7–55.9, 55.7f

Dielectric properties, of liquid crystals, 
8.14–8.18, 8.15f, 8.18f

Differential group delay (DGD), 21.17
Differential phase shift keying (DPSK), 19.27, 

21.33–21.34, 21.36, 21.36t, 21.37t
Differential quadrature phase-shift-keying 

(DQPSK), 21.34–21.36, 21.35f, 21.36t,
21.37t

Differential quantum efficiency, 13.9
Diffraction:

acousto-optic, 6.4, 6.9
anisotropic, 6.10
and birefringent diffraction bandshapes, 

6.13, 6.14, 6.14f
Bragg

and acousto-optic modulators, 6.4, 6.6, 
6.7, 6.14

and brightness of x-ray tube sources, 
54.16

far and near, 6.8–6.9, 6.12
in neutron optics, 63.23
order of, 20.14
and phase matching equations, 6.11
of x-rays, 42.2

by crystals, 39.2–39.3
and energy-dispersive x-ray fluorescence, 

29.6–29.7, 29.8f–29.9f
Fraunhofer, 42.2, 63.25
Fresnel, 27.2, 27.4, 40.9, 63.25
by gratings and monochromators, 38.1–38.3, 

38.2f
isotropic

and acousto-optic interactions, 6.9–6.10, 
6.10f, 6.13, 6.13f

by deflectors, 6.23–6.24, 6.24f
and isotropic diffraction bandshape, 6.13, 

6.13f
kinematic theory of, 63.5
lysozyme, 53.12–53.14, 53.12f, 53.13f
near- and far-field, 27.2–27.3, 27.3f
in neutron optics, 63.3, 63.25
order of, 18.6

Diffraction (Cont.):
powder, 53.14, 53.14f
single crystal, 53.12–53.14, 53.12f–53.13f
and wavelength-dispersive x-ray 

fluorescence, 29.2
x-ray, 28.5–28.6, 28.6f
and x-ray optics, 26.7, 26.8

Diffraction efficiencies, of zone plates, 
40.4–40.8, 40.5f, 40.7f, 40.8f

Diffraction geometry, tilted, 42.4
Diffractive imaging, 41.9–41.10, 41.10f
Diffractive optics, 26.8, 26.8f, 26.9f
Diffractive scattering, 64.2–64.3
Diffractometers, 28.1–28.3, 28.2f, 28.3f
Diffuse scattering, 63.4
Digital, analog conversion to, 20.4, 20.8, 20.8f
Digital displays, in medical imaging, 31.8–31.9, 

31.8f–31.10f
Digital modulation, 6.33
Digital on-off-keying receivers, 9.9–9.11
Digital tomosynthesis, 31.7–31.8
Digital Video Broadcasters Measurement 

Group standards, 15.4
Diode pumps, 25.12–25.13
Diodes:

laser, 13.3–13.24
double heterostructure, 13.3–13.8, 13.3f,

13.4f, 13.6f, 13.7f
noise characteristics of, 13.18–13.24, 

13.19f–13.21f
operating characteristics of, 13.8–13.13, 

13.10f
transient response of, 13.13–13.18, 13.14f,

13.16f, 13.17f
light-emitting, 13.1, 13.36–13.42, 13.38f

edge-emitting, 13.40
operating characteristics of, 13.40–13.42, 

13.40f, 13.41–13.42
and optical fibers, 9.7
surface-emitting, 13.38–13.40, 13.38f
and transmissive TFT LCDs, 8.29–8.31, 8.30f

pin, 13.2, 13.63–13.71, 13.66t
dark current, 13.69
geometry of, 13.64–13.65, 13.64f
noise, 13.70–13.71
sensitivity, 13.65–13.66, 13.66f
speed, 13.67–13.68
and unitraveling-carrier (UTC) 

photodiodes, 13.68–13.69, 13.68f
(See also Photodiodes)
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Dioptric lens systems, 35.1
Direct modulation, 20.17–20.18, 20.17f
Direct-conversion flat panel detectors, 61.4f,

61.6–61.7, 61.6t, 61.7f
Directional couplers, for networking, 18.2, 

18.3, 18.3f, 18.9, 18.9f
Directionality (isolation), of fiber-optic 

components, 18.1
Discrete electroabsorption modulators, 

13.59
Dispenser cathodes, 54.10
Dispersion:

angular, 38.6
chromatic

and fiber optic communication links, 
15.9, 15.10

in WDM networks, 21.14–21.16, 21.15f,
21.16f

in fiber optic communication links, 
15.9–15.11, 15.10f

by gratings and monochromators, 
38.6–38.7

group velocity, 11.18, 11.18f, 11.19f
in optical fibers, 9.5–9.7, 9.6f
theory of, 63.5
in WDM networks, 21.20–21.26, 21.21f

chromatic, 21.14–21.16, 21.15f, 21.16f
electronic solutions for, 21.26, 21.27f
fixed dispersion compensation, 

21.22–21.23, 21.23f
tunable dispersion compensation, 

21.23–21.26, 21.24f–21.26f
Dispersion compensating fiber (DCF), 15.10, 

21.22
Dispersion length, of solitons, 22.3
Dispersion optimizing fiber, 15.10
Dispersion-managed (DM) solitons, 

22.12–22.15, 22.13f, 22.14f
Dispersion-shifted fibers, 9.7
Displacement vectors, bulk modulators and, 

7.18
Displays, for medical imaging, 31.8–31.9
Distance limits, of optical fibers, 9.12–9.13
Distorted object approach, in coherent x-ray 

optics, 27.2–27.4
Distortion(s):

in fiber optic communication links, 
15.5–15.6, 15.6f

in optical fibers, 9.17
Distributed Bragg reflector (DBR) lasers, 9.8, 

13.7, 13.28–13.29, 13.29f, 20.14

Distributed feedback (DFB) lasers:
in fiber optic systems, 13.7, 13.30–13.32, 

13.30f, 13.31f
optical fibers for, 9.8
in OTDM communication networks, 

20.14–20.15, 20.15f
Distributed feedback (DFB) threshold, of fiber 

optic systems, 13.30–13.32
Distributed Raman amplifiers (DRAs), 

21.44
Divalent rare-earth ions, 2.11
Divided voltage method, for transreflective 

LCDs, 8.35, 8.35f
Dopant profiling, for LMA fibers, 25.18
Dopants, for fiber lasers, 25.22–25.26, 25.23t
Doppler broadening, 3.14, 5.32, 56.5
Doppler effect, 2.3, 6.9
Doppler LIDAR systems, 3.38–3.39
Doppler profiles, of CW lasers, 5.32, 5.34
Doppler shifts, 10.7
Doppler-dominated lineshapes, 3.23
Double heterostructure laser diodes, 13.3–13.8, 

13.3f, 13.4f, 13.6f, 13.7f
Double heterostructure waveguides, 19.3f,

19.5
Double-bounce Wolter mirrors, 52.4
Doubly curved crystals (DCCs), 29.6–29.7, 

29.8f
Dragon (monochromator) systems, 38.3
Drive circuitry, of LEDs, 13.42
Drive power, of NPM AOTFs, 6.41
Dual attach FDDI nodes, 23.3
Dual frequency effect, on LCDs, 8.18
Dual-cell-gap transreflective LCDs, 8.32–8.33, 

8.33f
Duobinary formats, for WDM networks, 

21.32–21.33, 21.32f, 21.36, 21.36t, 21.37t
Duplexers, for networking, 18.4, 18.4f,

18.10–18.11
Dye-doped polymers, in electro-optic 

modulators, 7.34
Dynamic Jahn-Teller effect, 2.9
Dynamic range:

of fiber amplifiers, 14.3
of fiber optic communication links, 

15.5–15.6, 15.6f
of wideband Bragg cells, 6.30

Dynamic retardation, of modulators, 
7.20–7.22, 7.20f, 7.21f

Dynamical theory of diffraction, for crystals, 
39.2
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Edge-coupled pin waveguides, 13.68
Edge-defined film-fed growth (EFG) technique, 

12.9, 12.10f
Edge-emitting lasers, 13.3
Edge-emitting light-emitting diodes (E-LEDs), 

13.36, 13.37, 13.40
EEGRAZE code, 44.13
Effective group refractive index, 13.13
Efficiency:

detective quantum, 61.2, 61.3, 61.5–61.7
differential quantum, 13.9
diffraction, 40.4–40.8, 40.5f, 40.7f, 40.8f
external quantum, 13.9
external slope, 13.9
gain, 14.6
internal quantum, 13.9, 13.10
modulation, 7.36
quantum, 13.65, 13.66
quantum detection, 60.7, 61.2–61.3
radiative quantum, 14.7

Eigenpolarization, 7.13–7.14, 7.14f
Einstein coefficient for spontaneous emission, 

2.13
Einstein Observatory, 44.4, 44.10, 47.1, 

47.5
Elastic constants, of liquid crystals, 

8.22, 8.23f
Elastic scattering, in neutron optics, 63.5
Elasto-optic effect, 6.5–6.6
Electric dipole selection rules, 56.3
Electrical injection:

in laser diodes, 13.4, 13.5
in VCSELs, 13.45, 13.45f

Electrical time domain multiplexed (ETDM) 
transmission, 20.3, 20.25

Electroabsorption, 13.55–13.56, 
13.56f

applying fields in semiconductors, 
13.58

Electroabsorption modulators (EAMs):
in fiber optic systems, 13.55–13.60, 13.56f,

13.57f
in OTDM networks, 20.18, 20.20, 

20.20f
Electroluminescence, of LEDs, 13.37
Electron beam steering, 54.11
Electron binding energies, 36.3t–36.6t
Electron excitation, WDXRF and, 29.2
Electron linacs, 63.12
Electron-beam lithography (EBL), 40.8
Electrons, 2.9, 54.12, 55.17, 56.2, 58.1

Electro-optic effect, 7.6–7.16
and eigenpolarization/phase velocity indices 

of refraction, 7.13–7.16, 7.14f, 7.16f
Jacobi method, 7.11–7.13
linear, 7.7, 7.8t, 7.10
and lithium niobate modulators, 

13.49–13.51, 13.51f
quadratic (Kerr), 7.9t–7.10t, 7.11

Electro-optic modulators, 7.1–7.39
applications for, 7.36–7.39, 7.37f–7.38f
bulk modulators, 7.16–7.28

amplitude modulation, 7.22–7.24, 7.23f, 7.24f
frequency modulation, 7.24–7.25, 7.25f
phase modulation, 7.18–7.20
polarization modulation (dynamic 

retardation), 7.20–7.22, 7.20f, 7.21f
scanners, 7.26–7.28, 7.26f–7.28f

crystal optics and the index ellipsoid, 
7.3–7.7, 7.4f–7.6f, 7.8f–7.10f

and electro-optic effect, 7.6–7.16
eigenpolarization/phase velocity indices of 

refraction, 7.13–7.16, 7.14f, 7.16f
Jacobi method, 7.11–7.13
linear, 7.7, 7.8t, 7.10
quadratic (Kerr), 7.9t–7.10t, 7.11

and Euler angles, 7.39
in fiber optic systems, 13.61
geometries, 7.16–7.18, 7.17f
light propagation in, 7.3
longitudinal, 7.16, 7.17, 7.17f
materials for, 7.33–7.34
in OTDM networks, 20.18–20.19, 20.19f
performance criteria for, 7.34–7.36
polymer modulators, 13.55
transverse modulators, 7.16, 7.17, 7.17f
traveling wave modulators, 7.28–7.30, 7.29f
waveguide modulators, 7.30–7.32, 7.31f–7.33f

Electro-optic sampling, 7.36–7.37, 7.37f–7.38f
Electrorefraction, 13.2
Electrorefractive modulators, 13.61–13.62
Elements (chemical), x-ray properties of, 

36.1–36.9, 36.3t–36.9t
Elliptical reflectors, 64.3, 64.4, 64.4f
Emission:

amplified spontaneous, 9.13, 10.11, 14.3, 14.6
cold-cathode field, 54.10–54.11
molecular, 3.18, 3.20, 3.20f
particle-induced x-ray, 29.4
self-amplified spontaneous, 58.1
spontaneous, 2.13, 19.3, 20.1
stimulated, 20.2
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Emission lines, K-shell and L-shell, 36.3t–36.8t
Endlessly single-mode photonic crystal fiber 

(ESM-PCF), 11.12, 11.13, 11.21, 11.21f
End-pumped schemes, for fiber lasers, 

25.9–25.10, 25.28
Energy(-ies):

atomic, 2.2–2.5, 2.4f
Auger, 36.3t, 36.9t
band gap, 19.2
conservation of, 6.9
electron binding, 36.3t–36.6t
equipartition, 22.6
Fermi level, 30.1
filtering of, 53.10
photon, 36.7t–36.8t
(See also specific sources, e.g.: Fiber lasers)

Energy dispersive detectors (EDS), 62.2–62.4
Energy-dispersive x-ray fluorescence (EDXRF), 

29.3–29.11
with doubly curved crystal diffraction, 

29.6–29.7, 29.8f–29.9f
monocapillary micro-XRF, 29.4
polycapillary micro-XRF, 29.4–29.6, 29.5f,

29.6f
ultrahigh resolution, 29.9–29.11, 29.9f–29.11f

Entrance slits, of gratings and monochromators, 
38.7

Environmental control and correction, for 
adaptive optics, 50.5, 50.6

Epitaxial growth, 13.2
Epithermal neutrons, 63.18
Equatorial divergence, x-ray diffraction and, 28.1
Equipartition energy, 22.6
Erbium-doped fiber amplifiers (EDFAs):

energy levels, 14.4
fast power transients, 21.39–21.41, 21.39f,

21.40f
gain flattening, 14.6–14.7, 21.38–21.39, 

21.39f
gain formation, 14.4–14.5, 14.5f
gain peaking, 21.38, 21.38f
noise, 14.6
pump wavelength options, 14.5–14.6
semiconductor amplifiers vs., 9.13, 9.14, 

14.1, 14.2t
static gain dynamic and channel power 

equalization, 21.41, 21.41f–21.42f
in WDM networks, 21.2–21.3, 21.2f

Erbium-doped fibers, 25.23t, 25.24, 25.32, 
25.33

Erbium-doped yttrium aluminum garnet 
(Er:YAG) lasers, 12.3t, 12.6, 12.13

Erbium/ytterbium-doped fiber amplifiers 
(EYDFAs), 14.2, 14.2t, 14.7–14.8

ESCON (Enterprise System Connection) 
standard, 23.1–23.2, 23.2f

ESO telescope, 5.35
Etch and regrowth fabrication, of electroab-

sorption modulators, 13.59–13.60
Ethernet standard, 23.7
Euler angles, 7.13, 7.39
Euler’s constant, 56.9
European Synchrotron Radiation Facility 

(ESRF), 37.5, 37.8, 50.5, 50.6
European X-Ray Free-Electron Laser (XFEL), 

58.1
Evanescent coupling, 25.11
Evanescent wave spectroscopy (EWS), 12.13
Evanescent-wave coupled pin waveguides, 

13.68
Excitation, of electrons, 56.2
Excitation spectroscopy, 2.15f, 2.21
Excited state absorption (ESA), 14.6
Exit slits, of gratings and monochromators, 38.7
Expansion coefficients, in atmospheric optics, 

4.20–4.22, 4.21t, 4.22f–4.23f
Extended Gordon-Haus effect, 22.11
Extended x-ray absorption fine structure 

(EXAFS), 30.2, 30.4
External circuits, noise from, 13.70
External mirrors, 13.32–13.33, 13.33f
External modulation, in OTDM networks, 

20.18–20.20, 20.19f, 20.20f
External optical feedback, from laser diodes, 

13.21–13.24
External quantum efficiency, 13.9
External slope efficiency, 13.9
Extinction ratio, 7.35, 15.13
Extreme ultraviolet explorer (EUVE), 44.4, 44.5
Extreme ultraviolet (EUV) lasers, 58.2–58.4, 

58.3f
Extreme ultraviolet lithography (EUV-L), 

34.1–34.6
and EUV-interferometric lithography, 

34.4–34.5, 34.5f
limitations of, 34.5–34.6, 34.5f, 34.6f
and multifoil optics, 48.1
and multilayers, 41.5, 41.7, 41.8
in semiconductor industry, 34.1–34.2, 34.2t
technology for, 34.2–34.5, 34.3f, 34.4f
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Extreme ultraviolet (EUV) region, 
Schwarzschild objective for, 51.3

Extreme ultraviolet-interferometric lithography 
(EUV-IL), 34.4–34.5, 34.5f

Extrinsic Fabry-Perot interferometric (EFPI) 
sensors, 24.2–24.4, 24.2f, 24.3f

Extrusion, of fiber lasers, 25.27
Eye degradations, of optical fiber receivers, 9.11
Eye openings, optical fiber receivers and, 9.11
Eye safety, 15.1

Fabry-Perot cavities, 13.65, 19.19, 20.21, 20.21f,
24.2

Fabry-Perot filters, 13.33, 22.8
Fabry-Perot interferometers, 3.36, 24.2–24.5, 

24.2f–24.4f
Fabry-Perot lasers, 9.11, 13.12–13.13, 13.29, 

15.11, 15.14
Fabry-Perot semiconductor lasers, 20.13–20.14, 

20.14f
Fankuchen-cut crystals, 63.25
Far Bragg diffraction acousto-optic interaction 

and, 6.8
Far field, 4.10
Faraday rotators, 18.7, 18.7f, 18.10
Far-field diffraction, 27.2–27.3, 27.3f
FASCODE program, 3.23, 3.24f
Fast power transients, for EDFAs, 21.39–21.41, 

21.45f
FDDI (fiber distributed data interface) standard, 

13.41, 23.2–23.3, 23.3f
Feedback:

in fiber optic systems, 13.30–13.32
from laser diodes, 13.21–13.24
from SOAs, 19.8, 19.8f

Fermi choppers, 63.14
Fermi level, of energy, 30.1
Fermi pseudopotential, 63.4, 63.5
Ferroelectric smectic phase, of liquid crystals, 

8.12, 8.12f
Fiber (material), for optical fibers, 9.4–9.7
Fiber amplifiers, 14.1–14.11

categories and features of, 14.1–14.2, 14.2t
erbium-doped

energy levels, 14.4
fast power transients, 21.39–21.41, 21.39f,

21.40f
gain flattening, 14.6–14.7, 21.38–21.39, 

21.39f
gain formation, 14.4–14.5, 14.5f

Fiber amplifiers, erbium-doped (Cont.):
gain peaking, 21.38, 21.38f
noise, 14.6
pump wavelength options, 14.5–14.6
semiconductor amplifiers vs., 9.13, 9.14, 

14.1, 14.2t
static gain dynamic and channel power 

equalization, 21.41, 21.41f–21.42f
in WDM networks, 21.2–21.3, 21.2f

erbium/ytterbium-doped, 14.2, 14.2t, 14.7–14.8
infrared fibers for, 12.3t
parametric, 14.10–14.11
praseodymium-doped fiber amplifiers 

(PDFAs), 14.7
Raman, 14.8–14.9, 14.8f, 14.9, 14.10f
rare-earth-doped, 14.2–14.4, 14.3f
semiconductors vs., 9.13–9.14
ytterbium-doped, 14.7

Fiber attenuation, optical power loss and, 
21.13–21.14

Fiber bandwidth, of WDM networks, 
21.2–21.3, 21.2f

Fiber Bragg gratings (FBGs), 17.1–17.9
applications, 17.8–17.9, 17.8f
chirped, 21.22–21.23, 21.23f, 21.25–21.26, 

21.25f
fabrication, 17.4–17.8, 17.5f–17.7f
and fiber lasers, 25.8, 25.16, 25.18, 25.30, 25.31
long-period gratings vs., 24.9, 24.11
photosensitivity of, 17.2–17.3
properties of, 17.3–17.4, 17.4f
sensors based on, 24.5–24.8, 24.6f–24.7f

Fiber lasers, 25.1–25.33
architectures, 25.9–25.18, 25.19f

all-fiber monolithic systems, 25.16–25.18, 
25.16f

free space, 25.13–25.15, 25.14f, 25.15f
pumping techniques, 25.9–25.13, 25.11f,

25.12f
bulk lasers vs., 25.5–25.6
dopants for, 25.22–25.26, 25.23t
fabrication of, 25.26–25.29, 25.27t
growth of, 25.5, 25.5f
history of, 25.3–25.4, 25.4f
infrared fibers for, 12.3t
limitations of, 25.6–25.7
LMA designs for, 25.18–25.22, 25.19f
operation of, 25.7–25.8
spectral and temporal modalities of, 

25.29–25.33
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Fiber length, for rare-earth-doped amplifiers, 
14.2–14.3, 14.3f

Fiber optic amplifiers, 14.1–14.11
categories and features of, 14.1–14.2, 14.2t
erbium-doped

energy levels, 14.4
fast power transients, 21.39–21.41, 21.39f,

21.40f
gain flattening, 14.6–14.7, 21.38–21.39, 

21.39f
gain formation, 14.4–14.5, 14.5f
gain peaking, 21.38, 21.38f
noise, 14.6
pump wavelength options, 14.5–14.6
semiconductor amplifiers vs., 9.13, 9.14, 

14.1, 14.2t
static gain dynamic and channel power 

equalization, 21.41, 21.41f–21.42f
in WDM networks, 21.2–21.3, 21.2f

erbium/ytterbium-doped, 14.7–14.8
parametric, 14.10–14.11
praseodymium-doped, 14.7
Raman fiber, 14.8–14.9, 14.8f, 14.10f
rare-earth-doped, 14.2–14.4, 14.3f
ytterbium-doped, 14.7

Fiber optic chemical sensors, 12.3t
Fiber optic communication links, 15.1–15.17

distortions and dynamics range of, 
15.5–15.6, 15.6f

figures of merit for, 15.2–15.6, 15.3f, 15.4f
link budget analysis for, 15.6–15.17

extinction ratio, 15.13
installation loss, 15.6–15.7, 15.8t
optical power penalties, 15.8–15.17, 15.10f

Fiber optic communication standards, 23.1–23.8
ATM/SONET, 23.6
ESCON, 23.1–23.2, 23.2f
Ethernet, 23.7
FDDI, 23.2–23.3, 23.3f
Fibre Channel standard, 23.4, 23.5f, 23.5t
InfiniBand, 23.8, 23.8t

Fiber optic networking, micro-optics-based 
components for, 18.1–18.12

attenuators, 18.2, 18.9
beam splitters, 18.6, 18.6f
circulators, 18.3, 18.3f, 18.10
directional couplers, 18.2, 18.3, 18.3f, 18.9, 

18.9f
Faraday rotators, 18.7, 18.7f
filters, 18.6

Fiber optic networking, micro-optics-based 
components for (Cont.):

gratings, 18.5–18.6, 18.6f
GRIN-rod lenses, 18.7, 18.8, 18.8f
isolators, 18.3, 18.10, 18.10f
mechanical switches, 18.4, 18.5, 18.5f, 18.11, 

18.11f, 18.12f
MEMS mirrors and switches, 18.8, 18.8f,

18.11, 18.12f
multiplexers/demultiplexers/duplexers, 18.4, 

18.4f, 18.10–18.11
network functions, 18.2–18.5
polarizers, 18.7, 18.7f
power splitters, 18.2–18.3, 18.2f, 18.9, 18.9f
prisms, 18.5, 18.5f

Fiber optic networks and systems, 9.14–9.15
detectors in, 13.2–13.3, 13.63–13.73

avalanche photodiodes, 13.71–13.73
MSM detectors, 13.73
pin diodes, 13.63–13.71, 13.64f, 13.66f,

13.66t, 13.68f
Schottky photodiodes, 13.73

modulators in, 13.2, 13.48–13.63
electroabsorption, 13.55–13.60, 13.56f,

13.57f
electro-optic, 13.61
electrorefractive, 13.61–13.62
lithium niobate, 13.48–13.55, 13.49f,

13.51f, 13.54f
semiconductor interferometric, 13.63

sources for, 13.1–13.48
distributed Bragg reflector lasers, 

13.28–13.29, 13.29f
distributed feedback lasers, 13.30–13.32, 

13.30f, 13.31f
laser diodes, 13.3–13.24, 13.3f, 13.4f,

13.6f, 13.7f, 13.10f, 13.14f, 13.16f,
13.17f, 13.19f–13.21f

light-emitting diodes, 13.36–13.42, 13.38f,
13.40f

quantum well lasers, 13.24–13.28, 
13.25f–13.27f

strained layer quantum well lasers, 
13.26–13.28, 13.26f, 13.27f

tunable lasers, 13.32–13.36, 13.33f–13.36f
vertical cavity surface-emitting lasers, 

13.42–13.48, 13.43f, 13.45f
[See also related topics, e.g.: Optical time-

division multiplexed (OTDM)] 
communication networks
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Fiber optic sensors, 24.1–24.13
extrinsic Fabry-Perot interferometric, 

24.2–24.4, 24.2f, 24.3f
fiber Bragg grating, 24.5–24.8, 24.6f–24.7f
intrinsic Fabry-Perot interferometric sensors, 

24.4–24.5, 24.4f
long-period grating sensors, 24.8–24.13, 

24.9f–24.12f, 24.11t, 24.13t
Fiber pigtail connection, 13.8
Fiber pulling, for fiber lasers, 25.26
Fiber Raman lasers, 10.7
Fiber-based couplers, 16.1–16.6, 16.2f, 16.5f
Fibre Channel Arbitrated Loop (FC-AL), 23.4
Fibre Channel standard, 23.2, 23.4, 23.5f, 23.5t
Field of view (FOV):

and multifoil optics, 48.1
for scatterometers, 1.6, 1.10, 1.12

Field-effect transistor (FET) amplifiers, 13.70
Field-weighted-average resolution, 44.10
Fifth-order oblique spherical aberration, 45.4
Figures of merit:

acousto-optic, 6.16–6.17
fiber optic communication links, 15.2–15.6, 

15.3f, 15.4f
Filling factor, electro-optic effect and, 13.50
Film x-ray detectors, 60.8, 60.9t, 60.10t
Filtered backprojection (FBP), 32.2
Filters and filtering:

Bragg, 63.14
Fabry-Perot, 13.33, 22.8
in fiber optic networking, 18.6
frequency-guiding, 22.7–22.9
guided-mode resonance, 25.2, 25.30
Mach-Zehnder, 14.6, 21.39
for networking, 18.6
neutron, 63.18–63.19, 63.18t, 63.19f
of x-ray tube source spectra, 54.9
[See also Acousto-optic tunable filters 

(AOTFs)]
Finite-difference time-domain (FDTD) 

analysis, for PCFs, 11.7
Fitting error, 5.41
Fixed dispersion compensation, 21.22–21.23, 

21.23f
Fizeau techniques, for surface figure metrology, 

46.3
Flame brushing, of fiber Bragg gratings, 17.2
FLASH free-electron laser facility, 58.1
Flat panel detectors, for x-ray imaging, 

61.3–61.7, 61.4f, 61.6t, 61.7f

Fluorescence:
laser-induced, 3.21
x-ray, 28.1, 54.8, 62.5, 62.6f

and polycapillary x-ray optics, 
53.10–53.11, 53.11f

and x-ray diffraction, 28.5–28.6, 28.6f
Fluorescence line narrowing (FLN), 2.13–2.14, 

2.14f
Fluorescent lamps, cold cathode, 8.30, 8.30f
Fluorides, for fiber lasers, 25.28–25.29
Fluoroaluminate glass, 12.4, 12.4t
Fluorozirconate glass (ZBLAN), 12.5, 12.5f

and fiber lasers, 25.3, 25.24, 25.27t, 25.28
fluoroaluminate glass vs., 12.4, 12.4t

Flux, of electron bunches, 55.17
Focal surfaces, of grazing incidence optics, 

45.5
Focus anisoplanatism, 5.27–5.29, 5.28f–5.30f,

5.42–5.43
Focused beams, 54.16
Focused single crystal diffraction, 53.12–53.14, 

53.12f–53.13f
Focusing:

of gratings and monochromators, 38.3–38.6, 
38.3f, 38.4t–38.5t

in grazing-incidence neutron optics, 
64.3–64.7, 64.4f–64.7f

Kerr, 7.39
in neutron and x-ray optics, 26.9–26.11, 63.22
with refractive x-ray lenses, 37.8–37.11, 

37.9f, 37.10f
(See also Hard x-rays, nanofocusing of)

Focusing polycapillary x-ray optics, 53.9–53.10, 
53.10t, 53.14

Forward Brillouin scattering, 11.25, 11.26
Forward error correction (FEC) coding, 19.27, 

21.26
Fourier crosstalk matrix, 32.3
Fourier differentiation, 46.11–46.12
Fourier intervals, 27.4
Fourier transform spectroscopy, 2.5, 2.6f
Fourier transforming infrared spectrometer 

(FTIR), 1.14
Fourier transforms, 6.15, 16.4, 46.8, 55.9, 55.10
Four-wave mixing (FWM):

in optical fibers, 10.2, 10.9–10.11, 10.11f
and SOAs, 19.13, 19.14f, 19.27, 19.33–19.35, 

19.33f, 19.34f
and solitons, 22.11, 22.15
in WDM networks, 21.19–21.20, 21.20f
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Frames, in OTDM, 20.7
Frank elastic constants, 8.22
Franz-Keldysh effect, 13.59
Fraunhofer diffraction, 42.2, 63.25
Fraunhofer regime, in coherent x-ray optics, 

27.2
Free carriers, in fiber optic systems, 13.4
Free electron lasers (FELs), 29.4, 41.9–41.10, 

41.10f, 48.1, 58.1–58.2
Free space fiber lasers, 25.9, 25.10, 25.13–25.15, 

25.14f, 25.15f
Freedericksz threshold voltage, of LC cells, 8.27
Frequency:

and acousto-optic interaction, 6.12–6.14, 
6.13f, 6.14f, 6.16

crossover, 8.16
of electro-optic modulators, 7.35
Greenwood, 5.19, 5.22, 5.42
of liquid crystals, 8.17–8.18, 8.18f
Nyquist, 27.4
Stokes, 10.8, 21.42
Tyler, 5.17

Frequency chirping, 13.1, 13.17–13.18, 13.17f
Frequency modulation, 7.24–7.25, 7.25f
Frequency shifters, in electro-optic phase shifts, 

13.51
Frequency-division multiplexing (FDM), 9.16
Frequency-guiding filters, 22.7–22.9
Frequency-modulated (FM) systems, 9.16
Fresnel diffraction, 27.2, 27.4, 40.9, 63.25
Fresnel equations, 41.3, 64.2
Fresnel integrals, 6.15
Fresnel phase zones, 27.3
Fresnel reflection, 13.6, 13.53, 17.3, 25.8
Fresnel rhomb, 43.5–43.6, 43.5f
Fresnel waves, 27.2
Fresnel zone plates, 40.2, 42.3, 42.3f, 55.16
Fresnel zones, MLLs and, 42.16f
Fresnel’s law, 63.20
Fresnel-Soret zone plates, 40.2
Fried’s coherence diameter, 5.2, 5.7, 5.9–5.10
Fried’s coherence length, 4.8
Fringes, in sensor signals, 24.3
Fringes of equal chromatic order (FECO) 

technique, 46.2
Full width at half-maximum (FWHM), of fiber 

Bragg gratings, 17.6–17.7, 17.7f, 24.8
Full-aperture techniques, in surface figure 

metrology, 46.3
Fusion splicing, 25.18

Gabor zone plates, 40.4, 40.5, 40.7
Gain:

of avalanche photodiodes, 13.71–13.72
of EDFAs, 14.4–14.5, 14.5f
polarization-dependent, 14.9, 19.18–19.20, 

21.18
Raman, 10.5, 10.6, 21.42f
of SOAs, 19.4–19.6, 19.4f–19.6f

Gain clamping, 19.14–19.15, 19.14f
Gain dynamics, of SOAs, 19.12–19.13, 19.13f,

19.14f
Gain efficiency, of EDFAs, 14.6
Gain flattening, 14.6–14.7, 21.38–21.39, 

21.39f
Gain peaking, 21.38, 21.38f
Gain per unit length, of lasers, 13.7, 13.8
Gain ripple, 19.8, 19.8f, 19.19, 19.19f
Gain saturation, 13.15, 13.17
Gain-guided index antiguided fibers (GG IAG), 

25.2, 25.19f, 25.22
Gain-guided laser diodes, 13.5
Gallium phosphide (GaP), 6.16, 6.17t, 6.29t,

6.30, 6.31t, 6.34t
Gamma cameras, 32.2
Gamma rays, in SPECT imaging, 32.1–32.2
Gas detectors, 63.32–63.33
Gas-puff sources, 57.3, 57.3t
Gaunt factors, 56.9–56.10
Gaussian apertures, 37.6
Gaussian approximation of sensitivity, for 

optical fiber receivers, 9.10
Gaussian error function, 15.3
Gaussian image point, 38.5–38.6
Gaussian integral, for noise, 15.2, 15.4
Gaussian line profiles, 3.14, 56.5–56.7
Gaussian spectra, 15.13
Gaussian statistics, for wave propagation, 5.9
Gaussian transmission, 37.5
Gauss-Seidel iterative method, 3.21
Geiger counters, 60.5, 60.9t
Geiger region, 60.5
Gemini North telescope, 5.20, 5.21f
GENLN2 (code), 3.23
Geometrical point spread function (GPSF), 

44.13
Germanate:

in fiber lasers, 25.27t, 25.28
in optical fibers, 12.3–12.4, 12.6, 12.6f

Glancing angle, of crystal monochromators, 
39.1, 39.2
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Glass:
for fiber lasers, 25.27t, 25.28–25.29
fluorozirconate (ZBLAN), 12.5, 12.5f

and fiber lasers, 25.3, 25.24, 25.27t, 25.28
fluoraluminate glass vs., 12.3t, 12.4, 12.4t

fluoroaluminate, 12.4, 12.4t
heavy-metal fluoride, 12.1–12.5, 12.2f, 12.3t,

12.4t, 12.5f
heavy-metal oxide, 12.2t, 12.3–12.7, 12.3t,

12.4t, 12.5f–12.7f
for hollow waveguides, 12.2f, 12.11–12.13, 

12.12f
negative core-cladding index difference, 

11.14, 11.15
Raman bands of, 11.24
Rayleigh scattering in, 11.21
Zerodur, 47.5

Glass micro-pore optics, 49.1–49.6, 49.2f–49.6f
Global climate change, 3.43–3.45, 3.44f
Goebel mirrors, 26.10
GOES-13 satellite, 44.16–44.17, 44.17f
Gooch-Tarry first minimum condition, 8.26
Goos-Hanschen shifts, 13.55
Gordon-Haus effect, 22.7–22.8, 22.11
Graded index (GRIN) fibers, 15.17
Graded index separate confinement 

heterostructure (GRINSCH), 13.4f, 13.5
Graded index-rod (GRIN-rod) lenses, 18.7, 

18.8, 18.8f, 18.10, 18.11f
Gradient tilt (G-tilt), 4.3

and adaptive optics, 5.14–5.16
and angle of arrival, 4.23, 4.25, 4.26

Gradients, of wavefronts, 5.23
Graphical user interface (GUI), for SHADOW 

code, 35.3
Grasshopper monochromator, 38.3
Grating equation, for VUV and soft x-ray 

region, 38.2–38.3
Gratings:

Bragg, 20.14, 25.29, 25.30
circular, 40.1
fiber Bragg, 17.1–17.9

applications, 17.8–17.9, 17.8f
chirped, 21.22–21.23, 21.23f, 21.25–21.26, 

21.25f
fabrication, 17.4–17.8, 17.5f–17.7f
and fiber lasers, 25.8, 25.16, 25.18, 25.30, 

25.31
long-period gratings vs., 24.9, 24.11
photosensitivity, 17.2–17.3

Gratings, fiber Bragg (Cont.):
properties of, 17.3–17.4, 17.4f
sensors based on, 24.5–24.8, 24.6f–24.7f

Fresnel diffraction of, 40.9
Hill, 17.5
long-period, 21.39, 21.39f, 24.10–24.11, 

24.11t, 24.13t
for networking, 18.5–18.6, 18.6f
sampled, 13.34, 13.34f
short-period, 24.6
superstructure, 13.34, 13.35f
in VUV and soft x-ray region, 38.1–38.8

diffraction properties, 38.1–38.3, 38.2f
dispersion properties, 38.6–38.7
efficiency, 38.8
focusing properties, 38.3–38.6, 38.3f,

38.4t–38.5t
resolution properties, 38.7

Grazing incidence optics:
aberrations of, 44.6–44.12, 44.7f, 44.9f–44.11f,

45.1–45.8, 45.2f
image formation with, 44.3–44.18
and multifoil optics, 48.1–48.2
and pumping by EUV lasers, 58.3, 58.4f
telescopes with, 44.6–44.12, 44.7f,

44.9f–44.11f
and x-ray mirrors, 44.3–44.6, 44.4f–44.6f

Grazing incidence x-ray optics, 44.12–44.18, 
44.12f–44.18f

Grazing-angle reflection, 63.21
Grazing-incidence neutron optics, 

64.1–64.7
diffractive scattering and mirror surface 

roughness, 64.2–64.3
and imaging focusing optics, 64.3–64.7, 

64.4f–64.7f
total external reflection, 64.1–64.2

Green flashes, 3.43
Green’s function solution, 6.14
Greenwood frequency, 5.19, 5.22, 5.42
Group velocity dispersion (GVD), 11.18, 

11.18f, 11.19f, 15.11
Grüneisen constant, 6.17
GTWave technology, 25.11
Guidance, in photonic crystal fibers, 

11.11–11.26
attenuation mechanisms, 11.19–11.22, 

11.20f, 11.21f
birefringence, 11.17
Brillouin scattering, 11.25–11.26, 11.25f
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Guidance, in photonic crystal fibers (Cont.):
group velocity dispersion, 11.18, 11.18f,

11.19f
Kerr nonlinearities, 11.22–11.24, 11.24f
negative core-cladding index difference, 

11.14–11.17, 11.14f–11.17f
positive core-cladding index difference, 

11.12–11.14, 11.12f, 11.13f
Raman scattering, 11.24
resonance and antiresonance, 11.12

Guided-mode resonance filters (GMRFs), 25.2, 
25.30

Guides, neutron, 63.15–63.18

Half-period zones, of zone plates, 40.1
Half-wave voltage, of electro-optic modulators, 

7.19, 7.22
Hard x-ray beamlines, SHADOW code for, 

35.5, 35.5f
Hard x-ray optics, astronomical, 47.9–47.10
Hard x-ray telescopes, 50.2
Hard x-rays, nanofocusing of, 42.1–42.17

history of, 42.2–42.4, 42.2f, 42.3f
instrumental beamline arrangement and 

measurements for, 42.9–42.10, 
42.9f–42.12f

limitations of, 42.15–42.17, 42.16f–42.17f
with magnetron-sputtered MLLs, 42.5–42.7, 

42.6f–42.8f
on MLLs with curved interfaces, 42.14, 

42.15f
Takagi-Taupin calculations for, 42.12–42.14
volume diffraction calculations for, 

42.4–42.5, 42.5f
with wedged MLLs, 42.12–42.13, 42.13f,

42.14f
Hardware implementation, for adaptive optics, 

5.21–5.38
higher-order wavefront sensing techniques, 

5.36–5.37
laser beacons, 5.27–5.34, 5.28f–5.31f, 5.33f
real-time processors, 5.34–5.35, 5.34f, 5.35f
Shack-Hartmann technique, 5.23–5.27, 

5.23f, 5.25f, 5.26f
tracking, 5.21–5.23, 5.22f
wavefront correctors, 5.37–5.38, 5.38f

Heavy water, scattering in, 63.10
Heavy-hole (HH) bands, of strained layer 

quantum well lasers, 13.27

Heavy-metal fluoride glass (HMFG) fibers, 
12.1–12.5, 12.2f, 12.3t, 12.4t, 12.5f

Heavy-metal oxide glass fibers, 12.2t,
12.3–12.7, 12.3t, 12.4t, 12.5f–12.7f

HEFT balloon payloads, 47.10
Height profilometry, 46.3
Helium atoms, 2.3
Helium [3He(n, p)] reaction, 63.31
Helmholtz equation, 5.8
Hermetic enclosure, for laser diodes, 13.7, 13.7f
Hermite-Gaussian functions, 11.7
HERO balloon payload, 47.10
Heterodyne detection, 3.34
Heterostructures, of fiber optic devices, 13.2
High aspect ratio microlithography (HARM), 

61.3
High harmonic production, of x-ray lasers, 

58.2
High Resolution Doppler Imager (HRDI), 3.36, 

3.37f
Higher-order mode (HOM) fibers, 25.2, 25.19f,

25.22
High-power spectrally controlled fiber lasers, 

25.29
High-power ultrashort pulse technologies, for 

fiber lasers, 25.32–25.33
High-power USP oscillators, 25.32–25.33
High-reflectivity mirrors, 41.7–41.8, 41.8f
High-resolution (HR) acousto-optic deflectors, 

6.29, 6.29t
Hill gratings, 17.5
HITRAN database, 3.14, 3.22–3.23, 3.22f, 3.23f
HITRAN-PC program, 3.26
Hobby-Eberly telescopes, 5.2
Holeburning:

optical, 2.13, 2.14f
spatial, 20.2

Hollow glass waveguides (HGWs), 12.2f,
12.11–12.13, 12.12f

Hollow waveguides, 12.2f, 12.2t, 12.3t,
12.10–12.13, 12.12f

Hollow-core photonic crystal fibers:
attenuation in, 11.20–11.22, 11.20f
birefringence of, 11.17
and group velocity dispersion, 11.18, 11.19f
Kerr effects for, 11.23
and negative core-cladding index difference, 

11.14–11.15, 11.14f
Holmium-doped fibers, 25.23t, 25.25–25.26
Homogeneous broadening, 20.1
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Hot bands, in molecular spectroscopy, 2.5
Hot filament sources, of x-ray tubes, 54.10
HRCam system, 5.23
Huang-Rhys factor, 2.15
Huesler alloy, 63.28–63.29
Hufnagel model, of atmospheric turbulence, 3.29
Hufnagel-Valley model, of atmospheric turbu-

lence, 3.30, 5.7, 5.8
Huygens-Fresnel approximation, 3.31–3.33
Hybrid mode locking, 20.17
Hybrid network topologies, for WDM net-

works, 21.7
Hydrogen (H−) ions, negative, 2.3
Hydrogen loading, 17.2
Hyperboloid-hyperboloid (HH) grazing inci-

dence x-ray telescopes, 44.10–44.12, 44.11f

IBM, 23.1, 23.2
Ice, in standard atmosphere, 3.6, 3.42, 3.42f
Ideal receivers, 9.9
Ideality factor, of semiconductor diodes, 13.69
IEEE (Institute of Electrical and Electronics 

Engineers) standards, 23.2, 23.7
Image (scophony) AO modulators, 6.34–6.35
Image receptors, in medical imaging, 31.4, 

31.4f
Image wander, 4.3 (See also Angle of arrival)
Images:

long-exposure, 4.3–4.7
from Nomarski microscope, 46.2
short-exposure, 4.3, 4.31–4.35, 4.31f–4.34f,

4.35t
x-ray, 31.1–31.4

Imaging:
and atmospheric turbulence, 3.34
diffractive, 41.9–41.10, 41.10f
with grazing incidence optics, 44.3–44.18
with grazing-incidence neutron optics, 

64.3–64.7, 64.4f–64.7f
medical, 31.1–31.10

applications of, 31.9, 31.10
digital displays, 31.8–31.9, 31.8f–31.10f
digital tomosynthesis, 31.7–31.8
and inverse Compton x-ray sources, 

59.3–59.4
and polycapillary x-ray optics, 

53.14–53.16, 53.15f–53.16f
radiography, 31.1–31.4, 31.2f–31.4f
tomography, 31.1, 31.5–31.7, 31.5f–31.7f
x-ray detectors for, 61.2

Imaging (Cont.):
molecular, 32.1
monochromatic, 53.16–53.17, 53.17f
multi-energy, 54.9–54.10
nuclear, 53.17, 53.18, 53.18f
with refractive x-ray lenses, 37.6–37.7, 37.6f,

37.7f
scatter rejection in, 53.14–53.16, 

53.15f–53.16f
SPECT, 32.1–32.3
and spectroscopy, 5.19–5.21, 5.19f, 5.20f
thermal, 12.3t
through atmospheric turbulence, 

4.1–4.37
aberration variance and approximate 

Strehl ratio for, 4.27–4.28, 4.28f
and adaptive optics, 4.35–4.36
angle of arrival fluctuations, 4.23–4.26, 

4.25f, 4.26f
and covariance and variance of 

expansion coefficients, 4.20–4.22, 
4.21t, 4.22f–4.23f

Kolmogorov turbulence and atmospheric 
coherence length, 4.7–4.10, 4.8f, 4.9f

long-exposure images, 4.3–4.7
modal correction of turbulence, 

4.28–4.30, 4.29t, 4.30f
and modal expansion of aberration 

function, 4.17–4.20, 4.17f–4.18f,
4.19t, 4.20t

and resolution of telescopes, 4.2–4.3
short-exposure image, 4.31–4.35, 

4.31f–4.34f, 4.35t
and systems with annular pupils, 

4.10–4.16, 4.11f–4.15f, 4.15t
Imaging detectors (x-ray), 61.1–61.8

CCD detectors, 61.7–61.8, 61.8f
flat panel detectors, 61.3–61.7, 61.4f, 61.6t,

61.7f
geometries for and classifications of, 

61.1–61.3, 61.2f
Imaging plates, in neutron optics, 63.34
Impact ionization coefficient, 13.72
Incidence angle, constant, 38.2
Incident power measurement, in scatterometers, 

1.14–1.15
Incoherent scattering, 26.7, 31.2, 63.7, 

63.8
Index ellipsoid, of electro-optic modulators, 

7.4–7.7, 7.5f–7.6f
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Index of refraction:
complex, 48.1
and fiber Bragg gratings, 17.2
and Kolmogorov turbulence, 4.7
of liquid crystals, 8.18–8.19
in neutron optics, 63.19–63.20
phase velocity, 7.15–7.16, 7.16f
of photonic crystal fibers, 11.9–11.10
structure function of, 5.6–5.7

Index-guided laser stripes, 13.6
Indirect modulation, in OTDM networks, 

20.17–20.18, 20.17f
Indirect-conversion flat panel detectors, 

61.4–61.6, 61.4f
Inelastic optical processes, 3.21–3.22
Inelastic scattering, 21.20, 63.3
In-fiber devices, for photonic crystal fibers, 

11.27, 11.28
InfiniBand standard, 23.8, 23.8t
InFOCUS/SUMIT balloon payloads, 47.10
Infrared (IR) optical fibers, 12.1–12.13

applications, 12.13
categories and properties of, 12.1–12.3, 

12.2f, 12.2t, 12.3t
crystalline, 12.2t, 12.3t, 12.7–12.10, 12.8f,

12.10f
heavy-metal oxide glass in, 12.2t–12.4t,

12.3–12.7, 12.5f–12.7f
in hollow waveguides, 12.2t, 12.3t,

12.10–12.13, 12.12f
Injection:

electrical, 13.4, 13.5, 13.45, 13.45f
in LEDs, 13.37

Injection seeding, optical clock recovery and, 
20.21–20.22

In-line semiconductor optical amplifiers 
(SOAs), 19.24

Inner scale of turbulence, 4.7
Inorganic crystals, 7.33
In-plane switching (IPS) cells, 8.16, 8.26, 8.28f
Input saturation power, for fiber amplifiers, 

14.3
Insertion devices:

for synchrotron radiation sources, 
55.9–55.16, 55.10f, 55.12f, 55.13f

Insertion loss, 7.36, 13.53, 18.1
Installation loss, for fiber optic communication 

links, 15.6–15.7, 15.8t
Instrument signature, of scatterometers, 1.6, 

1.11–1.13, 1.11f, 1.13t

Instrument transfer function effects, in x-ray 
mirror metrology, 46.9–46.11

Instrumental line spread function, 38.7
Integrated Mach-Zehnder interferometers, 

20.18–20.19, 20.19f
Integrated planar lightwave circuits (iPLCs), 

21.12, 21.13f
Integrated-optic modulators, 7.3, 7.30–7.32, 

7.31f–7.33f
Integrating x-ray detectors, 61.2
Intelligent Physical Protocol Enhanced Physical 

Project, 23.4
Intensity, of spectral lines, 56.2–56.4
Intensity modulation and modulators, 6.34, 

13.57–13.58
Interaction zone, for Compton scattering, 59.1
Interband processes, SOAs and, 19.12, 19.13
Interconnected switchable networks, 23.4
Interference:

multiple-Bragg-beam, 43.1
in neutron optics, 63.25–63.27, 63.27f
Nomarski differential, 46.4
Pendellösung, 63.26
in SOAs, 19.23
in x-ray optics, 26.8, 26.8f, 26.9f

Interferometers:
Bragg reflection in, 63.26, 63.27
crystal, 63.26–63.27, 63.27f
Fabry-Perot, 3.36, 24.2–24.5, 24.2f–24.4f
Laue transmission in, 63.26
Linnik, 46.2
Mach-Zehnder, 21.34

and Bragg grating sensors, 24.8
and DPSK, 21.33–21.34, 21.33f
and electro-optic modulators, 7.22, 7.24, 

7.32, 7.38
and fiber Bragg gratings, 17.8
integrated, 20.18–20.19, 20.19f
in OTDM networks, 20.22, 20.23f
SOAs in, 19.31–19.32, 19.31f, 19.33f, 19.36
and supercontinuum generation, 11.23

Michelson, 17.8–17.9, 17.8f
perfect crystal, 63.26–63.27, 63.27f
phase-measuring, 46.2
Sagnac, 20.22
ultrafast nonlinear, 19.32
unbalanced nonlinear, 20.22

Interferometric lithography (IL), 34.4
Interferometric Mach-Zehnder modulators, 

13.51–13.52, 13.54–13.55
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Interferometric method, of FBG fabrication, 
24.6, 24.6f

Interferometric modulators, 13.51–13.52
Intergovernmental Panel on Climate Change, 

3.44
Interleaving, in OTDM networks, 20.6–20.7, 

20.7f
Intermodal dispersion, in optical fibers, 

9.5–9.6
Intermodulation distortions (IMDs), 

15.5–15.6
Intermodulation (IM) products, of acousto-

optic devices, 6.30
Internal quantum efficiency, 13.9, 13.10
Internal writing technique, for FBGs, 

17.4–17.5
International Space Station, 49.4
International Telecommunications Union 

standards, 15.15
Inter-switch links (ISLs), 23.4
Intersymbol interference (ISI), 19.23
Intraband processes, of SOAs, 19.12
Intramodal dispersion, 9.5–9.6, 9.6f
Intrinsic Fabry-Perot interferometric (IFPI) 

sensors, 24.4–24.5, 24.4f
Inverse Compton scattering, 59.1
Inverse Compton x-ray sources, 59.1–59.4, 

59.3t
Inverse Raman effect, 10.5, 10.6, 14.9
Ionization, of electrons, 56.2
Ionization chambers, 60.3–60.4, 60.9t
Ionization x-ray detectors, 60.3–60.7, 60.9t,

60.10t
Ionizing radiation, fiber optic communication 

links and, 15.17
ISO standards, 23.2
Isolation (directionality), of fiber-optic 

components, 18.1
Isolators, for networking, 18.3, 18.10, 18.10f
Isoplantic angle, 5.19
Isotropic diffraction:

and acousto-optic interactions, 6.9–6.10, 
6.10f, 6.13, 6.13f

by deflectors, 6.23–6.24, 6.24f
Iterative phasing technique, for coherent 

diffraction microscopy, 27.4

Jacobi method, of electro-optic effect, 
7.11–7.13

Jahn-Teller effect, 2.9

Jitter:
in fiber optic communication links, 

15.15–15.16
and solitons, 22.6–22.8, 22.11, 22.16

Jitter transfer function (JTF), 15.16
Johansson bent/ground focusing 

monochromator, 39.5
Johnson noise, of pin diodes, 13.70
Jülich SANS instrument, 64.4

Kagomé lattice, 11.5f, 11.11, 11.16
Karhunen-Loève functions, 4.36
Keck Observatory, 5.27
Keck telescopes, 4.36, 5.2, 5.27
Kerr cells, 7.34
Kerr effect, 7.11, 14.11, 19.34, 20.1, 20.22, 22.3
Kerr electro-optic effect, 7.9t–7.10t, 7.11
Kerr focusing, 7.39
Kerr interactions, 10.2
Kerr nonlinearities, 7.38–7.39, 11.22–11.24, 

11.24f
Kerr-lens mode-locking (KLM), 7.11, 7.39
Kinematic theory of diffraction, in neutron 

optics, 63.5
Kinematical theory of diffraction, for crystals, 

39.2, 39.3
Kirkpatrick-Baez (KB) mirrors, 44.4, 44.4f,

63.21, 64.5–64.6, 64.5f
Kirkpatrick-Baez (KB) optics, 47.7–47.8, 47.8f,

47.9f, 50.5
Kirkpatrick-Baez (KB) systems, 48.3–48.4, 

48.3f
Kolmogorov model of turbulence, 5.5–5.6, 5.11
Kolmogorov spatial power spectral density, 5.6
Kolmogorov spectrum, 3.28, 3.31
Kolmogorov turbulence, 4.3, 4.7–4.10, 4.8f,

4.9f, 4.27, 4.30, 4.36
Kossel patterns, 53.11
Kramer approximation, for Bremsstrahlung 

radiation, 54.5
Kramers-Kronig relations, 13.61, 17.3, 20.22
Kronecker delta, 4.19
Kronig-Penney model, 2.12
KRS-5 fiber, 12.7–12.8
K-shell emission lines, of elements, 36.3t–36.8t
Kumahov capillary lenses, 53.9

Lab-based radiation sources, 50.2–50.7, 50.4f,
50.6f, 50.8f

Lamb dip spectroscopy, 2.5, 2.7f

Bass_v5Index_p001-052.indd I.23 9/23/09 4:06:31 PM

DO
 N

OT
 D

UP
LI

CA
TE



I.24  INDEX

Lamb shifts, 2.2, 2.3
Lambert-Beer law of attenuation, 63.11
Lamor precession, 63.29–63.30
Lamps, cold cathode fluorescent, 8.30, 8.30f
Langmuir-Blodgett techniques, 7.34
Large Binocular Telescope (LBT), 5.5
Large flat-mode fibers, in fiber lasers, 25.19f,

25.20
Large-mode-area (LMA) fibers, 25.2, 25.4, 25.5

in all-fiber monolithic systems, 25.16
chirally coupled core fibers, 25.21–25.22
designs, 25.19f
equations for, 25.8–25.9
and photonic crystal fibers, 25.20–25.21
techniques using, 25.18–25.20

Laser beacons (laser guide star sensing), 5.21, 
5.23, 5.27–5.34

focus anisoplanatism of, 5.27–5.29, 
5.28f–5.30f

and mesopheric sodium laser beams, 
5.32–5.34, 5.33f

Rayleigh, 5.30–5.32, 5.31f
Laser beam scanning, by high-resolution 

deflectors, 6.29
Laser diodes, 13.3–13.24

double heterostructure, 13.3–13.8, 13.3f,
13.4f, 13.6f, 13.7f

noise characteristics of, 13.18–13.24, 
13.19f–13.21f

operating characteristics of, 13.8–13.13, 
13.10f

transient response of, 13.13–13.18, 13.14f,
13.16f, 13.17f

Laser guide star (LGS) sensing, 5.21, 5.23, 5.27
(See also Laser beacons)

Laser mode locking, 7.38–7.39
Laser-generated plasmas, 56.1–56.10

and Bremsstrahlung radiation, 56.8–56.10
and recombination radiation, 56.10
sources of, 56.1
and spectral line emission, 56.2–56.8

Laser-heated pedestal growth (LHPG) 
technique, 12.9–12.10, 12.10f

Laser-induced fluorescence, 3.21
Laser-induced-breakdown spectroscopy (LIBS), 

3.39
Lasers:

Bragg reflector, 13.7
bulk, 25.5–25.6
buried heterostructure, 13.5

Lasers (Cont.):
carbon dioxide, 12.3t, 12.9, 12.13
chirp of, 9.8
continuous-wave, 25.4, 25.5, 25.5f, 25.7

diode lasers, 13.49
dye lasers, 5.32, 5.33f, 5.34

distributed Bragg reflector, 9.8, 13.7, 
13.28–13.29, 13.29f, 20.14

distributed feedback
in fiber optic systems, 13.30–13.32, 13.30f,

13.31f
and optical fibers, 9.8
in OTDM networks, 20.14–20.15, 20.15f
quarter-wavelength-shifted grating, 

13.31–13.32, 13.31f
edge-emitting, 13.3
and electroabsorption modulators, 13.60
erbium-doped yttrium aluminum garnet 

(Er:YAG), 12.3t, 12.6, 12.13
European X-ray Free-Electron Laser, 58.1
external cavity, 13.22, 13.33
extreme ultraviolet, 58.2–58.4, 58.3f
Fabry-Perot, 13.12–13.13, 13.29

multilongitudinal mode, 9.7–9.8
semiconductor, 20.13–20.14, 20.14f

fiber, 25.1–25.33
all-fiber monolithic systems, 25.16–25.18, 

25.16f
architectures, 25.9–25.18, 25.12f, 25.19f
bulk lasers vs., 25.5–25.6
dopants, 25.22–25.26, 25.23t
equations for, 25.8–25.9
fabrication of, 25.26–25.29, 25.27t
free space, 25.13–25.15, 25.14f, 25.15f
growth of, 25.5, 25.5f
history of, 25.3–25.4, 25.4f
limitations, 25.6–25.7
LMA fiber designs, 25.18–25.22, 25.19f
operation of, 25.7–25.8
pumping techniques, 25.9–25.13, 25.11f,

25.12f
spectral and temporal modalities, 

25.29–25.33
fiber Raman, 10.7
free electron, 41.9–41.10, 41.10f, 48.1, 

58.1–58.2
free space fiber, 25.9, 25.10, 25.13–25.15, 

25.14f, 25.15f
mesopheric sodium, 5.32–5.34, 5.33f
mode-locked, 20.15–20.17, 20.16f
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Lasers (Cont.):
multiple quantum well, 13.24–13.25
and optical fibers, 9.7–9.8
in OTDM communication networks, 

20.13–20.17, 20.14f, 20.16f
phase noise (finite line width) of, 9.8
planar buried heterostructure, 13.6
plasma-based EUV, 58.2–58.4, 58.3f
pulsed-dye, 5.32
quantum well, 13.24–13.28, 13.25f–13.27f
relative intensity noise of, 9.11
ridge waveguide, 13.6
for scatterometers, 1.8
semiconductor, 13.1, 20.13–20.14, 20.14f
single-longitudinal-mode, 9.8
sum-frequency, 5.32
tunable, 13.32–13.36, 13.33f–13.36f
vertical cavity surface-emitting, 9.7n,

13.42–13.48, 13.43f, 13.45f, 19.14
and wavelength-division multiplexing, 

9.8
x-ray, 58.1–58.4, 58.3f

Lattice-matched compositions, SOAs and, 
19.11

Lattice-matched epitaxial layers, of fiber optic 
devices, 13.2

Laue crystals, 35.3
Laue equation, 39.1
Laue geometry, for crystal monochromators, 

39.2f, 39.4–39.6
Laue lenses, multilayer [see Multilayer Laue 

lenses (MLLs)]
Laue phase retarders, 43.6
Laue transmission, 26.8, 26.9f, 63.24, 63.26
Laue-diffracting crystals, 43.2
Layer adding method, multiple scattering and, 

3.21
LBLRTM (code), 3.23
Leakage channel fibers, 25.21
Legendre polynomials, 46.6
Legendre-Fourier (L-F) polynomials, 45.6
Lenses:

Airy distribution of, 40.3
Bragg-Fresnel, 40.9–40.10, 40.9f
catadioptric systems of, 35.1
catoptric systems of, 35.1
dioptric systems of, 35.1
GRIN-rod, 18.7, 18.8, 18.8f, 18.10, 18.11f
Kerr, 7.11, 7.39
Kumahov capillary, 53.9

Lenses (Cont.):
multilayer Laue, 42.1–42.17

with curved interfaces, 42.14, 42.15f
history of, 42.2–42.4, 42.2f, 42.3f
instrumental beamline arrangement 

and measurements, 42.9–42.10, 
42.9f–42.12f

limitations of, 42.15–42.17, 42.16f–42.17f
magnetron-sputtered, 42.5–42.7, 42.6f–42.8f
Takagi-Taupin calculations, 42.12–42.14
volume diffraction calculations, 42.4–42.5, 

42.5f
wedged, 42.12–42.13, 42.13f, 42.14f
and x-ray/neutron optics, 26.10

in neutron optics, 63.22–63.23, 63.23f
refractive x-ray, 37.3–37.11

applications of, 37.11
history of, 37.3
nanofocusing, 37.8–37.11, 37.9f, 37.10f
parabolic, 37.4–37.8, 37.4f, 37.6f, 37.7f

zone plates as, 40.3–40.4
Leslie viscosity coefficients, 8.24
Lifetime, photon, 20.1
Light:

absorption of, 3.4–3.5, 3.4f
out-of-plane profile of, 13.11
propagation of, 7.3
retroreflection of guided, 13.6–13.7
spatial characteristics of, 13.11–13.12, 13.46
spectral characteristics of, 13.12–13.13
theory of interaction of atmosphere and, 

3.11–3.22
inelastic optical processes, 3.21–3.22
Mie scattering, 3.16–3.18, 3.17f–3.19f
molecular absorption, 3.12–3.15, 3.13f
molecular emission and thermal spectral 

radiance, 3.18, 3.20, 3.20f
molecular Rayleigh scattering, 3.15–3.16
surface reflectivity and multiple scattering, 

3.21, 3.21f
Light detection and ranging (LIDAR) systems, 

3.38–3.39, 3.38f, 25.25
Light out vs. current in (L-I curve), 13.9–13.11, 

13.10f, 13.46–13.47
Light-emitting diodes (LEDs), 13.1, 

13.36–13.42, 13.38f
edge-emitting, 13.40
operating characteristics of, 13.40–13.42,

13.40f
and optical fibers, 9.7
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Light-emitting diodes (LEDs) (Cont.):
surface-emitting, 13.38–13.40, 13.38f
and transmissive TFT LCDs, 8.29–8.31, 8.30f

Light-hole (LH) bands, 13.27
Linac Coherent Light Source (LCLS), 58.1
Line edge roughness (LER), in extreme 

ultraviolet lithography, 34.6
Line width, of lasers, 9.8
Linear attenuation coefficient, 31.1, 31.2
Linear dispersion, 38.7
Linear electro-optic (Pockels) effect:

and electro-optic modulators, 7.6–7.11, 7.8t,
7.11

and liquids, 7.34
in OTDM networks, 20.1, 20.18, 20.19

Linear optical amplifiers (LOAs), 19.14, 19.27
Linear polarization analyzers, 43.4, 43.4f
Linear polarizers, 43.2–43.3, 43.3f
Linear regime, for rare-earth-doped fiber 

amplifiers, 14.3
Linear tomography, 31.5, 31.5f
Linearity, of scatterometers, 1.15
Line-by-line transmission programs, 3.23, 3.24f
Linewidth enhancement factor, 13.17, 13.20
Link budget analysis, for fiber optic 

communication:
installation loss, 15.6–15.7, 15.8t
optical power penalties, 15.8–15.17, 15.10f,

15.11f
Linnik interferometers, 46.2
Liouville’s theorem, 54.11, 54.15, 54.16, 63.15, 

63.22
Liquid crystal (LC) cells, 8.25–8.28, 8.26f, 8.27f,

8.28f
Liquid crystal displays (LCDs), 8.29–8.35, 61.3

reflective, 8.31–8.32, 8.31f
transmissive TFT, 8.29–8.31, 8.30f
transreflective, 8.32–8.35, 8.33f, 8.34f

Liquid crystals (LCs):
composition of, 8.2–8.4, 8.3f
dielectric properties of, 8.14–8.18, 8.15f, 8.18f
elastic properties of, 8.22–8.23, 8.23f
limitations of, 8.37
optical properties, 8.18–8.22, 8.19f, 8.20f,

8.22f
phase transitions of, 8.13, 8.13f, 8.14f
phases of, 8.8–8.13, 8.11f–8.12f
physical properties of, 8.13–8.23
in polymer/liquid crystal composites, 

8.36–8.37, 8.36f–8.37f

Liquid crystals (LCs) (Cont.):
types of, 8.4–8.8, 8.4f–8.6f, 8.7t, 8.9t
viscosities of, 8.23–8.25, 8.24f

Liquid-crystal-on-silicon (LCoS) displays, 8.32
Liquid-metal anodes, 54.13
Liquids, in electro-optic modulators, 7.34
Lithium niobate (LiNbO3), 6.30, 6.31, 6.31t
Lithium niobate (LiNbO3) modulators, 13.2, 

13.48–13.55, 13.49f
electro-optic effect, 13.49–13.51, 13.51f
electro-optic polymer, 13.55
high-speed operation of, 13.52–13.53
insertion loss in, 13.53
as Mach-Zehnder modulators, 13.51–13.52, 

13.54–13.55, 13.54f
phase modulation by, 13.51
photorefractivity and optical damage of, 13.54
polarization independence of, 13.53
Y-branch interferometric, 13.51–13.52

Lithium [6Li(n, a)] reaction, 63.31
Lithium-drifted silicon x-ray detectors, 60.6
Lithography:

electron-beam, 40.8
extreme ultraviolet, 34.1–34.6, 34.2t,

34.3f–34.6f
extreme ultraviolet-interferometric, 

34.4–34.5, 34.5f
high aspect ratio microlithography, 61.3
interferometric, 34.4
optical, 34.1

L-I-V measurements, for SOAs, 19.17, 19.17f
Lobster-eye (LE) optics, 48.2–48.4, 48.2f, 48.3f,

49.3–49.4, 49.3f–49.4f
Lobster-ISS system, 50.7
Local area networks (LANs), 9.14, 21.7

power splitters and couplers in, 18.2, 18.3f
standards for, 23.2, 23.6, 23.7

Local gain per unit length, of lasers, 13.8
Local oscillators, 9.13
Local shift variance, in grazing incidence x-ray 

optics, 44.14
Log-amplitude structure function, 4.5
Long trace profiler (LTP), 46.4, 46.5, 46.5f
Long-exposure images, 4.3–4.7
Long-exposure MCF, 4.10
Longitudinal electro-optic modulators, 7.16, 

7.17, 7.17f
Longitudinal spatial modulation (LSM), 

6.12, 6.17
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Long-period gratings (LPGs), 21.39, 21.39f,
24.8–24.13, 24.9f–24.12f, 24.11t, 24.13t

Long-wave infrared (LWIR) AOTFs, 6.42
Lorentzian broadening, 3.14
Lorentzian lineshapes, of spectra, 2.13, 56.4–56.7
Loss:

Akhieser, 6.17
bend, 11.21–11.22, 11.21f
connector, 15.7, 15.8t
coupling, 18.1
insertion, 7.36, 13.53, 18.1
installation, 15.6–15.7, 15.8t
optical power, 21.13–21.14
polarization-dependent, 19.18, 21.18
radiation induced, 15.17
splice, 15.7, 15.8t
transmission, 15.7

Loss, of fiber-optic components, 18.1
Low cost (LC) FDDI, 23.3
Low leakage guidance, 11.16, 11.17
Low-frequency fluctuations (LFF), of lasers, 13.23
LOWTRAN program, 3.23–3.24, 3.25f–3.26f
L-shell emission lines, of elements, 36.3t–36.8t
Lump amplification, 21.44
Lyman series, 56.2
Lyotropic liquid crystals (LCs), 8.3, 8.5f
Lysozyme diffraction, 53.12–53.14, 53.12f, 53.13f

Mach-Zehnder devices, as fiber-based couplers, 
16.4–16.5, 16.5f

Mach-Zehnder filters, 14.6, 21.39
Mach-Zehnder interferometers (MZIs):

and Bragg grating sensors, 24.8
and DPSK, 21.33–21.34, 21.33f
and electro-optic modulators, 7.22, 7.24, 

7.32, 7.38
and fiber Bragg gratings, 17.8
integrated, 20.18–20.19, 20.19f
in OTDM networks, 20.22, 20.23f
SOAs in, 19.31–19.32, 19.31f, 19.33f, 19.36
and supercontinuum generation, 11.23

Mach-Zehnder modulators:
interferometric, 13.51–13.52, 13.54–13.55, 

13.54f, 13.63
in WDM networks, 21.30, 21.31f, 21.32f

Magnesium oxide (MgO), 2.20, 2.20f, 2.22
Magnetic circular dichroism (MCD), 

55.7–55.9, 55.7f
Magnetron-sputtered multilayer Laue lenses 

(MLLs), 42.5–42.7, 42.6f–42.8f

Magnification, by gratings and 
monochromators, 38.7

Maier-Saupe mean-field coupling constant, 8.25
Mammography, 54.8, 59.3–59.4
Manchester (biphase) coding, 20.9, 20.9f
Markov random process approximation, for 

beam wander, 3.31, 3.32
Masks, for extreme ultraviolet lithography, 

34.2, 34.6
Master oscillator power amplifier (MOPA) 

systems, 25.2
free space designs, 25.13–25.15, 25.15f
monolithic designs, 25.16–25.17, 25.16f
nanosecond designs, 25.31–25.32
narrow linewidths, 25.30
ultrashort systems, 25.33

MathCad program, 5.39
Mathematica program, 5.39
Maximum frequency deviation, of electro-optic 

modulators, 7.35
Maximum likelihood sequence estimations 

(MLSEs), 21.26
Maximum refractive index, for PCFs, 

11.9–11.10
Maximum tolerable input jitter (MTIJ), 15.16
Maximum-likelihood expectation maximization 

(MLEM), 32.2
Maxwell-averaged Gaunt factors, 56.10
Maxwell-Boltzmann distribution, for EDFA 

spectra, 14.4
Maxwell’s equations:

and Bremsstrahlung radiation, 56.8
for fiber-based couplers, 16.2, 16.3
and photonic crystal fibers, 11.3, 11.6, 11.20
and wave propagation, 5.8

Mean-field theory, of liquid crystals, 8.22–8.23
Mechanical switches, for networking, 18.4, 

18.5, 18.5f, 18.11, 18.11f, 18.12f
Media access control (MAC), of FDDI, 23.3
Media interface connectors (MICs), 23.3
Medical imaging, 31.1–31.10

applications of, 31.9, 31.10
digital displays, 31.8–31.9, 31.8f–31.10f
digital tomosynthesis, 31.7–31.8
and inverse Compton x-ray sources, 59.3–59.4
and polycapillary x-ray optics, 53.14–53.16, 

53.15f–53.16f
radiography, 31.1–31.4, 31.2f–31.4f
tomography, 31.1, 31.5–31.7, 31.5f–31.7f
x-ray detectors for, 61.2
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Medicine, nuclear, 32.1–32.4
Mellin transforms, 5.16
Mesh topologies, of WDM networks, 21.6
Mesopheric sodium lasers, 5.32–5.34, 5.33f
Metallization, for SOAs, 19.16, 19.16f
Metal-semiconductor-metal (MSM) photocon-

ductive detectors, 13.63, 13.73
Meteorological optics, 3.40–3.43, 3.41f–3.43f
Metrology:

and magnetron-sputtered MLLs, 42.6–42.7, 
42.7f, 42.8f

scatterometers in, 1.16
surface figure, 46.3–46.6, 46.5f
surface finish, 46.2
x-ray mirror, 46.1–46.12

history of, 46.1–46.2
profile analysis considerations, 

46.6–46.12, 46.7f, 46.10f
surface figure metrology, 46.3–46.6, 46.5f
surface finish metrology, 46.2

Metropolitan area networks (MANs), 9.14, 21.7
Michelson interferometers, 17.8–17.9, 17.8f
Microbunches, of electrons, 58.1
Microcalorimeter detectors, 29.9–29.11, 29.11f,

60.9, 60.9t
Microchannel plate (MCP) detectors, 63.34
Microchannel plates (MCPs), 49.2, 49.3f, 49.5f,

50.7, 60.7
Micro-electromechanical systems (MEMS) 

mirrors and switches, 18.8, 18.8f, 18.11, 
18.12f

Microfocus x-ray fluorescence (MXRF):
with doubly curved crystal diffraction, 

29.6–29.7, 29.8f–29.9f
monocapillary, 29.4
polycapillary, 29.4–29.6, 29.5f, 29.6f
ultrahigh resolution, 29.9–29.11, 

29.9f–29.11f
Microfocusing, with refractive x-ray lenses, 

37.7–37.8
Micro-optics-based components, for networking, 

18.1–18.12
attenuators, 18.2, 18.9
beam splitters, 18.6, 18.6f
circulators, 18.3, 18.3f, 18.10
directional couplers, 18.2, 18.3, 18.3f, 18.9, 

18.9f
Faraday rotators, 18.7, 18.7f
filters, 18.6
gratings, 18.5–18.6, 18.6f

Micro-optics-based components, for networking 
(Cont.): 

GRIN-rod lenses, 18.7, 18.8, 18.8f
isolators, 18.3, 18.10, 18.10f
mechanical switches, 18.4, 18.5, 18.5f, 18.11, 

18.11f, 18.12f
MEMS mirrors and switches, 18.8, 18.8f,

18.11, 18.12f
multiplexers/demultiplexers/duplexers, 18.4, 

18.4f, 18.10–18.11
network functions, 18.2–18.5
polarizers, 18.7, 18.7f
power splitters, 18.2–18.3, 18.2f, 18.9, 18.9f
prisms, 18.5, 18.5f

Micro-pore optics, 49.1–49.6
Microscopes and microscopy:

coherent diffraction, 27.4–27.5, 27.4f, 27.5f
Nomarski microscope, 46.2
scanning electron

and magnetron-sputtered MLLs, 
42.6–42.7, 42.7f, 42.8f, 42.13, 42.13f

and x-ray spectral detection, 62.1–62.3, 
62.2f

x-ray, 37.6
Microsource devices, 28.7
Microstrip detectors, 63.32–63.33
Microstructured optical arrays (MOAs), 

adaptive, 50.7–50.8, 50.8f
Mid-wave infrared (MWIR) AOTFs, 6.42
Mie scattering, 3.12, 3.16–3.18, 3.17f–3.19f
Mie theory, 11.7
Miesowicz viscosity coefficients, 8.24
Mirages, 3.42–3.43, 3.42f, 3.43f
Mirror reflectivity, for VCSELs, 13.44
Mirror surface roughness:

and grazing-incidence neutron optics, 
64.2–64.3

and Wolter x-ray optics, 47.3–47.5, 47.4f
Mirrors:

bimorph, 50.4, 50.4f, 50.6f
Bragg, 13.28, 13.44
deformable, 5.4, 5.4f, 5.37–5.38, 5.37f, 5.38f
double-bounce Wolter, 52.4
external, 13.32–13.33, 13.33f
Goebel, 26.10
high-reflectivity, 41.7–41.8, 41.8f
Kirkpatrick-Baez, 44.4, 44.4f, 63.21, 

64.5–64.6, 64.5f
in micro-electromechanical systems, 18.8, 

18.8f, 18.12f
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Mirrors (Cont.):
for neutron optics, 63.20–63.21, 63.21f
nonlinear optical loop, 20.22
point-spread function of, 64.2
polarizing, 63.28
semiconductor laser amplifier loop optical, 

20.22
semiconductor saturable absorber, 25.3, 

25.32
and SHADOW code, 35.4, 35.5
Wolter configurations, 52.4, 64.6, 64.6f
(See also X-ray mirrors)

Modal approach, to wavefront error correction, 
4.35

Modal dispersion, 15.9
Modal filtering, 11.12–11.13, 11.13f
Modal gain per unit length, 13.7, 13.8
Modal noise, 15.16–15.17
Mode field adaptors (MFAs), 25.2, 25.17–25.18
Mode field diameter (MFD), 25.2
Mode hopping, 13.13
Mode matching, in mode field adaptors, 25.17, 

25.17f
Mode partition noise, 20.1

for fiber optic communication links, 
15.11–15.13, 15.11f

for laser diodes, 13.19–13.20, 13.20f
Mode transformers, photonic crystal fibers 

and, 11.26–11.27, 11.27f
Mode-locked fiber lasers, 25.32–25.33
Mode-locked lasers, 20.15–20.17, 20.16f
Moderators, for neutron optics, 63.12, 

63.14–63.15
Modified chemical vapor deposition (MCVD), 

25.2, 25.21, 25.26, 25.28
MODTRAN program, 3.24
Modulated grating (MG) reflectors, 13.36
Modulation:

amplitude, 7.22–7.24, 7.23f, 7.24f
cross-gain, 19.12, 19.13f, 19.27, 19.29–19.30, 

19.29f, 19.32, 19.35–19.36
cross-phase

in optical fibers, 10.3–10.4
and SOAs, 19.13, 19.30–19.32, 19.31f,

19.33f, 19.35–19.36
and solitons, 22.5, 22.13–22.15
in WDM networks, 21.19

degree of, for electro-optic modulators, 
7.35–7.36

depth-of-amplitude, 7.22

Modulation (Cont.):
depth-of-phase, 7.19
digital, 6.33
direct, 20.17–20.18, 20.17f
frequency, 7.24–7.25, 7.25f
longitudinal spatial, 6.12
in OTDM communication networks

direct and indirect, 20.17–20.18, 20.17f
external, 20.18–20.20, 20.19f, 20.20f

percent, 7.35
phase, 7.18–7.20

bulk electro-optic modulators, 7.18–7.20
by lithium niobate modulators, 13.51

polarization, 7.20–7.22, 7.20f, 7.21f
pulse code, 20.8
self-phase

in optical fibers, 10.3–10.4
and solitons, 22.3–22.4, 22.3f, 22.4f
in WDM networks, 21.18–21.19, 21.19f

spatial light, 6.4, 6.9
transverse spatial, 6.11–6.12, 6.23, 6.30, 6.31
in WDM networks, 21.27–21.36

basic concepts, 21.27–21.29, 21.28f–21.30f
carrier-suppressed return-to-zero and 

duobinary, 21.30–21.33, 21.31f, 21.32f
comparisons of, 21.36, 21.36t, 21.37t
DPSK and DQSK, 21.33–21.36, 

21.33f–21.35f, 21.36t, 21.37t
Modulation bandwidth, electro-optic 

modulators, 7.34
Modulation efficiency, of electro-optic 

modulators, 7.36
Modulation error ratio (MER), 15.4–15.5
Modulation formats, for WDM networks, 

21.27–21.36
basic concepts, 21.27–21.29, 21.28f–21.30f
carrier-suppressed return-to-zero and 

duobinary, 21.30–21.33, 21.31f, 21.32f
comparisons of, 21.36, 21.36t, 21.37t
DPSK and DQSK, 21.33–21.36, 

21.33f–21.35f, 21.36t, 21.37t
Modulation instability, 10.3
Modulation response, of laser diodes, 

13.16–13.17, 13.16f
Modulation transfer functions (MTFs):

for acousto-optic modulators, 6.32
for polycapillary x-ray optics, 53.15, 53.16f
for Schwarzschild objectives, 51.1–51.2, 51.2f
and SPECT imaging, 32.3
for x-ray detectors, 61.3
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Modulators:
acousto-optic, 6.23t, 6.31–6.35, 6.32f, 6.34t

acousto-optic frequency shifters, 6.35
and Bragg diffraction, 6.4, 6.6, 6.7, 6.14
image (scophony), 6.34–6.35
multi-mode interference, 13.2, 13.35
principle of operation, 6.32, 6.32f

band-filling, 13.62
electroabsorption

in fiber optic systems, 13.55–13.60, 13.56f,
13.60

in OTDM networks, 20.18, 20.20, 20.20f
electro-optic, 7.1–7.39, 13.61, 20.18–20.19, 

20.19f
applications for, 7.36–7.39
bulk modulators, 7.16–7.28, 7.21f,

7.24f–7.28f
crystal optics and the index ellipsoid, 

7.3–7.7, 7.4f–7.6f, 7.8f–7.10f
and electro-optic effect, 7.6–7.16, 

7.8t–7.10t, 7.14f, 7.16f
electro-optic sampling, 7.36–7.37, 

7.37f–7.38f
and Euler angles, 7.39
in fiber optic systems, 13.61
geometries, 7.16–7.18, 7.17f
laser mode locking, 7.38–7.39
light propagation in, 7.3
materials, 7.33–7.34
in OTDM networks, 20.18–20.19
performance criteria, 7.34–7.36
sensors, 7.38
traveling wave modulators, 7.28–7.30, 7.29f
waveguide or integrated-optic modulators, 

7.30–7.32, 7.31f–7.33f
electrorefractive, 13.61–13.62
integrated-optic, 7.3, 7.30–7.32, 7.31f–7.33f
interferometric Mach-Zehnder, 13.51–13.52, 

13.54–13.55, 13.63
lithium niobate, 13.2, 13.48–13.55, 13.49f
Mach-Zehnder

interferometric, 13.51–13.52, 13.54–13.55, 
13.54f, 13.63

in WDM networks, 21.30, 21.31f, 21.32f
Nipi, 13.62
semiconductor interferometric, 13.63
separate confinement heterostructure for, 

13.4f, 13.5
waveguide, 7.30–7.32, 7.31f–7.33f, 13.56, 

13.57f

Molecular absorption, 3.12–3.15, 3.13f
Molecular absorption line database, 3.22–3.23, 

3.22f, 3.23f
Molecular emission, 3.18, 3.20, 3.20f
Molecular gases, in standard atmosphere, 3.6, 

3.7t, 3.8f–3.9f
Molecular imaging, 32.1
Molecular spectroscopy, 2.5–2.6, 2.6f, 2.7f
Molecular targets, for SPECT imaging, 32.1
Monin-Obukhov similarity theory, 3.31
Monocapillary x-ray optics, 28.5, 52.1–52.6, 

52.2f–52.5f, 52.2t
Monochromatic imaging, in polycapillary x-ray 

optics, 53.16–53.17, 53.17f
Monochromators:

Bragg reflection, 39.4, 39.5
Bragg reflections in, 39.1, 63.24
crystal

and bent crystals, 39.1–39.6, 39.2t, 39.3f,
39.5f–39.6f

in neutron optics, 63.23–63.25
Dragon systems of, 38.3
Grasshopper, 38.3
Johansson bent/ground focusing, 39.5
and SHADOW code, 35.4, 35.4f
spherical-grating, 38.3
synchrotron radiation, 39.6
toroidal-grating, 38.3
in VUV and soft x-ray region, 38.1–38.8

diffraction properties, 38.1–38.3, 38.2f
dispersion properties, 38.6–38.7
efficiency of, 38.8
focusing properties, 38.3–38.6, 38.3f,

38.4t–38.5t
resolution properties, 38.7

x-ray, 30.1–30.4, 50.6–50.7
and x-ray diffraction, 28.3, 28.4

Monolithic fiber laser resonators, 25.16
Monolithic tunable lasers, 13.33–13.36, 

13.34f–13.36f
Mosaic crystals, 39.2
Mt. Pinatubo, 3.10, 3.18, 3.39
Mt. Wilson telescope, 5.27
Mueller matrices, 1.14, 19.18–19.19
Multichannel Bragg cells (MCBC), 6.30–6.31
Multicore fibers, 25.2, 25.22
Multidomain vertical alignment (MVA) cells, 

8.25, 8.27–8.28
Multi-energy imaging, 54.9–54.10
Multi-fiber push on (MPO) connectors, 23.8

Bass_v5Index_p001-052.indd I.30 9/23/09 4:06:34 PM

DO
 N

OT
 D

UP
LI

CA
TE



INDEX I.31

Multifoil Kirkpatrick-Baez optics, 48.3–48.4, 
48.3f

Multifoil lobster-eye optics, 48.2–48.4, 48.2f,
48.3f

Multifoil optics (MFO), 48.1–48.4, 48.2f, 48.3f
Multilayer Laue lenses (MLLs):

with curved interfaces, 42.14, 42.15f
and hard x-rays, 42.1–42.17

history of, 42.2–42.4, 42.2f, 42.3f
instrumental beamline arrangement 

and measurements for, 42.9–42.10, 
42.9f–42.12f

limitations of, 42.15–42.17, 42.16f–42.17f
with magnetron-sputtered MLLs, 

42.5–42.7, 42.6f–42.8f
on MLLs with curved interfaces, 42.14, 

42.15f
Takagi-Taupin calculations for, 

42.12–42.14
volume diffraction calculations for, 

42.4–42.5, 42.5f
with wedged MLLs, 42.12–42.13, 42.13f,

42.14f
history of, 42.2–42.4, 42.2f, 42.3f
instrumental beamline arrangement and 

measurements of, 42.9–42.10, 
42.9f–42.12f

limitations of, 42.15–42.17, 42.16f–42.17f
magnetron-sputtered, 42.5–42.7, 42.6f–42.8f
Takagi-Taupin calculations for, 42.12–42.14
volume diffraction calculations for, 

42.4–42.5, 42.5f
wedged, 42.12–42.13, 42.13f, 42.14f
and x-ray/neutron optics, 26.10

Multilayers (reflective coatings), 41.1–41.10
and calculation of multilayer properties, 

41.3–41.4
for diffractive imaging, 41.9–41.10, 41.10f
fabrication and performance of, 41.4–41.9, 

41.5f, 41.6t, 41.7t, 41.8f
periodic, 42.5–42.6, 42.6f
properties of, 41.1–41.3, 41.2f
and x-ray diffraction, 28.5, 28.5f

Multilongitudinal mode Fabry-Perot laser, 
9.7–9.8

Multimode fibers, for E-LEDs, 13.40
Multimode interference (MMI) modulators, 

13.2, 13.35
Multimode interferometric Mach-Zehnder 

modulators, 13.54–13.55, 13.54f

Multipath interference noise, 15.13–15.14
Multiple Mirror Telescope (MMT), 5.5
Multiple quantum well (MQW) lasers, 

13.24–13.25
Multiple quantum wells (MQW), 20.20
Multiple scattering, 3.21, 3.21f
Multiple-beam Bragg diffraction (MBD), 

43.6–43.8, 43.7f
Multiple-Bragg-beam interference, 43.1
Multiplexers and multiplexing:

for networking, 18.4, 18.10–18.11, 18.11f
optical add/drop, 21.2, 21.8, 21.8f, 21.9f
in OTDM networks, 20.1, 20.3–20.12, 

20.5f–20.11f, 20.13f
parallel, 20.12
serial, 20.12
time-division, 9.12, 20.3, 21.3
(See also Wavelength division multiplexing)

Multiplication, of avalanche photodiodes, 
13.71–13.72

Multiquantum wells (MQWs), 2.11, 19.7, 
19.11f, 19.21

Multiwire proportional counters (MWPCs), 
63.31–63.32

Mutual coherence function (MCF), 4.4, 4.7, 4.10

Nanofocusing, of hard x-rays (see Hard x-rays, 
nanofocusing of)

Nanofocusing lenses (NFLs), 37.8–37.11, 37.9f,
37.10f

Nano-optic-measuring (NOM) machine, 46.5
Nanosecond fiber systems, 25.30–25.32
Narrow linewidth fiber lasers, 25.29–25.30
Natural guide star (NGS) sensing, 5.21
Natural line width, of spectral lines, 56.4–56.5
Near Bragg diffraction, 6.8–6.9, 6.12
Near field, 4.10
Near-field diffraction, 27.2–27.3, 27.3f
Negative core-cladding index difference, of 

photonic crystal fibers, 11.14–11.17, 
11.14f–11.17f

Negative hydrogen (H−) ions, 2.3
Negative orders of radiation, 40.1
Nematic phase, of liquid crystals, 8.8, 

8.11f, 8.11
Neodymium-doped fibers, 25.23–25.24, 25.23t
Networking, micro-optics-based components 

for, 18.1–18.12
attenuators, 18.2, 18.9
beam splitters, 18.6, 18.6f
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Networking, micro-optics-based components 
for (Cont.):

circulators, 18.3, 18.3f, 18.10
directional couplers, 18.2, 18.3, 18.3f, 18.9, 18.9f
Faraday rotators, 18.7, 18.7f
filters, 18.6
gratings, 18.5–18.6, 18.6f
GRIN-rod lenses, 18.7, 18.8, 18.8f
isolators, 18.3, 18.10, 18.10f
mechanical switches, 18.4, 18.5, 18.5f, 18.11, 

18.11f, 18.12f
MEMS mirrors and switches, 18.8, 18.8f,

18.11, 18.12f
multiplexers/demultiplexers/duplexers, 18.4, 

18.4f, 18.10–18.11
network functions, 18.2–18.5
polarizers, 18.7, 18.7f
power splitters, 18.2–18.3, 18.2f, 18.9, 18.9f
prisms, 18.5, 18.5f
(See also related topics, e.g.: Communication 

networks and systems)
Neutron attenuation, 63.11–63.12
Neutron collimation, 63.15–63.16
Neutron filters, 63.18–63.19, 63.18t, 63.19f
Neutron gravity spectrometer, 63.21f
Neutron guides, 63.15–63.18, 63.17f
Neutron optics, 63.3–63.34

detection in, 63.31–63.34
devices for, 63.15–63.19, 63.17f, 63.18t, 63.19f
diffraction and interference in, 63.23–63.27, 

63.27f
grazing-incidence, 64.1–64.7

diffractive scattering and mirror surface 
roughness, 64.2–64.3

imaging focusing optics, 64.3–64.7, 
64.4f–64.7f

materials of optical elements, 64.7
total external reflection, 64.1–64.2

and neutron physics, 63.3–63.5
and neutron sources, 63.12–63.15, 63.13f
polarization techniques for, 63.27–63.30, 

63.30f
refraction and reflection in, 63.19–63.23, 

63.21f, 63.23f
scattering lengths and cross sections, 

63.5–63.12, 63.6t, 63.10t
neutron attenuation, 63.11–63.12
scattering length density, 63.9–63.11, 63.11f

and x-ray optics, 26.5–26.11, 26.8f, 26.9f,
26.11f, 36.2f

Neutron physics, 63.3–63.5

Neutron polarization, 63.27–63.29, 63.30f
Neutron scintillators, 63.33
Neutron zone plates, 63.25
Neutrons:

epithermal, 63.18
MCP detectors for, 63.34
scattering cross sections of, 63.6–63.9, 63.6t,

63.10t
scattering length densities of, 63.9–63.11, 63.11f
scattering lengths of, 63.5–63.9, 63.6t, 63.10t
thermal, 63.3
total integrated scatter of, 64.2–64.3
(See also Neutron optics)

NeXT spacecraft, 47.10
Nipi modulators, 13.62
Noise:

ASE, 19.3, 19.4f, 19.9, 19.18, 19.24, 19.35
avalanche photodiodes, 13.72–13.73
of EDFAs, 14.6
in fiber optic communication links, 

15.11–15.14, 15.16–15.17
of laser diodes, 13.18–13.24, 13.20f
modal, 15.16–15.17
mode partition, 13.19–13.20, 15.11–15.13, 15.11f
multipath interference, 15.13–15.14
phase (linewidth), 13.20–13.21, 13.21f
of pin diodes, 13.70–13.71
relative intensity, 13.18–13.19, 13.19f, 15.14
of SOAs, 19.3, 19.4f, 19.9, 19.18, 19.20, 

19.24, 19.35
[See also Signal-to-noise ratio (SNR)]

Noise equivalent BDSF (NEBDSF), for 
scatterometers, 1.6, 1.8, 1.12–1.13

Noise equivalent power (NEP), 1.13, 13.71
Noise figure, of EDFAs, 14.6
Nomarski differential interference, 46.4
Nomarski microscope, images from, 46.2
Noncritical phase-matching acousto-optic 

tunable filters (NPM AOTFs), 6.37, 6.38f,
6.39–6.42

angle of deflection, 6.40
angular aperture, 6.41
for long-infrared, 6.42
for mid-infrared, 6.42
optical throughput, 6.41
performance of, 6.42–6.44, 6.43t
resolution, 6.40
sidelobe suppression, 6.41–6.42
transmission and drive power, 6.41
tuning relation, 6.39–6.40
for ultraviolet, 6.42
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Nonfused fiber couplers, 25.10
Nonlinear acoustic (NA) interaction, in 

acousto-optic devices, 6.30
Nonlinear distortion, 9.17
Nonlinear effects:

of fiber lasers, 25.6
four-wave mixing, 10.2, 10.9–10.11, 10.11f
in optical fibers, 10.1–10.12
self- and cross-phase modulation, 10.3–10.4
stimulated Brillouin scattering, 10.1, 

10.7–10.9
stimulated Raman scattering, 10.1, 

10.4–10.7, 10.5f
Nonlinear length, of solitons, 22.3
Nonlinear optical loop mirrors (NOLM), 20.22
Nonlinear optics, WDM networks and, 

21.18–21.20, 21.19f, 21.20f
Nonlinear Schrödinger equation (NSE), 10.4, 

22.2
Non-return-to-zero differential-phase-shift-

keying (NRZ-DPSK) format, 21.28
Non-return-to-zero (NRZ) format:

in OTDM networks, 20.8, 20.9f, 20.12
in WDM networks, 21.16, 21.29f, 21.32f

Non-return-to-zero on-off keying (NRZ-OOK), 
21.34, 21.36t, 21.37t

Nonzero dispersion-shifted fiber (NZDSF), 
21.21, 21.21f, 21.34f

Nuclear imaging, 53.17, 53.18, 53.18f
Nuclear medicine, 32.1–32.4
Numerical aperture (NA), 9.4, 25.2, 25.18, 42.2
NuSTAR spacecraft, 47.6, 47.7, 47.10
Nyquist frequency, 27.4
Nyquist frequency power, 46.8–46.9, 46.11
Nyquist noise, 13.70

Objectives, Schwarzschild, 26.10, 51.1–51.3, 
51.2f–51.4f

Observatories:
Chandra, 33.2–33.4, 33.3t, 44.4, 44.10, 47.1, 

47.4f, 47.5, 47.10, 64.7
Constellation-X, 33.4
Einstein, 44.4, 44.10, 47.1, 47.5
ROSAT, 47.5
SOHO, 41.3
Suzaku, 33.3–33.4, 33.3t
TRACE, 41.3
W. M. Keck, 5.27
XMM-Newton, 33.3, 47.2, 47.4f, 47.6, 47.6f
XMM-Newton observatory, 33.3t
x-ray, 33.1–33.4, 33.3t

On-axis aberrations, 45.6–45.8
On-axis optics, 64.3
On-axis tangential phase matching, 6.25–6.26
On-blaze condition, 38.2
1 × N power splitters, 16.1, 16.4
1D profilometry, 46.6
On-off keying (OOK), in WDM networks, 

21.29, 21.30, 21.34, 21.36t, 21.37t
Open fiber control (OFC), for Fibre Channel 

standard, 23.4
Optical absorption, measurements of, 2.2–2.13, 

2.4f, 2.6f–2.8f, 2.10f, 2.12f
Optical add/drop multiplexers (OADMs), 21.2, 

21.8, 21.8f, 21.9f, 21.12
Optical amplifiers:

communications applications for, 9.14
semiconductor vs. fiber, 9.13–9.14
in WDM networks, 21.37–21.44, 21.37f

EDFA, 21.38–21.41, 21.38f–21.42f
Raman, 21.42–21.44, 21.42f–21.44f

(See also Optical fiber amplifiers)
Optical burst switching (OBS), 21.11
Optical circulators, 17.8f, 17.9
Optical clock recovery, 20.21–20.22, 20.21f
Optical crossconnects (OXCs), 21.5f, 21.6, 21.8, 

21.8f, 21.10, 21.10f
Optical damage, 13.54, 25.6
Optical electric field, bulk modulators and, 7.18
Optical fiber amplifiers, 14.1–14.11

categories and features of, 14.1–14.2, 14.2t
erbium-doped

energy levels, 14.4
fast power transients, 21.39–21.41, 21.39f,

21.40f
gain flattening, 14.6–14.7, 21.38–21.39, 

21.39f
gain formation, 14.4–14.5, 14.5f
gain peaking, 21.38, 21.38f
noise, 14.6
pump wavelength options, 14.5–14.6
semiconductor amplifiers vs., 9.13, 9.14, 

14.1, 14.2t
static gain dynamic and channel power 

equalization, 21.41, 21.41f–21.42f
in WDM networks, 21.2–21.3, 21.2f

erbium/ytterbium-doped, 14.7–14.8
parametric, 14.10–14.11
praseodymium-doped, 14.7
Raman fiber, 14.8–14.9, 14.8f, 14.10f
rare-earth-doped, 14.2–14.4, 14.3f
ytterbium-doped, 14.7
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Optical fiber sensors, 24.1–24.13
extrinsic Fabry-Perot interferometric, 

24.2–24.4, 24.2f, 24.3f
fiber Bragg grating, 24.5–24.8, 24.6f–24.7f
intrinsic Fabry-Perot interferometric 

sensors, 24.4–24.5, 24.4f
long-period grating sensors, 24.8–24.13, 

24.9f–24.12f, 24.11t, 24.13t
Optical fibers:

in communication systems, 9.3–9.17
analog transmission, 9.15–9.17
bit rate, 9.12
distance limits, 9.12–9.13
fiber for, 9.4–9.7, 9.5f, 9.6f
fiber-optic networks, 9.14–9.15
optical amplifiers, 9.13–9.14
photodetectors, 9.8
receiver sensitivity, 9.8–9.11
repeater spacing, 9.12–9.13
technology, 9.4–9.8
transmitting sources, 9.7–9.8

infrared, 12.1–12.13
applications, 12.13
categories and properties of, 12.1–12.3, 

12.2f, 12.2t, 12.3t
crystalline, 12.2t, 12.3t, 12.7–12.10, 12.8f,

12.10f
heavy-metal oxide glass in, 12.2t–12.4t,

12.3–12.7, 12.5f–12.7f
hollow waveguides, 12.2t, 12.3t,

12.10–12.13, 12.12f
nonlinear effects in, 10.1–10.12

four-wave mixing, 10.2, 10.9–10.11, 10.11f
self- and cross-phase modulation, 

10.3–10.4
stimulated Brillouin scattering, 10.1, 

10.7–10.9
stimulated Raman scattering, 10.1, 

10.4–10.7, 10.5f
[See also related topics, e.g.: Photonic crystal 

fibers (PCFs)]
Optical holeburning (OHB), 2.13, 2.14f
Optical insertion loss, of electro-optic 

modulators, 7.36
Optical Kerr effect, 7.11
Optical lithography (OL), 34.1
Optical mode conditioners, 23.7
Optical power dependence, of electroabsorption 

modulators, 13.59

Optical power penalties, for fiber optic 
communication links, 15.8–15.17, 15.10f,
15.11f

Optical signal-to-noise ratio (OSNR):
of SOAs, 19.24–19.27
for WDM networks, 21.20, 21.28, 21.34

Optical spectrum analyzers (OSAs), 19.18
Optical strength, of turbulence (C2

n), 5.6–5.8, 
5.7f, 5.8f

Optical tank circuits, 20.21, 20.21f
Optical throughput, of NPM AOTFs, 6.41
Optical time-division multiplexed (OTDM) 

communication networks:
and all-optical switching for demultiplexing, 

20.22, 20.23f
device technology, 20.12–20.24
direct and indirect modulation in, 

20.17–20.18, 20.17f
external modulation in, 20.18–20.20, 20.19f,

20.20f
history of, 20.3
multiplexing in, 20.1, 20.3–20.12, 

20.5f–20.11f, 20.13f
and optical clock recovery, 20.21–20.22, 

20.21f
serial vs. parallel, 20.12, 20.13f
transmitters in, 20.12–20.17, 20.14f–20.16f
ultrahigh-speed OTDM, 20.23–20.24, 

20.24f
and WDM, 21.2

Optical transfer function (OTF):
and adaptive optics, 5.19–5.20, 5.20f
and atmospheric turbulence, 4.3, 4.6–4.7
of systems with annular pupils, 4.10–4.13, 

4.12f, 4.13f
Optical transmission, atmospheric, 3.22–3.26, 

3.22f–3.27f
Optical-electrical field overlap parameter, of 

electro-optic effect, 13.50
Optically detected magnetic resonance 

(ODMR), 2.23–2.24, 2.24f
Optically rotated tangential phase matching, 

6.26f, 6.27
Order selecting aperture (OSA), of zone plates, 

40.4, 40.5
Ordered dye-doped polymers, 7.34
Ordered subsets expectation maximum 

(OSEM), in SPECT imaging, 32.2
Organic crystals, 7.33–7.34
Oscillator strength, 56.3–56.4
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Oscillators:
and fiber lasers, 25.13, 25.14f,

25.30–25.33
high-power USP, 25.32–25.33
local, 9.13
parametric, 11.23, 11.24
Q-switched, 25.30–25.31
voltage-controlled, 20.11, 20.11f
[See also Master oscillator power amplifier 

(MOPA) systems]
Outer scale of turbulence, 4.7
Out-of-plane profile, of emitted light, 13.11
Outside vapor deposition (OVD), 25.2, 

25.26
Overlapping integral, of acousto-optic 

interaction, 6.15

Pacific Northwest National Laboratory 
program, 3.26

Packaging, of SOAs, 19.17, 19.17f
Packet-switched networks, 21.7, 21.10–21.11, 

21.10f–21.11f
Parabolic reflectors, for neutron beams, 64.3, 

64.4, 64.4f
Parallel beams, and x-ray tube sources, 54.16
Parallel multiplexing, 20.12
Parallel-hole collimators, 32.3
Parametric amplifiers and oscillators, 11.23, 

11.24, 14.2, 14.10–14.11
Parseval’s theorem, 46.8
Partial coherence length, 4.10
Particle-induced x-ray emission (PIXE), 29.4
Particulate matter, in standard atmosphere, 

3.6–3.7, 3.9–3.11, 3.10f, 3.11f
Passbands, 20.1
Passive mode locking, 20.17
Path function, for gratings and monochromators, 

38.3–38.5, 38.3f, 38.4t–38.5t
Patterned vertical alignment (PVA) cells, 

8.27–8.28, 8.28f
Pauli exclusion principle, 56.2
Pearson IV function, 56.7–56.8
Pearson VII function, 56.7, 56.8
Pendellösung interference, 63.26
Perfect crystal interferometers, 63.26–63.27, 

63.27f
Periodgram estimator, for 1D profiles, 46.8
Periodic multilayers, of MLLs, 42.5–42.6, 

42.6f
PETRA III (synchrotron source), 37.10

Phase aberration function:
correction of, 4.28–4.30
modal expansion of, 4.17–4.20, 4.17f–4.18f,

4.19t, 4.20t
Phase array beam steering, 6.27–6.29, 6.28f
Phase fluctuations, adaptive optics and, 

5.18–5.19
Phase mask method, of FBG fabrication, 

17.5–17.6, 17.6f, 17.8, 24.7, 24.7f
Phase matching:

for acousto-optic devices, 6.9–6.12, 6.10f
birefringent tangential, 6.25
on-axis tangential, 6.25–6.26
optically rotated tangential, 6.26f, 6.27
tangential, 6.12, 6.13, 6.17, 6.25–6.27, 

6.26f
Phase modulation, 7.18–7.20, 13.51 (See also

Cross-phase modulation; Self-phase 
modulation)

Phase modulation index, 7.19
Phase noise, 9.8, 13.1, 13.20–13.21, 13.21f
Phase plates, for circular polarization, 

43.5–43.6, 43.5f
Phase retarders, 41.9, 43.6
Phase structure function, 4.5, 5.9, 5.10
Phase transitions, of liquid crystals, 8.13–8.14, 

8.13f, 8.14f
Phase velocity indices of refraction, 7.15–7.16, 

7.16f
Phase zone plates, 40.5–40.7, 40.7f
Phase-locked loops (PLLs), 20.11, 20.11f
Phase-measuring interferometers 

(PMIs), 46.2
Phase-space acceptance, by gratings and 

monochromators, 38.7
Phosphates, for fiber lasers, 25.27t, 25.28
Phosphor x-ray detectors, 60.7–60.8, 60.10t
Photoabsorption, 36.1
Photodetectors, 9.8
Photodiodes:

avalanche, 13.63, 13.71–13.73
pin, 13.64–13.66
resonant, 13.65
Schottky, 13.63, 13.73
unitraveling-carrier, 13.68–13.69, 13.68f

Photographic film, neutron detection with, 
63.33, 63.34

Photomultiplier tubes (PMT), 31.5
Photonic bandgaps (PBGs), 11.2–11.3, 11.8, 

11.8f, 11.10f, 11.11, 11.11f, 11.14
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Photonic crystal fibers (PCFs), 11.1–11.28, 25.2
all solid-core, 25.21
Bragg fibers, 11.4
in cladding, 11.7–11.11, 11.8f–11.11f
cleaving and splicing of, 11.26
design and fabrication of, 11.4–11.6, 11.5f
endlessly single-mode, 11.12, 11.13, 11.21, 

11.21f
in fiber lasers, 25.19f, 25.20–25.21, 25.27
and guidance

attenuation mechanisms, 11.19–11.22, 
11.20f, 11.21f

birefringence, 11.17
core-cladding index difference, 

11.12–11.17, 11.12f–11.17f
group velocity dispersion, 11.18, 11.18f,

11.19f
Kerr nonlinearities, 11.22–11.24, 11.24f
resonance and antiresonance, 11.12
scattering, 11.24–11.26, 11.25f

history of, 11.2–11.4, 11.3f
in-fiber devices for, 11.27, 11.28
mode transformers, 11.26–11.27, 11.27f
modeling and analysis of, 11.6–11.7

Photonic integrated circuits (PICs), 19.1, 19.36
Photons:

energies of, 36.7t–36.8t
lifetimes of, 20.1

Photorefractivity, of lithium niobate 
modulators, 13.54

Photoresist, for extreme ultraviolet lithography, 
34.2, 34.6

Photosensitivity, of fiber Bragg gratings, 17.2–17.3
Photostimulable phosphors, 63.34
Physical layer (PHY) implementation, of FDDI 

connectors, 23.2–23.3
Physical vapor deposition (PVD), 61.6
Picosecond (unit), 20.1
Pigtail connection, fiber, 13.8
Pin diodes, 13.2, 13.63–13.71, 13.66t

dark current, 13.69
geometry of, 13.64–13.65, 13.64f
noise, 13.70–13.71
sensitivity, 13.65–13.66, 13.66f
speed, 13.67–13.68
unitraveling-carrier (UTC) photodiodes, 

13.68–13.69, 13.68f
Pin holes, in neutron and x-ray optics, 26.7
Pin junctions, in fiber optic systems, 13.59
Pin photodiodes, 13.64–13.66
Pin waveguides, 13.68

Pinch plasma, 57.1–57.5, 57.2f, 57.3t, 57.4f
Pinhole apertures, for SPECT imaging, 32.3
Pitch, of liquid crystals, 8.10
Planar buried heterostructure (PBH) lasers, 13.6
Planck radiation law, 3.18, 3.20
Plane wave analysis, for acousto-optic 

interaction, 6.6–6.9
Plasma:

and atomic spectroscopy, 2.4–2.5
for extreme ultraviolet lithography, 34.5
laser-generated, 56.1–56.10

Bremsstrahlung, 56.8–56.10
and characteristic radiation, 56.2–56.10
recombination radiation, 56.10
spectral line broadening, 56.2–56.8

pinch, 57.1–57.5, 57.2f, 57.3t, 57.4f
Plasma focus, for z-pinch radiation, 57.3, 57.3t
Plasma-based EUV lasers, 58.2–58.4, 58.3f
P-n junctions, 20.1
Pockels cells, 7.33
Pockels (linear electro-optic) effect:

and electro-optic modulators, 7.6–7.11, 7.8t,
7.11

and liquids, 7.34
in OTDM networks, 20.1, 20.18, 20.19

Pockels’ theory, elasto-optic effect and, 6.5, 6.7
Poincaré sphere, 19.18–19.19
Point-by-point technique, for fiber Bragg 

gratings, 17.8
Point-spread function (PSF), 4.1, 4.34–4.36, 

4.34f, 44.13, 44.14, 44.15f, 64.2
Point-to-point links, in WDM networks, 21.3f,

21.4
Poisson distribution, 9.10
Poisson-effect cross coupling, 24.3
Poisson’s equation, 5.36
Polarization:

circular, 43.5–43.8, 43.7f
phase plates for, 43.5–43.6, 43.5f
and synchrotron radiation, 55.6–55.9, 55.7f

eigen-, 7.13–7.16, 7.14f, 7.16f
of insertion devices, 55.15–55.16
of laser diodes, 13.13
linear, 43.2–43.4, 43.3f, 43.4f, 43.6, 43.8
neutron, 63.27–63.29, 63.30f
Stokes-Poincaré parameters for, 43.2
transverse electric, 19.7
transverse magnetic, 19.7
and VCSELs, 13.48
of x-rays, 43.1–43.2
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Polarization analyzers, 43.4, 43.4f, 43.6–43.8, 
43.7f

Polarization dependence, 13.58–13.59, 19.7, 
19.7f, 19.32

Polarization independence, 6.44, 13.53
Polarization modulation (dynamic retardation), 

7.20–7.22, 7.20f, 7.21f
Polarization scrambling, 19.18
Polarization spectroscopy, 2.21, 2.22, 2.23f
Polarization-dependent gain (PDG), 14.9, 

19.18–19.20, 21.18
Polarization-dependent loss (PDL), 19.18, 

21.18
Polarization-maintaining (PM) fibers, 25.3, 

25.12
Polarization-mode dispersion (PMD), 

21.16–21.18, 21.17f–21.18f
Polarizers:

fiber-based couplers as, 16.5–16.6
linear, 43.2–43.3
multilayers, 41.9
for networking, 18.7, 18.7f, 18.10

Polarizing crystal optics, 43.1–43.8
circular polarization analyzers, 43.6–43.8, 

43.7f
linear polarization analyzers, 43.4, 43.4f
linear polarizers, 43.2–43.3, 43.3f
phase plates for circular polarization, 

43.5–43.6, 43.5f
and polarization of x-rays, 43.1–43.2

Polarizing mirrors, 63.28
Polycapillary optics:

and brightness of x-ray tube sources, 54.16
collimating, 53.14, 53.14f
and neutron optics, 63.21–63.22
x-ray diffraction, 28.5

Polycapillary x-ray optics, 53.1–53.19
alignment and measurement in, 53.5–53.8, 

53.6f, 53.7f
applications of, 53.10–53.19, 53.11f–53.18f
collimation, 53.8–53.9, 53.8f–53.9f
focusing, 53.9–53.10, 53.10t
history of, 53.1–53.3, 53.2f
radiation resistance in, 53.5
simulations and defect analysis in, 53.3–53.5, 

53.3f–53.5f
Polycrystalline (PC) fibers, 12.2, 12.3t,

12.8–12.9, 12.8f
Polymer stabilized cholesteric texture (PSCT), 

of liquid crystals, 8.37, 8.37f

Polymer sustained alignment (PSA) technique, 
for LC cells, 8.28

Polymer-dispersed liquid crystals (PDLCs), 
8.36, 8.36f

Polymer/liquid crystal composites, 8.36–8.37, 
8.36f–8.37f

Polymer-stabilized liquid crystals (PSLCs), 
8.36, 8.36f, 8.37

Polynomials:
Chebyshev, 46.6
Legendre, 46.6
Legendre-Fourier, 45.6
Zernike, 4.17–4.20, 4.20t, 5.10, 46.6

Population inversions, amplification and, 19.2
Pore optics, 49.1–49.7, 49.2f–49.6f
Positive core-cladding index difference, for 

PFCs, 11.12–11.14, 11.12f, 11.13f
Positive orders of radiation, 40.1
Positive-intrinsic-negative (PIN) receivers, 

9.8–9.10
Positron emission tomography (PET), 32.1
Postprocessing, of SOAs, 19.16, 19.17
Powder diffraction, in polycapillary x-ray 

optics, 53.14, 53.14f
Power:

ASE, 19.20
channel, for EDFAs, 21.41, 21.42f
and dispersion-managed solitons, 22.12
for extreme ultraviolet lithography, 34.5
incident, of scatterometers, 1.14–1.15
input saturation, 14.3
insertion device, 55.15
noise equivalent, 1.13, 13.71
of NPM AOTFs, 6.41
Nyquist frequency, 46.8–46.9, 46.11
saturation output, 14.3, 14.4
Stokes, 14.9
of synchrotron radiation, 55.8–55.9, 55.8f

Power amplifiers, 14.4
Power dependence, of electroabsorption 

modulators, 13.59
Power loss, 21.13–21.14
Power penalties, of fiber optic devices, 9.11, 

15.8–15.17
Power per unit bandwidth, 7.34–7.35
Power spectral density (PSD) function, 41.6, 

41.7, 46.7–46.9
Power splitters, 16.1, 16.4, 18.2–18.3, 18.2f,

18.3f, 18.9, 18.9f
Poynting vectors, 7.3, 7.5, 42.2
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Praseodymium-doped fiber amplifiers 
(PDFAs), 14.2, 14.2t, 14.7

Pre-amp semiconductor optical amplifiers 
(SOAs), 19.23

Prefocusing, with refractive x-ray lenses, 37.8
Preform manufacture, of fiber lasers, 

25.26–25.27
Pressure broadening, of spectral lines, 

56.5–56.6
Prewhitening techniques, in x-ray mirror 

metrology, 46.9
Prisms, 18.5, 18.5f, 63.22
Processors, real-time, 5.34–5.35, 5.34f, 5.35f
Profile analysis, in x-ray mirror metrology, 

46.6–46.12, 46.7f, 46.10f
Profile errors, in polycapillary x-ray optics, 

53.3, 53.3f
Profilometry:

height, 46.3
1D, 2D, and 3D, 46.6
slope, 46.3–46.6, 46.5f

Proportional counters, x-ray detectors and, 
60.4–60.5, 60.9t, 60.10t

Pulse amplification, chirped, 25.2, 
25.32, 25.33

Pulse code modulation, 20.8
Pulsed-dye lasers, 5.32
Pump cladding, 25.3
Pump wavelength, EDFAs and, 14.5–14.6
Pumping techniques, for fiber lasers, 

25.9–25.13, 25.11f, 25.12f
Pumps, for rare-earth-doped amplifiers, 

14.2–14.3, 14.3f
Pupils, annular, 4.10–4.16, 4.11f–4.15f,

4.15t

Q factor, for OTDM networks, 20.11
Q-switched oscillators, 25.30–25.31
Quadratic (Kerr) electro-optic effect, 7.6, 

7.9t–7.10t, 7.11
Quadratic Stark effect, 56.6
Quantum detection efficiency (QDE), 60.7, 

61.2–61.3
Quantum dots, 19.12, 19.21
Quantum efficiency, of pin photodiodes, 13.65, 

13.66
Quantum limit, of digital on-off keying 

receivers, 9.9
Quantum well (QW) lasers, 13.24–13.28, 

13.25f, 13.26f

Quantum wells (QWs), 20.1
coupled, 13.58
and EA modulators, 20.20
and electrorefractive modulators, 13.62
in fiber optic systems, 13.4
and SOAs, 19.7, 19.11, 19.12
and VCSELs, 13.43

Quantum-confined Stark effect (QCSE), 13.2, 
13.56, 13.56t, 20.1

Quarter-wave phase plates, 43.6
Quarter-wavelength-shifted gratings, 

13.31–13.32, 13.31f
Quaternary structure, of fiber optic devices, 

13.2

Radiance, thermal spectral, 3.18, 3.20, 3.20f
Radiation:

Bremsstrahlung, 31.3
continuous, 54.4–54.6, 54.5f
from laser-generated plasmas, 56.1, 

56.8–56.10
from pinch plasma sources, 57.1
and x-ray fluorescence, 29.3, 29.5, 29.6, 

29.11
characteristic

Bremsstrahlung radiation as, 56.8–56.10
from laser-generated plasmas, 56.2–56.10
recombination radiation as, 56.10
spectral lines as, 56.2–56.8
from x-ray tube sources, 54.6–54.8, 54.7f

Compton sources of, 55.2–55.3, 55.3t
ionizing, 15.17
lab-based sources of, 50.2–50.7, 50.4f, 50.6f,

50.8f
from laser-generated plasmas, 56.2–56.10
negative orders of, 40.1
Planck radiation law, 3.18, 3.20
positive orders of, 40.1
recombination, 56.10
synchrotron sources of (see Synchrotron 

radiation sources)
Unruh, 58.2
X-pinch sources of, 57.3, 57.3t, 57.4
zero order of, 40.1

Radiation induced loss, 15.17
Radiation resistance, of polycapillary x-ray 

optics, 53.5
Radiative quantum efficiency, of PDFAs, 14.7
Radiography, 31.1–31.4, 31.2f–31.4f, 62.1
Radiometry, infrared fibers for, 12.3t
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Rainbows, 3.41, 3.41f
Raman amplifiers, 19.27, 21.42–21.44, 

21.42f–21.44f
Raman bands, of glass, 11.24
Raman effect, inverse, 10.5, 10.6, 14.9
Raman fiber amplifiers, 14.1, 14.2, 14.2t,

14.8–14.9, 14.8f, 14.10f
Raman gain, 10.5, 10.6, 21.42f
Raman resonance, 14.8
Raman scattering:

and atmospheric optics, 3.12, 3.21
and configurational relaxation of solids, 

2.15–2.17, 2.18f
stimulated, 25.6

and fiber optic communication links, 15.8
and optical fiber amplifiers, 14.2, 14.8
in optical fibers, 10.1, 10.4–10.7, 10.5f
and photonic crystal fiber guidance, 11.23, 

11.24, 11.26
and WDM networks, 21.20

Raman threshold, 10.7
Raman-Nath diffraction regime, 6.4, 6.6
Raman-Nath equations, 6.6–6.7
Random Device Slope Scanner, 46.3
Rare-earth ions, 2.7–2.8, 2.11
Rare-earth-doped fiber lasers, 25.22–25.26, 

25.23t
Rare-earth-doped optical fiber amplifiers, 14.1, 

14.2–14.4, 14.3f
Ray tracing, for x-ray optics, 35.1–35.6, 35.4f,

35.5f
Rayleigh backscattering, 10.8, 14.3
Rayleigh beacons, 5.29–5.31, 5.31f
Rayleigh criterion, 7.26, 34.1, 40.3, 42.2, 51.3
Rayleigh range, inverse Compton scattering 

and, 59.1, 59.2
Rayleigh resolution limit, 11.13
Rayleigh scattering:

in glass, 11.21
and green flashes, 3.43
for HMFG fibers, 12.4
and laser beacons, 5.27, 5.30, 5.32
and MXRF, 29.5, 29.8f
and optical fibers, 9.4, 9.12
and Raman fiber amplifiers, 14.9
in theory of interaction of light and 

atmosphere, 3.12, 3.15–3.16
and x-ray optics, 26.7

Rayleigh scattering extinction coefficient, 3.16
Reabsorption, of spectral lines, 56.8

Real-time processors, for adaptive optics, 
5.34–5.35, 5.34f, 5.35f

Receivers:
avalanche photodiode, 9.8, 9.10–9.11
digital on-off-keying, 9.9–9.11
ideal, 9.9
in OTDM networks, 20.7–20.8
positive-intrinsic-negative, 9.8–9.10
in scatterometers, 1.9–1.10, 1.9f
sensitivity of fiber optic, 9.8–9.11

Receptors, image, 31.4, 31.4f
Reciprocal linear dispersion, 38.7
Recombination radiation, 56.10
Reconfigurability, of WDM networks, 

21.12–21.13, 21.12f, 21.13f
Reconfigurable optical add/drop multiplexers 

(ROADMs), 21.12
Red-shifts, in peak gain wavelength, 

25.24
Reference method (scatterometer calibration), 

1.15
Reflectance, in interaction of light and 

atmosphere, 3.21, 3.21f
Reflection(s):

Bragg
of crystals, 40.9
in interferometers, 63.26, 63.27
and linear polarization, 43.2–43.4, 43.3f,

43.4f, 43.6, 43.8
and liquid crystals, 8.10
in monochromators, 63.24
and multilayers, 41.2
simultaneous, 43.7 [See also Multiple-beam 

Bragg diffraction (MBD)]
and x-ray absorption spectroscopy, 30.2, 

30.4
Fresnel, 13.6, 13.53, 17.3, 25.8
grazing-angle, 63.21
in neutron and x-ray optics, 26.8–26.9, 

63.20–63.21, 63.21f
reference, for Fabry-Perot sensors, 24.2
retro-, 13.6–13.7
sensing, for Fabry-Perot sensors, 24.2
total external, 64.1–64.2
total internal, 11.2, 11.3, 11.14, 

11.15
Reflective LCDs, 8.31–8.32, 8.31f
Reflective semiconductor optical amplifiers 

(SOAs), 19.28
Reflectivity, of Wolter x-ray optics, 47.5
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Reflectors:
Bragg, 13.45
modulated grating, 13.36
for neutron beams, 64.3, 64.4, 64.4f

Refraction:
electro-, 13.2
in neutron optics, 63.19–63.23, 63.21f, 63.23f
in x-ray optics, 26.6–26.8, 26.8f

Refractive index (see Index of refraction)
Refractive x-ray lenses, 37.3–37.11

applications of, 37.11
history of, 37.3
nanofocusing, 37.8–37.11, 37.9f, 37.10f
parabolic, 37.4–37.8, 37.4f, 37.6f, 37.7f

Registered detected point spread function 
(RDPSF), 44.14, 44.15f

Relative intensity noise (RIN):
in fiber optic communication links, 15.2, 

15.14
of laser diodes, 13.18–13.19, 13.19f, 13.23
and optical fibers, 9.11, 9.16

Relaxation, configurational, 2.14–2.17, 
2.15f–2.18f

Relaxation oscillations, of laser diodes, 
13.14–13.16

Remote sensing, in atmospheric optics, 
3.36–3.40, 3.37f–3.40f

Repeater spacing, for optical fibers, 9.12–9.13
Resolution:

angular, 47.2–47.3, 47.2f, 47.10–47.11, 47.11f
of deflectors, 6.25, 6.29, 6.30
field-weighted-average, 44.10
of gratings and monochromators, 38.7
of NPM AOTFs, 6.40
spatial, 26.10–26.11
of telescopes, 4.2–4.3
in x-ray imaging, 62.3–62.5

Resolution enhancement techniques (RET), 
for extreme ultraviolet lithography, 34.1

Resonance, of PCFs, 11.12
Resonant cavity light-emitting diodes (RC-LEDs), 

13.39, 13.40
Resonant circuits, electro-optic modulators 

and, 7.34
Resonant photodiodes, 13.65
Resonators, 25.13, 25.16
Responsivity, of pin diodes, 13.65–13.66, 13.66f
Restimulable phosphor detectors, 60.8, 60.10t
Retarders, phase, 41.9, 43.6
Retroreflection, of guided light, 13.6–13.7

Return-to-zero differential quadrature 
phase-shift-keying (RZ-DQPSK) format, 
21.35, 21.35f, 21.36t, 21.37t

Return-to-zero differential-phase-shift-keying 
(RZ-DPSK) format, 21.28, 21.34f, 21.36t,
21.37t

Return-to-zero (RZ) format, 20.8, 20.9f, 20.10f,
21.16, 21.29f, 21.31f

Return-to-zero on-off keying (RZ-OOK), 
21.34, 21.36t

Rician density function, 3.36
Ridge waveguide (RWG) laser, 13.6
Rigid-body motions, 45.6–45.7
Ring topologies, for WDM networks, 

21.5–21.6, 21.5f–21.7f
Robustness, of solitons, 22.4–22.5
ROSAT observatory, 47.5
ROSAT(Rontgensatellit) telescope, 44.4, 

44.6f, 44.10
Rose model, for x-ray attenuation, 31.2
Rotating anodes, as x-ray tube sources, 54.12
Rotationally parabolic profiles, for refractive 

x-ray lenses, 37.4–37.8, 37.4f, 37.6f, 37.7f
Rotators, Faraday, 18.7, 18.7f, 18.10
Roto-optic effect, 6.6
Roughness, polycapillary x-ray optics, 53.4
Rowland circle, 39.5, 39.6
Rowland spherical grating, 38.6
Russell Saunders coupling, 2.11
Rydberg energy, 54.7
Rytov transformation, 5.9

SAGE II satellite system, 3.39, 3.40f
Sagittal-focusing geometry, for monochromators, 

39.6
Sagnac interferometers, 20.22
Sagnac loops, 17.8
Sample mounts, for scatterometers, 1.9
Sampled gratings (SG), 13.34, 13.34f
Sampling, in OTDM networks, 20.1, 20.4–20.6, 

20.5f, 20.6f
Sapphire, 12.3t, 12.9–12.10, 12.10f
Saturated output power, of rare-earth-doped 

amplifiers, 14.4
Saturation, of SOAs, 19.9–19.10, 19.10f
Saturation current, of semiconductor diodes, 

13.69
Saturation output power, of rare-earth-doped 

amplifiers, 14.3
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Saturation regime, for rare-earth-doped 
amplifiers, 14.3

Scaling law, or photonic crystal fibers, 11.7
Scan rate, of high-resolution deflectors, 6.29
Scanners, 7.26–7.28, 7.26f–7.28f
Scanning electron microscopy (SEM):

and magnetron-sputtered MLLs, 42.6–42.7, 
42.7f, 42.8f, 42.13, 42.13f

and x-ray fluorescence, 29.2, 29.3
and x-ray spectral detection, 62.1–62.3, 62.2f

Scatter function (cosine-corrected BRDF), 1.6
Scatter rejection, polycapillary x-ray optics and, 

53.14–53.16, 53.15f–53.16f
Scattering:

anti-Stokes, 10.5
Brillouin

backward, 11.25
forward, 11.25, 11.26
photonic crystal fibers, 11.25–11.26, 

11.25f
stimulated, 10.1, 10.7–10.9, 15.8, 

21.20, 25.6
Compton, 59.1

and circular polarization, 43.6
inverse, 59.1
and MXRF, 29.5, 29.8f
and polycapillary x-ray optics, 53.3, 53.15, 

53.18
and refractive x-ray lenses, 37.5, 37.7
and x-ray attenuation, 31.2
and x-ray optics, 26.7, 36.1

elastic, 63.5
in heavy water, 63.10
incoherent, 26.7, 31.2, 63.7, 63.8
inelastic, 63.3
and photonic crystal fibers, 11.24–11.26, 

11.25f
Raman, 11.24

and atmospheric optics, 3.12, 3.21
and configurational relaxation of solids, 

2.15–2.17, 2.18f
Rayleigh, 11.21

backscattering, 10.8, 14.3
in glass, 11.21
and green flashes, 3.43
for HMFG fibers, 12.4
and laser beacons, 5.27, 5.30, 5.32
and MXRF, 29.5, 29.8f
and optical fibers, 9.4, 9.12
and Raman fiber amplifiers, 14.9

Scattering, Rayleigh (Cont.): 
in theory of interaction of light and 

atmosphere, 3.12, 3.15–3.16
and x-ray optics, 26.7

by silica-air photonic crystal fibers, 11.25
small angle neutron, 64.1
stimulated Raman, 25.6

and fiber optic communication links, 15.8
and optical fiber amplifiers, 14.2, 14.8
in optical fibers, 10.1, 10.4–10.7, 10.5f
and photonic crystal fiber guidance, 11.23, 

11.24, 11.26
and WDM networks, 21.20

Thompson, 26.7
Thomson backscattering, 59.1
in water, 63.10, 63.10t, 63.11f

Scattering cross sections, for neutrons, 
63.6–63.9, 63.6t, 63.10t

Scattering length densities, of neutrons, 
63.9–63.11, 63.11f

Scattering lengths, of neutrons, 63.5–63.9, 
63.6t, 63.10t

Scatterometers, 1.3–1.16
BSDF, 1.8, 1.8f
calibration of, 1.14–1.15
configurations and components for, 

1.7–1.11, 1.8f–1.10f
error analysis of, 1.15
incident power measurement of, 1.14–1.15
instrument signature and quality, 1.11–1.13, 

1.11f, 1.13t
measurement issues with, 1.13–1.14
in metrology, 1.16
specifications of, 1.5–1.7, 1.5f

Schawlow-Townes linewidth, 13.21
Schottky barriers, 13.58, 13.69
Schottky photodiodes, 13.63, 13.73
Schroder-Van Laar equation, 8.14
Schrödinger equation, 63.4–63.5
Schwarzschild objectives, 26.10, 51.1–51.3, 

51.2f–51.4f
Schwarzschild optics, 44.6, 48.2
Schwinger formula, 55.15
Scintigraphy, 32.1, 53.17, 53.18, 53.18f
Scintillation, 3.26, 3.34–3.36, 3.35f
Scintillation x-ray detectors, 60.7–60.8, 60.9t,

60.10t
Scintillator-based flat panel detectors, 61.4, 

61.4f, 61.7–61.8, 61.8f
Scintillators, neutron, 63.33
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Secondary electrons, 54.12
Segmented deformable mirrors, 5.37, 5.37f
Selective area epitaxy, 13.60
Self-amplified spontaneous emission (SASE) 

mode, of lasers, 58.1
Self-healing ring networks, for WDM, 

21.6, 21.6f
Self-phase modulation (SPM):

in optical fibers, 10.3–10.4
and solitons, 22.3–22.4, 22.3f, 22.4f,

22.13
in WDM networks, 21.18–21.19, 21.19f

Self-saturation effect, of EDFAs, 14.6
Self-steepening, 10.4
Semiconductor (x-ray) detectors, 29.3, 

60.5–60.6, 60.9t, 60.10t
Semiconductor Equipment and Materials 

International (SEMI), 1.4
Semiconductor interferometric modulators, 

13.2, 13.63
Semiconductor laser amplifier loop optical 

mirrors (SLALOM), 20.22
Semiconductor laser amplifiers (SLAs), 

9.13–9.14
Semiconductor lasers, 13.1
Semiconductor optical amplifiers (SOAs), 

19.1–19.36
amplification in, 19.1f–19.2f, 19.2, 

19.22–19.27, 19.22f–19.26f
ASE noise, 19.3, 19.4f
confinement factor, 19.6
device characterization, 19.17–19.21, 19.17f,

19.19f–19.21f
fabrication, 19.15–19.17, 19.15f–19.17f
gain, 19.4–19.6, 19.4f–19.6f
gain clamping, 19.14–19.15, 19.14f
gain dynamics, 19.12–19.13, 19.13f, 19.14f
gain ripple and feedback reduction, 

19.8, 19.8f
history of, 19.1
material systems, 19.11–19.12, 19.11f–19.12f
noise figure, 19.9
nonlinear applications, 19.29–19.36, 19.29f,

19.31f, 19.33f, 19.34f
and photonic integrated circuits, 19.36
polarization dependence, 19.7, 19.7f
saturation, 19.9–19.10, 19.10f
switching and modulation, 19.28, 19.28f

Semiconductor saturable absorber mirror 
(SESAM), 25.3, 25.32

Semiconductors:
and electroabsorption modulators, 13.58
in electro-optic modulators, 7.34
and extreme ultraviolet lithography, 

34.1–34.2, 34.2t
fiber amplifiers vs., 9.13–9.14
signal processing in complementary metal 

oxide, 62.5
Sensing reflection, for Fabry-Perot sensors, 24.2
Sensitivity (responsivity), of pin diodes, 

13.65–13.66, 13.66f
Sensors:

electro-optic modulators, 7.38
extrinsic Fabry-Perot interferometric (EFPI), 

24.2–24.4, 24.2f, 24.3f
fiber optic chemical, 12.3t
intrinsic Fabry-Perot interferometric (IFPI), 

24.4–24.5, 24.4f
optical fiber, 24.1–24.13

comparison of, 24.13
extrinsic Fabry-Perot interferometric, 

24.2–24.4, 24.2f, 24.3f
fiber Bragg grating, 24.5–24.8, 24.6f–24.7f
intrinsic Fabry-Perot interferometric, 

24.4–24.5, 24.4f
long-period grating sensors, 24.8–24.13, 

24.9f–24.12f, 24.11t, 24.13t
Shack-Hartmann, 5.21, 5.36, 5.40–5.43
Shack-Hartmann wavefront, 50.5, 50.6f
transition-edge, 60.9

Separate confinement heterostructure (SCH), 
in fiber optic modulators, 13.4f, 13.5

Serial byte connection (SBCON) standard, 23.1
Serial multiplexing, 20.12
Servo lag, subaperture size and, 5.41–5.42
Shack-Hartmann sensors, 5.21, 5.36, 5.40–5.43
Shack-Hartmann technique, for adaptive 

optics, 5.23–5.27, 5.23f, 5.25f, 5.26f
Shack-Hartmann wavefront sensors, 50.5, 50.6f
SHADOW code, 35.2–35.5, 35.4f, 35.5f
SHADOWVUI interface, 35.3, 35.5, 35.5f
Shane telescope, 5.27, 5.32
Shielding, in neutron optics, 63.13–63.14
Short-exposure images, 4.3, 4.31–4.35, 

4.31f–4.34f, 4.35t
Short-period gratings (SPGs), 24.6
Shot noise, 13.70, 13.73
Sidelobe suppression, in AOTFs, 6.41–40.2, 

6.44–6.45
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Signal processing, by wideband AO Bragg cells, 
6.30

Signal-dependent noises, 9.11
Signal-to-noise ratio (SNR):

for electro-optic modulators, 7.16
for fiber optic communication links, 15.2, 

15.4, 15.5
for laser diodes, 13.19
in neutron optics, 63.13
optical

for SOAs, 19.24–19.27
for WDM networks, 21.20, 21.28, 21.34

for optical fibers, 9.9
for solitons, 22.1, 22.6–22.8

Silica fibers, in lasers, 25.27t, 25.28
Silica-air photonic crystal fibers, 11.14, 11.14f,

11.25
Silicon pore optics, 49.6–49.7, 49.7f
Silver halide fibers, 12.3t, 12.8–12.9, 12.8f
Simbol-X spacecraft, 47.10
Simultaneous Bragg reflection (multiple-beam 

Bragg diffraction), 43.6–43.8, 43.7f
Single attach FDDI nodes, 23.3
Single capillaries (see Monocapillary 

x-ray optics)
Single crystal diffraction, 53.12–53.14, 

53.12f–53.13f
Single crystal (SC) fibers, as infrared optical 

fibers, 12.3t, 12.9–12.10, 12.10f
Single mirror resonators, 25.13
Single photon emission computed tomography 

(SPECT), 32.1–32.4
Single-bounce monocapillary x-ray optics, 

52.5–52.6, 52.5f
Single-cell-gap transreflective LCDs, 

8.33–8.35, 8.34f
Single-channel systems, of SOAs, 19.22–19.24, 

19.22f–19.24f
Single-longitudinal-mode (SLM) lasers, 9.8
Single-mode excitation technique (SMET), 

25.3, 25.20
Single-mode fibers (SMFs):

dispersion in, 21.16, 21.16f, 21.21, 21.21f
for E-LEDs, 13.40
and photonic crystal fibers, 11.2, 11.11, 

11.13, 11.23–11.25
Singular-value-decomposition (SVD) 

algorithms, 5.25, 5.26
Slab-coupled optical waveguide amplifiers 

(SCOWAs), 19.21

Slater integrals, 2.8
Slope errors, 38.7, 45.7–45.8
Slope measurement analysis, in x-ray mirror 

metrology, 46.11–46.12
Slope profilometry, 46.3–46.6
Slot-detection x-ray imaging, 61.2, 61.2f
Slowly varying envelope approximation 

(SVEA), 10.2, 10.6
Small angle neutron scattering (SANS), 64.1
Smectic phase, of liquid crystals, 8.8–8.12, 

8.11f, 8.12f
Snell’s law, 19.8, 26.8
Soft x-ray region, gratings and monochromators 

in, 38.1–38.8
diffraction properties, 38.1–38.3, 38.2f
dispersion properties, 38.6–38.7
efficiency, 38.8
focusing properties, 38.3–38.6, 38.3f,

38.4t–38.5t
resolution properties, 38.7

Soft x-ray telescopes, 50.2
Soft x-rays, circularly polarized, 55.6–55.7
Software implementation, for adaptive optics, 

5.21–5.38
higher-order wavefront sensing techniques, 

5.36–5.37
laser beacons, 5.27–5.34, 5.28f–5.31f, 5.33f
real-time processors, 5.34–5.35, 5.34f, 5.35f
Shack-Hartmann technique, 5.23–5.27, 

5.23f, 5.25f, 5.26f
tracking, 5.21–5.23, 5.22f
wavefront correctors, 5.37–5.38, 5.38f

SOHO observatory, 41.3
Solar x-ray Imager (SXI), 44.9, 44.12–44.13, 

44.16–44.17, 44.16f, 44.17f
Solid core photonic crystal fibers:

attenuation in, 11.20, 11.21
Brillouin scattering in, 11.25
group velocity dispersion, 11.18, 11.18f,

11.19f
Kerr effects for, 11.23

Solid state detectors, in neutron optics, 
63.33–63.34

Solids:
configurational relaxation in, 2.14–2.17, 

2.15f–2.18f
optical absorption measurements of, 

2.7–2.13, 2.8f, 2.10f, 2.12f
zero-phonon lines in, 2.13–2.14, 2.14f

Solid-state ion chambers, 60.5–60.6
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Solitons:
classical, 22.2–22.4, 22.2f–22.4f
in communication systems, 22.1–22.17
dispersion-managed, 22.12–22.15, 22.13f,

22.14f
effects of, 22.1–22.2
errors, 22.6
and frequency-guiding filters, 22.7–22.9
in optical amplifiers, 9.14
and optical fibers, 10.1
properties of, 22.4–22.5
self-frequency shift cancellation, 11.24
transmission systems for, 22.5–22.7
and wavelength division multiplexing, 22.2, 

22.9–22.12, 22.15–22.17
Soller collimators, 28.2, 28.2f
Soller slits, 26.7
SOR telescope, 5.27, 5.32, 5.34, 5.38
Source debris, in extreme ultraviolet lithogra-

phy, 34.5
Source depth measurements, for x-ray tube 

sources, 54.14, 54.14f
Source spot measurements, for x-ray tube 

sources, 54.14, 54.14f, 54.15, 54.15f
Source-model technique, for photonic crystal 

fibers, 11.7
Space-charge region, of pin photodiodes, 13.64
Spatial coherence, 4.10
Spatial coherence length, 27.2
Spatial frequency spectrum, 6.16
Spatial hole burning, 13.13, 20.2
Spatial light modulation (SLM), 6.4, 6.9
Spatial resolution, 26.10–26.11
Spatial scale, adaptive optics and, 5.10–5.13, 

5.11t, 5.12f, 5.13f
Spectra (code), 55.14
Spectral and temporal modalities, of fiber 

lasers, 25.29–25.33
Spectral hole burning, 13.13
Spectral inversion, four-wave mixing and, 10.11
Spectral lines:

broadening of
Doppler, 3.14, 5.32, 56.5
homogeneous, 20.1
Lorentzian, 3.14
pressure, 56.5–56.6
spectral, 56.6–56.8

from laser-generated plasmas, 56.2–56.8
Spectral radiance, thermal, 3.18, 3.20, 3.20f
Spectrometers, 1.14, 63.21f

Spectroscopy:
and absorption/photoluminescence of Cr3+,

2.19–2.21, 2.19f, 2.20f
in adaptive optics, 5.19–5.21, 5.19f, 5.20f
atomic, 2.4–2.5
evanescent wave, 12.13
excitation, 2.15f, 2.21
Fourier transform, 2.5, 2.6f
and homogeneous lineshapes of spectra, 

2.13–2.17, 2.14f–2.18f
Lamb dip, 2.5, 2.7f
Laser-induced-breakdown, 3.39
measurements from, 2.1–2.24
molecular, 2.5–2.6, 2.6f, 2.7f
optical, 2.9–2.10, 2.10f
optical absorption measurements

of atomic energy levels, 2.2–2.5, 2.4f
of solids, 2.7–2.13, 2.8f, 2.10f, 2.12f

polarization, 2.21–2.22, 2.23f
time-domain, 7.37, 7.37f–7.38f
time-of-flight, 2.5
x-ray absorption, 30.1–30.5, 30.2f–30.5f
x-ray absorption near edge, 30.2, 30.2f, 30.4f
Zeeman, 2.23–2.24, 2.24f

Spectrum(-a):
atomic, 2.13
homogeneous lineshapes of, 2.13–2.17, 

2.14f–2.18f
Kolmogorov, 3.28, 3.31
spatial frequency, 6.16
von Kármán, 3.28, 5.6
of x-ray tube sources, 54.4–54.10, 54.5f, 54.8f
(See also Spectral lines)

Speed:
of avalanche photodiodes, 13.72
of pin diodes, 13.67–13.68

Spherical aberrations, 45.4
Spherical-grating monochromators 

(SGMs), 38.3
Spin flippers, 63.29
Splay, of liquid crystals, 8.22, 8.23f
Splice losses, for fiber optic communication 

links, 15.7, 15.8t
Splicing, of PCFs, 11.26
Split-off band, of strained layer quantum well 

lasers, 13.27
Spontaneous emission, 2.13, 19.3, 20.1
Spring-8 Compact SASE Source (SCSS), 58.1
Spurious-free dynamic range (SFDR), 15.6
SRW (code), 55.14
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Stack and draw method, of fiber laser 
fabrication, 25.27

Stacked actuator continuous facesheet 
deformable mirrors, 5.37f, 5.38, 5.38f

Standard atmosphere, composition of, 
3.6–3.11, 3.7t, 3.8f–3.11f

Standard dispersion-shifted fibers (DSFs), 
24.10–24.11, 24.11t, 24.13t

Star topologies, for WDM networks, 21.5–21.6, 
21.5f, 21.7f

Starfire Optical Range, 5.23
Stark effect, 2.21, 20.20, 25.24, 56.6
Stark levels, of EDFAs, 14.4, 14.5, 14.5f
Static gain dynamic, for EDFAs, 21.41, 21.41f
Static Jahn-Teller effect, 2.9
Stationary anodes, of x-ray tube sources, 54.12
Step-and-scan stage, of extreme ultraviolet 

lithography, 34.2
Stern-Gerlach experiment, 63.4
Stimulated Brillouin scattering (SBS), 10.1, 

10.7–10.9, 15.8, 21.20, 25.6
Stimulated emission, 20.2
Stimulated Raman scattering (SRS), 25.6

and fiber optic communication links, 15.8
and optical fiber amplifiers, 14.2, 14.8
in optical fibers, 10.1, 10.4–10.7, 10.5f
and photonic crystal fiber guidance, 11.23, 

11.24, 11.26
and WDM networks, 21.20

Stokes frequency, 10.8, 21.42
Stokes intensity, 10.6, 10.7
Stokes power, 14.9
Stokes shifts, 2.15–2.16
Stokes waves, 10.4–10.9, 14.2
Stokes-Poincaré parameters, for polarization, 

43.2, 43.8
Strain, in fiber optic devices, 13.2
Strained layer quantum well lasers, 13.26–13.28, 

13.26f, 13.27f
Strained-layer superlattices (SLSs), 2.11–2.13, 

2.12f
Strehl ratio:

and adaptive optics, 5.14, 5.14f–5.15f, 5.17, 
5.17f, 5.20–5.22, 5.22f, 5.29, 5.29f, 5.35, 
5.35f, 5.39, 5.40, 5.43, 5.43f–5.46f, 5.46

and imaging through atmospheric turbulence, 
4.13, 4.14f, 4.15t, 4.27–4.28, 4.28f,
4.32–4.33, 4.34f, 4.36

Strip loading, of RWG lasers, 13.6

Subaperture size, for adaptive optics, 5.40–5.43, 
5.42f

Sum-frequency lasers, 5.32
Superconducting quantum (SQUID) detector, 

60.9
Superconducting tunneling junctions (STJ) 

detectors, 60.9, 60.9t
Supercontinuum (SC) generation, 11.23, 11.24f
Supermirrors, 41.7, 41.8, 64.7
Superstructure gratings (SSGs), 13.34, 13.35f
Surface axial coordinates, in grazing incidence 

optics, 45.7
Surface figure metrology, 46.3–46.6, 46.5f
Surface finish metrology, 46.2
Surface-emitting light-emitting diodes (S-LEDs), 

13.36–13.40, 13.38f
Suzaku observatory, 33.3–33.4, 33.3t
SUZUKU spacecraft, 47.6, 47.7f
Swift Burst Alert Telescope (BAT), 33.1
Switches and switching:

for fiber-based couplers, 16.4
for networking, 18.4, 18.5, 18.5f, 18.11, 

18.11f, 18.12f
and SOAs, 19.28, 19.28f

Synchronous digital hierarchy (SDH), 9.17
Synchronous optical networks (SONETs), 9.17, 

21.6, 23.6
Synchrotron beamlines, SHADOW code and, 

35.1–35.2, 35.4
Synchrotron radiation (SR) monochromators, 

39.6
Synchrotron radiation sources, 55.1–55.20

adaptive x-ray optics for, 50.2–50.7, 50.4f,
50.6f, 50.8f

coherence of, 55.17–55.20, 55.18f–55.19f
Compton sources vs., 55.2–55.3, 55.3t
history of, 55.1–55.2
insertion devices, 55.9–55.16, 55.10f, 55.12f,

55.13f
as linear polarizers, 43.2, 43.3
and refractive x-ray lenses, 37.5, 37.11
theory of synchrotron radiation emission, 

55.2–55.9, 55.2f, 55.3f, 55.5f–55.8f

Takagi-Taupin calculations, for MLLs, 
42.12–42.14

Talystep stylus profiler, 46.2
Tanabe-Sugano diagrams, 2.9–2.11, 2.10f, 2.19
Tangential phase matching (TPM), 6.12, 6.13, 

6.17, 6.25–6.27, 6.26f
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Tapered fiber bundles (TFBs), 25.3, 25.10–25.11, 
25.11f, 25.16

Tapered fiber coupler process, 16.1–16.3, 16.2f
Tapered fiber method, for adaptor fabrication, 

25.17, 25.17f
Teflon coatings, for infrared optical fibers, 12.4, 

12.7, 12.9
Telecommunication systems, data 

communication vs., 15.1–15.2
Telescopes:

and adaptive optics, 5.2–5.5, 5.3f, 5.4f,
5.43–5.46, 5.43f–5.46f

Burst Alert, 33.1
Calar Alto, 5.27
Canada-France-Hawaii, 5.23
Cassegrain, 44.4
ESO, 5.35
Gemini North, 5.20, 5.21f
with grazing incidence optics, 44.6–44.12, 

44.7f, 44.9f–44.11f, 45.1
hard vs. soft x-ray, 50.2
Hobby-Eberly, 5.2
hyperboloid-hyperboloid (HH) grazing 

incidence x-ray, 44.10–44.12, 44.11f
Keck, 4.36, 5.2, 5.27
Large Binocular, 5.5
Mt. Wilson, 5.27
Multiple Mirror, 5.5
resolution of, 4.2–4.3
ROSAT, 44.4, 44.6f
Shane, 5.27
SOR, 5.27
Swift Burst Alert, 33.1
10-m, 5.45–5.46, 5.45f–5.46f
3.5-m, 5.43–5.45, 5.43f–5.45f
wide-field lobster-eye, 48.4
Wolter, 44.4, 44.5f, 44.6–44.10, 44.7f, 44.10f,

45.1–45.5, 45.2f
Wolter-Schwarzschild, 44.7, 44.11, 45.1

Tellurites, for fiber lasers, 25.27t, 25.28
Tellurium dioxide (TeO2), 6.17, 6.21t, 6.25, 

6.29t, 6.34t, 6.39, 6.42
Temperature:

and laser diodes, 13.11
and liquid crystals, 8.17, 8.21–8.22, 8.22f
and long-period grating sensors, 24.13, 

24.13t
Temporal coherence, of synchrotron radiation 

sources, 55.17–55.18, 55.18f
10-m telescope systems, 5.45–5.46, 5.45f–5.46f

Terabit (unit), 20.2
Terahertz asymmetric optical demultiplexers 

(TOAD), 20.22
Ternary layers, in fiber optic devices, 13.2
Thermal control and correction, for adaptive 

optics, 50.5, 50.6
Thermal imaging, 12.3t
Thermal neutrons, 63.3
Thermal (Johnson) noise, 13.70
Thermal runaway, of lasers, 13.11
Thermal spectral radiance, 3.18, 3.20, 3.20f
Thermally expanded cores (TECs), 25.3, 25.17, 

25.17f
Thermoelectric coolers (TECs), 19.4f, 19.5
Thin film transistors (TFTs), 61.3, 61.4, 61.6
Thin lenses, zone plates as, 40.3–40.4
Thompson scattering, 26.7
Thomson backscattering, 59.1
Thomson scattering cross-section, 59.2
3D profilometry, 46.6
3.5-m telescopes, 5.43–5.45, 5.43f–5.45f
Thulium-doped fibers, 25.23t, 25.25, 25.32
Tight binding approximations, for photonic 

crystal fibers, 11.8
Tilt:

atmospheric, 5.14, 5.14f–5.15f
gradient (G-tilt), 4.3

and adaptive optics, 5.14–5.16
and angle of arrival, 4.23, 4.25, 4.26

wavefront (Z-tilt), 4.3, 4.23–4.25, 
5.14, 5.15

Zernike, 4.23–4.26
Tilt errors, for grazing incidence optics, 45.7
Tilt-corrected phase variance, 4.31–4.32, 4.31f
Tilted diffraction geometry, 42.4
Time shifts, of solitons, 22.15, 22.16
Time-division multiplexing (TDM), 9.12, 20.3, 

21.3
Time-domain spectroscopy (TDS) systems, 

7.37, 7.37f–7.38f
Time-of-flight (TOF) spectroscopy, 2.5
Timing recovery, in OTDM networks, 

20.10–20.12, 20.10f, 20.11f
Tokens, of FDDI connectors, 23.3
Tomography, 31.1, 31.5–31.7, 31.5f–31.7f
Tomosynthesis, digital, 31.7–31.8
Toroidal reflectors, for neutron beams, 64.4
Toroidal-grating monochromators (TGMs), 

38.3
Total external reflection, 64.1–64.2
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Total integrated scatter (TIS):
of neutrons, 64.2–64.3
and scatterometers, 1.4, 1.6–1.7, 1.10–1.11

Total internal reflection (TIR), of photonic 
crystal fibers, 11.2, 11.3, 11.14, 11.15

TRACE observatory, 41.3
Tracking, for adaptive optics, 5.15–5.18, 5.17f,

5.21–5.23, 5.22f
Transient response:

of light-emitting diodes (LEDs), 13.41–13.42
Transient response, of laser diodes, 13.13–13.18, 

13.14f, 13.16f, 13.17f
Transition-edge sensor (TES) microcalorimeter 

detectors, 29.9–29.11, 29.9f, 29.11f
Transition-edge sensors (TES), 60.9
Transition-metal ions, spectra of, 2.8–2.9, 2.8f
Transmission:

of amplitude modulators, 7.22
analog, 9.15–9.17, 9.16f
atmospheric optical, 3.22–3.26, 3.22f–3.27f
Bormann, 43.3, 43.3f
broadband, 3.23–3.24, 3.25f–3.26f
electrical time domain multiplexed, 20.3, 

20.25
formats for data, 20.9–20.10, 20.9f
Gaussian, 37.5
Laue, 26.8, 26.9f, 63.24, 63.26
line-by-line, 3.23, 3.24f
of NPM AOTFs, 6.41
with optical fibers, 9.7–9.8, 9.15–9.17
in OTDM networks, 20.7–20.8, 20.12–20.17, 

20.14f–20.16f
polycapillary x-ray optics, 53.5–53.8, 53.6f,

53.7f
in polycapillary x-ray optics, 53.5–53.8, 

53.6f, 53.7f
for solitons, 22.5–22.7
WDM dispersion managed soliton, 

22.15–22.17
of x-ray tube sources, 54.11–54.12

Transmission loss, in fiber optic links, 15.7
Transmissive thin-film transistor (TFT) LCDs, 

8.29–8.31, 8.30f, 8.31f, 8.32–8.35, 8.34f
Transparent fiber systems, 14.1
Transreflective LCDs (TR-LCDs), 8.32–8.35, 

8.33f, 8.34f
Transverse coherence, 55.18–55.20, 55.19f
Transverse effective wavelength, for PCFs, 11.10
Transverse electric (TE) polarization, 19.7

Transverse electric (TE) waveguide mode, of 
laser diodes, 13.13

Transverse electro-optic modulators, 7.16, 7.17, 
7.17f

Transverse holographic technique, for fiber 
Bragg gratings, 17.5, 17.5f

Transverse magnetic (TM) mode, of laser 
diodes, 13.13

Transverse magnetic (TM) polarization, 19.7
Transverse ray aberration (TRA) equations, 

45.3–45.8
Transverse spatial coherence, 55.16
Transverse spatial modulation (TSM), 

6.11–6.12, 6.23, 6.30, 6.31
Trap-assisted thermal generation current, 13.69
Traveling wave electro-optic modulators, 

7.28–7.30, 7.29f
Traveling wave pumping, by EUV lasers, 58.3
Traveling-wave amplification, 19.3, 19.4f
Tree topologies, of WDM networks, 21.6, 21.7
Trivalent rare-earth ions, 2.11
Tube voltage, of x-ray tube sources, 54.9
Tunable dispersion compensation, in WDM 

networks, 21.23–21.26, 21.24f–21.26f
Tunable filters, acousto-optic, 6.23t, 6.35–6.45

collinear beam, 6.43, 6.43f, 6.45t
and longitudinal spatial modulation, 6.12
long-infrared, 6.42
mid-infrared, 6.42
noncritical phase-matching, 6.37, 6.39–6.42, 

6.38f, 6.43t
principle of operation, 6.36–6.39, 

6.37f, 6.38f
ultraviolet, 6.42

Tunable lasers, for fiber optic systems, 
13.32–13.36, 13.33f–13.36f

Tungsten silicide/silicon (WSi2/Si) bilayers, in 
MLLs, 42.6, 42.7

Tuning relation, of NPM AOTFs, 6.39–6.40
Turbulence:

and adaptive optics, 5.5–5.21
anisoplanatism, 5.19
atmospheric tilt and Strehl ratio, 5.14, 

5.14f–5.15f
Fried’s coherence diameter and spatial 

scale, 5.9–5.13, 5.11t, 5.12f, 5.13f
higher-order phase fluctuations, 5.18–5.19
imaging, 4.35–4.36, 5.19–5.21, 5.19f, 5.20f
Kolmogorov model, 5.5–5.6
tracking requirements, 5.15–5.18, 5.17f
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Turbulence, and adaptive optics (Cont.):
variation of n and C2n parameters, 

5.6–5.8, 5.7f, 5.8f
in atmospheric optics, 3.26, 3.28–3.36

beam spreading, 3.32–3.33, 3.33f
beam wander, 3.31–3.32
imaging and heterodyne detection, 3.34
parameters for, 3.28–3.31, 3.29f, 3.30f
scintillation, 3.34–3.36, 3.35f

Hufnagel model of, 3.29
Hufnagel-Valley model of, 3.30, 5.7, 5.8
imaging through atmospheric, 4.1–4.37

aberration variance and approximate 
Strehl ratio for, 4.27–4.28, 4.28f

adaptive optics, 4.35–4.36
angle of arrival fluctuations, 4.23–4.26, 

4.25f, 4.26f
expansion coefficients, 4.20–4.22, 4.21t,

4.22f–4.23f
Kolmogorov turbulence and atmospheric 

coherence length, 4.7–4.10, 4.8f, 4.9f
long-exposure images, 4.3–4.7
modal correction of turbulence, 

4.28–4.30, 4.29t, 4.30f
modal expansion of aberration function, 

4.17–4.20, 4.17f–4.18f, 4.19t, 4.20t
and resolution of telescopes, 4.2–4.3
short-exposure image, 4.31–4.35, 

4.31f–4.34f, 4.35t
systems with annular pupils, 4.10–4.16, 

4.11f–4.15f, 4.15t
inner scale of, 4.7
Kolmogorov, 4.3, 4.7–4.10, 4.8f, 4.9f, 4.27, 

4.30, 4.36
Kolmogorov model of, 5.5–5.6, 5.11
optical strength of (C2n), 5.6–5.8, 5.7f, 5.8f
outer scale of, 4.7
phase structure function of, 4.5

Turn-on delay, of laser diodes, 13.13–13.14, 
13.14f

Twist, of liquid crystals, 8.22, 8.23f
Twist grain boundary (TGB) phases, of liquid 

crystals, 8.11
Twisted nematic (TN) cells, 8.16, 8.25–8.26, 8.26f
2D profilometry, 46.6
Two-wave interaction (acousto-optic), 6.8
Tyler frequency, 5.17

UHURU satellite, 47.1
Ultrafast nonlinear interferometers (UNIs), 19.32

Ultrahigh-speed OTDM, 20.23–20.24, 20.24f
Ultrashort pulses (USPs), for fiber lasers, 

25.32–25.33
Ultraviolet (UV) AOTFs, 6.42
Umweganregung (multiple-beam Bragg 

diffraction), 43.6–43.8, 43.7f
Unbalanced nonlinear interferometers (UNI), 

20.22
Undulators, 55.12–55.14, 55.12f, 55.13f, 58.1
Unitraveling-carrier (UTC) photodiodes, 

13.68–13.69, 13.68f
Unity divergence ratio, for AO modulators, 

6.32–6.33
Unruh radiation, 58.2
Upper Atmospheric Research Satellite (UARS), 

3.36, 3.37f
Ur (code), 55.14
Urgent (code), 55.14
U.S. Air Force Cambridge Research 

Laboratories, 3.22
U.S. Department of Defense, 5.27
U.S. National Institute of Standards and 

Technology (NIST) database, 3.26
U.S. Standard Atmosphere, 3.5, 3.6, 3.8f,

3.9f

Vacuum spark source, of z-pinch radiation, 
57.3, 57.3t

Vacuum ultraviolet (VUV) region, gratings 
and monochromators in, 38.1–38.8, 38.2f,
38.3f, 38.4t–38.5t

Van der Waals theory, 8.23
Vapor axial deposition (VAD), 25.3, 25.26
Variable optical attenuators (VOAs), 21.12, 

21.13f
Verdet constant, 18.7
Vertical alignment (VA) cells, 8.25, 8.27–8.28, 

8.28
Vertical cavity surface-emitting lasers 

(VCSELs), 13.1–13.2, 13.43f
commercial, 13.48
electrical injection and current confinement 

for, 13.45, 13.45f
light out vs. current in (L-I curve) of, 

13.46–13.47
and linear optical amplifiers, 19.14
and mirror reflectivity, 13.44
and optical fibers, 9.7n
polarization of, 13.48
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Vertical cavity surface-emitting lasers (VCSELs) 
(Cont.):

and quantum wells, 13.43
and spatial characteristics of emitted light, 

13.46
spectral characteristics of, 13.47–13.48

Vertical coupling, of electroabsorption 
modulators, 13.60

Virtual tributaries, of SONET, 23.6
Viscosities, of liquid crystals, 8.23–8.25, 8.24f
Voigt function, 56.7
Voigt lineshape profiles, 3.23
Voltage, of x-ray tube sources, 54.9
Voltage-controlled oscillators (VCOs), 20.11, 

20.11f
Volume Bragg gratings (VBGs), 25.29, 25.30
Volume diffraction calculations, for MLLs, 

42.4–42.5, 42.5f
Von Kármán spectrum, 3.28, 5.6
V-parameter, of fiber lasers, 25.3

W. M. Keck Observatory, 5.27
Wadsworth condition, 38.6
Wall effect, in gas detectors, 63.32
Water:

scattering in, 63.10, 63.10t, 63.11f
in standard atmosphere, 3.6, 3.10–3.11, 3.11f

Wave propagation, reciprocity of, 4.9–4.10
Wave structure function, 4.6, 5.9n
Wavefront correctors, for adaptive optics, 

5.37–5.38, 5.38f
Wavefront errors, 4.35, 5.40–5.41
Wavefront sensing techniques, 5.36–5.37
Wavefront tilt (Z-tilt), 4.3, 4.23–4.25, 5.14, 5.15
Wavefronts, gradients of, 5.23
Waveguide confinement factor, 13.4f, 13.5
Waveguide modulators, 7.30–7.32, 7.31f–7.33f,

13.56, 13.57f
Waveguides:

attenuated total reflectance, 12.11
double heterostructure, 19.3f
evanescent-wave coupled pin, 13.68
of SOAs, 19.15–19.16, 19.15f–19.16f

Wavelength(s):
attenuation vs., 15.7
Bragg, 17.3, 20.15, 24.7
of liquid crystals, 8.19–8.22, 8.20f
pump, 14.5–14.6
transverse effective, 11.10

Wavelength blockers (WB), 21.12, 21.13f

Wavelength dispersion, 9.6–9.7
Wavelength dispersive detectors (WDS), 

62.2
Wavelength division multiplexing (WDM):

dense
and AOTFs, 6.43, 6.44
and optical fiber amplifiers, 14.1
and SOAs, 19.25–19.27, 19.25f, 19.26f

and dispersion-managed solitons, 
22.15–22.17

and ESCON standard, 23.2
and fiber-based couplers, 16.1, 16.4
and solitons, 22.2, 22.8–22.12, 

22.15–22.17
(See also Wavelength-division multiplexing 

networks)
Wavelength scans, for scatterometers, 1.14
Wavelength selective switches (WSS), 21.12, 

21.13f
Wavelength-dispersive x-ray fluorescence 

(WDXRF), 29.2–29.3, 29.2f
Wavelength-division multiplexing (WDM) 

networks, 18.4, 18.6, 21.1–21.44
architecture of

circuit and packet switching, 21.7–21.11, 
21.8f–21.11f

network reconfigurability, 21.12–21.13, 
21.12f, 21.13f

point-to-point links, 21.4
star, ring, and mesh topologies, 21.5–21.7, 

21.5f–21.7f
wavelength-routed networks, 21.5, 21.5f

fiber bandwidth, 21.2–21.3, 21.2f
fiber system impairments, 21.13–21.26

chromatic dispersion, 21.14–21.16, 21.15f,
21.16f

dispersion and nonlinearities manage-
ment, 21.20–21.26, 21.21f,
21.23f–21.27f

fiber attenuation and optical power loss, 
21.13–21.14

fiber nonlinearities, 21.18–21.20, 21.19f,
21.20f

polarization-mode dispersion, 
21.16–21.18, 21.17f–21.18f

history of, 21.1–21.2
optical amplifiers in, 21.37–21.44, 21.37f

EDFA, 21.38–21.41, 21.38f–21.42f
Raman, 21.42–21.44, 21.42f–21.44f

and optical fibers, 9.8, 9.12, 9.13, 9.15
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Wavelength-division multiplexing (WDM) 
networks (Cont.): 

optical modulation formats for, 21.27–21.36
basic concepts, 21.27–21.29, 21.28f–21.30f
carrier-suppressed return-to-zero and 

duobinary, 21.30–21.33, 21.31f,
21.32f

comparisons of, 21.36, 21.36t, 21.37t
DPSK and DQSK, 21.33–21.36, 21.33f–

21.35f, 21.36t, 21.37t
in real systems, 21.3–21.4, 21.3f, 21.4f

Wavelength-routed networks, 21.5, 21.5f
Wavelength-selective couplers (WSCs), 14.2
Waviness, in polycapillary x-ray optics, 53.4, 

53.4f
Wedged multilayer Laue lenses (wMLLs), 

42.12–42.13, 42.13f, 42.14f
Well and barrier intermixing, 13.60
Wide area networks (WANs), 9.14, 21.7
Wideband AO Bragg cells, 6.27, 6.30, 6.31t
Wide-field lobster-eye telescopes, 48.4
Wigglers, 55.11–55.12
Window structure, of SOAs, 19.8, 19.8f
Windowing, in x-ray mirror metrology, 46.9, 

46.10f
Wire array sources, of z-pinch radiation, 

57.3–57.4, 57.3t, 57.4f
Wollaston prism, 46.4
Wolter geometries, 63.21
Wolter mirror configurations, 52.4, 64.6, 64.6f
Wolter optics, 26.10, 48.1, 48.2, 49.4–49.6, 

49.5f–49.6f
Wolter telescopes, 44.4, 44.5f, 44.6–44.10, 44.7f,

44.10f, 45.1–45.5, 45.2f
Wolter x-ray optics, 47.2–47.7, 47.2f, 47.4f,

47.6f, 47.7f
Wolter-Schwarzschild (WS) telescopes, 44.7, 

44.11, 45.1

XEUS/IXO mission, 49.7
XMM mission, 44.6
XMM-Newton observatory, 33.3, 33.3t, 47.2, 

47.4f, 47.6, 47.6f
X-pinch sources of radiation, 57.3, 57.3t,

57.4
X-ray absorption fine structure (EXAFS), 29.3, 

60.4
X-ray absorption near edge spectroscopy 

(XANES), 30.2, 30.2f, 30.4f

X-ray absorption near-edge structure 
(XANES), 29.3, 60.4

X-ray absorption spectroscopy (XAS), 
30.1–30.5, 30.2f–30.5f

X-ray astronomy, 33.1–33.4, 33.3t
X-ray astronomy satellite (SAX), 44.6
X-ray detectors, 60.3–60.10

cryogenic, 60.8–60.9, 60.9t, 60.10t
film, 60.8, 60.9t, 60.10t
ionization, 60.3–60.7, 60.9t, 60.10t
scintillation, 60.7–60.8, 60.9t, 60.10t

X-ray diffraction (XRD), 28.1–28.7, 
28.3f–28.6f

X-ray fluorescence (XRF), 29.1–29.11, 54.8
energy-dispersive, 29.3–29.11, 29.5f, 29.6f,

29.8f–29.11f
history of, 29.1
and polycapillary x-ray optics, 53.10–53.11, 

53.11f
wavelength-dispersive, 29.2–29.3, 29.2f
and x-ray diffraction, 28.1
and x-ray imaging, 62.5, 62.6f

X-ray imaging detectors, 61.1–61.8, 61.2f
CCD detectors, 61.7–61.8, 61.8f
flat panel detectors, 61.3–61.7, 61.4f, 61.6t,

61.7f
X-ray lasers, 58.1–58.4, 58.3f
X-ray mapping, 62.4, 62.5, 62.6f
X-ray microscopes, 37.6
X-ray mirrors:

and grazing incidence optics, 44.3–44.6, 
44.3f–44.6f

metrology of, 46.1–46.12
history of, 46.1–46.2
profile analysis considerations, 46.6–46.12, 

46.7f, 46.10f
surface figure metrology, 46.3–46.6, 46.5f
surface finish metrology, 46.2

X-ray monochromators, 30.1–30.4, 
50.6–50.7

X-ray observatories, 33.1–33.4, 33.3t
X-ray optics:

adaptive, 50.1–50.8
hard vs. soft x-ray telescopes, 50.2
history of, 50.1, 50.2f
synchrotron and lab-based sources, 

50.2–50.8, 50.4f, 50.6f, 50.8f
astronomical, 47.1–47.11

angular resolution of, 47.10–47.11, 47.11f
hard, 47.9–47.10
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X-ray optics, astronomical (Cont.):
history of, 47.1–47.2
Kirkpatrick-Baez optics, 47.7–47.8, 47.8f,

47.9f
Wolter, 47.2–47.7, 47.2f, 47.4f, 47.6f, 47.7f

coherent, 27.1–27.5, 27.3f–27.5f
gratings and monochromators in, 38.1–38.8

diffraction properties, 38.1–38.3, 38.2f
dispersion properties, 38.6–38.7
efficiency, 38.8
focusing properties, 38.3–38.6, 38.3f,

38.4t–38.5t
resolution properties, 38.7

and inverse Compton x-ray sources, 
59.1–59.4, 59.3t

and medical imaging, 31.1–31.4, 
31.2f–31.4f

monocapillary, 52.1–52.6, 52.2f–52.5f, 52.2t
multifoil, 48.1–48.4, 48.2f, 48.3f
and neutron optics, 26.5–26.11, 26.8f, 26.9f,

26.11f, 36.2f
polycapillary, 53.1–53.19, 53.2f

alignment and measurement, 53.5–53.8, 
53.6f, 53.7f

collimation, 53.8–53.9, 53.8f–53.9f
energy filtering, 53.10
focusing, 53.9–53.10, 53.10t
monochromatic imaging, 53.16–53.17, 

53.17f
powder diffraction, 53.14, 53.14f
radiation resistance, 53.5
scatter rejection in imaging, 53.14–53.16, 

53.15f–53.16f
scintigraphy, 53.17, 53.18, 53.18f
simulations and defect analysis, 53.3–53.5, 

53.3f–53.5f
single crystal diffraction, 53.12–53.14, 

53.12f, 53.13f
therapy, 53.18–53.19
x-ray fluorescence, 53.10–53.11, 53.11f

and pore optics, 49.1–49.7
ray tracing for, 35.1–35.6, 35.4f, 35.5f
and Schwarzschild objective, 51.3, 

51.3f–51.4f
spectral detection and imaging in, 62.1–62.5, 

62.2f–62.6f
and x-ray properties of materials, 

36.1–36.9
Auger energies, 36.3t, 36.9t
electron binding energies, 36.3t–36.6t

X-ray optics, and x-ray properties of materials 
(Cont.):
photoabsorption and scattering, 36.1
photon energies, 36.7t–36.8t
x-ray and neutron optics, 36.2f

X-ray spectral detection and imaging, 
62.1–62.5, 62.2f–62.6f

X-ray tube sources, 54.3–54.16
brightness and intensity of, 54.11–54.15, 

54.13f–54.15f
cathode design and geometry, 54.10–54.11
characteristics of, 54.3, 54.4f
optimization of, 54.15–54.16
spectra of, 54.4–54.10, 54.5f, 54.8f

X-rays:
circularly polarized soft, 55.6–55.7
nanofocusing of hard, 42.1–42.17

history of, 42.2–42.4, 42.2f, 42.3f
instrumental beamline arrangement 

and measurements for, 42.9–42.10, 
42.9f–42.12f

limitations of, 42.15–42.17, 42.16f–42.17f
with magnetron-sputtered MLLs, 

42.5–42.7, 42.6f–42.8f
on MLLs with curved interfaces, 42.14, 

42.15f
Takagi-Taupin calculations for, 

42.12–42.14
volume diffraction calculations for, 

42.4–42.5, 42.5f
with wedged MLLs, 42.12–42.13, 42.13f,

42.14f
polarization of, 43.1–43.2

Y-branch interferometric modulators, 
13.51–13.52

Young’s modulus, of infrared optical fibers, 
12.3t, 12.9

Ytterbium-doped fiber amplifiers (YDFAs), 
14.2, 14.7

Ytterbium-doped fibers, 25.23t, 25.24–25.25, 
25.31, 25.33

ZBLAN (fluorozirconate glass), 12.5, 12.5f
and fiber lasers, 25.3, 25.24, 25.27t, 25.28
fluoraluminate glass vs., 12.3t, 12.4, 12.4t

Zeeman effect, 2.21
Zeeman spectroscopy, 2.23–2.24, 2.24f
Zemax (program), 35.1
Zernike annular expansion coefficients, 4.25
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Zernike coefficients, variance of, 4.22, 4.22f,
4.23f, 4.36

Zernike decomposition elements, 5.37
Zernike modes of aberrations, 5.11, 5.11t, 5.12f
Zernike polynomials, 4.17–4.20, 4.20t, 5.10, 46.6
Zernike tilts, 4.23–4.26
Zero order, of radiation, 40.1
Zerodur glass shells, 47.5
Zero-phonon lines, in solids, 2.13–2.14, 2.14f
Zonal approach, to wavefront error correction, 

4.35
Zone plate law, 42.4

Zone plates, 40.1–40.10
amplitude, 40.4–40.5, 40.5f
and Bragg-Fresnel lenses, 40.9–40.10, 40.9f
diffraction efficiencies of, 40.4–40.8, 40.5f,

40.7f, 40.8f
Fresnel, 40.2, 42.3, 42.3f, 55.16
geometry of, 40.1–40.3, 40.2f
neutron, 63.25
phase, 40.5–40.7, 40.7f
as thin lenses, 40.3–40.4

Z-pinch plasma, 57.1–57.5, 57.2f, 57.3t, 57.4f
Z-tilt (wavefront tilt), 4.3, 4.23–4.25, 5.14, 5.15
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Object

Fresnel
zones

(X, Y)

(x, y)

Near-field Far-field

l

a

z

z >> a2/l

FIGURE 27.1 Schematic illustration of coherent 
x-ray wave propagation with a distorted object approach 
both for nearfield Fresnel diffraction, where an object 
extends into multiple Fresnel zones (solid lines), and for 
far-field Fraunhofer diffraction, where an object occupies 
only the center of the first Fresnel zone (dashed lines).

(a) (b) (c)

FIGURE 27.2 Simulated diffraction amplitudes |F(x, y)|, of 
an amplitude object (a) of 10 μm × 10 μm, with l = 1 Å x rays, at 
image-to-object distance (b) z = 2 mm and (c) z = ∞, using the unified 
distorted object approach Eq. (3) with Nz = 500 zones in (b) and Nz =
0 in (c). Notice that the diffraction pattern changes from noncentro-
symmetric in the near-field (b) to centrosymmetric in the far-field (c).

FIGURE 27.3 Example of a coherent x-ray diffrac-
tion patternfrom a gold nanofoam specimen of ∼2 μm in 
size, using 7.35-keV coherent x rays. The corner of the image 
corresponds to ∼8 nm spatial frequency.
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Synchrotron
X rays

Coherence
defining aperture

Crystal
guard aperture

Sample
CCD

FIGURE 27.4 Concept of a perfect-crystal guard aperture in coherent diffraction imaging 
experiments for the purpose of eliminating unwanted parasitic scattering background in order to 
achieve high signal-to-noise in a diffraction pattern.

MET

Pupil-fill monitor

Reticle stage

Scanner
module

ALS undulator BL 12.0.1.3

Wafer stage and
height sensor

FIGURE 34.1 EUV exposure tool. The 
design includes 4 mirrors, and the mask (reticle) 
and wafer location. The whole system is under 
vacuum, and the condenser optical system is not 
shown. The whole system is enclosed in a vacuum 
chamber, not shown. The overall size is of several 
meters. This tool is installed at the Advanced 
Light Source, Berkeley.

FIGURE 34.2 ASML alpha demo tool during installation. The whole 
system is under vacuum, and a plasma source is used to generate the EUV 
radiation (not shown).
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FIGURE 37.2 (a) Housing with partly assembled Be lens, (b) stack of Be lenses. Each individual 
lens is centered inside of a hard metal coin. They are aligned along the optical axis by stacking the coins 
in a high precision v-groove.
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FIGURE 34.3 EUV interferometric lithography. The diffraction gratings are illuminated by a synchrotron, and 
the diffracted beams interfere as shown. The beams overlap creating 1st and 2nd order interference patterns of excellent 
visibility. Right, SEM images of the grating, and of the first- and second-order exposures. Notice the relative period of the 
images—the 1× period is half of that of the diffracting grating, and the 2× is 1/4.
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(a) (b)

l

Single
lens

Sample
Aperture

Horizontally
focusing lens

Vertically
focusing lens

100 μm
10 mm

N
anofocusing lens

FIGURE 37.5 (a) Array of nanofocusing lenses made of silicon. A large number of single lenses are aligned behind 
each other to form a nanofocusing lens. Several nanofocusing lenses with different radius of curvature R are placed in parallel 
onto the same substrate. (b) Scanning microprobe setup with two crossed nanofocusing lenses. An aperture defining 
pinhole is placed behind the second lens.

(a) Arabidopsis thaliana (c) 2D fluorescence map of trichome tip

P S Cl

K Ca Ti

Mn Fe

Fe

2 μm

Zn

(b) Trichome (SEM)

FIGURE 37.7 (a) Photograph of the plant Arabidopsis 
thaliana, (b) secondary electron micrograph of a leaf hair 
(trichome), (c) two-dimensional fluorescence map of the tip 
of the trichome at 100-nm spatial resolution. While most ele-
ments are homogeneously distributed, iron (Fe) and titanium 
(Ti) are localized on the level of 100 nm.

(a)

(b) (c)

FIGURE 40.1 Diffraction by (a) a circular grating of constant 
period and (b, c) a zone plate.
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FIGURE 40.6 Structure of Bragg-Fresnel lenses.
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FIGURE 42.3 Calculated diffraction efficiency 
at 0.064 nm (19.5 keV) for outermost zone widths of 
both 10 nm (red) and 2 nm (blue) as a function 
of radius for ideal (wedged), flat, and tilted MLLs. 
For flat MLLs efficiencies do not exceed 26 percent 
and only very low-order zones diffract in the 2-nm 
case. For an outermost zone width of 10 nm, the 
ideal and tilted cases have almost the same perfor-
mance, but for a 2-nm outermost zone, the ideal 
case is far superior. For the 10-nm tilted case, only 
a sharp Bragg peak is seen at the radius for which a 
Bragg condition is satisfied. This figure shows that 
meeting the Bragg condition everywhere becomes 
increasingly important for outermost zones less than 
10 nm in order to ensure a high efficiency through-
out most of the MLL.

WSi2/Si, 1588 layers, tdep = 13.25 μm

Δrmax = 25 nm Δrmin = 5 nm

FIGURE 42.5 A scanning electron microscope image of a partial MLL having a 5-nm-thick outermost 
zone. The structure was used to obtain a focus of 16 nm for x rays of 0.064-nm (19.5-keV) wavelength.
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Deposition

Side-edge polishing and side-sandwich

Si block

Sandwich Dicing

Sectioning

1 mm

2 mm

Sample holder

lon-beam polishing
followed by fine manual
polishing

lon-beam polishing
followed by fine manual
polishing (wedge)

25 μm 5 μm X rays

Mo grid

Flip-over MLL
section

Mechanical
polishing

One-side mechanical
polishing

Si

Si

Multilayer

Epoxy

Wedge on Mo grid

FIGURE 42.7 Cartoon illustrating the sequence of steps used to process a lens suitable for 
use with x rays, starting from an as-sputtered MLL wafer.

1.0 Fluo. 40

0

–20

–40

200 100 0 –100 –200

20

Δz
 (

μm
)

Δx (nm)

Δx (nm)

Scat.

Cal.
0.8

0.6

0.4

In
te

n
si

ty
 (

ar
b.

 u
.)

0.2

0.0

–60 –30 0 30 60 90 120

FIGURE 42.9 Measured and calculated intensity profiles 
for the focus of the MLL shown in Fig. 42.5. The FWHM values 
are 17.6 nm from fluorescence data and 15.6 nm from far-field 
scattering data. These should be compared to a calculated value 
of 15.0 nm. The calculated intensities were scaled according 
to measured and calculated efficiencies of 30 and 32 percent, 
respectively. The calculated results do not include the effects 
of vibrations, finite analyzer width, and finite sources size. The 
inset shows the calculated isophote pattern near the focal plane.
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FIGURE 42.12 Measured line focuses of the MLL in 
Fig. 42.5 with 0.042-nm (19.25-keV) x rays. Results from four 
scans of the fluorescence intensity are shown. The efficiency was 
measured to be 17 percent. A FWHM value of 16 nm applies.
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FIGURE 42.14 Analyses for ideal (wedged) MLL structure of Fig. 42.13a. The inverse layer thickness vs. radius is 
shown in (a). The calculated isophote pattern and intensity in the focal plane are shown in (b) and (c), respectively.
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FIGURE 42.15 Calculated intensity in the focal 
plane for an MLL having parabolically shaped interfaces 
and an outermost zone width of 0.25 nm. The lower 
inset shows a cartoon of the MLL, and the upper inset 
shows an isophote pattern around the focus.
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FIGURE 44.10 Illustration of the PSFs for the individual 
image degradation mechanisms and their resulting convolution 
(aerial image) of the SXI telescope for a field angle of 15 arcmin 
and a wavelength of 44.7 Å.
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FIGURE 44.11 The fractional encircled energy of the aerial image and the four functions contribut-
ing to it provide insight into the image quality of a grazing incidence x-ray telescope. Note that scatter effects 
dominate geometrical aberrations for small field angles and geometrical aberrations dominate scatter effects 
for large field angles.
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FIGURE 44.12 The DPSF and the reconstructed DPSF for (a) precisely “registered” aerial PSF, 
(b) aerial PSF centered on boundary between two pixels, and (c) aerial PSF positioned where four pixels meet.
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FIGURE 44.13 A graphical illustration of the numerical computation technique for modeling both the reconstructed 
“registered” DPSF and the reconstructed “average unregistered” DPSF is indicated.
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FIGURE 44.14 Comparison of the predicted HPR versus field angle of the geometrical 
PSF, the aerial image, and the average unregistered detected PSF for the SXI telescope at two 
different wavelengths (44.7 and 13.3 Å).
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FIGURE 44.15 On-orbit solar image with three small regions highlighted and magnified for 
detailed inspection.  This allows one to distinguish between images of unresolved bright features on the 
sun and merely detector noise.

0

1

2

3

4

5

6

7

8

9

10

0 3 6 9 12 15 18 21

Field angle (arcmin)

H
al

f 
po

w
er

 r
ad

iu
s 

(a
rc

se
c)

Geometrical PSF
Aerial image (l = 44.7 Å)
Aerial image (l = 13.3 Å)
AUDPSF (l = 44.7 Å) 
AUDPSF (l = 13.3 Å)
Experimental data

dz = –0.098 mm 

Geometrical PSF

Aerial image

Detected PSF

SN002

FIGURE 44.16 Experimental validation of an exhaustive systems engineering analysis of image quality 
for grazing incidence x-ray telescopes, including the modeling of surface scatter and detector effects.
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FIGURE 46.2 Slope profile measurement on a 700-mm 
long silicon cylinder mirror made with an LTP. Sampling 
step size is 2 mm. Mean has been subtracted from the data 
(detrend 0). Profile shows that the surface has an overall 
convex curvature (tilted profile down to the right) with 
significant edge roll-off (change in slope at each end). Also, a 
polishing defect with a 20-mm period is evident in the center 
of the surface. The slope profile emphasizes high-frequency 
surface defects. 
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FIGURE 46.3 Height profile calculated by integrat-
ing the slope profile of Fig. 46.1. Solid circles: mean height 
subtracted (detrend 0); open circles: second order polynomial 
subtracted (detrend 2). The radius of curvature extracted 
from the second order term coefficient is 3.572 km. The 
residual profile shows that the surface has a “kink” in the 
center that separates it into two distinct segments with slightly 
different slopes. This low frequency defect is not evident in the 
slope profile of Fig. 46.1.
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FIGURE 46.4 The height profiles of Fig. 46.3 with 
a Blackman window applied. The edge discontinuities are 
minimized by this function. Although the shape of the profile 
is distorted, the average statistical properties of the underly-
ing function are not changed.
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FIGURE 46.5 PSD curves computed from the four 
profiles in Figs. 46.3 and 46.4. The two upper curves from 
the unwindowed data show severe contamination effects due 
to the strong edge discontinuities that introduce spurious 
power into all frequencies. The lower curves show how the 
Blackman filter eliminates the discontinuity contamination, 
allowing the underlying surface spectral characteristics to 
become visible.
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FIGURE 47.2 (a) A Chandra x-ray image of the fiery ring surrounding the 1987 supernova explosion in the Dorado constel-
lation. Subarcsecond angular resolution is required to resolve the structure surrounding the supernova remnant (http://chandra.
harvard.edu/photo/2005/sn87a/). (NASA/CXC/PSU/S.Park & D. Burrows.) (b) A Chandra x-ray image of the supernova remnant 
G292.0+1.8. The colors in the image encode the x-ray energies emitted by the supernova remnant; the center of G292.0+1.8 contains 
a region of high energy x-ray emission from the magnetized bubble of high-energy particles that surround the pulsar, a rapidly 
rotating neutron star that remained behind after the original, massive star exploded (http://chandra.harvard.edu/photo/2007/g292/). 
(NASA/CXC/Penn State/S.Park et al.) (c) Chandra x-ray image of the Crab Nebula—the remains of a nearby supernova explosion 
which was seen on Earth in 1054 AD. At the center of the bright nebula is a rapidly spinning neutron star, or pulsar, that emits pulses 
of radiation 30 times a second (http://chandra.harvard.edu/photo/2002/0052). (NASA/CXC/ASU/J. Hester et al.) (d) XMM-Newton 
and Chandra x-ray images RCW 86, an expanding ring of debris that was created after a massive star in the Milky Way collapsed 
onto itself and exploded. Both the XMM-Newton and Chandra images show low-energy x-rays in red, medium energies in green 
and high energies in blue. The Chandra observations focused on the northeast (left-hand) and southwest (lower right) side of RCW
86, and show that x-ray radiation is produced both by high-energy electrons accelerated in a magnetic field (blue) as well as heat
from the blast itself (red). These images demonstrate the large field of view and moderate angular resolution of XMM-Newton, com-
pared to the smaller field of view and high angular resolution provided by Chandra (http://chandra.harvard.edu/photo/2007/2snr/). 
(NASA/CXC/ESA/Univ. of Utrecht/J. Vink et al.)

Bass_v5_ColorInsert.indd 12 9/23/09 12:18:50 PM

DO
 N

OT
 D

UP
LI

CA
TE



FIGURE 47.3 An x-ray optics module for the XMM observatory. Fifty-eight electro-
formed nickel Wolter I optics are nested to increase the effective x-ray collecting area.

(a) (b)

FIGURE 47.4 The segmented foil mirrors aboard the SUZAKU spacecraft. (a) A complete 
mirror module and (b) a single aluminum foil reflector coated with gold.

FIGURE 48.3a Kirkpatrick-Baez test Au 
coated glass foils system studied for XEUS project.
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FIGURE 49.7 The focus of a single plate radially packed microchannel plate optic.

FIGURE 49. 9 A segment of a radially stacked micropore 
optic. Two such plates behind each other act as a conical approx-
imation to a Wolter-I optic. The width of the segment is 35 mm.
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FIGURE 52.4 A glass tube is suspended in an electric 
furnace from a piece of fish line that is attached to a strain 
gauge at the bottom. The torque motor keeps a constant ten-
sion as the glass yields during drawing. The furnace is pro-
grammed to move based on the amount of glass yielding to 
make the desired elliptical, parabolic, etc., shape.
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FIGURE 62.3 A 12-s x-ray spectrum image (128 × 96 pixels; 1 ms) obtained with a 
silicon drift detector.
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FIGURE 52.5 Upper panel: Profile of intensity versus 5 μm vertical pinhole position at focus of a 
9 milliradians capillary producing a spot size of 5 μm FWHM at a distance of 20 mm beyond the tip of the 
capillary. Lower panel: The far-field image shows the direct beam (center dot) passing through the capillary 
and the once-reflected beam forming the outer ring of intensity. The structure in the ring is due to slope-
error imperfections arising from the pulling process.
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FIGURE 62.4 Monte Carlo simulations of electron trajectories in copper at various beam 
energies. Note the significant increase in the scattering volume with Increasing energy.
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FIGURE 63.6 A schematic diagram of a focusing lens arrangement with 
source of radius R1 at a distance L1 from the sample with an aperture of radius 
R2. The focusing lens with a focal length f0 is placed in front of the sample such 
that the source is imaged (continuous lines) with a radius (L2/L1) R1 at a distance 
L2 from the lens for a wavelength l0. For another wavelength l (> l0) the source 
is imaged (long dashed lines) with a radius ( )′L L R2 1 1/  at a distance L′2 (< L2) such 
that 1 1 1 12 2 0 0

2/ / / /′ − − −L L f [( ) ]λ λ .
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FIGURE 64.5 Commonly used Wolter-1 mirror configurations.
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I.1

Abbe illuminated eyepieces, II:12.12, 12.12f
Abbe illumination system, II:39.23, 39.23f, 

39.34, 39.35f
Abbe numbers, I:29.36; IV:2.23, 2.28, 2.29f

and axial chromatic aberrations, I:17.22
of binary optics, I:23.6, 23.6f
in gradient index optics, I:24.3, 24.7
of molded microlenses, I:22.12, 22.12t
of reflective and catadioptric objectives, 

I:29.17
Abbe’s sine condition, I:29.36; II:34.19; V:45.3

and reflective and catadioptric objectives, 
I:29.34

of stigmatic conditioning, I:1.30–1.31, 17.10
Abbe-Porter experiments, I:11.1
Abbe’s prisms, I:19.3t, 19.7, 19.7f–19.8f
ABC model, of surface finish, I:8.14–8.15
Abel transform, I:8.13
Abelès method, I:12.11–12.12
Aberrated wavefronts, I:2.12, 2.13
Aberration coefficients, II:3.10–3.11
Aberration control, IV:3.8
Aberration curves (in lens design), II:2.1–2.6

considerations for, II:2.5–2.6
field plots of, II:2.4–2.5
transverse ray plots of, II:2.2–2.4

Aberrations (in general):
balancing of, II:11.30, 11.35–11.36, 11.36t
in binary optics, I:23.4–23.7, 23.5f, 23.6f
chromatic, I:1.91–1.92
and contact lenses, III:20.24–20.25, 20.25f
defined, I:1.28
defocus as, I:1.85–1.86
evaluation of, II:3.9–3.11
and forward scattering of light, III:1.21
and general aspheres, I:29.3
in gradient index optics, I:24.3
of gratings and monochromators, V:38.7
in grazing incidence optics, V:45.1–45.8, 45.2f

Aberrations (in general) (Cont.):
in grazing incidence telescopes, V:44.6–44.12, 

44.7f, 44.9f–44.11f
in grazing-incidence neutron optics, 

V:64.4, 64.6
higher-order, I:29.37
and imaging through atmospheric turbulence, 

V:4.17f–4.18f, 4.17–4.20, 4.19t, 4.20t, 
4.27f, 4.27–4.30

in instrumental optics, I:1.85
in intraocular lenses, III:21.9–21.10, 

21.10f
of point images, I:1.85–1.92, 1.88f
polarization, I:15.35f–15.37f, 15.35–15.37
pupil, I:1.76
ray, I:1.87–1.88, 1.88f
Seidel, I:29.38
spherical, I:1.90, 29.7, 29.8, 29.15, 29.21, 

29.37, 29.38
and Stiles-Crawford effect, III:8.8
and stop position, I:1.92
and stop size, I:1.92
in systems with rotational symmetry, 

I:1.89–1.90
third-order, I:1.90–1.91, 29.38
transverse primary chromatic, I:17.22
wavefront, I:1.86f, 1.86–1.88
Zernike modes of, V:5.11, 5.11t, 5.12f
(see also specific aberrations, e.g.: Axial 

chromatic aberration)
Aberrations (human eye), III:1.3, 16.6

absence of, III:1.12–1.14, 1.13f, 1.14f
and AO-controlled light delivery

to generate aberrations, III:15.24
longitudinal chromatic aberration, 

III:15.22
transverse chromatic aberration, 

III:15.22–15.23
astigmatism, III:15.2

Index note: The f after a page number refers to a figure, the n to a note, and the t to a table. 
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I.2  INDEX

Aberrations (human eye) (Cont.):
chromatic, III:1.19f, 1.19–1.20

and accommodation, III:1.34
age-related, III:14.14
correcting color coordinates for, III:10.17
correction of, III:1.25–1.26, 1.26f
longitudinal, III:15.22
and macular pigment, III:1.9
transverse, III:15.22–15.23
with visual instruments, III:1.28

control of, III:1.3
correction of, III:1.25–1.26, 1.26f, 10.17
defocus, III:15.2
and depth of focus, III:1.28
higher-order, III:16.6, 16.7
and idiosyncratic peculiarities, III:1.6
image quality

for aberration-free eye, III:1.12–1.14
calculating, III:1.21–1.22

monochromatic, III:1.4, 1.14–1.19
age-related, III:14.12–14.14, 14.13f
correction of, III:1.25, 1.26, 1.26f
off-axis, III:1.18f, 1.18–1.19
on the visual axis, III:1.15–1.18

and observed optical performance, 
III:1.23–1.26

properties of, III:15.4–15.7, 15.5f, 15.6f
and pupil diameter, III:1.8
and refractive surgery, III:1.15

Aberrometers, III:1.15, 1.23, 12.6
Ablation rate (refractive correction), I:28.54; 

III:16.16–16.18, 16.18f
Abney’s law, obedience to, III:10.44, 11.37
Above threshold ionization (ATI), 

IV:21.14–21.17
plateau extension of, IV:21.19
quasi-classical, IV:21.16f, 21.16–21.17
relativistic electron, IV:21.20, 21.21f
strong field interactions with atoms, 

IV:21.14–21.17, 21.15f, 21.16f
Abrasion resistance, of antireflection coatings, 

IV:7.31–7.32, 7.32f
Abrasive forming, polymer, IV:3.11–3.12
Absolute detectors, II:34.27–34.30

electrical substitution radiometers, 
II:34.27–34.29

photoionization devices, II:34.29
predictable quantum efficiency devices, 

II:34.29–34.30
Absolute instruments, I:1.29

Absolute measurements, II:34.20–34.37
accuracy and traceability of, II:34.21
error propagation in, II:34.22
error types in, II:34.21–34.23
relative vs., II:34.20–34.21
and uncertainty estimates, II:34.21–34.23

Absolute method (scatterometer calibration), 
V:1.15

Absolute responsivity units (A/W), II:34.31
Absolute sources (of radiation), II:34.23–34.27

blackbody radiator, II:34.23–34.24
blackbody simulators, II:34.24–34.26
synchronotron radiation, II:34.26–34.27

Absorbance, water, IV:1.10
Absorbers:

black, IV:7.104
saturable, IV:18.5–18.11

fast, IV:18.9–18.10
self-amplitude modulation, IV:18.5–18.7, 

18.6f, 18.7f
semiconductor saturable absorber mirrors, 

IV:18.3, 18.10–18.11
slow, IV:18.7–18.9, 18.8f

Absorbing compounds (in black surfaces), 
IV:6.15

Absorbing media:
antireflection coatings for, IV:7.26, 7.27
in multilayer reflectors, IV:7.37–7.38, 7.38f
in photodetectors, II:26.4f, 26.5
radiant power transfer through, II:34.13

Absorbing substrate (AS) chips, II:17.7, 17.7t
Absorptance:

defined, II:35.4
measurement of, II:35.10
of metals, IV:4.6, 4.39, 4.40f–4.42f, 4.48, 4.49

and emittance, IV:4.49, 4.49f, 4.50t, 4.51t
and mass attenuation coefficients for 

photons, IV:4.48t
of optical coatings, IV:7.12–7.13
in thermal detectors, II:28.2
and transmittance/reflectance, II:35.7, 35.8, 

35.8t
of water, IV:1.5t, 1.9

Absorption:
and atmospheric optics, V:3.4f, 3.4–3.5
bio-optical models for, IV:1.27f, 1.27–1.29, 

1.28t
of Cr3+, V:2.19f, 2.19–2.21, 2.20f
cutoff filters based on, IV:7.60, 7.60f
defect-related, IV:5.37–5.39, 5.38f, 5.39f
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INDEX  I.3

Absorption (Cont.):
defined, II:35.4
by detritus in water, IV:1.26–1.27
in dielectrics, IV:4.4
direct interband, IV:8.27–8.28
by dissolved organic matter, IV:1.22–1.23, 

1.23t
electro-, V:13.55–13.56, 13.56f, 13.58
excited state, V:14.6
fundamental edge of (see Fundamental 

absorption edge)
impurity-related, IV:5.37–5.39, 5.38f, 5.39f, 

5.51f, 5.51–5.52
interband (see Interband absorption)
lattice, IV:5.13–5.20, 5.15f, 5.17t, 5.18f–5.19f, 

5.20t, 5.21f
lenticular, III:1.9
of light in laser cooling, IV:20.4
magnetoabsorption, IV:5.51f, 5.51–5.52
measurement of, IV:5.64
measurements of, V:2.2–2.13, 2.4f, 2.6f, 2.8f, 

2.10f, 2.12f
molecular, V:3.12–3.15, 3.13f, 3.22f, 

3.22–3.23, 3.23f
in multilayer reflectors, IV:7.40–7.41, 7.41f
multiphonon, IV:5.16–5.17, 5.17t, 5.18f
in neutron optics, V:63.6
nonlinear, IV:16.7–16.9
by organic detritus, IV:1.25–1.27, 1.25t, 1.26f
in overdense plasmas, IV:21.47f, 21.47–21.48
phonon, IV:5.13–5.16, 5.15f
photo-, V:36.1
in photonic crystal fibers, V:11.20f, 

11.20–11.21
by phytoplankton, IV:1.23–1.25, 1.24f–1.25f
quantum resonance, II:22.16, 22.17
and reabsorption of spectra, V:56.8
resonance, IV:21.47f, 21.47–21.48
by sea water, IV:1.21, 1.22t
in solids, IV:8.27–8.28
spectral, IV:1.26f, 1.26–1.27
stimulated, II:16.7–16.8, 16.8f
superlinear, IV:5.57
two-photon, IV:5.56
by water, IV:1.20–1.29
and x-ray optics, V:26.7

Absorption coefficient(s), II:32.2–32.4, 32.3f; 
IV:1.23t

for optical constants, IV:5.9–5.10
of pin photodiodes, II:25.8, 25.9f

Absorption coefficient(s) (Cont.):
spectral

of natural waters, IV:1.27f
for phytoplankton, IV:1.24, 1.24f, 1.25f, 

1.25t
of visible array detectors, II:32.2–32.3, 32.3f
of water, IV:1.5t, 1.7f, 1.10, 1.17, 1.18t

natural water, IV:1.20–1.21
sea water, IV:1.21, 1.22t

Absorption coefficient dependence, IV:5.20, 5.21f
Absorption cross section, I:7.5, 31.3
Absorption index, I:12.6
Absorption rate, II:23.8
Absorption saturation, IV:16.21f, 16.21–16.22
Absorption spectrum, IV:5.12, 22.6, 22.6f, 22.7f
Absorption transitions:

direct interband, IV:5.22f–5.23f, 5.22–5.23, 
5.25f

indirect, IV:5.22–5.24, 5.24f–5.25f
ac Kerr effect, V:7.11
Ac lamps, II:15.32f
ac Stark effect, IV:16.3t, 16.7
Acceleration:

bubble, IV:21.41–21.42, 21.42f
direct laser, IV:21.43
electron, IV:21.39–21.42, 21.40f
MeV proton, IV:21.54, 21.54f
plasma beat wave, IV:21.41
target normal sheath, IV:21.54

Accent lighting, II:40.14, 40.14f
Acceptance (étendue), I:1.22, 1.81, 13.7
Access time, for optical disk data, I:35.6
Accessories, for cameras, I:25.16–25.17, 25.18f
Accommodating intraocular lenses, 

III:14.29–14.30, 21.1, 21.14, 21.18–21.19
Accommodation, III:1.3, 1.29–1.36, 12.3, 21.2

accuracy of, III:1.32–1.34, 1.33f, 1.34f
in aging eyes, III:1.35f, 1.35–1.36, 14.4, 21.3
application to instrumentation, III:1.34–1.35
and change in lens, III:1.5
with computer work, III:23.10–23.11
defined, III:12.1, 13.1, 16.1, 21.1, 23.1
dynamics of, III:1.31f, 1.31–1.32
and extraocular muscle movement, III:12.16
fluctuations in, III:1.32
with head-mounted displays, III:13.31, 

25.10–25.12
and ocular aberration, III:1.17–1.18
and presbyopia, III:14.8, 14.9f, 14.29–14.30
and refractive errors, III:12.15–12.16
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I.4  INDEX

Accommodation (Cont.):
and spherical ametropias, III:16.5
stability of, III:1.32
vergence input, III:1.29, 1.30, 1.34

Accommodative demand, III:13.30
with contact lenses, III:20.26–20.30, 

20.27f–20.29f, 20.29t
defined, III:20.1

Accommodative miosis, III:1.30
Accordion solutions, IV:15.28
Accuracy:

of absolute measurements, II:34.21
of CGHs, II:14.6f, 14.6–14.7, 14.7f
as measure of systemic errors, II:12.2

Acellular, III:16.1
Achromatic antireflection coatings, IV:7.29
Achromatic beam splitters, IV:7.62f–7.65f, 

7.62–7.65
Achromatic detection:

and chromatic adaptation, III:11.47–11.49, 
11.48f

measurements favoring, III:11.37
Achromatic doublets (lenses), I:17.22–17.25, 

17.23f–17.25f, 17.24t
Achromatic lenses, athermalized, II:1.16, 1.16f
Achromatic mechanism (color vision), 

III:11.1, 11.37
Achromatic retardation plates, I:13.48–13.52, 

13.50f, 13.53t
Achromatic signals, multiplexing of chromatic 

signals and (color vision), III:11.76–11.79, 
11.78f

Achromaticity, of fiber-based couplers, 
V:16.3–16.4

Achromatism, II:1.14–1.15, 1.15f
Acktar black coatings, IV:6.55
Acoustic optical modulators (AOMs), IV:14.19, 

20.13
Acoustic phonons, IV:5.14–5.16
Acoustically rotated tangential phase matching, 

V:6.26f, 6.27
Acousto-optic cells, I:11.8–11.9, 11.9f
Acousto-optic correlators, I:11.10–11.12, 11.11f
Acousto-optic devices, V:6.3–6.45

and acousto-optic diffraction, V:6.4, 6.9
Bragg cells (wideband), V:6.30–6.31, 6.31t
deflectors, V:6.22–6.29, 6.24f, 6.26f, 6.28f, 

6.29t
figures of merit for, V:6.16–6.17
materials for, V:6.16–6.22

Acousto-optic devices (Cont.):
modulators, V:6.31–6.35, 6.34t

acousto-optic frequency shifters, V:6.35
and Bragg diffraction, V:6.4, 6.6, 6.7, 6.14
image (scophony), V:6.33, 6.34
principle of operation, V:6.32, 6.32f

optical birefringence in, V:6.17
propagation and attenuation in, V:6.17
theory of acousto-optic interaction, 

V:6.5–6.16
elasto-optic and roto-optic effects, 

V:6.5–6.6
of finite geometry, V:6.14–6.16
frequency characteristics, V:6.12–6.14, 

6.13f, 6.14f
phase matching, V:6.9–6.12, 6.10f
plane wave analysis, V:6.6–6.9

tunable filters as [see Acousto-optic tunable 
filters (AOTFs)]

wideband AO Bragg cells, V:6.30, 6.31t
Acousto-optic diffraction, V:6.4, 6.9
Acousto-optic figures of merit, V:6.16–6.17
Acousto-optic frequency shifters (AOFS), 

V:6.35
Acousto-optic interaction, theory of, 

V:6.5–6.16
elasto-optic and roto-optic effects, V:6.5–6.6
of finite geometry, V:6.14–6.16
frequency characteristics, V:6.12–6.14, 

6.13f, 6.14f
phase matching, V:6.9–6.12, 6.10f
plane wave analysis, V:6.6–6.9

Acousto-optic modulators, V:6.23t, 6.31–6.35, 
6.34t

acousto-optic frequency shifters, V:6.35
image (scophony), V:6.34
principle of operation, V:6.32, 6.32f

Acousto-optic scanners, I:30.44–30.45
Acousto-optic tunable filters (AOTFs), V:6.23t

collinear beam, V:6.43, 6.43f, 6.45t
long-infrared, 6.42
and longitudinal spatial modulation, V:6.12
mid-infrared, V:6.42
noncritical phase-matching, V:6.37, 

6.39–6.42, 6.38f, 6.43t
principle of operation, V:6.36–6.39, 6.37f, 

6.38f
ultraviolet, V:6.40

Actinic effects (of radiation), II:34.6, 34.7
Actinic ultraviolet action spectrum, II:36.17
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Actinometry:
conversions between radiometry/photometry 

and, II:34.12, 34.12t
defined, II:34.7, 34.11

Action spectra (ocular radiation), 
III:7.2, 7.3, 7.4f

Activated phosphor detectors, V:60.7–60.8
Activated-phosphor sources (of radiation), 

II:15.49
Active athermalization, II:6.24, 6.24f
Active autofocus systems, for cameras, 

I:25.11–25.12, 25.12f
Active devices:

fabrication of, I:21.14
for integrated optics, I:21.25–21.31, 

21.26f–21.31f
Active imaging, II:31.29–31.30
Active layer removal, in PIC manufacturing, 

I:21.19
Active mechanical athermalization, II:8.11, 8.11f
Active mode locking, V:20.17
Active nonlinear optical phenomena, IV:5.54, 

5.54t
Active optical limiting, IV:13.1–13.3
Active optics, V:50.1, 50.2
Active pixel sensors, I:26.2, 26.8f, 26.8–26.9
Active scanning, I:30.4
Active-passive transitions, in PICs, 

I:21.19–21.20
Acutance:

defined, II:30.2
of photographic systems, II:29.17–29.19, 

29.18t, 29.19f
Adachi dispersion model, IV:2.15, 2.22
Adaptation:

in aging eyes, III:14.15
in contrast detection, III:2.25–2.27
multiplicative and subtractive, III:2.26
phoria, III:13.21–13.22
in vision, II:40.9
in wearing contact lenses, III:12.12

Adaptive microstructured optical arrays 
(MOAs), V:50.7–50.8, 50.8f

Adaptive optics (AO) (in general), V:5.1–5.46, 
50.1

concepts and components of, V:5.2–5.5, 5.3f
designing systems of, V:5.38–5.46

requirements, V:5.39, 5.40t
results for 3.5-m telescope systems, 

V:5.43f–5.45f, 5.43–5.45

Adaptive optics (AO) (in general), designing 
systems of (Cont.):
results for 10-m telescope systems, 

V:5.45f–5.46f, 5.45–5.46
subaperture size, V:5.40–5.43, 5.42f

as enabling technology, V:5.2
hardware and software implementation for, 

V:5.21–5.38
higher-order wavefront sensing techniques, 

V:5.36–5.37
laser beacons, V:5.27–5.34, 5.28f–5.31f, 

5.33f
real-time processors, V:5.34f, 5.34–5.35, 5.35f
Shack-Hartmann technique, V:5.23f, 

5.23–5.27, 5.25f, 5.26f
tracking, V:5.21–5.23, 5.22f
wavefront correctors, V:5.37–5.38, 5.38f

and imaging through atmospheric 
turbulence, V:4.35–4.36

and turbulence, V:5.5–5.21
anisoplanatism, V:5.19
atmospheric tilt and Strehl ratio, V:5.14, 

5.14f–5.15f
Fried’s coherence diameter and spatial 

scale, V:5.9–5.13, 5.11t, 5.12f, 5.13f
higher-order phase fluctuations, 

V:5.18–5.19
on imaging and spectroscopy, V:5.19f, 

5.19–5.21, 5.20f
Kolmogorov model, V:5.5–5.6
tracking requirements, V:5.15–5.18, 5.17f
variation of n and C2

n parameters, 
V:5.6–5.8, 5.7f, 5.8f

Adaptive optics (AO) (in retinal microscopy 
and vision), III:1.25, 15.1–15.24

AO-controlled light delivery to the retina, 
III:15.22–15.24

alignment, III:15.23
in an AO SLO, III:15.23
conventional AO vision systems, III:15.23
to generate aberrations, III:15.24
longitudinal chromatic aberration, 

III:15.22
measuring activity of individual cones, 

III:15.24
transverse chromatic aberration, 

III:15.22–15.23
uses of, III:15.23–15.24

for correcting monochromatic aberrations, 
III:1.25
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I.6  INDEX

Adaptive optics (AO) (in retinal microscopy 
and vision) (Cont.):

and correction for SCE-1, III:9.5
defined, III:15.1, 17.1
history of, III:15.2–15.3
imaging of the retina, III:15.16–15.22

contrast and resolution, III:15.21–15.22
flood-illuminated AO ophthalmoscope, 

III:15.16f, 15.16–15.17, 15.17f
optical coherence tomography, 

III:15.19–15.21, 15.20f, 15.21f
scanning laser ophthalmoscope, 

III:15.17–15.19, 15.18f, 15.19f, 17.9
implementation of, III:15.7f, 15.7–15.15

control system, III:15.12–15.15
wavefront corrector, III:15.9–15.12, 

15.10f, 15.11f
wavefront sensor, III:15.8f, 15.8–15.9

properties of ocular aberrations, III:15.4–15.7, 
15.5f, 15.6f

wavefront corrector, III:15.9–15.12, 
15.10f, 15.11f

wavefront sensor, III:15.8f, 15.8–15.9
Adaptive optics retina cameras, III:15.3, 15.12 

(see also Ophthalmoscopes)
Adaptive x-ray optics, V:50.1–50.8

hard vs. soft x-ray telescopes, V:50.2
history of, V:50.1, 50.2f
for synchrotron and lab-based sources, 

V:50.2–50.7, 50.4f, 50.6f, 50.8f
Add/drop multiplexers, optical, V:21.2, 21.8, 

21.8f, 21.9f, 21.12
Addition, as analog operation, I:11.2
Additive damping, II:3.18
Additive pulse modelocking (APM), IV:18.3, 

18.14
Additives, polymers as, IV:3.5
Additivity:

in color matching, III:10.8
of color opponency and color appearance, 

III:11.67
with equilibrium colors, III:11.66
field, III:11.51, 11.52f
obedience to Abney’s law, III:10.44, 11.37
Stiles-Crawford effect, III:9.10f–9.11f

Adiabatic approximation, II:23.21 (see also 
Markov approximation)

Adiabatic ionization stabilization, IV:21.20, 
21.21, 21.22f

Adiabatic potentials, IV:21.23, 21.24f

Adjustment tasks:
judgment tasks vs., III:3.2
psychophysical measurement of, III:3.4–3.5

magnitude production, III:3.5
matching, III:3.4–3.5
nulling, III:3.4
threshold, III:3.4, 3.5f

ADONIS system, V:5.35
Advanced Photo System (APS), II:30.21, 30.26, 

30.27t
Advanced X-Ray Astrophysical Facility (AXAF), 

V:44.4, 44.6f, 44.10
Aerial cameras, I:25.20
Aerial images, I:1.26
Aerogels, IV:6.15
Aeroglaze Z series, IV:6.36f, 6.37, 6.37f, 6.39, 

6.39f–6.42f
Aeroglaze Z302, IV:6.14
Aeroglaze Z306, IV:6.14, 6.17, 6.29f, 6.35
Aerosol Polarimeter Sensor (APS), I:15.38
Aerosols, V:3.6, 3.7, 3.10f, 3.10–3.11, 3.11f
Aesthetics and emotional characteristics 

(electronic imaging), III:24.9–24.10
color, art, and emotion, III:24.10
image quality, III:24.9
virtual reality and presence, III:24.9

Affine transformations, I:1.57
Afocal Cassegrain-Mersenne telescope 

objective, I:29.9
Afocal Gregorian-Mersenne telescope objective, 

I:29.12
Afocal lenses, I:18.1–18.22

for binoculars, I:18.13–18.14, 18.14f
catadioptric, I:18.21–18.22, 18.22f
Galilean, I:18.15f, 18.15–18.17, 18.16f
Gaussian, I:1.45, 1.46f, 1.53f, 1.53–1.54, 1.54f
Gaussian analysis, I:18.4–18.6

and focusing lenses, I:18.2–18.4, 18.3f, 
18.5f

and optical invariant, I:18.7
subjective aspects of, I:18.6, 18.7f

Keplerian, I:18.7–18.14
and eye relief manipulation, I:18.8–18.10, 

18.9f, 18.10f
field-of-view limitations in, I:18.11
finite conjugate afocal relays, I:18.11–18.12, 

18.12f
thin-lens model of, I:18.7–18.8, 18.8f

paraxial matrix methods, I:1.70
for periscopes, I:18.19, 18.19f
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INDEX  I.7

Afocal lenses (Cont.):
reflecting, I:18.19–18.21, 18.20f, 18.21f
in relay trains, I:18.17f, 18.17–18.19, 18.18f
for scanners, I:18.13, 18.13f
for telescopes, I:18.10–18.11, 18.11f

Afocal magnification, I:18.5–18.6
Afocal objectives, I:29.9, 29.12, 29.29–29.30
Afocal systems:

as attachments, II:1.8, 1.9f
first-order layout for, II:1.7, 1.7f

After-effect (color vision):
and McCollough effect, III:11.76
and orientation of contours, III:11.75f, 

11.75–11.76
and orientation-selectivity, III:11.80

Afterimage, III:23.1
Against-the-rule astigmatism, III:1.6
Age-related changes in vision, III:1.5, 1.7, 

1.35–1.36, 14.1–14.30
in accommodation, III:1.35f, 1.35–1.36, 

14.4, 21.3
in bovine lenses, III:19.10
changes in the eye causing, III:21.3–21.4
in color vision, III:14.15, 14.17
and demographic changes in world, III:14.2f, 

14.2–14.4
in depth and stereovision, III:14.22
economic/social implications of, III:14.4
and fluorescence, III:1.21
and health implications of living longer, 

III:14.3–14.4
index of diffusion for, III:1.23
and level of aberration, III:1.18
minimal, III:14.22
ocular diseases, III:14.22–14.27

age-related macular degeneration, 
III:14.24–14.25

cataract, III:14.24
diabetic retinopathy, III:14.25–14.26
glaucomas, III:14.26–14.27
life-span environmental radiation damage, 

III:14.22–14.23
in optics, III:14.4–14.14

accommodation and presbyopia, III:14.8, 
14.9f

anterior and posterior chambers, III:14.5, 
14.6

cornea, III:14.5, 14.6f
eye size, III:14.11
lens, III:14.7–14.8

Age-related changes in vision, in optics (Cont.):
pupil, III:14.6–14.7, 14.7f
retina, III:14.9–14.11
tears, III:14.4–14.5
transparency/cataract, III:14.8

presbyopic corrections for, III:14.27–14.30
accommodation restoration, 

III:14.29–14.30
contact lenses, III:14.27–14.28
intraocular lenses, III:14.28–14.29
noncataract related refractive surgeries, 

III:14.29
spectacles, III:14.27

in pupil diameter, III:1.8, 1.18
in retinal image quality, III:14.11–14.14

chromatic aberration, III:14.14
intraocular scatter, III:14.12
monochromatic aberrations, 

III:14.12–14.14, 14.13f
in retinal reflectance, III:1.11
and RMS wavefront error, III:1.15–1.17, 

1.16t
in scattering, III:1.20
in sensitivity, III:14.15, 14.16f
in spatial vision, III:14.17–14.19, 14.18f
in temporal vision, III:14.19–14.21, 14.20f
in transmittance, III:1.9
in visual acuity, III:4.13
in visual field, III:14.21, 14.21f

Age-related macular degeneration (AMD), 
III:14.24–14.25

defined, III:14.1
OFDI at 1050 nm in, III:18.17, 18.17f
OFDI in diagnosis of, III:18.8

Agfachrome, II:29.14
Agile beam steering, I:30.51–30.63

with decentered-lens and mircolens arrays, 
I:30.57–30.60, 30.58f–30.60f, 30.62–30.63

with digital micromirror devices, I:30.60–30.61
with gimbal-less two-axis scanning 

micromirrors, I:30.61–30.62, 30.62f
phased-array, I:30.52–30.57, 30.53f, 

30.62–30.63
Ahrens method of spar cutting, I:13.12
Ahrens Nicol prisms, I:13.16f, 13.17
Ahrens prisms, I:13.14
AHU pelloid, II:30.4
Air cladding, for photonic crystal fibers, 

V:25.2, 25.21
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I.8  INDEX

Aircraft, synthetic aperture radar for, 
I:11.6–11.7, 11.7f

Air-filled photonic crystal fibers, V:25.20–25.21
Air-spaced doublet lens, II:6.7
Air-spaced triplet lens, II:6.21, 6.22f
Airway beacon lamps, II:15.11
Airy diffraction pattern, III:1.12
Airy disks, III:4.1, 4.4f, 4.5; V:37.6

in confocal microscopy, I:28.50
defined, I:3.26
of DIC microscopes, I:28.39
of microscopes, I:28.17–28.19, 28.18f, 28.19f
of solid-state cameras, I:26.15
and vector diffraction, I:3.33

Airy distribution, of thin lenses, V:40.3
Airy equation, I:12.10
Airy pattern, I:17.38
Airy-Drude formula, I:16.5
Akhieser loss, V:6.17
Akzo (company), IV:6.14
Akzo Nobel paints, IV:6.39, 6.42f, 6.43f
Algorithms, singular-value-decomposition, 

V:5.25, 5.26
Alignment:

of eye (see Eye alignment)
of photoreceptors, III:8.5–8.8, 8.6f, 8.7f

A-line, III:18.1
All solid-core photonic crystal fibers, V:25.21
Allan Deviation, II:22.2–22.4
Allan Variance method, II:22.2, 22.3
All-dielectric color selective (dichroic) beam 

splitters, IV:7.65–7.66, 7.67f
All-dielectric reflectors:

broadband, IV:7.39, 7.40f, 7.45f–7.47f, 
7.45–7.47

interference filters with, IV:7.81
Allelotropia, III:13.7
All-fiber monolithic systems (fiber lasers), 

V:25.9–25.11, 25.16f, 25.16–25.18
All-optical switching, in OTDM communication 

networks, V:20.22, 20.23f
Alloy disordering, II:19.24
All-solid band gap guiding fibers, V:11.15, 

11.16, 11.17f
Alphanumeric displays, LED, II:17.31–17.32
Altaite (PbTe), IV:2.40t, 2.44t, 2.48t, 2.52t, 

2.57t, 2.64t, 2.69t
Altenhof objectives, I:29.32–29.33
Alternative Paul three-mirror objective, I:29.28

Alumina (Al2O3), IV:2.38t, 2.46t, 2.47t, 2.50t, 
2.55t, 2.60t, 2.70t, 2.76t

Aluminized phosphor-screen/window assembly, 
II:31.14, 31.15f

Aluminum:
absorptance of, IV:4.40f, 4.48t, 4.51t
anodized, IV:6.5f, 6.38f, 6.58f
black velvet cloth on, IV:6.31f
commando cloth on, IV:6.31f
diamond turning and, II:10.4
flame-sprayed, IV:6.57
grooved and blazed, IV:6.21, 6.24f, 6.25f
optical constants for, IV:4.11
optical properties of, IV:4.12t, 4.20f, 4.21f
penetration depth of, IV:4.47f
physical properties of, IV:4.52t, 4.54t
reflectance of, IV:4.27t–4.28t, 4.40f, 4.44f, 

4.46f
roughened, IV:6.21, 6.22f, 6.30f
sandblasted, IV:6.45f
thermal properties of

coefficient of linear thermal expansion, 
IV:4.56t, 4.57f

elastic properties, IV:4.69t
at room temperature, IV:4.55t
specific heat, IV:4.65t, 4.66f
strength and fracture properties, 

IV:4.70t
thermal conductivity, IV:4.58t, 

4.59f–4.60f
and UV light, IV:6.21

Aluminum alloys:
reflectance of, IV:4.44f
thermal conductivity of, IV:4.59f–4.60f

Aluminum gallium arsenide (AlGaAs) emitters, 
II:17.32

Aluminum gallium arsenide (AlGaAs) LEDs, 
II:17.17, 17.17t, 17.28f

Aluminum gallium arsenide (AlGaAs) quantum 
well photodetectors, II:25.16f, 
25.16–25.17, 25.17f

Aluminum gallium arsenide (AlGaAs) substrate, 
II:17.22

Aluminum gallium nitride (AlGaN) alloy 
photovoltaic detectors, II:24.46

Aluminum gallium nitride (AlGaN) substrate, 
II:17.22

Aluminum indium gallium nitride (AlInGaN) 
material systems, II:18.1–18.2, 18.2f, 18.4
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Aluminum indium gallium phosphide 
(AlInGaP) LEDs, II:17.18, 17.19f

Aluminum indium gallium phosphide 
(AlInGaP) material systems, II:18.1, 18.5

Aluminum indium gallium phosphide 
(AlInGaP) substrate, II:17.22

Aluminum mirrors, II:6.20f; IV:7.106f–7.108f, 
7.106–7.108

Aluminum oxide (Al2O3), V:2.19, 2.19f, 2.21, 
2.22

Aluminum oxynitride (Al23O27N5) (ALON), 
IV:2.38t, 2.44t, 2.47t, 2.50t, 2.55t, 2.60t, 
2.76t

Alvarez plates, I:22.16
Alvarez-Humphrey plates, I:22.37
Amacrine cells, III:2.10, 2.11
Ambient lighting, II:40.12, 40.13f, 40.15f
Ambient temperature electrical substitution 

radiometers, II:34.27
Amblyopia, III:2.34, 2.35, 12.1, 12.16
American Conference of Governmental 

Industrial Hygienists (ACGIH), III:7.9
American Institute of Physics (AIP), II:36.3
American National Standards Institute (ANSI), 

II:4.11, 36.2; III:7.9, 7.11
American Society for Testing and Materials 

(ASTM), II:37.11; IV:6.17
Ames Perfect Diffuse Reflector, IV:6.7f
Ames Research Center, IV:6.34
Ames 24E, IV:6.7f, 6.26, 6.26f, 6.27f, 6.34
Ames 24E2, IV:6.27f, 6.28f, 6.34
Ametropias, III:1.6–1.7, 12.4, 16.4–16.5, 16.5f

astigmatism, III:16.5–16.6
correcting, III:12.16, 16.8f
defined, III:12.1, 13.1
spherical, III:16.5
uncorrected, III:12.16

AMI (amplified MOS imager) MOS readout, 
II:32.21

Amici lenses, I:17.10, 17.10f
Amici prisms, I:19.3t, 19.11, 19.12f, 20.6f
Ammonium phosphate (NH4H2PO4, ADP), 

IV:2.40t, 2.45t, 2.48t, 2.52t, 2.57t, 2.64t
Ammosoc-Delone-Krainov (ADK) ionization 

rate, IV:21.13
Amorphous materials, IV:2.5, 12.26t [see also 

Glass(es)]
Amorphous silicon photoconductors, II:32.4f, 

32.31, 32.32
Ampere law, IV:2.6

Amplification, II:16.9
chirped pulse, V:25.2, 25.32, 25.33
in color CRTs, III:22.6–22.9, 22.7f
lump, V:21.44
by SOAs, V:19.1f–19.2f, 19.2, 19.22–19.27

CWDM systems, V:19.27
DWDM systems, V:19.25f, 19.25–19.27, 

19.26f
single-channel systems, V:19.22f–19.24f, 

19.22–19.24
Amplified spontaneous emission (ASE), V:9.13, 

10.11, 14.3, 14.6
Amplified spontaneous emission (ASE) noise, 

V:19.3, 19.4f, 19.9, 19.18, 19.24, 19.35
Amplified spontaneous emission (ASE) power, 

V:19.20
Amplifiers, II:27.2

in communication systems, V:9.13–9.14
erbium-doped fiber, V:14.4–14.7, 14.5f, 

21.38f–21.42f, 21.38–21.41
erbium/ytterbium-doped fiber, 

V:14.7–14.8
field-effect transistor, V:13.70
flashlamp pumped Nd:glass, IV:21.5
linear optical, V:19.14, 19.27
lock-in, IV:5.64
optical fiber, V:14.1–14.11, 14.2t
optical parametric, IV:23.13–23.14
parametric, V:11.23, 11.24, 14.10–14.11
praseodymium-doped fiber, V:14.7
properties of, II:16.3
for PZTs, II:22.18
Raman, IV:15.4, 15.4f, 22.15; V:14.8f, 

14.8–14.9, 14.10f, 21.42f–21.44f, 
21.42–21.44

rare-earth-doped, V:14.2–14.4, 14.3f
selection of, II:27.10–27.12
semiconductor optical [see Semiconductor 

optical amplifiers (SOAs)]
semiconductor vs. fiber, V:9.13–9.14
slab-coupled optical waveguide, V:19.21
Ti:sapphire, IV:21.5
transconductance, II:27.11f, 27.11–27.12
voltage, II:27.10–27.11
in WDM networks, V:21.37f, 21.37–21.44
ytterbium-doped fiber, V:14.7

Amplifying media, antireflection coatings for, 
IV:7.26, 7.27

Amplitude, of waves, I:2.4, 2.5, 12.5
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Amplitude division, interference by, I:2.14, 
2.19–2.28

and extended sources, I:2.20
and Fizeau interferometers, I:2.24–2.26, 2.25f
and fringes of equal inclination, I:2.20–2.22, 

2.21f, 2.22f
and fringes of equal thickness, I:2.22–2.24, 

2.23f
and Michelson interferometers, I:2.26f–2.27f, 

2.26–2.28
plane-parallel plate, I:2.19, 2.20f, 2.30f, 

2.30–2.33, 2.32f, 2.33f
thin films, I:2.24

Amplitude gating, II:21.7
Amplitude modulation (AM), II:19.36; 

V:7.22–7.24, 7.23f, 7.24f
Amplitude modulation index, V:7.22
Amplitude penetration depth, I:12.5
Amplitude reflection coefficients, Fresnel, 

I:12.7–12.8, 12.10
Amplitude response, frequency vs., II:22.6–22.7
Amplitude scattering matrix, I:7.10, 7.13 (see 

also Jones matrix)
Amplitude transmission coefficients, Fresnel, 

I:12.8
Amplitude zone plates, V:40.4–40.5, 40.5f
Amplitude-modulated (AM) acoustic waves, 

V:6.32
Amplitude-modulated (AM) systems, optical 

fibers in, V:9.16
Amplitude-shift-keyed (ASK) transmission, 

I:21.30
Amplitude-shift-keying (ASK), V:21.28, 21.29
AMTIR-1 glass, IV:2.43t, 2.49t, 2.54t, 2.59t, 

2.68t
AMTIR-3 glass, IV:2.43t, 2.49t, 2.54t, 2.59t, 2.68t
Analog modulation, V:6.32
Analog optical signal and image processing, 

I:11.1–11.20
Fourier transforms in, I:11.3f, 11.3–11.5, 11.5f
and fundamental analog operations, 

I:11.2–11.3
incoherent processing, I:11.17–11.20, 11.18f, 

11.19f
and spatial filtering, I:11.5–11.6, 11.6f
of synthetic aperture radar data, I:11.6–11.8, 

11.7f–11.8f
of temporal signals, I:11.8–11.12, 11.9f–11.11f
of two-dimensional images, I:11.12–11.17, 

11.13f

Analog to digital conversion, V:20.4, 20.8, 20.8f
Analog transmission, I:21.32–21.34, 21.33f, 

21.34f; V:9.15–9.17, 9.16f
Analytical density, II:29.14
Analytical signal representation, in coherence 

theory, I:5.2–5.3
Analyzed states, of polarizers, I:15.19
Analyzer vectors, I:15.11
Anamorphic afocal attachments (anamorphosers), 

I:18.16f, 18.16–18.17
Anamorphic error control, I:30.49, 30.50
Anastigmatic (term), I:29.36
Anastigmatic objectives, I:29.12–29.13
-ance (suffix), II:35.3; IV:4.5
Anger cameras, V:63.33
Angle a, III:1.20
Angle characteristic function, I:1.14–1.15, 

1.15f, 1.17
Angle measurement, II:12.10–12.17

autocollimeters for, II:12.11f, 12.11–12.12, 
12.12f

interferometric methods of, II:12.14
levels (tools) for, II:12.13f, 12.13–12.14, 

12.14f
mechanical methods of, II:12.10–12.11, 

12.11f
in prisms, II:12.14–12.16, 12.15f–12.17f
theodolites for, II:12.13

Angle of arrival, V:4.23–4.26, 4.25f, 4.26f
Angle of deflection, V:6.40
Angle of incidence, I:1.23, 1.39, 13.48
Angle of incidence, obliquity of, III:8.20
Angle scans, for scatterometers, V:1.14
Angle solves, II:3.6
Angled stripe designs, of SOAs, V:19.8, 19.8f
Angle-of-incidence effects, for cutoff filters, 

IV:7.56
Angle-point characteristic function, I:1.16, 1.17
Angular apertures, of NPM AOTFs, V:6.41
Angular change, of optical beams, I:30.5
Angular correction function, I:5.6, 5.7f
Angular dilution, II:39.6
Angular dispersion, V:38.6
Angular distribution, IV:1.12, 21.8–21.9, 21.9f
Angular magnification, I:1.52, 1.78, 18.4
Angular resolution:

in astronomical x-ray optics, V:47.10–47.11, 
47.11f

in Wolter x-ray optics, V:47.2f, 47.2–47.3
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Angular resolution, in diffraction-limited eye, 
III:1.12

Angular scan, I:30.28–30.29
Angular sensitivity, in two-material periodic 

multilayers theory, IV:7.37
Angular spectrum of plane waves (ASW) 

approach, V:6.14–6.15
Angular spectrum representation, I:5.14f, 

5.14–5.15
Angular uniformity, II:39.31
Anharmonic oscillator model, of second-order 

nonlinear optical susceptibility, 
IV:10.7–10.9, 10.8f

Aniridia, III:9.1
Aniseikonia, III:1.41–1.42

binocular factors in, III:12.16–12.17
defined, III:9.1, 12.1, 13.1, 25.1
distortion from interocular aniso-

magnification, III:13.17–13.18
Anisometropia, III:1.7, 1.41, 1.42

binocular factors in, III:12.16–12.17
defined, III:12.1, 23.1
interocular blur suppression with, 

III:13.18–13.19
as problem with computer work, III:23.11

Anisophoria, optically induced, III:13.26
Anisoplanatism, V:5.19

and laser beacons, V:5.27–5.29, 5.28f–5.30f
and subaperture size, V:5.42–5.43

Anisotropic acoustic beam collimation, V:6.25
Anisotropic crystals, propagation of light and, 

IV:8.8–8.11, 8.9t, 8.10f
Anisotropic diffraction, V:6.10
Anisotropic scattering, IV:12.7
Anisotropy, I:35.26; V:17.2
Annealed proton exchange (APE), V:7.30
Annealed proton exchange (APE) process:

for fiber optic gyroscopes, I:21.35, 21.36, 
21.36t

for LiNbO3 waveguides, I:21.16–21.17
Annealing:

of glass, IV:2.28
of optical surfaces, IV:19.3

Annular flanges, II:6.3–6.4, 6.4f
Annular polynomials:

for defocus, II:11.38f, 11.39
Zernike, II:11.13–11.21, 11.14f, 11.16f, 

11.17t–11.21t
Annular pupils, V:4.10–4.16, 4.11f–4.15f, 4.15t
Annunciator assemblies, II:17.30

Anodes:
in photomultipliers, II:27.6, 27.7, 27.7f
as x-ray tube sources, V:54.8–54.9, 54.12, 

54.13
Anodized aluminum surface, IV:6.5f, 6.38f, 6.58f
Anodized surface treatments, IV:6.44–6.49 

(see also specific anodized treatments, e.g.: 
Martin Black)

Anodized surfaces, IV:6.3t
Anomalous diffraction, I:7.5, 7.6f
Anomalous (negative) dispersion, IV:4.4, 18.11
Anomalous reflection colors, II:30.17
Anomalous skin effect, IV:21.49
ANSI (American National Standards Institute), 

V:23.4, 23.6
Anterior chamber, III:14.5, 14.6, 16.3
Antiblooming, II:32.9, 32.10f
Antiguides, for VCSELs, V:13.46
Antihalation undercoat (AHU) layers, II:30.4
Antimony flint glass, IV:2.43t
Antinodal points, of lens systems, I:17.7
Antiprincipal points, of lens systems, I:17.7
Antireflection (AR) coatings, IV:7.15–7.32; 

V:19.8, 19.8f, 19.20
of absorbing and amplifying media, IV:7.26, 

7.27
homogeneous-layer, IV:7.16–7.23, 

7.17f–7.19f, 7.20t–7.21t, 7.22f–7.23f
inhomogeneous and structured, 

IV:7.23–7.26, 7.24f, 7.26f
at nonnormal angle of incidence, 

IV:7.28f–7.31f, 7.28–7.31
nonoptical properties of, IV:7.31–7.32, 7.32f
surface reflections and optical performance, 

IV:7.15–7.16, 7.16f
of surfaces carrying thin films, IV:7.27–7.28, 

7.28f
universal, IV:7.26, 7.27f

Antiresonance, V:11.12
Antiresonant Fabry-Perot saturable absorber 

(A-FPSA), IV:18.3, 18.11
Anti-Stokes four-wave mixing, coherent, 

IV:15.2t, 15.3t, 15.4, 15.4f
Anti-Stokes scattering, IV:15.1–15.3, 15.3t; V:10.5

coherent Raman, IV:15.4, 15.4f, 15.34, 15.42, 
15.42t, 15.43f

multiple, IV:15.2f
Raman, IV:15.32–15.34, 15.33f, 15.35f
shifted Raman, IV:16.15, 16.15f
stimulated Raman, IV:15.2t
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I.12  INDEX

Anti-Stokes shift, IV:15.2, 15.43
Anti-Stokes waves, IV:15.1, 15.43; V:10.9
AOM transducers, II:22.20
APART (stray light analysis program), II:7.11; 

IV:6.19
Aperture(s), I:1.74–1.76, 1.75f

angular, V:6.41
circular

diffraction of light from, I:3.6f, 3.6–3.7, 
3.7f, 3.9–3.11

Fraunhofer patterns for, I:3.25, 3.26, 3.27f
data about, II:3.4
double-slit, I:3.26–3.28, 3.27f, 3.28f
Gaussian, V:37.6
image space numerical, I:1.79
linear, I:30.54
nonideal, II:34.35f, 34.35–34.36
numerical, I:1.79, 17.9; II:34.20, 39.1; V:9.4, 

25.2, 25.18, 42.2
in optical design software, II:3.6
order-selecting, V:40.4, 40.5
pinhole, V:32.3
rectangular, I:3.19–3.20

Fraunhofer patterns for, I:3.25, 3.26
Fresnel diffraction from, I:3.19–3.20, 3.20f

and subaperture size, V:5.40–5.43, 5.42f
uniformly illuminated, I:30.9, 30.10, 30.10f

Aperture flash mode, II:39.7
Aperture placement (in stray light suppression), 

II:7.5–7.10
aperture stops, II:7.6–7.7, 7.7f, 7.8f
field stops, II:7.7, 7.8f, 7.9f, 34.18–34.19, 

34.19f
Lyot stops, II:7.8f–7.11f, 7.8–7.10

Aperture stops, I:1.74, 1.75f, 17.8, 29.5, 29.36; 
II:1.4, 3.4, 7.6–7.7, 7.7f, 7.8f, 34.18, 34.19f

Aperture-scanning microscopy, I:28.53–28.54
Aphakia, III:12.14, 14.28

correction of, III:12.14–12.15
defined, III:9.1, 12.1, 14.1, 21.1

Aphakic hazard, II:36.17
Aplanatic (term), I:29.36
Aplanatic lenses, I:17.5, 17.11f, 17.11–17.12
Aplanatic objectives, I:29.11–29.13
Aplanatic optical systems, II:34.19–34.20
Aplanats, II:39.8, 39.9f
Apodization, II:39.7; III:6.14, 21.17, 21.18; 

V:17.6–17.7, 17.7f
defined, III:8.1
Stiles-Crawford effect, III:8.8

Apostilb (unit), II:34.43, 36.7, 36.8t
Apovertex surfaces, II:39.11
Apparent optical properties (AOPs), of water, 

IV:1.4, 1.5t–1.6t, 1.12–1.13
Appliqués, black, IV:6.15
Approximate transfer factor (ATF), II:4.1, 4.4
Aqueous humor, III:1.3f, 14.5, 14.6, 14.26, 16.3
Arabidopsis thaliana, V:37.10f, 37.10–37.11
Arbitrary phase profiles, I:23.8
Arbitrary systems, paraxial matrix methods for, 

I:1.67
Arc radiation sources (see specific arcs, e.g.: 

Argon arcs)
Area image sensor arrays, II:32.24–32.32

about, II:32.2
CCD

frame transfer, II:32.26–32.28, 32.27f, 
32.28f

interline transfer, II:32.28–32.32, 
32.29f–32.31f

performance of, II:32.32
image area dimensions for, II:32.25t
MOS, II:32.25–32.26, 32.26f

Area-detection x-Ray imaging, V:61.2, 61.2f
Area-solid-angle-product, I:1.22; II:39.5 (see 

also Étendue)
Argon arcs, II:15.12, 15.13
Argon ion lasers, II:16.14, 16.15f, 16.30
Arrayed waveguide gratings (AWGs), I:21.24
Array-mode selection, semiconductor, II:19.27
Array-mode stability, semiconductor, II:19.27
ARROW structures, V:11.15
Arsenic antisite (AsGa), IV:18.3
Arsenic triselenide glass, IV:2.43t, 2.49t, 2.54t, 

2.59t
Arsenic trisulfide (As2S3), V:12.7
Arsenic trisulfide glass, IV:2.43t, 2.49t, 2.54t, 

2.59t
Artificial sources (of radiation), II:15.3–15.53

about, II:15.3–15.4
commercial, II:15.13–15.53

activated-phosphor sources, II:15.49
blackbody simulators, II:15.14, 15.15f, 

15.16f
carbon arc sources, II:15.21–15.24, 15.23f, 

15.24f, 15.25t–15.27t, 15.28f
concentrated arc lamps, II:15.47–15.48, 

15.48f, 15.49f
glow modulator tubes, II:15.49, 15.50f, 

15.51f, 15.52t
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Artificial sources (of radiation), commercial 
(Cont.):
high-energy sources, II:15.40
high-pressure enclosed arc, II:15.24, 

15.28–15.34, 15.29f–15.35f
hydrogen and deuterium arc lamps, 

II:15.49, 15.53f
incandescent nongaseous sources, 

II:15.15–15.21, 15.17f–15.22f
low-pressure enclosed arc, II:15.35–15.47, 

15.36f, 15.36t–15.43t, 15.44f–15.47f, 
15.46t, 15.47t

special-purpose sources, II:15.53
luminaire optics for, II:40.45f, 40.45–40.47, 

40.46f
and radiation law, II:15.4–15.7, 15.5f, 15.5t, 

15.6f
standardized laboratory sources, II:15.7–15.13

baseline standard of radiation, 
II:15.9, 15.9f, 15.10f, 15.12f

blackbody cavity theory, II:15.7–15.9, 15.8f
working standards of radiation, 

II:15.9–15.13, 15.10f, 15.12f, 15.13f
ASAP (optical software), II:7.25
ASML Alpha Tool, V:34.2, 34.3f
ASP (stray light analysis program), IV:6.19
Aspheric intraocular lenses, III:21.1, 21.10–21.12, 

21.11f, 21.11t, 21.12t
Aspheric lenses, II:39.8, 39.9, 39.9f; III:20.1, 

20.20–20.23, 20.21f–20.23f
Aspheric measuring system, II:10.12f
Aspheric surfaces, II:3.5; IV:3.8–3.9
Aspherical optics fabrication, II:9.7f, 9.7–9.8
Aspherical surfaces:

and axial gradients, I:24.3
and reflective/catadioptric objectives, I:29.3
in systems of revolution, I:1.35

Aspherical wavefront measurement, 
II:13.23–13.27

holographic compensators, II:13.25, 13.25f, 
13.26f

infrared interferometry, II:13.25
Moiré tests, II:13.26–13.27
refractive or reflective compensators, 

II:13.24, 13.24f, 13.25
sub-Nyquist interferometry, II:13.27
two-wavelength interferometry, II:13.25, 

13.26
wavefront stitching, II:13.27, 13.27f

Assembly of polymers, mechanical, IV:3.14f, 
3.14–3.16, 3.15f

Assembly tolerances, II:5.8
Associative memory, optical, IV:12.34
Asthenopia (eyestrain), III:23.2
Astigmatic dial, III:12.7f
Astigmatic difference (term), I:1.43
Astigmatism, I:1.90, 1.91, 29.34, 29.37; II:2.3, 

2.3f; III:1.6, 1.7, 1.7f, 1.18f, 12.4, 16.5–16.6; 
V:13.12, 64.4, 64.6

and binocular instrumentation, 
III:1.41–1.42

and contact lenses, III:20.15
correction of, III:16.9

cylindrical correction, III:13.16, 13.17
with hydrogel contact lenses, III:12.13
with spectacle lenses, III:12.9, 15.2
with spherical contact lenses, III:12.12

defined, III:12.1, 23.1
determining axis of, III:12.6
following cataract surgery, III:21.13
irregular, III:16.6
measuring, III:12.7
off-axis, III:1.18, 1.18f

ASTM (American Society for Testing 
Materials), V:1.4

Astralate aberrations, V:45.4
Astronomical telescopes, I:18.10; II:1.7f
Astronomical x-ray optics, V:47.1–47.11

angular resolution of, V:47.10–47.11, 47.11f
hard, V:47.9–47.10
history of, V:47.1–47.2
Kirkpatrick-Baez optics, V:47.7–47.8, 47.8f, 

47.9f
Wolter, V:47.2f, 47.2–47.7, 47.4f, 47.6f, 47.7f

Astronomy:
radio, I:5.23
x-ray, V:33.1–33.4, 33.3t

Asymmetric color matching, III:11.27, 11.29, 
11.30f

and changes in overall intensity, 
III:11.68

and chromatic adaptation, III:11.69
and color constancy, III:11.71

Athermal glasses, IV:2.26
Athermal laser beam expanders, II:8.13–8.14
Athermalization, II:1.15–1.16, 1.16f, 6.22–6.24; 

IV:3.9
active, II:6.24, 6.24f
intrinsic, II:8.7f, 8.7–8.8
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Athermalization (Cont.):
mechanical, II:8.8–8.12

active, II:8.11, 8.11f
by image processing, II:8.12
part active, part passive, II:8.11–8.12, 8.12f
passive, II:8.8f–8.10f, 8.8–8.10

optical, II:8.12–8.15, 8.13t
about, II:8.12–8.13
athermal laser beam expanders, II:8.13–8.14
diffractive optics usage, II:8.15
of separated components, II:8.14, 8.15
three-material solutions, II:8.14, 

8.14t, 8.15t
passive, II:6.22, 6.23f, 6.24
single material design, II:6.22, 6.23f

Athermalized achromatic lenses, II:1.16, 1.16f
ATM (asynchronous transfer mode), fiber optic 

standards and, V:23.6
Atmosphere, standard, V:3.6–3.11, 3.7t, 

3.8f–3.11f
Atmospheric Infrared Sounder (AIRS), V:3.39
Atmospheric optics, V:3.3–3.45

and absorption of light, V:3.4f, 3.4–3.5
and atmospheric optical transmission, 

V:3.22f–3.27f, 3.22–3.26
and composition of standard atmosphere, 

V:3.6–3.11, 3.7t, 3.8f–3.11f
and global climate change, V:3.43–3.45, 3.44f
and meteorological optics, V:3.40–3.43, 

3.41f–3.43f
remote sensing in, V:3.36–3.40, 3.37f–3.40f
and theory of interaction of light with 

atmosphere, V:3.11–3.22
inelastic optical processes, V:3.21–3.22
Mie scattering, V:3.16–3.18, 3.17f–3.19f
molecular absorption, V:3.12–3.15, 3.13f
molecular emission and thermal spectral 

radiance, V:3.18, 3.20, 3.20f
molecular Rayleigh scattering, 

V:3.15–3.16
surface reflectivity and multiple scattering, 

V:3.21, 3.21f
turbulence in, V:3.26, 3.28–3.36

beam spreading, V:3.32–3.33, 3.33f
beam wander, V:3.31–3.32
imaging and heterodyne detection, 

V:3.34
parameters for, V:3.28–3.31, 3.29f, 3.30f
scintillation, V:3.34–3.36, 3.35f

Atmospheric particles, scattering by, I:7.2

Atmospheric tilt, V:5.14, 5.14f–5.15f
Atmospheric turbulence, imaging through, 

V:4.1–4.37
aberration variance and approximate Strehl 

ratio for, V:4.27–4.28, 4.28f
and adaptive optics, V:4.35–4.36
angle of arrival fluctuations, V:4.23–4.26, 

4.25f, 4.26f
and covariance and variance of expansion 

coefficients, V:4.20–4.22, 4.21t, 
4.22f–4.23f

Kolmogorov turbulence and atmospheric 
coherence length, V:4.7–4.10, 4.8f, 4.9f

long-exposure images, V:4.3–4.7
modal correction of turbulence, V:4.28–4.30, 

4.29t, 4.30f
and modal expansion of aberration function, 

V:4.17f–4.18f, 4.17–4.20, 4.19t, 4.20t
and resolution of telescopes, V:4.2–4.3
short-exposure image, V:4.31f–4.34f,

 4.31–4.35, 4.35t
and systems with annular pupils, 

V:4.10–4.16, 4.11f–4.15f, 4.15t
Atom interferometry, IV:11.22–11.23, 11.24f
Atomic beams:

brightening of, IV:20.27f, 20.27–20.28
collimation of, IV:20.15f, 20.15–20.16
slowing of, IV:20.11–20.13, 20.12f, 20.12t, 

20.13f
Atomic clocks, IV:20.28
Atomic coherence, maximal, IV:14.28–14.32, 

14.29f–14.32f
Atomic energy levels, V:2.2–2.5, 2.4f
Atomic funnels, IV:20.27
Atomic ionization, IV:21.3
Atomic layer deposition, IV:7.11
Atomic (gain) noise, II:23.34–23.35
Atomic oxygen, black surfaces and, 

IV:6.16–6.17
Atomic resonance, IV:22.2–22.9, 22.3f

about, IV:22.2–22.5, 22.3f
double, IV:22.5–22.9

features of, IV:22.5–22.6, 22.6f
tunable double resonance, IV:22.6–22.9, 

22.7f, 22.8f
Atomic scattering, x-ray optics and, 

V:36.1, 36.2f
Atomic spectra, V:2.13
Atomic systems, coherence in, IV:14.4f, 

14.4–14.5
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Atom-laser interactions:
applications of, IV:20.26–20.39

atomic beam brightening, IV:20.27f, 
20.27–20.28

atomic clocks, IV:20.28
Bose-Einstein condensation, 

IV:20.35–20.37, 20.36f
dark states, IV:20.37–20.39, 20.38f
optical lattices, IV:20.31–20.34, 

20.32f–20.34f
ultracold collisions, IV:20.28–20.31, 

20.30f, 20.31f
cooling atoms with, IV:20.3–20.21

below Doppler limit, IV:20.17–20.21, 
20.18f–20.20f

history of, IV:20.3–20.4
optical molasses, IV:20.13–20.17, 

20.14f–20.16f
properties of lasers, IV:20.4–20.6
slowing atomic beams, IV:20.11–20.13, 

20.12f, 20.12t, 20.13f
theoretical description, IV:20.6–20.11, 

20.9f
trapping atoms with, IV:20.21–20.39

magnetic traps, IV:20.21–20.23, 20.22f
magneto-optical traps, IV:20.24f, 

20.24–20.25, 20.26f
optical traps, IV:20.23f, 20.23–20.24

Atoms (generally):
electronic structure of, I:10.12–10.16, 

10.13f–10.15f
in motion, IV:20.8–20.10, 20.9f
multielectron, I:10.10–10.11
one-electron, I:10.7–10.9, 10.8f, 10.9f
spectra of, I:10.3
trapping of neutral (see Trapping atoms)
two-level, IV:20.6–20.8

Atoms, strong field interactions with, 
IV:21.10–21.21

above threshold ionization, IV:21.14–21.17, 
21.15f, 21.16f

ionization stabilization, IV:21.20–21.21, 
21.22f

Keldysh parameter, IV:21.10
multiphoton and quasi-classical regimes, 

IV:21.10
multiphoton ionization, IV:21.10–21.12, 

21.11f
relativistic effects, IV:21.19–21.20, 

21.21f

Atoms, strong field interactions with (Cont.):
rescattering effects, IV:21.18f, 21.18–21.19, 

21.19f
tunnel ionization, IV:21.12f, 21.12–21.14, 

21.14f
Atrophic (dry) age-related macular 

degeneration, III:14.1
AT&T (American Telephone & Telegraph), 

V:21.1
Attention, in human vision, III:24.6, 24.7
Attenuated total reflectance (ATR) waveguides, 

V:12.11
Attenuation:

defined, V:21.13
fiber, V:21.13–21.14
for fiber optic communication links, V:15.7
Lambert-Beer law of, V:63.11
linear, V:31.1, 31.2
neutron, V:63.11–63.12
in optical fibers, V:9.4, 9.5f
in photonic crystal fibers, V:11.19–11.22, 

11.20f, 11.21f
in water

beam, IV:1.40–1.41, 1.41f, 1.42f
diffuse and Jerlov water types, 

IV:1.42–1.46, 1.43t–1.45t, 1.44f, 1.45f
x-ray, V:31.1–31.4, 31.2f, 31.3f

Attenuation functions, of water, IV:1.13
Attenuators:

for fiber-based couplers, V:16.4
for networking, V:18.2, 18.9
neutral, IV:7.105, 7.105f
variable optical, V:21.12, 21.13f

Attosecond optics, II:21.1–21.9
about, II:21.2
driving lasers in, II:21.4–21.6

carrier-envelope offset frequency, II:21.5
carrier-envelope phase, II:21.5f, 21.6
carrier-envelope phasemeter, II:21.6
chirped pulse amplification, II:21.5
chirped pulse amplifiers, II:21.6
single-shot f-to-2f interferometer, II:21.6

high-harmonic generation, II:21.2, 21.2f
phase-matching in, II:21.4
ponderomotive potential in, II:21.3
pulse characterization, II:21.8f, 21.8–21.9

attosecond streak camera, II:21.9
FROG-CRAB, II:21.9
RABITT, II:21.9
second-order autocorrelator, II:21.9
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Attosecond optics (Cont.):
pulse generation, II:21.6–21.8, 21.7f

amplitude gating, II:21.7
attosecond pulse train, II:21.6, 21.7
double optical gating, II:21.8
polarization gating, II:21.7–21.8
two-color gating, II:21.7

quantum trajectories in, II:21.3–21.4
semiclassical model of, II:21.3
single isolated pulses in, II:21.4
strong field approximation in, II:21.3

Attosecond pulse, II:21.8f, 21.8–21.9
attosecond streak camera, II:21.9
FROG, II:21.9
FROG-CRAB, II:21.9
generation of, II:21.6–21.8, 21.7f; IV:21.31

amplitude gating, II:21.7
attosecond pulse train, II:21.6, 21.7
double optical gating, II:21.8
polarization gating, II:21.7–21.8
two-color gating, II:21.7

RABITT, II:21.9
Attosecond pulse train, II:21.6, 21.7
Attosecond streak camera, II:21.9
Auger cascades, V:59.4
Auger energies, V:36.3t, 36.9t
Auger excitation peaks, V:29.3
Auger recombination, V:13.27–13.28
Augmented resolution, I:30.12–30.14, 30.13f
Augur recombination, II:19.17, 19.17f
Autocollimeters:

angle measurement with, II:12.11f, 
12.11–12.12, 12.12f

curvature measurement with, II:12.19–12.20, 
12.20f

defined, II:12.11–12.12
Autocorrelation noise, III:18.11–18.12
Autocovariance (ACV) function, V:44.13
Autofocus, of cameras, I:25.11–25.15, 

25.12f–25.15f
Autofocus SLRs, I:25.12–25.14, 25.13f
Autokeratometers, III:12.6
Automatic brightness control (ABC), II:31.18
Automatic focusing, optical disks and, 

I:35.12–35.14, 35.13f
Automatic spherometers, II:12.19
Automatic tracking, on optical disks, 

I:35.14f–35.16f, 35.14–35.17
Autorefractors, III:12.6
Autoset levels (tools), II:12.14, 12.14f

Avalanche multiplication, II:25.9
Avalanche photodetectors (APDs):

high-speed, II:26.17–26.20, 26.18f, 26.20f, 
26.21f

improvements in, II:26.3
Avalanche photodiode (APD) receivers, V:9.8, 

9.10–9.11
Avalanche photodiodes, II:24.62–24.70, 

24.63f–24.70f, 24.72f, 24.72–24.73, 24.73f, 
25.8–25.10, 25.9f; V:13.63, 13.71–13.73

defined, II:24.10
germanium, II:24.70f, 24.72f, 24.72–24.73, 

24.73f
InGaAs, II:24.66f–24.69f, 24.66–24.70
silicon, II:24.62–24.65, 24.63f–24.66f

Average degree of polarization (average DoP), 
I:14.32–14.33

Average unregistered detected point spread 
function (AUDPSF), V:44.14, 44.15f

Avogadro’s number, II:34.11
Axial ametropia, III:20.1
Axial and circumferential slope errors, 

V:45.7–45.8
Axial aniseikonia, III:13.17, 13.18
Axial astigmatism, I:29.34, 29.37
Axial chromatic aberration, II:1.14, 2.2, 2.3f
Axial color, I:1.91, 29.9, 29.37
Axial edge lift, III:20.1
Axial gap prevention, II:6.21, 6.22f
Axial gradient lenses, I:24.3–24.5, 24.4f
Axial gradients, III:19.5
Axial image point, I:1.27
Axial (longitudinal) magnification, I:1.28, 1.52, 

17.5
Axial rays, II:1.4, 1.11f, 1.12
Axial resolution, III:18.1
Axial thickness, of polymers, IV:3.10
Axicons, I:11.7, 11.7f
Axis wander, of prisms, I:13.15
AxoScan Mueller matrix polarimeters, I:15.33
Azimuth, I:15.10, 16.16
Azimuth angle, II:35.5
Azomethine dyes, II:30.10f

excited state properties of, II:30.11–30.12, 
30.12f

formation of, II:30.10
photochemistry of, II:30.11

Babinet compensators, I:13.53–13.55, 13.54f
Babinet principle, I:3.9–3.11, 3.10f, 3.11f, 3.13
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Babinet-Soleil compensators, I:13.55f, 
13.55–13.56; V:7.22

Back central optical radius (BCOR), III:20.3
Back focal length (BFL), of camera lenses, 

I:27.2, 27.3f–27.5f, 27.7f–27.16f, 
27.18f–27.22f, 27.25

Back light, II:40.43, 40.44f
Back vertex power (BVP), III:12.1, 20.1

contact lenses, III:20.7–20.8, 20.8t
spectacle lenses, III:12.9

Background temperature, II:24.10
Background-limited performance (BLIP), of 

infrared detector arrays, II:33.24
Backing, film, II:29.4
Backlighting, II:40.1, 40.12, 40.47, 40.47f, 

40.48f
Backscatter and backscattering, II:20.13–20.15, 

20.15f
coherent, I:9.14f, 9.14–9.15
enhanced, I:6.5f, 6.5–6.7

Backward Brillouin scattering, V:11.25
Backward Raman amplifiers, IV:15.4, 15.4f
Backward Raman generators, IV:15.4, 15.4f
Backward Raman scattering, IV:15.41, 21.38f, 

21.39
Backward trace, II:39.7
Bacteria, in water, IV:1.14
Baffles:

cone-shaped secondary, II:7.3f, 7.3–7.4, 7.4f
design of, IV:6.19
in extreme environments, IV:6.18
with integrating cavities, II:39.26
in lighting design, II:40.41, 40.45f, 40.46
selection process for black, IV:6.10f–6.11f, 

6.10–6.12, 6.12t–6.13t
shields for, II:7.9f, 7.9–7.10, 7.10f
in stray light suppression, II:7.10, 7.11
two-stage, II:7.10

Baker relays, I:18.18, 18.18f
Baker super-Schmidt objective, I:29.21
Baker-Nunn objective, I:29.22
Balanced spherical aberrations, II:11.30
Ball Black, IV:6.5f, 6.6f, 6.50, 6.51f, 6.53f
Ballasts:

in fluorescent lamps, II:40.32–40.33
in HID lamps, II:40.36

Ballistic neutron guides, V:63.17–63.18
Balloon payloads, in astronomical x-ray optics, 

V:47.10
Balmer a-spectra, I:10.7–10.8, 10.8f

Balmer b-transition, I:10.9
Band edges, of photonic crystal fibers, 

V:11.9–11.10
Band gap energy, V:19.2
Band pass, II:38.8
Band structures:

defined, IV:9.3
of solids, IV:8.24–8.27, 8.26f

Band-filling modulators, V:13.62
Bandpass filters, IV:7.73–7.96

about, IV:7.73, 7.77f–7.78f, 7.77–7.78
angular properties of, IV:7.91–7.94, 7.92f, 

7.93f
with multiple peaks, IV:7.90, 7.91f
narrow- and medium-, IV:7.78–7.83, 7.79f, 

7.80f, 7.82f–7.88f
nonpolarizing, IV:7.66, 7.67f
square-top multicavity, IV:7.82f–7.88f, 

7.82–7.83
stability and temperature dependence of, 

IV:7.94
very narrow, IV:7.83, 7.88–7.89, 7.89f
wedge filters, IV:7.90, 7.91, 7.91f
wide, IV:7.90, 7.90f
wide-angle, IV:7.93f, 7.93–7.94
for XUV and x-ray regions, IV:7.94–7.96, 

7.95f–7.96f
Bandpass response, in acousto-optic interaction, 

V:6.15–6.16
Bandwidth:

of amplifiers, II:27.10
defined, V:20.1
fiber, V:21.2f, 21.2–21.3
gain-bandwidth, II:26.17
normalization of, II:36.14–36.16, 36.15t, 

36.16f
of photomultipliers, II:27.7

“Bang-bang” zoom, II:1.12
Banker lamps, II:40.12, 40.46, 40.46f
Bar spherometers, II:12.19, 12.19f
Bar-code reading, II:17.34
Bare source light, II:40.43
Bare states, IV:14.3
Barium beta borate (BBO), IV:2.38t, 2.46t, 

2.47t, 2.50t, 2.55t, 2.60t, 2.75t, 17.1, 18.12
Barium beta borate (BBO) optical parametric 

oscillators, IV:10.18, 10.19f
Barium crown glass, IV:2.41t
Barium dense flint glass, IV:2.42t
Barium flint glass, IV:2.42t
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Barium fluoride (BaF2), IV:2.38t, 2.44t, 2.47t, 
2.50t, 2.55t, 2.60t, 2.69t, 2.76t

Barium strontium titanate (BST), II:28.11, 28.12
Barium titanate (BaTiO3), IV:2.38t, 2.44t, 2.47t, 

2.55t, 2.76t, 12.13t, 12.14–12.16, 12.16f
Barrel distortion, I:1.91
Barrel length (BRL), of camera lenses, 

I:27.3f–27.5f, 27.7f–27.16f, 27.
18f–27.22f, 27.25

Barrier suppression ionization (BSI), IV:21.14, 
21.14f

Barrier suppression ionization thresholds, 
IV:21.26, 21.27f

Baryta layer, II:30.5
Base curve:

of contact lenses, III:12.1, 12.12
of spectacle lenses, III:12.1, 12.9

Base curve radius (BCR):
for contact lenses, III:20.3, 20.4f, 20.5
defined, III:20.1

Baseline, III:13.1
Batman doping, V:25.20
Batwing lenses, II:40.12
Baud rate, II:17.33
Beacon lamps, airway, II:15.11
Beacons, laser, V:5.27–5.34

focus anisoplanatism, V:5.27–5.29, 5.28f–5.30f
mesopheric sodium laser beams, V:5.32–5.34, 

5.33f
Rayleigh, V:5.30–5.32, 5.31f

Beam attenuation, in water, IV:1.13, 1.40–1.41, 
1.41f, 1.42f

Beam attenuation coefficient, IV:1.7f, 1.10
Beam cleanup, IV:12.30
Beam deviation and displacement, I:19.2
Beam diffusers, I:23.13
Beam propagation, split-step, IV:12.10
Beam propagation method (BPM), I:21.8
Beam separators, III:5.10
Beam shapers and shaping:

in binary optics, I:23.13
for optical disks, I:35.8, 35.9f, 35.10f

Beam spatial coherence, V:58.4
Beam splitters (BSs), I:13.41–13.42; II:13.7, 

34.32; III:5.9f, 5.9–5.10; IV:7.61–7.67, 
7.62f–7.68f, 23.2, 23.2f, 23.14; V:18.6, 18.6f

Beam spreading, V:3.32–3.33, 3.33f
Beam steering, V:6.27–6.29, 54.11 (see Agile 

beam steering)
Beam transformers, II:39.18, 39.18f

Beam walkoff time, IV:15.30
Beam wander, V:3.31–3.32
Beam-forming illumination systems, II:39.22, 

39.39
Beamlines, for multilayer Laue lenses, 

V:42.9f–42.12f, 42.9–42.10
Beam-smearing faceted reflectors, II:39.39
Beam-splitter gratings, I:23.11, 23.12

Dammann approach, for binary gratings, 
I:23.12

Beam-splitter prisms, I:13.18–13.22
Foster, I:13.7, 13.18f, 13.21–13.22
Glan-Thompson, I:13.18f, 13.22
Rochon, I:13.7, 13.18f, 13.18–13.21, 13.24
Sénarmont, I:13.7, 13.18, 13.18f, 13.21
Wollaston, I:13.7, 13.18, 13.18f, 13.21, 13.24

Beating (phenomena), IV:18.19
Becke line, I:28.27
Beer-Lambert law (Beer’s law), II:16.9, 34.35, 

38.5; III:2.7; V:3.11, 3.20, 3.21
Beer’s law, IV:8.7, 8.28
Beilby-layer polarizers, I:13.28
Bell-clamping (edging fabrication step), II:9.6
Bellcore, II:19.39, 19.41
Bend, of liquid crystals, V:8.22, 8.23f
Bend loss, of photonic crystal fibers, V:11.21f, 

11.21–11.22
Bendable optics, V:50.3–50.4, 50.4f
Bending magnet synchrotron radiation sources:

brightness of, V:55.9
power of, V:55.8f, 55.8–55.9
radiation from, V:55.3–55.6, 55.5f, 55.6f

Benes architecture, for switches, I:21.34–21.35
Bent crystals, V:39.5f–39.6f, 39.5–39.6
BepiColombo mission, V:49.6
Berremann calculus, I:15.32
Bertrand lenses, I:28.8, 28.44f
Bertrand-type Feussner prisms, I:13.23
Beryllium:

absorptance of, IV:4.48t, 4.50t
optical constants for, IV:4.11
optical properties of, IV:4.12t, 4.21f, 4.26f
penetration depth of, IV:4.47f
physical properties of, IV:4.52t, 4.54t
reflectance of, IV:4.28t–4.29t, 4.45f, 4.46f
surfaces of, IV:6.51, 6.52, 6.53f, 6.58f
thermal properties of

coefficient of linear thermal expansion, 
IV:4.56t, 4.57f

elastic properties, IV:4.69t
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Beryllium, thermal properties of (Cont.):
at room temperature, IV:4.55t
specific heat, IV:4.65t, 4.68f
strength and fracture properties, IV:4.70t
thermal conductivity, IV:4.58t, 4.59f–4.60f

Bessel functions, I:7.12, 7.14–7.15, 17.38, 28.17; 
III:8.1, 8.13, 8.22; V:6.6

Best-correction, III:1.6
Beta cloth, IV:6.57, 6.58f
Betatron resonance, IV:21.42–21.43
Bevel gauges, II:12.10, 12.11, 12.11f
Bevel placement (on vanes), II:7.13, 7.14f
Bezold-Brücke hue shift, III:11.1, 11.67f, 

11.67–11.68
Bias, of electroabsorption modulators, V:13.59
Bias angle, II:31.13
Biased pin photodetectors, II:26.6f
Biaxial crystals, IV:8.8, 8.9t, 8.10, 8.10f
Bichromatic test mixtures, sensitivity to, 

III:11.39, 11.40
Biconical reflectance, II:35.5t, 35.6f, 35.6t
Bidirectional reflectance distribution func-

tion (BRDF, BDRF), I:8.4, 15.38f–15.40f, 
15.38–15.39; II:7.1, 7.18–7.19, 7.22, 35.5, 
35.5t, 35.6f, 35.6t, 35.13, 37.9; V:1.4–1.6, 
1.5f, 3.21

Bidirectional scatter distribution function 
(BSDF), II:7.2, 7.23, 7.24f, 7.25f, 35.13; 
IV:6.1, 6.9–6.10, 6.18–6.19; V:1.6–1.7

Bidirectional scatter distribution function 
(BSDF) scatterometers, V:1.8, 1.8f

Bidirectional transmittance distribution 
function (BTDF), II:35.3, 35.13; V:1.6

Bifocal jump, with monocular magnification, 
III:13.15f, 13.15–13.16

Bifocal lenses, I:23.12, 23.12f; III:12.10f, 14.27
contact lenses, III:12.13, 14.28
intraocular lenses, III:14.28
for presbyopia, III:12.8, 12.10
vertical prism introduced by, III:13.28–13.29

Bihemispherical reflectance, II:35.5t, 35.6f, 35.6t
Billet’s split lens, I:2.16, 2.17f
Bimorph mirrors, III:15.1, 15.10, 15.10f, 15.11; 

V:5.37, 5.37f, 50.4, 50.4f, 50.6f
Binary digits, in OTDM networks, V:20.8
Binary optics, I:23.1–23.17

fabrication of
mask layout, I:23.14–23.16, 23.15f, 23.15t
micromachining techniques, I:23.16, 

23.16f, 23.17

Binary optics (Cont.):
and geometrical optics, I:23.2–23.9

aberration correction, I:23.4–23.7, 23.5f, 
23.6f

analytical models, I:23.2–23.4, 23.6
micro-optics, I:23.7f–23.8f, 23.7–23.8
optical performance, I:23.8–23.9, 23.9f, 

23.10t
and scalar diffraction theory, I:23.10–23.13, 

23.11t, 23.12f, 23.13f
and vector diffraction theory, I:23.13–23.14, 

23.14f
Binary units, for electro-optic modulators, 

V:7.27
Binning, II:38.10
Binocular cues, III:13.3, 13.7
Binocular disparities, III:2.40, 13.1, 13.4–13.5

induced by prisms or lenses, III:13.28
and perceived direction, III:13.7–13.8

Binocular field, III:1.3
horizontal angular extent of, III:1.38f
stereopsis in, III:1.38–1.42

Binocular fusion, III:13.1, 13.12–13.13
Binocular instrumentation:

and chromostereopsis, III:1.20
differential focusing for, III:1.7
tolerances in, III:1.41–1.42

Binocular parallax, III:13.1, 13.22
Binocular rivalry, III:13.1, 13.19
Binocular rivalry suppression, III:13.12, 13.33
Binocular stereoscopic discrimination, 

III:2.40–2.41, 2.41f
Binocular vision factors, III:13.1–13.35

in computer work, III:23.11
coordination of eyes, III:13.20–13.25

binocular parallax, III:13.22
cross-coupling and direction/distance of 

gaze, III:13.23f, 13.23–13.24
defocus and efforts to clear vision, 

III:13.22–13.23
intrinsic stimuli to vergence, III:13.21–13.22
perceived distance, III:13.24
zone of clear and single binocular vision, 

III:13.24–13.25, 13.25f
distortion by monocular magnification, 

III:13.13–13.16
bifocal jump, III:13.15f, 13.15–13.16
from convergence responses to prism, 

III:13.19
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Binocular vision factors, distortion by 
monocular magnification (Cont.):
discrepant views of objects/images, 

III:13.16
motion parallax, III:13.14–13.15
perspective distortion, III:13.13, 13.14f
stereopsis, III:13.13, 13.14

distortion from interocular aniso-
magnification, III:13.16–13.19

aniseikonia, III:13.17–13.18
interocular blur suppression with 

anisometropia, III:13.18–13.19
lenses and prisms, III:13.16–13.17, 13.17f

eye alignment, III:13.20–13.25
magnification induced errors of, 

III:13.25–13.27
prism induced errors of, III:13.27–13.29

eye movements, III:13.19–13.20
focus and responses to distance, III:13.30
fusion and suppression, III:13.12–13.13
gaze control, III:13.29–13.30
and head mounted visual display systems, 

III:13.31–13.35
distance conflicts, III:13.31–13.32
optical errors, III:13.34–13.35
spatial location conflicts, III:13.33, 13.34f
visual-vestibular conflicts, III:13.32–13.33

lens effects on vergence and phoria, 
III:13.25–13.27

perceived direction, III:13.7–13.10
corresponding retinal points, III:13.8
horopter, III:13.8–13.9, 13.9f, 13.10f
vertical horopter, III:13.9

perceived space, III:13.3–13.7
binocular cues, III:13.7
extraretinal information for eye 

movements, III:13.7
kinetic cues, III:13.4–13.7, 13.5f, 13.6f
monocular cues, III:13.3–13.7

prisms
distortion from interocular aniso-

magnification, III:13.16–13.17
effects on vergence and phoria, 

III:13.25–13.27
errors of alignment with, III:13.25–13.29

in refractive errors, III:12.15–12.17
aniseikonia, III:12.16–12.17
anisometropia, III:12.16–12.17
convergence and accommodation, 

III:12.15–12.16

Binocular vision factors (Cont.):
stereopsis, III:13.11f, 13.11–13.12
visual field, III:13.3

Binocularity, III:23.1
Binoculars, I:18.13–18.14, 18.14f
Binomial vectors, of space curves, I:1.19
Biological waveguides, III:8.1–8.29

in cochlear hair cells and human hair, 
III:8.24–8.26

in fiber-optic plant tissues, III:8.26–8.28, 
8.27f

models of, III:8.8–8.15, 8.13f, 8.14f
physical assumptions in, III:8.22
and propagation of light, III:8.21, 8.22
retinal layer of rods and cones, III:8.8–8.9, 

8.9f, 8.10f, 8.12–8.15
three-segment model, III:8.9, 8.11–8.15

and photoreceptors, III:8.3–8.5
modal patterns in monkey/human 

receptors, III:8.19–8.24, 8.22f
orientation and alignment, III:8.5–8.8, 

8.6f, 8.7f
photoreceptor optics, III:8.3
quantitative observations of single receptors, 

III:8.15, 8.16f, 8.17, 8.18f, 8.19f
in sponges, III:8.28–8.29
and Stiles-Crawford effect of the first kind, 

III:8.3
Bio-optical models, of absorption, IV:1.27f, 

1.27–1.29, 1.28t
Biotar lenses, I:17.28
Biphase coding, V:20.9, 20.9f
Biplates, I:13.56
Bipolar cells (retina), III:2.9, 2.10
Bipolar mechanisms (color vision), III:11.1, 

11.80–11.81
Bipolar transistors, II:27.11
Bird-wing mirror, IV:12.7, 12.8f
Birefringence, I:15.6, 15.41; III:1.10, 18.1, 

18.20, 18.22, 18.25, 18.27; IV:8.9, 17.1; 
V:6.17, 8.19, 11.17

Birefringent diffraction bandshapes, V:6.13, 
6.14, 6.14f

Birefringent fibers, V:16.5–16.6
Birefringent phased array deflectors, V:6.29
Birefringent tangential phase matching, V:6.25
Bismuth germanium oxide (Bi12GeO20) (BGO), 

IV:2.38t, 2.44t, 2.47t, 2.50t, 2.55t, 2.60t
Bismuth triborate (BiB3O6) (BIBO), IV:2.38t, 

2.46t, 2.47t, 2.50t, 2.55t, 2.60t, 2.75t, 17.14
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Bistable optical switches, IV:16.31
Bistatic radar cross-section (RCS), in surface 

scattering, I:8.3, 8.4
Bit error rate (BER):

DQPSK and, V:21.34
for fiber optic communications, V:15.1–15.5, 

15.3f, 15.4f, 15.8, 15.13, 15.15, 15.17
Bit rate, for optical fibers, V:9.12
Bitoric lenses, III:20.1, 20.17–20.20, 20.

18f–20.20f
Black absorbers, IV:7.104, 7.105f
Black chrome, IV:6.53, 6.54, 6.54f
Black coatings, IV:6.13t
Black cobalt, IV:6.53, 6.54f
Black dye, IV:6.15
Black felt contact paper, IV:6.30f, 6.32f
Black glass, IV:6.57
Black Kapton, IV:6.57, 6.57f
Black layer system, IV:6.15
Black nickel, IV:6.21, 6.23f
Black paint, IV:6.21, 6.24f
Black surfaces, IV:6.1–6.59

creation of, IV:6.13–6.16
environmental degradation of, IV:6.16–6.18

atomic oxygen effects, IV:6.16–6.17
extreme environments, IV:6.18
outgassing, IV:6.17
particle generation, IV:6.17–6.18

for far-infrared applications, IV:6.21, 
6.26–6.34, 6.28f–6.34f

Ames 24E and 24E2, IV:6.26f, 6.28f, 6.34
Cornell Black, IV:6.26f, 6.27
Infrablack, IV:6.26f, 6.28, 6.28f
multiple-layer approach, IV:6.26, 

6.26f–6.27f
Teflon overcoat, IV:6.27

optical characterization of, IV:6.18–6.21, 
6.20t

paints and surface treatments, IV:6.35–6.58, 
6.37f, 6.43f, 6.53f

Acktar black coatings, IV:6.55
Aeroglaze Z series, IV:6.36f, 6.37, 6.37f, 

6.39, 6.39f–6.42f
Akzo Nobel paints, IV:6.39, 6.42f, 6.43f
anodized processes, IV:6.44–6.49, 6.47f, 

6.48f, 6.51f, 6.53f
black glass, IV:6.57
Black Kapton, IV:6.57, 6.57f
carbon nanotubes and nanostructured 

materials, IV:6.55, 6.59f

Black surfaces, paints and surface treatments 
(Cont.):
Cardinal Black, IV:6.36f, 6.39, 6.44f
Cat-a-lac Black, IV:6.39, 6.42f, 6.53f
DeSoto Black, IV:6.37f, 6.39
DURACON, IV:6.55–6.56
electrically conductive black paint, IV:6.56
electrodeposited surfaces, IV:6.53–6.54, 

6.54f, 6.55f
etching of electroless nickel, IV:6.49–6.50, 

6.50f, 6.51f, 6.53f
flame-sprayed aluminum, IV:6.57
Floquil, IV:6.44
gold blacks, IV:6.57
high-resistivity coatings, IV:6.56
IBM Black (tungsten hexafluoride), 

IV:6.56
ion beam-sputtered surfaces, IV:6.53
Parson’s Black, IV:6.44, 6.53f
plasma-sprayed surfaces, IV:6.50–6.52, 

6.51f–6.53f
silicon carbide, IV:6.56
SolarChem, IV:6.44, 6.48f, 6.53f
specular metallic anodized surfaces, 

IV:6.57, 6.58f
sputtered and CVD surfaces, IV:6.56
3M paints and derivatives, IV:6.35–6.37, 

6.36f, 6.38f, 6.53f
ZO-MOD BLACK, IV:6.56

selection process for, IV:6.10f–6.11f, 
6.10–6.12, 6.12t–6.13t

and substrates, IV:6.34–6.35
types and morphologies of, IV:6.1–6.10, 

6.2t–6.4t, 6.5f–6.8f
for ultraviolet applications, IV:6.21, 

6.22f–6.25f
Black Tedlar, IV:6.57f
Black velvet cloth, IV:6.31f, 6.33f
Black-and-white (B&W) film, II:29.4, 

30.24–30.25, 30.25t
Blackbody cavity theory, II:15.7–15.9
Blackbody D star, II:24.10
Blackbody detectivity, II:24.10
Blackbody noise-equivalent power, II:24.10
Blackbody radiation, II:15.4–15.6, 15.5t

emittance of, II:34.25–34.26
sources of, II:15.14, 15.15f, 15.16f, 

34.23–34.24
temperature vs., II:36.12, 36.12f, 36.14, 36.14f
working standards for, II:15.14, 15.16f
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I.22  INDEX

Blackbody responsivity, II:24.10
Blackbody simulators, II:15.14, 15.15f, 15.16f, 

34.24–34.26
Black-light fluorescent lamps, II:15.35, 15.36t
Blackman window function, V:46.9, 46.10f
Blazing, gratings and, IV:5.60
Bleaching, in film development, II:29.14
Blindness:

from cataract, III:14.24, 21.3
from diabetic retinopathy, III:14.25
economic impact of, III:14.4
flash, II:40.9
from glaucoma, III:14.26
and increasing life span, III:14.3
from uncorrected ametropia, III:12.4

Blink response (of eye), IV:13.1
Blip detector (blip condition), II:24.10
Bloch equations, optical, IV:11.3–11.6
Bloch solution, IV:8.25
Bloch sphere, IV:11.4
Bloch waves, V:11.22
Bloch’s law, III:2.28
Blockage defects, in polycapillary x-ray optics, 

V:53.4, 53.5, 53.5f
Blocked impurity band (BIB), II:33.7
Blocking contacts, II:26.3
Blocking filters, II:38.8
Blocks (optical disk data), I:35.6–35.7
Blood gas analysis, II:17.34
Blooming:

antiblooming, II:32.9, 32.10f
in image sensors, II:32.6, 32.9
thermal, IV:16.22

Blue emitters, in LED technology, II:17.18, 
17.19

Blue light, color film and, II:29.13, 29.13f, 
30.3–30.4

Blue semiconductor lasers, II:19.7
Blue to red (B/R) ratio, III:8.28
Blue-enhanced photodiodes, II:24.55f, 24.61f, 

24.61–24.62, 24.62f
Blue-light photochemical injury, III:7.4, 7.10
Blur, III:1.28

in correction for SCE-1, III:9.4–9.6, 9.14
with monovision, III:14.28
suppression of, III:13.18–13.19, 14.28
(see also Astigmatism; Defocus)

Blur filters, II:32.34, 32.34f
“Boat grown” technique, II:17.21

Bode representation, of servo system, 
II:22.5–22.6, 22.6f

Bohr frequency condition, I:10.4
Bohr’s theory of hydrogen, I:10.3
Bolometers, II:24.5, 28.3–28.5, 28.4f

about, II:28.1
carbon, II:28.5
detectivity of perfect, II:24.17, 24.18f
germanium low-temperature, II:24.31–24.32, 

24.32f, 24.33f
indium antimonide hot-electron, II:24.29, 

24.30, 24.30f, 24.31f
as infrared detectors, II:33.9–33.10
metal, II:28.4, 28.7t
properties of, II:28.7t
resistive arrays of, II:28.10f, 28.10–28.11
semiconductor, II:28.4–28.5
superconducting, II:28.5
thermistor, II:24.24f, 24.24–24.25, 24.25f, 

28.7t
Boltzmann population factor, V:3.14, 3.20
Bombardment, of carbon surface, IV:6.8f
Bonded mountings, II:6.13–6.15, 6.15f, 6.16f
Boresight tolerances, II:5.8
Bormann triangle, V:63.27
Born approximation, III:8.1, 8.15; V:27.2, 63.4, 

63.5
Born series, I:9.4
Born-Oppenheimer approximation, I:10.19, 

10.20, 10.22
Boron, IV:5.82f, 5.83
Boron Black, IV:6.50, 6.51, 6.52f
Boron carbide, IV:6.51
Boron neutron capture therapy (BNCT), 

V:53.19
Boron [10B(n,a)] reaction, V:63.31
Boron-doped silicon (Si:B) detectors, II:24.95f, 

24.96
Borosilocate crown glass, IV:2.41t
Borrmann transmission, V:43.3, 43.3f
Bose-Einstein condensation (BEC), II:23.39; 

IV:14.22, 20.26, 20.35–20.37, 20.36f
Bose-Einstein distribution of states, IV:2.16
Bose-Einstein statistics, II:23.9
Bouillotte lamps, II:40.12, 40.46, 40.46f
Boulder Damage Symposium, IV:19.1–19.2
Boules, glass, II:9.3
Bound excitons, IV:5.26t, 5.29, 5.46
Bound modes, of optical waveguides, 

I:21.3
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Boundary conditions (of optics):
defined, II:3.17
methods for handling, II:3.18–3.19
specification of, II:4.12

Boundary quality, of multilayers, V:41.5–41.7, 
41.7t

Bound-electronic optical Kerr effect, IV:16.3t, 
16.12–16.13, 16.13f

Bovine lenses, III:19.8–19.11, 19.11f
Bowman’s layer, III:16.4
Bowman’s membrane (cornea), III:14.5
Boxcar averaging, of modulated signal sources, 

II:27.13, 27.13f, 27.15
Boynton illusion, III:11.72, 11.73f, 11.78
Brace half-shade plates, I:13.57
Bragg angle, V:6.9, 30.5, 39.3
Bragg cell spectrum analyzers, I:11.9–11.10, 

11.10f
Bragg cells, I:11.11–11.12, 11.19; V:6.27, 6.31t, 

6.30
Bragg condition, V:6.32, 42.3f, 42.4, 42.10, 

42.11f
Bragg diffraction, I:11.9, 11.9f

and acousto-optic modulators, V:6.4, 6.6, 
6.7, 6.14

and brightness of x-ray tube sources, V:54.16
far and near, V:6.8–6.9, 6.12
in neutron optics, V:63.23
order of, V:20.14
and phase matching equations, V:6.11
of x-rays, V:42.2

Bragg fibers, V:11.4
Bragg geometry, for crystal monochromators, 

V:39.2f, 39.2–39.4, 39.3f, 39.6
Bragg gratings, IV:22.9–22.11, 22.10f

and DBR lasers, V:20.14
fiber, V:17.1–17.9

applications, V:17.8f, 17.8–17.9
chirped, V:21.22–21.23, 21.23f, 21.25f, 

21.25–21.26
fabrication, V:17.4–17.8, 17.5f–17.7f
and fiber lasers, V:25.8, 25.16, 25.18, 25.30, 

25.31
long-period gratings vs., V:24.9, 24.11
photosensitivity, V:17.2–17.3
properties of, V:17.3–17.4, 17.4f
sensors based on, V:24.5–24.8, 24.6f–24.7f

volume, V:25.29, 25.30
Bragg limit, V:6.8
Bragg mirrors, V:13.28, 13.44

Bragg planes, of crystal monochromators, 
V:39.1, 39.2, 39.5

Bragg reflection, IV:20.33
of crystals, V:40.9
in interferometers, V:63.26, 63.27
and linear polarization, V:43.2–43.4, 43.3f, 

43.4f, 43.6, 43.8
and liquid crystals, V:8.10
in monochromators, V:39.1, 63.24
and multilayers, V:41.2
and x-ray absorption spectroscopy, V:30.2, 

30.4
Bragg reflection filters, I:21.30
Bragg reflection monochromator, V:39.4, 39.5
Bragg reflector lasers, V:13.7, 13.28–13.29, 

13.29f
Bragg reflectors, I:21.8, 21.30; II:19.41; V:13.45
Bragg regime, I:30.39–30.41, 30.41f, 30.42f
Bragg scattering cross section, V:63.18
Bragg transmission phase retarders, V:43.6
Bragg wavelength, V:17.3, 20.15, 24.7
Bragg-Brentano powder diffractometer, V:28.1, 

28.2f, 28.3, 28.3f
Bragg-Fresnel lenses, V:40.9f, 40.9–40.10
Bragg’s law, V:26.8, 28.3, 30.1, 39.1, 39.4, 43.7, 

63.14, 63.16, 63.24
Bragg-symmetric crystals, V:35.3
Braking radiation (see Bremsstrahlung 

radiation)
Brashear-Hastings prisms, I:19.3t, 19.25, 19.25f
Bravais biplates, I:13.56
Breault Research Organization, IV:6.1
Bremsstrahlung heating, inverse, IV:21.37, 

21.37f
Bremsstrahlung photons, V:63.12
Bremsstrahlung radiation, V:31.3

continuous, V:54.4–54.6, 54.5f
from laser generated plasmas, V:56.1, 

56.8–56.10
from pinch plasma sources, V:57.1
and x-ray fluorescence, V:29.3, 29.5, 29.6, 

29.11
Brewster angle:

and Airy equation, I:12.10
defined, I:12.12
and extinction ratio, I:12.18, 12.22, 12.22f, 

12.23f, 12.24
and polarization, I:12.15
in VUV and x-ray region, V:41.9

Brewster angle prisms, I:13.13
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Brewster angle reflection polarizers, I:12.16f, 
12.16–12.18, 12.17f, 13.34–13.37, 
13.34t–13.36t

Brewster angle transmission polarizers, 
I:12.18–12.24, 12.19t–I:12.20t, 12.21f, 
13.37–13.39, 13.38t–13.39t

Brewster’s angle, IV:8.12, 8.23
Bridge fiber method, of mode matching, 

V:25.17, 25.17f
Bridge mirror, IV:12.7, 12.8f
Bridgeman technique, II:17.21
Bright field microscopy, I:28.25, 28.27f, 

28.27–28.28
Bright (coupled) state, IV:14.4
Brightening, atomic beam, IV:20.27f, 

20.27–20.28
Brightness:

of carbon arcs, II:15.23f
in color CRTs, III:22.7, 22.19
defined, III:11.1, 11.8, 23.1
luminance vs., II:34.40
and luminous efficiency, III:11.70, 11.70f
in monochrome CRTs, III:22.8f
perception of, II:40.4, 40.4f
of scene, II:31.4–31.5
of synchrotron radiation, V:55.1, 55.9
in visual acuity tests, III:4.8
x-ray tube sources, V:54.11–54.15, 

54.13f–54.15f
Brightness matching, III:10.43–10.45
Brillouin frequency shift, V:10.8
Brillouin gain, IV:15.48
Brillouin scattering, I:31.30; IV:21.38

backward, V:11.25
for crystals and glasses, IV:2.27
defined, IV:2.27
forward, V:11.25, 11.26
in measurement, IV:5.76, 5.77
in nonlinear optics, IV:16.14, 16.18–16.19
photonic crystal fibers, V:11.25f, 11.25–11.26
Raman vs., IV:15.1
in solids, IV:8.18
stimulated, V:10.1, 10.7–10.9, 15.8, 21.20, 

25.6 [see Stimulated Brillouin scattering 
(SBS)]

in strong-field physics, IV:21.38
Brillouin spectroscopy, IV:5.57–5.58
Brillouin zone, IV:8.25, 8.26f, 8.27, 8.29, 9.3, 

9.4; V:11.9

Brillouin-enhanced four-wave mixing 
(BEFWM), IV:15.53, 15.54, 15.54f

British Glare Index (CIBSE), II:40.10
Broad bandwidth solid-state lasers, II:16.34f, 

16.34–16.35
Broadband light sources, IV:5.58–5.59
Broadband parametric amplification, IV:18.12
Broadband reflectors, all-dielectric, 

IV:7.45f–7.47f, 7.45–7.47
Broadband SBS slow light, IV:22.15
Broadband transient Raman scattering, 

IV:15.28–15.32, 15.29f
Broadband transmission, V:3.23–3.24, 

3.25f–3.26f
Broadening:

Doppler, V:3.14, 5.32, 56.5
homogeneous, V:20.1
of lineshapes, I:10.7
Lorentzian, V:3.14
pressure, V:56.5–56.6
spectral, V:56.6–56.8
in spectral lines, IV:14.13, 14.14

Bromellite (BeO), IV:2.38t, 2.46t, 2.47t, 2.50t, 
2.55t, 2.60t, 2.70t

Bromine, in light bulbs, II:40.30
Bromyrite (AgBr), IV:2.38t, 2.44t, 2.47t, 2.50t, 

2.55t, 2.60t, 2.69t, 2.76t
Brownian fractals, I:8.9, 8.17
Brownian movement, I:28.28
Bruch’s membrane, III:8.1, 14.25, 18.1
Brunning distance-measuring interferometers, 

II:12.8f, 12.8–12.9
BS-39B glass, IV:2.43t, 2.49t, 2.54t, 2.59t, 2.67t
Bubble acceleration, IV:21.41–21.42, 21.42f
Buckbee Mears wire-grid polarizers, I:13.31
Buffered direct injection (BDI), II:33.19t, 

33.20f, 33.21–33.22
Build-and-test evaluation (for stray light 

suppression), II:7.28
Built-in potential, II:25.6
Bulb blackening, II:40.30
Bulb shield, II:40.45f, 40.46
Bulk (term), IV:4.3
Bulk compound semiconductors, 

IV:12.20–12.21, 12.20t, 12.21f
Bulk electro-optic modulators, V:7.3, 7.16–7.28

amplitude modulation, V:7.22–7.24, 7.23f, 
7.24f

frequency modulation, V:7.24–7.25, 7.25f
phase modulation, V:7.18–7.20
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Bulk electro-optic modulators (Cont.):
polarization modulation (dynamic 

retardation), V:7.20f, 7.20–7.22, 7.21f
scanners, V:7.26f–7.28f, 7.26–7.28

Bulk lasers, V:25.5–25.6
Bulk material photodetectors, II:26.4f, 26.5
Bulk modulus, for metals, IV:4.69t
Bulk-grown materials, II:17.8
Bumper function, III:11.59, 11.60f
Bunches, electron, V:55.17
Bunsen-Kirchhoff spectrometers, I:20.5f
Bunsen-Roscoe law of photochemistry, 

III:7.1–7.3, 7.7
Buried crescent lasers, II:19.24, 19.25f
Buried heterostructure (BH) lasers, II:19.8, 

19.9f, 19.20t, 19.24, 19.36f; V:13.5
Buried TRS (BTRS) lasers, II:19.19, 19.20t, 

19.21f
Buried V-groove-substrate inner stripe 

(BVSIS), II:19.19, 19.20t
Buried-channel CCDs (BCCDs), 

II:32.14, 33.13
Buried-channel MOS capacitors, II:32.4f, 

32.7–32.8
Burnished mounting, II:6.3, 6.3f
Butterfly scanners, I:30.50f, 30.51

C line, III:25.1
Cable television (CATV), I:21.2, 21.32–21.34; 

II:25.11–25.12; V:9.16–9.17
Cadmium germanium diarsenide (CdGeAs2), 

IV:2.38t, 2.45t, 2.47t, 2.51t, 2.56t, 2.61t, 
2.74t

Cadmium selenide (CdSe), IV:2.38t, 2.46t, 
2.47t, 2.51t, 2.56t, 2.61t, 2.70t, 2.77t

Cadmium selenide (CdSe) photoconductors, 
II:24.49–24.52, 24.52f

Cadmium sulfide (CdS) photoconductors, 
II:24.49–24.52, 24.51f–24.53f

Cadmium telluride (CdTe), IV:2.39t, 2.44t, 
2.47t, 2.51t, 2.56t, 2.69t, 2.77t

Cadmium telluride (CdTe) detectors, II:24.52, 
24.54, 24.54f

Cadmium zinc telluride (CdZnTe) detectors, 
II:24.52

Caged compounds, in microscopy, I:28.55
Calamitic liquid crystals (LCs), V:8.4, 8.5, 

8.9, 8.11f
Calar Alto telescope, V:5.27

Calcite (CaCO3), IV:2.38t, 2.46t, 2.47t, 2.50t, 
2.55t, 2.61t, 2.74t, 2.77t

double refraction in, I:13.2f–13.3f, 13.2–13.6, 
13.4t–13.5t

Feussner prisms of, I:13.23
Rochon prisms of, I:13.20

Calcium molybdate (powelite) (CaMoO4), 
IV:2.38t, 2.45t, 2.47t, 2.50t, 2.55t, 2.61t, 
2.72t, 2.77t

Calibration:
artificial sources of radiation for [see 

Artificial sources (of radiation)]
of color CRTs, III:22.20–22.21 (see also 

Characterization, of CRTs)
errors in, and SCE-1 correction, III:9.6–9.13
legal traceability of, II:34.21
in Maxwellian viewing systems, III:5.17f, 

5.17–5.18
photometric, II:34.42–34.43
radiometric, II:34.31–34.32
self-calibration, II:34.29
spectroradiometric, II:38.11–38.13, 38.11t, 

38.12f
Calibration transfer devices, II:34.31–34.32
Callier coefficient, II:29.7
Camera formula, for solid-state cameras, 

I:26.13
Camera lenses:

classification system for, I:27.17, 27.23t, 
27.24

design limitations of, I:27.1–27.2
fish-eye, I:27.6
inverted telephoto, I:27.2, 27.6, 27.7f–27.14f

extreme wide-angle, I:27.6, 27.13f, 27.14f
highly complex extreme speed, I:27.6, 

27.9f–27.12f
very compact moderate speed, I:27.6, 

27.7f–27.8f
SLR normal lenses, I:27.2, 27.3f–27.4f
telephoto lenses, I:27.6, 27.13, 27.15f–27.16f
wide-angle lenses, I:27.2, 27.5f
zoom lenses, I:27.17, 27.20f–27.22f

Cameras, I:25.3–25.26
accessories for, I:25.16–25.17, 25.17f
adaptive optics retina cameras, III:15.3, 

15.12 (see also Ophthalmoscopes)
aerial, I:25.20
Anger, V:63.33
and autoexposure, I:25.10–25.11
and autofocus, I:25.11–25.15, 25.12f–25.15f
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Cameras (Cont.):
characteristics of, I:25.3–25.4
clandestine, I:25.21
color, III:10.38–10.40
critical features of, I:25.8, 25.9f
display types, I:25.6–25.7
endoscopic, I:25.21, 25.21f
features of, I:25.8, 25.18, 25.19f
film for, I:25.5, 25.6
and flash, I:25.16, 25.17f
formats for, I:25.18
gamma, V:32.2
high-speed, I:25.21–25.22, 25.22f
and image, I:25.5
images from, I:25.7
and instant pictures, I:25.8
large-format, I:25.18–25.20
and red eye, I:25.16
and resolution of fine detail, I:25.5–25.6, 25.6f
sewer, I:25.22–25.23
solid-state (see Solid-state cameras)
stereo, I:25.23–25.24, 25.23f
streak, I:25.24, 25.24f
thermal imaging, I:25.25
and time lag, I: 25.8–25.9, 25.9f
underwater, I:25.25
video, I:25.7–25.8
view, I:25.19f, 25.18–25.20
for wide-angle photography, I:25.26f, 25.25

Canada-France-Hawaii Telescope, V:5.23
Candela (unit), II:34.37, 34.39, 36.4, 36.5, 

37.3, 37.4
Candle power, II:37.3
Canon EOS A2E camera, I:25.14f, 25.15, 

25.15f, 25.16
Cantor sets, I:8.9
Capacitive bolometers, II:33.10
Capacitive transimpedance amplifier (CTIA), 

II:33.19t, 33.20f, 33.22–33.23
Capacitors, MOS, II:32.4f, 32.7–32.8
Capillary, III:18.1
Capillary discharge devices, V:57.3, 57.3t
Capillary mercury-arc lamps, II:15.30–15.31, 

15.31f
Capillary optics, V:28.5 (see also Monocapillary 

x-ray optics; Polycapillary optics)
Capsulorhexis, III:21.1
Carbamide [(NH4)2CO], IV:2.40t
Carbon arc light sources, II:40.40

Carbon arc sources (of radiation), II:15.21–15.24, 
15.23f, 15.24f, 15.25t–15.27t, 15.28f

Carbon black particles, IV:6.15
Carbon bolometers, II:28.5, 28.7t
Carbon deposition, laser-assisted, IV:19.5
Carbon disulfide (CS2), IV:16.13–16.14, 16.14f
Carbon nanotubes (CNTs), IV:6.55, 6.59f; 

V:54.10–54.11
Carbon surface bombarded with positive argon 

ions, IV:6.8f
Carbon-black suspensions (CBSs), 

IV:13.10–13.11, 13.11f
Carbon-dioxide lasers, II:16.16, 16.16f, 16.30; 

V:12.3t, 12.9, 12.13
Cardinal Black, IV:6.36f, 6.39, 6.44f
Cardinal directions (color vision), III:11.1, 11.56
Cardinal mechanisms (color vision), III:11.1, 

11.54, 11.56
evidence for, III:11.79
and sensitivity losses, III:11.29

Cardinal points, of lenses, I:1.44, 17.7
Carey Lea silver (CLS), II:29.13, 30.4
Carl Zeiss prism system, I:19.3t, 19.16, 19.16f
Carlisle objectives, I:29.8
Carrier confinement, II:17.12, 17.12f–17.14f, 

17.13, 17.17
Carrier density, II:19.30–19.33
Carrier effects, in integrated optics, 

I:21.10–21.12
Carrier sense multiple access with collision 

detection (CSMA/CD), V:23.7
Carrier transit time, II:26.6f, 26.6–26.7
Carrier trapping, II:26.9, 26.9f; IV:18.21–18.23, 

18.22f
Carrier-carrier scattering, IV:18.20
Carrier-envelope offset, II:20.4
Carrier-envelope offset frequency, II:21.5
Carrier-envelope (CE) phase:

of chirped pulse amplifiers, II:21.6
of lasers, II:21.5, 21.5f

Carrier-envelope phasemeters, II:21.6
Carrier-suppressed return-to-zero (CSRZ) 

formats, in WDM networks, V:21.30, 
21.31f, 21.36t, 21.37f

Carrier-to-noise ratio (CNR), I:35.24; 
V:9.15–9.16, 9.16f

Cartesian coordinates, I:1.20, 1.21
Cascaded limiters, IV:13.6
Cascaded x(1): x(1) processes, of third-order optical 

nonlinearities, IV:16.20–16.22, 16.21f
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Cascaded x(2):x(2) processes, of third-order 
optical nonlinearities, IV:16.22–16.24, 
16.23f, 16.24f

Cassegrain design, II:7.3f, 7.11, 7.14, 7.14f, 7.16, 
7.16f, 7.19, 7.20f

Cassegrain objectives, I:29.6, 29.7
afocal Cassegrain-Mersenne telescope, I:29.9
dual magnification, I:29.9–29.10
with field corrector and spherical secondary, 

I:29.8–29.9
Houghton-Cassegrain, I:29.22–29.23
Mangin-Cassegrain with correctors, 

I:29.24
reflective Schmidt-Cassegrain, I:29.17
Schmidt-Cassegrain, I:29.16–29.17
Schmidt-meniscus Cassegrain, I:29.21
with Schwarzschild relay, I:29.32
solid Makutsov-Cassegrain, I:29.19
spherical-primary, with reflective field 

corrector, I:29.9
three-mirror, I:29.30

Cassegrain telescopes, I:18.21; V:44.4
Casting, of polymers, IV:3.11
Cat lenses, III:19.9
Cat mirror, IV:12.7, 12.8f
Catadioptric (term), I:29.37
Catadioptric Herschelian objective, I:29.27
Catadioptric lenses, V:35.1

afocal, I:18.21–18.22, 18.22f
systems of, I:1.9

Catadioptric objectives (see Reflective and 
catadioptric objectives)

Cat-a-lac Black, IV:6.39, 6.42f, 6.53f
Cataract, III:1.21, 14.8

in aging eyes, III:14.24, 21.3–21.4
defined, III:14.1, 19.1, 21.1, 23.1
infrared, III:7.7, 7.10
postsurgical correction of, III:12.14
from radiation, III:7.4–7.6, 7.6f, 14.23
treatment of, III:12.14

Cataract lenses, III:12.15
Cataract surgery, III:14.4, 14.24

intraocular lenses in, III:21.4, 21.5 (see also 
Intraocular lenses)

renormalization following, III:14.17
Cathode ray tubes (CRTs), I:25.6–25.7, 30.4, 

30.25–30.26; III:23.1
color (see Color cathode ray tubes)
and Computer Vision Syndrome, 

III:23.7, 23.8

Cathode ray tubes (Cont.):
monochrome, III:22.3f, 22.3–22.4

controls for, III:22.7, 22.8f
design and operation of, III:22.3f, 

22.3–22.4
standards for, III:22.14

in optical systems, III:5.16
screen reflections with, III:23.5

Cathodes:
photo-, II:27.6, 27.7f
shielding of, II:27.10
as x-ray tube sources, V:54.10–54.11

Catoptric lens systems, V:35.1
Catoptric systems, I:1.9
Cauchy dispersion formula, IV:2.21
Cauchy equation, III:1.19, 1.20; V:8.20, 8.21
Causality, principle of, IV:2.8
Caustics, ray densities and, I:1.88
Cavity(-ies):

distributed feedback lasers, II:16.29
integrating (see Integrating cavities, of 

nonimaging optics)
mode-locking, II:16.27–16.29, 16.28f
modifying output distribution of, II:39.27
properties of, II:16.3
Q-switching, II:16.26–16.27, 16.27f
ring lasers, II:16.29
stability of, II:16.23–16.25, 16.24f, 16.25f
surface absorption and, IV:6.15
unstable resonators, II:16.25–16.26, 16.26f

Cavity dumping, II:16.27
Cavity losses, II:23.18
Cavity resonance, for cw optical parametric 

oscillators, IV:17.2–17.4, 17.3f, 17.4f
Cavity-shaped radiometers, II:34.28
Ceilings, illuminated, II:40.13f
Cellulose acetate butyrate, IV:3.4t
Cellulose acetate film, II:29.4
Cenco Company, II:15.47
Center, of afocal lens, I:1.54
Center for Optics Manufacturing, II:9.4
Center of rotation (eye), III:1.42, 13.1
Center thickness, for contact lenses, III:20.6
Center-of-mass motion of atoms, II:23.45; 

IV:20.4
Central visual processing, III:2.12–2.14, 2.13f
Centrally obscured system (see Cassegrain 

design)
Centration, of spherical lenses, II:9.8
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Ceragyrite (AgCl), IV:2.38t, 2.44t, 2.47t, 2.50t, 
2.55t, 2.60t, 2.69t, 2.76t

Čerenkov effects, V:11.24
Cesium chloride (CsCl), IV:2.68t
Cesium iodide (CsI), IV:2.39t, 2.44t, 2.47t, 

2.51t, 2.56t, 2.62t, 2.68t, 2.77t
Cesium lithium borate (CsLiB6O10) (CLBO), 

IV:2.39t, 2.45t, 2.47t, 2.51t, 2.56t, 2.62t
Chalcogenides:

in fiber lasers, V:25.27t, 25.29
as infrared fibers, V:12.2, 12.2f, 12.3t, 12.6, 

12.7, 12.7f, 12.13
Chalcopyrite, IV:2.74t
Chandra X-Ray Observatory, V:33.2–33.4, 

33.3t, 44.4, 44.10, 47.1, 47.4f, 47.5, 
47.10, 64.7

Channel electron multipliers (CEMs), 
V:60.6–60.7

Channel power equalization, for EDFAs, 
V:21.41, 21.42f

Channel stop region, II:32.7
Channeled substrate planar (CSP) lasers, 

II:19.20t, 19.21f, 19.22, 19.36f
Channels, for wave propagation, I:9.16
Characteristic functions (geometrical optics), 

I:1.13–1.18
angle characteristic function, I:1.14–1.15, 

1.15f, 1.17
angle-point characteristic function, 

I:1.16, 1.17
and expansions about rays, I:1.16
and expansions about the axis, I:1.16–1.17
ideal, I:1.17–1.18
mixed, I:1.13
paraxial forms of, I:1.17
and paraxial matrices, I:1.74
point characteristic function, I:1.14
point eikonal, I:1.14, 1.17
point-angle characteristic function, 

I:1.15–1.17
Characteristic radiation:

Bremsstrahlung radiation as, V:56.8–56.10
from laser generated plasmas, V:56.2–56.10
recombination radiation as, V:56.10
spectral lines as, V:56.2–56.8
from x-ray tube sources, V:54.6–54.8, 54.7f

Characterization:
of CRTs, III:22.20–22.34

absolute vs. for interaction, III:22.33
calibration vs., III:22.20

Characterization, of CRTs (Cont.):
choice of method for, III:22.20–22.21
exhaustive, III:22.21–22.23
local, III:22.24–22.27
model-dependent, III:22.27–22.33

of head-mounted displays, III:25.7–25.10, 
25.8f, 25.9t–25.10t

Charge injection devices (CIDs), I:26.6f–26.8f, 
26.6–26.7; II:31.1, 32.20, 33.10–33.11, 
33.11f, 33.12f ; V:60.7, 60.10t

Charge integration matrix (CIM), 
II:33.10–33.11, 33.11f, 33.12f

Charge pumping, II:32.9n
Charge spectrographs, I:34.8, 34.8f
Charge sweep devices (CSDs), II:33.12f, 33.13
Charge-coupled detector area image sensor 

arrays:
frame transfer, II:32.26–32.28, 32.27f, 32.28f
interline transfer, II:32.28–32.32, 

32.29f–32.31f
performance of, II:32.32

Charge-coupled devices (CCDs), I:25.7, 
26.3–26.5, 26.4f–26.6f; II:25.10, 25.11, 
25.11f, 31.1, 32.12–32.20, 38.9–38.10, 
38.10t; IV:5.61

in adaptive optics, V:5.21
characteristics of, II:32.17f, 32.17–32.20, 

32.18f
electronics of, II:38.10
image sensing with, II:32.8
linear arrays of, II:32.21–32.24, 32.22f, 32.23f
MIS photogate FPAs for, II:33.10–33.11, 

33.11f, 33.12f
multilinear arrays of, II:32.21, 32.23f, 32.24
operation of, II:32.12–32.14, 32.13f
output of, II:32.14–32.15, 32.15f
performance of, II:32.32
readout from, II:32.12–32.21, 32.13f
types of, II:32.15–32.17, 32.16f
as x-ray detectors, V:60.7, 60.8, 60.10t
x-ray imaging detectors in, V:61.7–61.8, 61.8f

Charged area development (CAD), in 
xerographic systems, I:34.4

Charge-resonance enhanced ionization (CREI), 
IV:21.26

Chartered Institution of Building Services 
Engineers (CIBSE), II:40.2

Chebyshev polynomials, I:7.15; V:46.6
Chemglaze Z series (see Aeroglaze Z series)
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Chemical beam epitaxy (CBE), I:21.17, 21.18; 
II:19.7

Chemical vapor deposition (CVD), IV:6.56, 
7.11; V:25.26

Chemical-assisted ion beam etching (CAIBE), 
II:19.39

Chief rays, I:1.75, 17.8, 29.20, 29.37; III:4.3
Chiolite, I:13.42
Chip screening, of SOAs, V:19.17, 19.17f
Chiral liquid crystals (LCs), V:8.8–8.13, 8.11f
Chiral particles, scattering by, I:7.2
Chirally coupled core (CCC) fibers, V:25.2, 

25.19f, 25.21–25.22
Chirp and chirping, V:20.1

of electro-absorption modulators, V:13.58
of fiber Bragg gratings, V:17.7
frequency, V:13.1, 13.17f, 13.17–13.18
of lasers, V:9.8
and optical fibers, V:10.3, 10.11
of solitons, V:22.3

Chirped fiber Bragg gratings (FBGs), 
V:21.22–21.23, 21.23f, 21.25f, 
21.25–21.26

Chirped multilayers, IV:7.47, 7.48
Chirped pulse amplification (CPA), II:21.5, 

21.5f, 21.6; V:25.2, 25.32, 25.33
Chirped pulse amplification (CPA) lasers, 

IV:21.4f, 21.4–21.5
Chirped pulse excitation, IV:11.25–11.26
Chirps, in spectroscopy, IV:11.3
Chlorophyll:

and absorption by phytoplankton, IV:1.23, 
1.24, 1.28

and beam attenuation, IV:1.41
and diffuse attenuation, IV:1.44
fluorescence by, IV:1.49
and remote sensing, IV:1.46

Chloroplasts, IV:1.23
Cholesky decomposition, I:14.41, 14.42
Cholesteric liquid crystal display (Ch-LCD), 

V:8.32
Chopper-stabilized amplifiers, II:27.11
Chopper-stabilized BDI, II:33.19t, 33.20f, 

33.21–33.22
Choroid, III:18.1
Chromatic aberration, I:1.91–1.92; II:2.2–2.4, 

2.3f, 2.4f; III:1.19f, 1.19–1.20
and accommodation, III:1.34
age-related, III:14.14
correcting color coordinates for, III:10.17

Chromatic aberration (Cont.):
correction of, I:23.5–23.6, 23.6f; 

III:1.25–1.26, 1.26f
longitudinal, III:15.22
and macular pigment, III:1.9
transverse, III:15.22–15.23
with visual instruments, III:1.28

Chromatic aberration control, IV:3.8
Chromatic adaptation, III:11.35f

achromatic detection and, III:11.47–11.49, 
11.48f

color appearance and, III:11.68
and luminous efficiency, III:11.37
second-site, III:11.17–11.18
and the Sloan notch, III:11.49, 11.51

Chromatic contrast detection, III:2.29–2.31, 
2.30f

Chromatic CSFs, III:2.29–2.31
Chromatic detection:

and color appearance, III:11.69
on neutral fields, III:11.34

Chromatic discrimination, III:11.57–11.62
and chromatic adaptation, III:11.69
and color appearance, III:11.69
defined, III:11.1
and gap effect, III:11.72, 11.74
near detection threshold, III:11.58–11.59
pedestal experiments, III:11.59, 11.60f, 

11.61–11.62
Chromatic dispersion:

and fiber optic communication links, V:15.9, 
15.10

in WDM networks, V:21.14–21.16, 21.15f, 
21.16f

Chromatic mechanisms, III:11.1, 11.80–11.81
Chromatic signals, multiplexing of achromatic 

signals and, III:11.76–11.79, 11.78f
Chromatic spatial CSFs, III:2.29
Chromatic temporal CSFs, III:2.31
Chromatic valence data, III:11.27, 11.28f
Chromaticity coordinates, III:10.1, 10.4t, 

10.20–10.21, 10.22f
Chromaticity diagrams, III:10.20–10.21, 10.22f
Chromatism, of axial gradients, I:24.3–24.6
Chromium:

absorptance of, IV:4.48t, 4.50t
optical properties of, IV:4.13t–4.14t, 4.22f
physical properties of, IV:4.54t
reflectance in, IV:4.30t–4.31t
thermal properties of, IV:4.69t
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Chromium ions (Cr3+):
absorption and photoluminescence of, 

V:2.19f, 2.19–2.21, 2.20f
optical spectroscopy of, V:2.9–2.10, 2.10f
polarization spectroscopy of, V:2.21–2.22, 

2.23f
Chromium lasers, II:16.34, 16.35
Chromogenic film, II:29.14
Chromophores, III:21.1, 21.20, 21.20f
Chromostereopsis, III:1.20
CIE 1931 2° color-matching functions, 

III:10.6, 10.12
CIE 1964 10° color-matching functions, 

III:10.12–10.13, 10.16
CIE luminous efficiency functions, 

III:10.44–10.45, 11.37, 11.38f
CIELAB, III:10.42–10.43
Cilia, III:8.1
Ciliary body, III:1.3f
Ciliary muscle, III:21.2
Ciliary photoreceptors, III:8.3
Ciliary ring, III:1.30–1.31
Circle polynomials, II:11.36t, 11.39

isometric plots/interferograms/PSFs for 
defocus, II:11.38f

and noncircular pupils, II:11.37, 11.39
radial, II:11.7, 11.9f–11.10f
Zernike, I:1.90, 23.3; II:11.4, 11.6–11.12, 

11.8t–11.9t, 11.9f–11.11f, 11.12t
Circuits:

in integrated optics, I:21.21–21.31
for active devices, I:21.25–21.31, 

21.26f–21.31f
for passive devices, I:21.21–21.25, 

21.22f–21.25f
optical tank, V:20.21, 20.21f

Circuit-switched networks, V:21.7–21.10, 
21.8f–21.9f

Circular analyzers, of polarized light, I:15.18, 
15.19

Circular apertures:
diffraction of light from, I:3.6f, 3.6–3.7, 3.7f, 

3.9–3.11
Fraunhofer patterns for, I:3.25, 3.26, 3.27f

Circular discs, projected area of, II:36.3t
Circular gratings, V:40.1
Circular polarization:

analyzers for, V:43.6–43.8, 43.7f
phase plates for, V:43.5f
and synchrotron radiation, V:55.6–55.7

Circular polarization (OCT), III:18.21
Circular polarizers, I:15.17–15.19
Circular scan, I:30.16, 30.18f
Circulators:

and fiber Bragg gratings, V:17.8f, 17.9
for networking, V:18.3, 18.3f, 18.10

Circumferential coordinates, V:45.7
Circumferential slope errors, V:45.8
Cladding:

defined, V:25.2
photonic crystal fibers in, V:11.7–11.11, 

11.8f–11.10f
Cladding layers, II:19.4
Clamshell housings, IV:3.15, 3.15f
Clandestine cameras, I:25.21
Clarity, perception of visual, II:40.5
Classical electronic polarization theory, 

IV:2.14
Classical harmonic oscillator model, 

IV:10.5–10.7, 10.6f
Clausius-Mossotti equation, IV:8.7
Clausius-Mossotti relationships, IV:2.24
Clausius-Mossotti theory, I:7.16
Cleaning, in xerographic systems, I:34.10
Cleaning and cleanliness, of optical surfaces, 

IV:19.3–19.5
Clear lens extraction (CLE), III:21.18
Cleaving, of photonic crystal fibers, V:11.26
Clebsch-Gordon coefficients, I:31.17
Climate change, global, V:3.43–3.45, 3.44f
Clip test (of photographic film), II:30.23
Clipped Lambertian distribution, 

II:39.3–39.4
Clock generation, II:33.16
Clock recovery, in OTDM networks, V:20.21f, 

20.21–20.22
Clocks, atomic, IV:20.28
Closed family, IV:20.38
Closed HMDs, III:25.3, 25.4
Closed-loop performance (in servo systems), 

II:22.8
Closed-loop stability issues (in servo systems), 

II:22.8–22.12, 22.9f
PID controller vs. notch filters, II:22.10f, 

22.10–22.11, 22.11f
rule-of-thumb PID design for system with 

transducer resonance, II:22.11–22.12
Cluster electron heating, IV:21.34, 21.35
Cluster expansion, IV:21.35, 21.35f
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Clusters, strong field interactions with, 
IV:21.31–21.36

Coulomb explosion, IV:21.33–21.34
intense laser pulse interactions, 

IV:21.35–21.36, 21.36f
ionization mechanisms in, IV:21.31–21.33, 

21.32f
nanoplasma description, IV:21.34–21.35, 21.35f

Coarse wavelength division multiplexing 
(CWDM) systems, V:19.27

Coarse-grained derivative, II:23.21
Coated spheres, scattering by, I:7.14
Coatings:

antireflection, IV:7.15–7.32; V:19.8, 19.8f, 
19.20

of absorbing and amplifying media, 
IV:7.26, 7.27

homogeneous-layer, IV:7.16–7.23, 
7.17f–7.19f, 7.20t–7.21t, 7.22f–7.23f

inhomogeneous and structured, 
IV:7.23–7.26, 7.24f, 7.26f

at nonnormal angle of incidence, 
IV:7.28f–7.31f, 7.28–7.31

nonoptical properties of, IV:7.31–7.32, 7.32f
surface reflections and optical performance, 

IV:7.15–7.16, 7.16f
of surfaces carrying thin films, 

IV:7.27–7.28, 7.28f
universal, IV:7.26, 7.27f

filters with metallic reflecting, IV:7.80–7.81
high performance optical multilayer, 

IV:7.96–7.98
for infrared optical fibers, V:12.4, 12.7, 12.9
and interference polarizers, IV:7.70f–7.72f, 

7.70–7.72
laser-induced damage in, IV:19.3–19.4
lens specifications for, II:4.10
measurements on, IV:7.12–7.14
narrowband reflection, IV:7.43, 7.44f
phase, IV:7.101, 7.101f–7.104f, 7.102
of photographic film, II:29.4
reflection, IV:7.106f–7.113f, 7.106–7.113
reflective (multilayers), V:41.1–41.10

and calculation of multilayer properties, 
V:41.3–41.4

for diffractive imaging, V:41.9–41.10, 
41.10f

fabrication methods and performance of, 
V:41.4–41.9, 41.5f, 41.6t, 41.7t, 41.8f

properties of, V:41.1–41.3, 41.2f

Coatings (Cont.):
thin-film

and antireflection coatings, IV:7.27–7.28, 
7.28f

manufacturing of, IV:7.10–7.12
of metal, IV:7.104, 7.104f
theory and design of, IV:7.5–7.10, 7.6f, 7.9f

transmission and reflection of, IV:7.3
types of, IV:3.17–3.18, 6.13t
for ultrafast optics, IV:7.47–7.48, 7.48f
(see also specific coatings, e.g.: Ebanol 

C coating)
Coblentz sphere, V:1.10, 1.10f, 1.11
Coblentz-type thermopiles, II:24.23
Cochlea, III:8.1, 8.26
Cochlear hair cells, light guide effect in, 

III:8.24–8.26
Coddington’s equations, I:1.44
Code mark inversion (CMI), V:20.9
CODE V (optical software), V:35.1
Coding, in OTDM networks, V:20.9f, 20.9–20.10
Coefficient of finesse (interference), I:2.31
Coefficient of linear thermal expansion, IV:4.7, 

4.56t, 4.57f–4.58f
Coefficient of thermal expansion (CTE), of 

metals, IV:4.6–4.7, 4.10t, 4.53, 4.55t
Coercivity, of optical disk data, I:35.17n, 35.27, 

35.27f, 35.28
Cogging, of streak cameras, I:25.24
Coherence, I:5.1–5.23, 6.2–6.13

analytical signal representation, I:5.2–5.3
applications of, I:5.22–5.23
in atomic systems, IV:14.4f, 14.4–14.5, 

14.28–14.32, 14.29f–14.32f
beam spatial, V:58.4
in binary optics, I:23.7, 23.8f
classical, I:5.1–5.2
coherence area, I:5.3
and coherence functions, I:5.4–5.9

angular correction function, I:5.6, 5.7f
complex degree of coherence, I:5.4
complex degree of spectral coherence, 

I:5.5
cross-spectral density function, I:5.5
efficient sampling of, I:6.10–6.12, 6.11f
higher-order functions, I:5.8–5.9
intensity, I:5.7
mutual coherence function, I:5.4
radiance, I:5.8
radiant emittance, I:5.7–5.8
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Coherence, and coherence functions (Cont.):
radiant intensity, I:5.8
spectrum and normalized spectrum, 

I:5.5–5.6
coherence time, I:5.3
in coherent x-ray optics, V:27.5
complex degree of, I:2.37, 5.4
and enhanced backscatter, I:6.5f, 6.5–6.7
and general linear systems, I:6.3–6.4
and image formation, I:6.9f, 6.9–6.10
and interference, I:2.13, 2.36–2.42

laser sources, I:2.41–2.42, 2.42f
Michelson stellar interferometers, I:2.40f, 

2.40–2.41
mutual coherence function, I:2.36f, 

2.36–2.38
spatial coherence, I:2.38f–2.39f, 2.38–2.40
temporal coherence, I:2.41

and Koehler-illumination, I:6.12f, 6.12–6.13
and laser modes, I:5.23
and Lau effect, I:6.7–6.8, 6.8f
of light sources, I:5.9–5.13
in long wavelength limit, V:55.17–55.20, 

55.18f, 55.19f
and Lukosz-type super-resolving systems, 

I:6.9f, 6.9–6.10
maximal, IV:14.3, 14.28–14.32, 14.29f–14.32f
measurements of coherence, I:5.3–5.4
mutual coherence function (MCF), V:4.4, 

4.7, 4.10
and noncosmological red shift, I:5.23
and optical image enhancement, I:11.14–11.17
partial, I:2.38
and polarization effects, I:5.22
propagation in, I:5.13–5.19, 5.14f–5.16f, 6.4
and radio astronomy, I:5.23
scalar field amplitude, I:5.3
spatial coherence, I:5.3
and speckle, I:5.22
and spectral representation, I:5.22
and spectrum of light, I:5.19–5.22, 5.20f
and statistical radiometry, I:5.22
temporal, I:2.41, 5.3; V:55.17–55.18, 55.18f
time averages in, I:6.4–6.5
transverse, V:55.18–55.20, 55.19f
transverse spatial, V:55.16

Coherence area, I:5.3
Coherence collapse, from laser diodes, 

V:13.22–13.23
Coherence diameter, Fried’s, V:5.2, 5.7, 5.9–5.10

Coherence length, I:2.19; III:18.1; IV:10.15
atmospheric, V:4.7–4.10
Fried’s, V:4.8
and imaging through turbulence, V:4.8f, 

4.8–4.10, 4.9f
spatial, V:27.2

Coherence time, I:5.3
Coherence volume, I:5.3
Coherency matrix, I:12.29–12.30, 14.41
Coherent anti-Stokes four-wave mixing, 

IV:15.2t, 15.3t, 15.4, 15.4f
Coherent anti-Stokes Raman scattering 

(CARS), IV:15.4, 15.4f, 15.34, 15.42, 
15.42t, 15.43f, 16.3t, 16.4, 16.5f, 16.17f, 
16.17–16.18

Coherent area, of atmosphere, V:4.16
Coherent arrays, scattering by, I:7.2–7.3
Coherent backscattering, I:9.14f, 9.14–9.15
Coherent control, IV:18.21
Coherent coupling, III:1.27–1.28
Coherent diffraction microscopy, V:27.4f, 

27.4–27.5, 27.5f
Coherent Doppler LIDAR, V:3.38, 3.39f
Coherent excitons, IV:18.19–18.20
Coherent illumination, pupil size and, 

III:6.9–6.12, 6.11t
Coherent image amplification, IV:12.29, 12.30
Coherent mode representation (spectrum of 

light), I:5.20–5.21
Coherent optical image enhancement, 

I:11.14–11.17
Coherent optical transients, IV:11.1–11.28

chirped pulse excitation, IV:11.25–11.26
and cw spectroscopy, IV:11.2
experimental considerations, IV:11.26–11.28, 

11.27f
free polarization decay, IV:11.7–11.11, 11.8f, 

11.10f, 11.11f
Maxwell-Bloch equations, IV:11.6–11.7
optical Bloch equations, IV:11.3–11.6
phase conjugate geometry and optical 

Ramsey fringes, IV:11.19–11.22, 
11.20f, 11.21f

photon echo, IV:11.11–11.15, 11.12f, 11.13f, 
11.15f

stimulated photon echo, IV:11.15–11.19, 
11.16f–11.19f

two-photon transitions and atom 
interferometry, IV:11.22–11.23, 11.24f
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Coherent population return (CPR), IV:14.1, 
14.30, 14.30f, 14.31f

Coherent population trapping (CPT), IV:14.1, 
14.3–14.5, 14.7, 20.37

Coherent radiation, I:30.2, 30.25–30.26
Coherent Raman scattering, IV:15.3
Coherent scattering, I:7.3, 9.2, 9.3, 9.5–9.7, 9.6f; 

V:26.7, 63.7, 63.8
Coherent states, II:23.12
Coherent Stokes Raman scattering (CSRS), 

IV:16.3t, 16.17f, 16.17–16.18
Coherent x-ray optics, V:27.1–27.5, 27.3f–37.5f
Coiling:

of light bulb filament, II:40.30
of LMA fibers, V:25.18

Cold cathode fluorescent lamps (CCFLs), 
II:40.32; V:8.30, 8.30f

Cold mirrors, IV:7.58
Cold-cathode field emission, V:54.10–54.11
Coleoptile, III:8.1, 8.26
Collagen, III:16.1, 16.4
Collected volatile condensable materials 

(CVCM), IV:6.17
Collective tunneling, IV:21.18
Collector power (in stray light suppression), 

II:7.2
Collectors (see Concentrators, nonimaging)
Collet-and-cap housings, IV:3.15, 3.15f
Colliding pulse modelocking (CPM), IV:18.3
Collimating polycapillary optics, 

V:53.14, 53.14f
Collimating single crystal diffraction, 

V:53.12, 53.12f
Collimation and collimators, I:35.8, 35.9f, 35.10f

anisotropic acoustic beam, V:6.25
atomic beams, IV:20.15f, 20.15–20.16
autocollimators, II:12.12
conic collimators, II:39.8, 39.9f
neutron, V:63.15–63.16
in neutron and x-ray optics, V:26.11, 26.11f
in polycapillary x-ray optics, V:53.8f–53.9f, 

53.8–53.9
with refractive x-ray lenses, V:37.8
Soller, V:28.2, 28.2f, 28.3
in SPECT imaging, V:32.3

Collinear beam acousto-optic tunable filters 
(CBAOTFs), V:6.43, 6.43f, 6.45t

Collineation, I:1.56–1.63
of conjugate lines, I:1.59
of conjugate planes, I:1.58–1.59

Collineation (Cont.):
coordinate systems and degrees of freedom 

for, I:1.57
equations of, I:1.57–1.58
general properties of, I:1.62–1.63
matrix representation of, I:1.59–1.60
of rotationally symmetric lenses, I:1.60–1.62, 

1.62f
Collision length, for solitons, V:22.9–22.10, 

22.15
Collisional broadening, emission-line, 

II:16.5
Collisional broadening, spectral-line, 

IV:14.13
Collisional heating, IV:21.37, 21.37f
Collisional ionization, IV:21.31, 21.32
Collisions, IV:20.28–20.31, 20.30f, 20.31f

excited-state, IV:20.29
ground-state, IV:20.29
trap loss, IV:20.29

Colloidal silver, II:29.13
Colloids, in water, IV:1.14
Colocalization, single molecule high-resolution, 

I:28.23
Color(s):

anomalous reflection, II:30.17
axial, I:1.91, 29.9, 29.37
in electronic imaging, III:24.5–24.6, 

24.8–24.9
in human visual system, I:26.18
lateral, I:1.91–1.92
in LEDs, II:40.37
and lighting design, II:40.7–40.9
mixing of, II:40.8
science of, II:30.15–30.18, 30.16f, 30.17f
and visual acuity, III:4.10
in xerographic systems, I:34.11f–34.13f, 

34.11–34.12
Color, ocean, IV:1.46
Color aliasing, II:32.34
Color appearance:

and chromatic adaptation, III:11.68
and chromatic detection and discrimination, 

III:11.69
and color constancy, III:11.71
and color opponency, III:11.62–11.66

color-opponent response or valence 
functions, III:11.63, 11.65f

hue scaling, III:11.63, 11.64f
opponent-colors theory, III:11.62–11.63
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Color appearance, and color opponency (Cont.):
spectral properties of color-opponent 

mechanisms, III:11.63
unique hues and equilibrium colors, 

III:11.63–11.66
defined, III:11.2
and habituation, III:11.69–11.70
phenomenological aspects of, III:11.5
and postreceptoral mechanisms, III:11.3, 

11.4f, 11.5
and stabilized borders, III:11.74–11.75
trichromacy vs., III:11.5

Color assimilation, III:11.2, 11.4f
Color balance and tracking, in color CRTs, III:22.19
Color cameras, III:10.38–10.40
Color cathode ray tubes (color CRTs), 

III:22.1–22.34
colorimetric calibration/characterization, 

III:22.20–22.34
absolute vs. characterization for interaction, 

III:22.33
choice of method for, III:22.20–22.21
exhaustive methods, III:22.21–22.23
local methods, III:22.24–22.27
model-dependent methods, III:22.27–22.33

design and operation of, III:22.3–22.13
electronics and controls, III:22.6–22.13, 

22.7f–22.13f
and monochrome CRTs, III:22.3f, 

22.3–22.4
shadowmask color CRTs, III:22.4–22.6, 

22.5f, 22.6f
operational characteristics of, III:22.13–22.18

colorimetric standards, III:22.14
spatial characteristics of emitted light, 

III:22.14–22.15
spatial uniformity, III:22.17f, 22.17–22.18, 

22.18f
stability of output, III:22.16f, 22.16–22.17, 

22.17f
temporal characteristics of emitted light, 

III:22.14–22.16
timing and synchronization standards, 

III:22.13–22.14
setup for image display, III:22.18–22.19

brightness, III:22.19
color balance and tracking, III:22.19
contrast, III:22.19
focus, III:22.19

viewing environments, III:22.19–22.20

Color constancy, III:10.39–10.40, 11.2
Color constancy mechanisms, III:11.71–11.72
Color contrast, III:11.2, 11.4f
Color convergence, III:23.1
Color coordinate systems, III:10.11–10.24

adjusting cone spectral sensitivities, 
III:10.17–10.18

colorimetric measurements, III:10.23–10.24
color-matching functions, III:10.11–10.13
cone fundamentals, III:10.13–10.14
limits of color-matching data, 

III:10.15–10.17
opponent and contrast spaces, III:10.18–10.19
stimulus spaces, III:10.11
visualizing color data, III:10.19f, 10.19–10.23, 

10.22f, 10.23f
Color coordinates:

in color-deficient observers, III:10.16
correcting for chromatic aberrations, 

III:10.17
of different visual systems, III:10.38–10.39
of surfaces, III:10.36
transformation to CIELAB, III:10.42–10.43

Color data representations, III:11.31–11.33, 
11.32f

Color density, II:29.7–29.8
Color direction, III:11.12
Color discrimination, III:10.40–10.43, 10.41f, 

14.15, 14.17
Color filter arrays (CFAs), I:26.18; 

II:32.32–32.34, 32.33f, 32.34f
Color imaging architectures, II:32.32–32.34

integral filter arrays, II:32.32–32.34, 32.33f, 
32.34f

sequential, II:32.32, 32.33f
three-chip, II:32.32, 32.33f

Color LCDs, III:22.37–22.40
colorimetry of color pixels, III:22.38–22.39
controls and input standards, III:22.39
geometry of color pixels, III:22.37f, 

22.37–22.38
spatial variations in output, III:22.40
temporal variations in output, 

III:22.39–22.40
Color matching, III:10.6–10.10

in color-deficient observers, III:10.16
consistency across observers, III:10.9
critical properties of, III:10.8–10.10
errors in, III:10.43, 10.43f, 10.44
Grassmann’s laws, III:10.8–10.9
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Color matching (Cont.):
maximum saturation method, III:10.6f, 

10.6–10.7
Maxwell’s method, III:10.8, 10.8f
persistence of, III:10.9
trichromatic, III:10.7–10.8
tristimulus values for arbitrary lights, 

III:10.9
uniqueness in, III:10.9

Color negative films, II:30.25–30.28, 30.27t
Color opponency:

and color appearance, III:11.62–11.66
and “forbidden” colors, III:11.74
implied by test measurements, III:11.12–11.15, 

11.13f, 11.26–11.27, 11.28f
and multiplexing of color and luminance 

signals, III:11.76–11.79
third-level, zero crossings of, III:11.83, 11.84

Color photographic films:
about, II:30.2
coating of, II:29.4
negative, II:30.25–30.28, 30.27t
reversal, II:30.22–30.24, 30.23t
structure of, II:29.12–29.15, 29.13f, 29.14f, 

30.3f, 30.3–30.5
Color photographic paper, II:30.5
Color records, II:30.4
Color rendering, II:40.8–40.9
Color rendering index (CRI), II:40.8
Color reversal films, II:30.2, 30.22–30.24, 

30.23t
Color sequential systems, II:32.32, 32.33f
Color slide films (see Color reversal films)
Color space calculations, II:38.4–38.5
Color space transformation matrix, 

III:10.1, 10.31
Color spaces, III:10.11, 10.18–10.19, 

11.31–11.33
contrast, III:10.19
defined, III:11.2
different directions of, III:11.39, 11.41–11.46, 

11.44f, 11.46f
detection contours in L,M plane, 

III:11.40f, 11.41–11.42
detection in planes other than L,M, 

III:11.43–11.45, 11.44f
mechanism interactions, III:11.42–11.43
spatial and temporal CSFs, III:11.45–11.46, 

11.46f
DKL, III:10.19, 11.32, 11.32f, 11.33

Color spaces (Cont.):
opponent, III:10.19
specifying, III:10.11
stimulus, III:10.11
transformations between, III:10.24t, 

10.29–10.32
uniform, III:10.40, 10.42

Color temperature, II:34.44, 37.4t, 37.6–37.7, 
38.5, 40.8; III:23.2

Color transparency films (see Color reversal 
films)

Color valence, III:11.2, 11.63, 11.65f, 11.66
Color vision, age-related changes in, 

III:14.15, 14.17
Color vision mechanisms, III:11.1–11.85

basic model details and limits, III:11.31
chromatic discrimination, III:11.57–11.62

near detection threshold, III:11.58–11.59
pedestal experiments, III:11.59, 11.60f, 

11.61–11.62
color and contours, III:11.72–11.79, 

11.73f–11.75f
color appearance and stabilized borders, 

III:11.74–11.75
contours and after-effects, III:11.75f, 

11.75–11.76
gap effect and luminance pedestals, 

III:11.72, 11.74
McCollough effect, III:11.76, 11.77f
multiplexing chromatic and achromatic 

signals, III:11.76–11.79, 11.78f
color appearance and color opponency, 

III:11.62–11.66
color-opponent response (valence 

functions), III:11.63, 11.65f
hue scaling, III:11.63, 11.64f
opponent-colors theory, III:11.62–11.63
spectral properties of color-opponent 

mechanisms, III:11.63
unique hues and equilibrium colors, 

III:11.63–11.66
color constancy, III:11.71–11.72
color data representations, III:11.31–11.33, 

11.32f
color-appearance mechanisms, 

III:11.26–11.31
color-discrimination mechanisms vs., 

III:11.5–11.8, 11.6f, 11.7f, 11.81–11.82
field measurements and first-site 

adaptation, III:11.27, 11.29, 11.30f
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Color vision mechanisms, color-appearance 
mechanisms (Cont.):
field measurements and second-site 

adaptation, III:11.29, 11.31
test measurements and opponency, 

III:11.26–11.27, 11.28f
color-discrimination mechanisms,

III:11.9–11.26
color-appearance mechanisms vs., 

III:11.5–11.8, 11.6f, 11.7f, 11.81–11.82
field method, III:11.11–11.12
first-site adaptation, III:11.15–11.17, 11.16f
opponency implied by test measurements, 

III:11.12–11.15, 11.13f
psychophysical test method, III:11.9, 

11.11, 11.12
second-site adaptation, III:11.17–11.22, 

11.18f, 11.19f
sites of limiting noise, III:11.20, 11.23f, 

11.23–11.26, 11.25f
field sensitivities, III:11.46–11.57

achromatic detection and chromatic 
adaptation, III:11.47–11.49, 11.48f

chromatic adaptation and the Sloan 
notch, III:11.49, 11.51

detection contours and field adaptation, 
III:11.53–11.54, 11.54f

field additivity, III:11.51, 11.52f
first- and second-site adaptation, 

III:11.51, 11.52, 11.53f
habituation or contrast adaptation 

experiments, III:11.54–11.56, 11.55f
multiple cone inputs, III:11.49, 11.50f
noise-masking experiments, 

III:11.56–11.57
Stiles’ p-mechanisms, III:11.46, 

11.47, 11.47f
guiding principles of, III:11.8–11.9
linearity of color-opponent mechanisms, 

III:11.66–11.70
Bezold-Brücke effect and invariant hues, 

III:11.67f, 11.67–11.68
color appearance and chromatic 

adaptation, III:11.68
color appearance and chromatic detection/ 

discrimination, III:11.69
color appearance and habituation, 

III:11.69–11.70
luminance and brightness, III:11.70, 11.70f
tests of linearity, III:11.66–11.67

Color vision mechanisms (Cont.):
low-level and higher-order mechanisms, 

III:11.79–11.80
and mechanism concept, III:11.9–11.11, 

11.10f
nomenclature for, III:11.8
test sensitivities, III:11.34–11.46

to different directions of color space, 
III:11.39, 11.41–11.43, 11.44f, 
11.45–11.46, 11.46f

luminance, III:11.37–11.39, 11.38f, 11.40f
to spectral lights, III:11.34, 11.35f, 

11.36f, 11.37
three-stage zone models, III:11.82–11.85, 

11.85f
unipolar vs. bipolar chromatic mechanisms, 

III:11.80–11.81
Color-appearance mechanisms, III:11.26–11.31

color-discrimination mechanisms vs., 
III:11.5–11.8, 11.6f, 11.7f, 11.81–11.82

defined, III:11.2
field measurements

and first-site adaptation, III:11.27, 11.29, 
11.30f

and second-site adaptation, III:11.29, 
11.31

test measurements and opponency, 
III:11.26–11.27, 11.28f

Color-center lasers, II:16.35; IV:18.10
Color-discrimination mechanisms, 

III:11.9–11.26, 11.10f
color-appearance mechanisms vs., 

III:11.5–11.8, 11.6f, 11.7f, 11.81–11.82
defined, III:11.2
field method, III:11.11–11.12
first-site adaptation, III:11.15–11.17, 11.16f
low-level and higher-order, III:11.79–11.80
opponency implied by test measurements, 

III:11.12–11.15, 11.13f
psychophysical test method, III:11.9, 11.11, 

11.12
second-site adaptation, III:11.17–11.22, 

11.18f, 11.19f
sites of limiting noise, III:11.20, 11.23f, 

11.23–11.26, 11.25f
Colorimeters, III:10.23
Colorimetry, II:37.11; III:10.1–10.45

brightness matching and photometry, 
III:10.43–10.45

color cameras, III:10.38–10.40
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Colorimetry (Cont.):
color coordinate systems, III:10.11–10.24

adjusting cone spectral sensitivities, 
III:10.17–10.18

colorimetric measurements, III:10.23–10.24
color-matching functions, III:10.11–10.13
cone fundamentals, III:10.13–10.14
limits of color-matching data, 

III:10.15–10.17
opponent and contrast spaces, 

III:10.18–10.19
stimulus spaces, III:10.11
visualizing color data, III:10.19f, 

10.19–10.23, 10.22f, 10.23f
color discrimination, III:10.40–10.43, 

10.41f
color matching, III:10.6–10.10
conventional terms/notation, III:10.4, 

10.4t, 10.5
errors in color-matching functions, III:10.43, 

10.43f, 10.44
image processing chain, III:10.2f
matrix representations/calculations, 

III:10.24–10.32
stimulus representation, III:10.24–10.27, 

10.25f, 10.26f
transformations between color spaces, 

III:10.24t, 10.29–10.32
vector representation of data, III:10.25f, 

10.27f, 10.27–10.29
metamerism, III:10.36–10.38, 10.37f
scope of, III:10.3
standards for color CRTs, III:22.14
surfaces and illuminants, III:10.32–10.36, 

10.33f, 10.34f
trichromacy, III:10.4–10.6
univariance, III:10.4
visual systems, III:10.38–10.40

Color-matching functions (CMFs), 
III:10.11–10.13

defined, III:10.1, 10.4t
limits of data, III:10.15–10.17
and luminosity function, III:10.10
and maximum saturation method, 

III:10.7
online tabulation of, III:10.11
specificity of, III:10.9
standards for, III:10.12–10.13
tailored to individuals, III:10.15
transformation of, III:10.10, 10.10f

Color-opponent mechanisms:
linearity of, III:11.66–11.70

Bezold-Brücke effect and invariant hues, 
III:11.67f, 11.67–11.68

color appearance and chromatic 
adaptation, III:11.68

color appearance and chromatic detection/ 
discrimination, III:11.69

color appearance and habituation, 
III:11.69–11.70

luminance and brightness, III:11.70, 11.70f
tests of linearity, III:11.66–11.67

and opponent-colors theory, III:11.3
spectral properties of, III:11.63

Color-selective beam splitters, IV:7.65–7.66, 
7.66f, 7.67f

Coma, I:1.31, 24.7, 29.37
of grazing incidence telescopes, V:44.9, 44.10
with spherical aberration, II:2.4, 2.4f

Combined recombination, II:17.3
Combined servo transducers, II:22.19
Coming’s glass molding process, I:22.9, 22.9f
Commando cloth, IV:6.31f, 6.33f
Commercial sources (of radiation), 

II:15.13–15.53
activated phosphor, II:15.49
blackbody simulators, II:15.14, 15.15f
carbon arcs, II:15.21–15.24, 15.23f, 15.24f, 

15.25t–15.27t, 15.28f
concentrated arcs, II:15.47–15.49, 15.48f, 

15.49f
glow modulator tubes, II:15.49, 15.50f, 

15.51f, 15.52t
high-energy, II:15.40
high-pressure enclosed arc, II:15.24, 

15.28–15.34
compact-source arcs, II:15.31–15.34, 

15.32f–15.35f
Lucalox lamps, II:15.30, 15.31f
mercury arcs, II:15.30f, 15.31f, 

15.II:2915.31
multivapor arcs, II:15.29, 15.31f
Uviarc, II:15.28–15.29, 15.29f, 15.30f

hydrogen and deuterium arcs, II:15.49, 
15.53f

incandescent nongaseous, II:15.15–15.21
comparisons, II:15.19, 15.19f
gas mantle, II:15.17, 15.18, 15.19f
globar, II:15.17, 15.18f
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Commercial sources (of radiation), 
incandescent nongaseous (Cont.):
Nernst glower, II:15.14, 15.15, 15.17, 15.17f
quartz-envelope lamps, II:15.20, 15.21
tungsten-filament lamps, II:15.19, 15.20, 

15.20f–15.22f
low-pressure enclosed arc, II:15.35–15.47

black-light fluorescent lamps, II:15.35, 
15.36t

electrodeless discharge lamps, II:15.36, 15.44
germicidal lamps, II:15.35
hollow cathode lamps, II:15.35, 

15.37t–15.43t, 15.44f
Pluecker spectrum tubes, II:15.47, 15.47f, 

15.47t
spectral lamps, II:15.44, 15.45, 15.45f, 

15.46f, 15.46t
Sterilamps, II:15.35, 15.36f

special-purpose, II:15.53
Commission Internationale de l’Éclairage 

(CIE), II:40.2; III:7.9, 10.1, 10.3, 10.27
publications from, II:37.11
standard photometric observer, II:37.2

Common glasses, IV:2.3
Common path interferometers, II:13.9, 13.11f
Communication networks and systems:

fiber-optic standards for, V:23.1–23.8
ATM/SONET, V:23.6
ESCON, V:23.1–23.2, 23.2f
Ethernet, V:23.7
FDDI, V:23.2–23.3, 23.3f
Fibre Channel standard, V:23.4, 23.5f, 23.5t
InfiniBand, V:23.8, 23.8t

optical fibers in, V:9.3–9.17
analog transmission, V:9.15–9.17
bit rate, V:9.12
distance limits, V:9.12–9.13
fiber for, V:9.4–9.7, 9.5f, 9.6f
fiber-optic networks, V:9.14–9.15
optical amplifiers, V:9.13–9.14
photodetectors, V:9.8
receiver sensitivity, V:9.8–9.11
repeater spacing, V:9.12–9.13
technology, V:9.4–9.8
transmitting sources, V:9.7–9.8

optical time-division multiplexed, 
V:20.1–20.25

analog to digital conversion, V:20.8, 20.8f
binary digits and line coding in, 

V:20.8–20.10, 20.9f

Communication networks and systems, optical 
time-division multiplexed (Cont.):
device technology, V:20.12–20.24
history of, V:20.3
interleaving in, V:20.6–20.7, 20.7f
modulation, V:20.17f, 20.17–20.20, 20.19f, 

20.20f
multiplexing and demultiplexing, 

V:20.3–20.12, 20.7f, 20.22, 20.23f
optical clock recovery, V:20.21f, 

20.21–20.22
sampling, V:20.4–20.6, 20.5f, 20.6f
serial vs. parallel, V:20.12, 20.13f
timing recovery, V:20.10f, 20.10–20.12, 

20.11f
transmitters, V:20.12–20.17, 20.14f–20.16f
ultrahigh-speed, V:20.23–20.24, 20.24f

solitons in, V:22.1–22.17
classical solitons, V:22.2f–22.4f, 22.2–22.4
design of transmission systems, 

V:22.5–22.7
dispersion-managed solitons, 

V:22.12–22.15, 22.13f, 22.14f
frequency-guiding filters, V:22.7–22.9
wavelength division multiplexing, 

V:22.9–22.12
WDM dispersion managed soliton 

transmission, V:22.15–22.17
wavelength-division multiplexed, 

V:21.1–21.44
carrier-suppressed return-to-zero and 

duobinary, V:21.30–21.33, 21.31f, 
21.32f

chromatic dispersion in, V:21.14–21.16, 
21.15f, 21.16f

circuit and packet switching in, 
V:21.7–21.11, 21.8f–21.11f

dispersion and nonlinearities of, 
V:21.16–21.26, 21.17f–21.21f, 
21.23f–21.27f

DPSK and DQSK, V:21.33f–21.35f, 
21.33–21.36, 21.36t, 21.37t

fiber attenuation and optical power loss, 
V:21.13–21.14

fiber bandwidth, V:21.2f, 21.2–21.3
fiber system impairments, V:21.13–21.26
history of, V:21.1–21.2
network reconfigurability, V:21.12f, 

21.12–21.13, 21.13f
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Communication networks and systems, 
wavelength-division multiplexed (Cont.):
optical amplifiers in, V:21.37f, 21.37–21.44, 

21.38f–21.42f
optical modulation formats, V:21.27–21.36, 

21.28f–21.30f
point-to-point links, V:21.4
in real systems, V:21.3f, 21.3–21.4, 21.4f
star, ring, and mesh topologies, 

V:21.5f–21.7f, 21.5–21.7
wavelength-routed networks, V:21.5, 21.5f

Communications, out-of-plane coupling for, 
IV:9.12

Commutators, V:20.1, 20.7f
Compact disks (CDs), I:35.1–35.2, 35.5n
Compact fluorescent lights (CFLs), II:40.25t, 

40.26t, 40.28f, 40.31
Compact-source arcs, II:15.31–15.34, 

15.32f–15.35f
Compensators, I:13.53–13.56, 13.54f, 13.55f, 

28.38
Babinet-Soleil, V:7.22
Dall, II:13.24, 13.24f
holographic, II:13.25
Offner, II:13.24, 13.24f
reflective, II:13.24, 13.24f, 13.25
refractive, II:13.24, 13.24f, 13.25
and tolerances, II:3.21, 5.7

Complementary aperture screens, I:3.9–3.11
Complementary metal oxide semiconductors 

(CMOS) signal processing, V:62.5
Complementary metal-oxide semiconductors 

(CMOSs), I:26.8–26.9
Complete monolithic FPAs, II:33.10
Complex amplitude, I:2.4, 2.5, 11.2
Complex cells (cortical neurons), III:2.14
Complex degree of coherence, I:2.37, 5.4
Complex degree of spectral coherence, I:5.5
Complex Fresnel relation, IV:8.15
Complex index of refraction, for x-ray optics, 

V:48.1
Complex refractive index, I:7.12–7.13, 12.5, 

12.6; IV:1.16–1.17, 2.8
Compliance tensors, IV:2.30, 2.31t
Composite retardation plates, I:13.52, 13.53
Composites, IV:12.26t, 12.27t
Compositional modulation, IV:5.65, 5.66t, 5.67
Compound elliptical collectors (CECs), 

II:39.14, 39.15f, 39.27, 39.37

Compound hyperbolic collectors (CHCs), 
II:39.15, 39.15f, 39.16f, 39.37

Compound lens, thermal defocus of, II:8.4, 8.5f
Compound microscopes, I:17.10
Compound mirror optics configurations, 

I:30.15f, 30.15–30.16
Compound parabolic collectors (CPCs), 

II:39.13f, 39.13–39.14, 39.14f, 39.18, 39.19, 
39.19f

Compression molding, of polymers, IV:3.12
Compressively-strained QW lasers, II:19.16f, 

19.17
Compton effect, II:23.9
Compton radiation sources, V:55.2–55.3, 55.3t
Compton scattering, V:59.1

and circular polarization, V:43.6
inverse, V:59.1
and microfocus x-ray fluorescence, V:29.5, 

29.8f
and polycapillary x-ray optics, V:53.3, 53.15, 

53.18
and refractive x-ray lenses, V:37.5, 37.7
and x-ray attenuation, V:31.2
and x-ray optics, V:26.7, 36.1

Computed tomography (CT), V:31.5–31.7, 
31.6f, 31.7f

Computer graphics software, II:40.21–40.23, 
40.22f–40.24f

Computer numeric control (CNC) systems, 
II:9.4

Computer numerical control (CNC) lathe 
turning, IV:3.12

Computer Vision Syndrome (CVS), 
III:23.1–23.12

disorders and eye conditions, III:23.9–23.12
accommodation, III:23.10–23.11
anisometropia, III:23.11
binocular vision, III:23.11
dry eyes, III:23.9
presbyopia, III:23.11–23.12
refractive error, III:23.10

and work environment, III:23.4–23.9
lighting, III:23.4–23.5, 23.5t
monitor characteristics, III:23.6–23.8
screen reflections, III:23.5–23.6
work habits, III:23.8–23.9
workstation arrangement, III:23.8

Computer-aided design (CAD) software, II:40.19
Computer-Automatic Virtual Environment 

(CAVE), III:13.32
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Computer-generated holograms (CGHs), 
II:14.1–14.9

about, II:14.1–14.3
accuracy limitations of, II:14.6f, 14.6–14.7, 

14.7f
discussion of, II:14.9
experimental results from, II:14.7f, 

14.7–14.9, 14.8f
interferometers using, II:14.4f, 14.4–14.5, 

14.5f
plotting of, II:14.3f, 14.3–14.4
sample, II:14.2f

Concave facets, II:39.40, 39.40f
Concentrated arc lamps, II:15.47–15.49, 15.48f, 

15.49f
Concentration:

of radiation, II:39.1, 39.5, 39.6
of solution, II:38.5

Concentrators, nonimaging, II:39.12–39.22
calculation of, II:39.5, 39.6
compound elliptical collectors, II:39.14, 

39.15f
compound hyperbolic collectors, II:39.15, 

39.15f, 39.16f
compound parabolic collectors, II:39.13f, 

39.13–39.14, 39.14f
dielectric compound parabolic collectors, 

II:39.15, 39.16, 39.16f
edge rays, II:39.22
geometrical vector flux, II:39.21–39.22
inhomogeneous media, II:39.22
integrating cavities with, II:39.26, 39.27
and lenses, II:39.16–39.17
and mirrors, II:39.17
multiple surface concentrators, 

II:39.16–39.17, 39.17f
restricted exit angle concentrators with 

lenses, II:39.18, 39.18f
RX, II:39.17, 39.17f
RXI, II:39.17, 39.17f
star, II:39.20, 39.21
tapered lightpipes, II:39.12–39.13, 39.13f
q1/q2 concentrators, II:39.18–39.20, 39.19f
2D vs. 3D, II:39.20f, 39.20–39.21, 39.21f

Concomitant eye motion, III:13.1
Condensers, first-order layout for, II:1.10–1.11, 

1.11f
Condensing monocapillary x-ray optics, V:52.6
Condition of detailed balance (term), II:23.23
Condon point, for laser light, IV:20.29

Conductance channels, in speckle patterns, 
I:9.16

Conduction band (CB), II:17.4, 17.4f, 17.5f; 
IV:18.3

Conduction bandgap, II:25.3, 25.3f
Conductive magnetic brush (CMB), I:34.6
Conductivity:

diffraction and, I:3.32–3.33
of metals, IV:4.6
of paints, IV:6.12, 6.12t
of polymers, IV:3.3–3.4
of solids, IV:8.4
of water, IV:1.16

Cone contrast spaces, III:11.2, 11.32, 
11.41–11.42

Cone contrasts, III:11.2, 11.32
Cone coordinates, III:10.1, 10.11 (see also 

Tristimulus values)
Cone effect, of laser beacons, V:5.27
Cone fundamentals, III:10.13–10.14

adjusting cone spectral sensitivities, 
III:10.17–10.18

defined, III:10.1, 10.4t
online tabulation of, III:10.11
primaries yielding, III:10.10
Smith-Pokorny, III:10.12
Stockman and Sharpe, III:10.12, 10.16
tailored to individuals, III:10.15

Cone magno pathway, III:2.9, 2.10f
Cone mechanisms, III:11.10f, 11.11

defined, III:11.2
and stimulus direction, III:11.33
and test measurements, III:11.12–11.14

Cone parvo pathway, III:2.9, 2.10f
Cone pathways, III:2.9, 2.10, 2.10f
Cone polymorphism, III:10.15
Cone-beam computed tomography (CT), 

V:31.7, 31.7f
Cone-excitation spaces, III:11.31–11.32
Cone-opponent mechanisms, III:11.8

and bichromatic test mixtures, III:11.39
defined, III:11.2
sensitization in, III:11.69
unipolar vs. bipolar, III:11.80–11.81

Cones (cone photoreceptors), II:30.15, 30.16f, 
34.37, 34.38, 36.8, 36.8f, 36.9f

adaptation at, III:11.52
and age-related photopic vision changes, 

III:14.15
alignment of, III:8.4

Bass_HOI_p001-234.indd   I.40Bass_HOI_p001-234.indd   I.40 10/7/09   2:20:33 PM10/7/09   2:20:33 PM

DO
 N

OT
 D

UP
LI

CA
TE



INDEX  I.41

Cones (cone photoreceptors) (Cont.):
densities and distributions of, III:2.7
in dichromatic observers, III:10.14
directional sensitivity of, III:8.5
ideal “average,” III:8.21, 8.21f
inner segments, III:2.6f
light-collection area of, III:2.8
linear density of, III:2.6f
and maximum saturation color matching, 

III:10.7
measuring activity of, III:15.24
optical waveguide properties of, III:14.11
outer segments of, III:2.6f
pedicules of, III:8.20
photocurrent responses of, III:2.8f
in retinal layer of rods and cones model of 

biological waveguides, III:8.8–8.9, 8.9f, 
8.10f, 8.12–8.15

S-cone flicker sensitivity, III:11.74–11.75
spatial distribution of, III:2.6
spectral sensitivities of, III:10.3, 10.13, 11.8

adjusting for individual differences, 
III:10.17–10.18

estimates of, III:10.14, 10.14f
loss hypothesis for, III:10.14
in normal and dichromatic observers, 

III:10.13
time constant of photopigment regeneration, 

III:2.7
types and functions of, III:2.4, 2.6

Cone-shaped secondary baffle, II:7.3f, 7.3–7.4, 
7.4f

Confidence interval (CI), II:34.22
Configuration factor algebra, II:34.14
Configurational coordinate model, of 

lineshapes, I:10.22, 10.23f
Configurational relaxation, in solids, 

V:2.14–2.17, 2.15f–2.18f
Confinement:

in double heterostructure laser diodes, 
V:13.4f, 13.4–13.6, 13.6f

and photonic crystal fibers, V:11.22
in semiconductor optical amplifiers, V:19.6

Confocal Cassegrainians (telescopes), I:18.21
Confocal cavity technique, II:12.20, 12.20t
Confocal microscopes (confocal microscopy), 

I:28.49f, 28.49–28.51, 28.51f; III:17.1–17.10
clinical, III:17.3, 17.6–17.9
clinical applications using, III:17.8–17.9
defined, III:17.1

Confocal microscopes (confocal microscopy) 
(Cont.):

development of, III:17.3, 17.5
laser scanning, III:17.3, 17.7–17.8
Nipkow disk, III:17.4f, 17.5, 17.5f
scanning slit, III:17.3, 17.6f, 17.6–17.9, 17.7f
spatial filtering with, III:17.3
Svishchev, III:17.6, 17.6f
theory of confocal microscopy, III:17.3, 17.4f

Confocal parabolas, I:18.20, 18.20f, 18.21
Confocal parameter, II:16.23
ConfoScan 4 microscope, III:17.6, 17.7, 17.9
Conic collimators, II:39.8, 39.9f
Conic constant (term), I:1.34, 29.37
Conic mirrors, I:29.3f, 29.4f
Conic reflectors, II:39.11, 39.11f
Conic surfaces, II:3.5
Conical (term), II:35.5
Conical surfaces, in systems of revolution, 

I:1.34–1.35
Conical-directional reflectance, II:35.5t, 35.6f, 

35.6t
Conical-hemispherical reflectance, II:35.5t, 

35.6f, 35.6t
Conjugate (version) eye movements/position, 

III:1.42, 1.43, 13.1, 13.7, 13.20
Conjugate lines, collineation of, I:1.59
Conjugate matrices, I:1.68–1.71, 1.73
Conjugate mirrors, phase (see Phase conjugate 

mirrors)
Conjugate planes:

collineation of, I:1.58–1.59
in microscopes, I:28.4–28.5

Connected networks, 3D photonic crystals and, 
IV:9.4–9.5

Connector losses, in fiber optic communication, 
V:15.7, 15.8t

Conscopic imaging, I:28.8–28.9
Conservation, of radiant power transfer, 

II:34.13f
“Conservation of complexity,” II:3.7
Conservation of étendue, law of, I:1.22
Constellation-X Observatory, V:33.4
Constraints:

defined, II:3.17
methods for handling, II:3.18–3.19

Constricted double-heterostructure large optical 
cavity (CDH-LOC), II:19.19, 19.20t, 19.21f

Constringence, IV:2.23 (see also Abbe number)
Constructive interference, I:2.7
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Consultative Committee on Photometry and 
Radiometry (CCPR), II:36.2

Contact lenses, III:20.1–20.34
accommodation with, III:20.26–20.30, 

20.27f–20.29f, 20.29t
anisophoria and, III:13.26
for aphakic patients, III:12.15
base curve of, III:12.1
convergence with, III:20.25–20.26
correction with, III:12.11–12.14

hydrogel lenses, III:12.12–12.13
for presbyopia, III:12.13–12.14, 14.27–14.28
rigid lenses, III:12.11–12.12

design considerations, III:20.20–20.25
aberrations, III:20.24–20.25, 20.25f
aspheric lenses, III:20.20–20.23, 

20.21f–20.23f
posterior peripheral curve, III:20.23–20.24, 

20.24t
design parameters, III:20.2–20.6, 20.4t, 20.5t

base curve radius (BCR), III:20.3, 20.4f, 
20.5

center thickness, III:20.6
edge thickness, III:20.6
optical zone diameter (OZD), III:20.5
overall diameter (OAD), III:20.5
posterior peripheral curve systems, 

III:20.5, 20.6
magnification, III:20.31–20.33

relative spectacle, III:20.32–20.33, 20.33f
spectacle, III:20.31–20.32

materials for, III:20.3
power of, III:20.6–20.20

back and front vertex power, III:20.7–20.8, 
20.8t

and contact lens as thick lens, III:20.6–20.7
effective power, III:20.8–20.12, 20.9t, 

20.10f, 20.11f
lacrimal lens consideration, 

III:20.12f–20.14f, 20.12–20.15
residual astigmatism, III:20.15
of soft lenses, III:20.15–20.16
of toric lenses, III:20.16f–20.20f, 

20.16–20.20, 20.18t
prismatic effects with, III:20.30–20.31

prism-ballasted contacted lenses, III:20.30
unintentional (induced) prism, III:20.31

(see also specific types of lenses)
Contact scanners, II:32.21, 32.22f
Contact stresses, II:6.21

Contacting, in wafer processing, II:17.24
Contamination, of optical surfaces, 

IV:19.4–19.5
Contamination control, IV:6.16
Contamination levels (in stray light suppression), 

II:7.18–7.19, 7.18t, 7.19f–7.21f
Continuous polishers (CPs), II:9.7
Continuous readout x-ray detectors, V:61.2
Continuous ring flanges, II:6.4f, 6.11
Continuous wave (cw) power, II:19.19, 19.22, 

19.22f
Continuous-wave (cw) lasers, II:23.18, 34.32; 

IV:7.14, 14.16–14.18, 14.17f; V:25.4, 25.5, 
25.5f, 25.7

diode lasers, V:13.49
dye lasers, I:10.8; V:5.32, 5.33f, 5.34

Continuous-wave optical parametric oscillators 
(cw OPOs), IV:17.1–17.31

cavity resonance configurations for, 
IV:17.2–17.4, 17.3f, 17.4f

for correlated twin beams of light, IV:17.28, 
17.29f, 17.30f

for hyperspectral imaging, IV:17.27–17.28
limitations of, IV:17.30
for metrology and optical frequency synthesis, 

IV:17.28, 17.29
multiple-resonant oscillators, IV:17.16–17.21

doubly resonant, IV:17.16–17.17
pump enhanced singly resonant, 

IV:17.17–17.20, 17.18f–17.20f
triply resonant, IV:17.20–17.21, 17.21f

singly resonant oscillators, IV:17.4–17.16
guided-wave nonlinear structures, 

IV:17.15–17.16
MgO:sPPLT in, IV:17.14–17.15, 17.15f
PPLN crystals in, IV:17.4–17.13, 

17.6f–17.11f
QPM nonlinear materials, IV:17.13–17.14

in spectroscopy, IV:17.21–17.27
high-resolution Doppler-free, IV:17.27
photoacoustic, IV:17.22f–17.24f, 

17.22–17.24
single-pass absorption, IV:17.24–17.27, 

17.25f, 17.26f
technological advances in, IV:17.1–17.2, 

17.30–17.31
Continuous-wave (cw) Q-switched 

modelocking, IV:18.5f
Continuous-wave (cw) spectroscopy, IV:11.2
Continuum excitations, IV:18.20
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Continuum pulse generation, IV:18.4
Contours (color vision), III:11.72–11.79, 

11.73f–11.75f
and after-effects, III:11.75f, 11.75–11.76
color appearance and stabilized borders, 

III:11.74–11.75
detection surface/contour, III:11.12

defined, III:11.2
and directions of color spaces, III:11.40f
in equiluminant plane, III:11.44f
and field adaptation, III:11.53–11.54, 

11.54f
in the L, M plane, III:11.40f, 11.41–11.42

discrimination contours, III:11.44f
gap effect and luminance pedestals, III:11.72, 

11.74
McCollough effect, III:11.76, 11.77f
multiplexing chromatic and achromatic 

signals, III:11.76–11.79, 11.78f
threshold surface/contour, III:11.12–11.15, 

11.13f
defined, III:11.3
and loss of information, III:11.20
and noise, III:11.20, 11.23f, 11.23–11.26, 

11.25f
and second-site adaptation to steady 

fields, III:11.18f
Contrast:

in color CRTs, III:22.19
defined, III:23.2
in microscopy

bright field microscopy, I:28.25, 28.27f, 
28.27–28.28

dark field microscopy, I:28.28
Hoffman modulation contrast, I:28.29
interference microscopy, I:28.33–28.44, 

28.35f, 28.37f, 28.38f, 28.40f, 28.42f, 
28.43f

and modulation transfer function, 
I:28.24–28.25, 28.25f, 28.26f

phase contrast, I:28.28–28.29, 28.29f
SSEE microscopy, I:28.29, 28.30, 

28.30f–28.33f, 28.33
in monochrome CRTs, III:22.7, 22.8f
in retinal imaging, III:15.21–15.22
in vision experiments, III:3.4
and visual acuity, III:4.12, 4.12f

Contrast coding:
first-site adaptation, III:11.15–11.16
Weber’s law and, III:11.15–11.16, 11.16f

Contrast (modulation) color spaces, III:10.19
Contrast constancy, III:2.33
Contrast detection, III:2.19–2.31

adaptation and inhibition, III:2.25f, 2.25–2.27
chromatic, III:2.29–2.31, 2.30f
eye movements, III:2.21
as function of spatial frequency, III:2.20f
optical transfer function, III:2.21–2.22, 2.22f
optical/retinal inhomogeneity, III:2.24, 2.25f
receptors, III:2.22–2.23
spatial channels, III:2.23–2.24
temporal, III:2.27f, 2.27–2.29, 2.29f

Contrast discrimination, III:2.31f, 2.31–2.32
Contrast estimation, III:2.33
Contrast masking, III:2.32f, 2.32–2.33
Contrast ratio, for fiber optic modulation, 

V:13.57
Contrast sensitivity, III:15.1
Contrast sensitivity functions (CSFs), III:2.20f, 

2.20–2.23, 2.22f, 24.3
and adaptation, III:2.25f, 2.25–2.27
age-related changes in, III:14.17, 14.19
chromatic, III:2.29–2.31
in color vision, III:11.45–11.46, 11.46f
at different retinal eccentricities, III:2.24, 

2.25f
of ideal observer, III:2.24
for motion detection, III:2.36, 2.37
spatial, III:11.45–11.46, 11.46f
spatio-temporal, III:2.28–2.29
for stereopsis, III:2.40, 2.41
temporal, III:2.27–2.29, 2.29f, 11.45

Contrast transfer function (CTF), I:4.7–4.8, 
4.8f, 28.24; III:4.5

Contrast-to-noise ration (CNR), of x-ray 
detectors, V:61.3

Controlled grinding, IV:19.3
Controlled-drift x-ray detectors, V:62.5
Conventional evaporation, IV:7.11
Convergence, III:13.21

in color CRTs, III:22.12, 22.13
with contact lenses, III:20.25–20.26
defined, III:13.1, 23.2
and egocentric direction, III:13.7
and refractive errors, III:12.15–12.16

Convergence accommodation/convergence 
interaction (CA/C ratio), III:13.24

Convergence micropsia, III:13.19
Convergence responses to prism, III:13.19
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Convergent reflectors, II:39.38f, 39.38–39.40, 
39.39f

Converging neutron guides, V:63.17
Conversion factors:

for English and SI units, II:37.7t
for photometric and radiometric quantities, 

II:36.11–36.14, 36.12f–36.14f
Convex surfaces, testing of, II:14.5, 14.5f
Cook objectives, I:29.31
Cooling:

of atoms with atom-laser interactions, 
IV:20.3–20.21

below Doppler limit, IV:20.17–20.21, 
20.18f–20.20f

history of, IV:20.3–20.4
optical molasses, IV:20.13–20.17, 

20.14f–20.16f
properties of lasers, IV:20.4–20.6
slowing atomic beams, IV:20.11–20.13, 

20.12f, 20.12t, 20.13f
theoretical description, IV:20.6–20.11, 20.9f

Doppler, IV:20.13–20.15, 20.14f
laser (see Laser cooling)
polarization gradient, IV:20.17
Raman, IV:20.21

Cooling rate, for glasses, IV:2.5n
Coordinate measurement machines (CMMs), 

II:9.6
Coordinate measurement method (CMM), 

II:40.53, 40.54
Coordinate systems:

for aberrations of point images, I:1.86
for collineation, I:1.57
for Fresnel equations, I:12.6–12.7, 12.7f
left-handed, I:12.6
for Mueller matrices, I:14.19–14.20

Coordinate-measuring machines (CMMs), 
V:46.2

Coordinates, circumferential, V:45.7
Copepod, III:8.1
Copilia, III:8.4
Copper, II:17.28

absorptance of, IV:4.40f, 4.48t, 4.50t
optical properties of, IV:4.12t–4.13t, 4.22f
physical properties of, IV:4.52t–4.54t
reflectance of, IV:4.29t–4.30t, 4.40f
thermal properties of

coefficient of linear thermal expansion, 
IV:4.56t, 4.57f

elastic properties, IV:4.69t

Copper, thermal properties of (Cont.):
at room temperature, IV:4.55t
specific heat, IV:4.65t, 4.66f
strength and fracture properties, IV:4.70t
thermal conductivity, IV:4.58t, 

4.60f–4.61f
Copper black, IV:6.21, 6.23f
Copper distributed data interface (CDDI), 

V:23.3
Copper gallium sulfide (CuGaS2), IV:2.39t, 

2.45t, 2.47t, 2.51t, 2.56t, 2.62t, 2.74t
Copper vapor lasers (CVLs), II:16.12, 16.13f, 

16.30
Copper-doped germanium (Ge:Cu) detectors, 

II:24.84f, 24.85f, 24.96, 24.97, 
24.97f–24.99f

Core (term), V:25.2
Core drilling, of fiber lasers, V:25.26–25.27
Core excitons, IV:5.26t
Core-cladding index difference, of photonic 

crystal fibers, V:11.12f–11.17f, 11.12–11.17
Cornea, III:1.3f, 1.4–1.6, 16.3–16.4, 21.2

absorption of ultraviolet light at, III:1.9
aging-related changes in, III:14.5, 14.6f
asphericity in, III:1.5f
and cataract (see Cataract)
confocal microscopy of (see Confocal 

microscopes)
as entrance pupil, III:1.8
injury to, III:7.4
keratometry of, III:21.6
laser ablation, III:16.11–16.19

ablation profiles, III:16.14–16.15
ablation rate, III:16.16–16.18, 16.18f
corneal photoablation, III:16.16, 16.17f
Epi-LASIK, III:16.12, 16.13, 16.13f
LASEK, III:16.12, 16.13
LASIK, III:16.13–16.14, 16.14f
photorefractive keratectomy (PRK), 

III:16.11f, 16.11–16.12, 16.12f
thermal, photochemical, and photoacoustic 

effects, III:16.18–16.19
optical axis of, III:9.5
optical power of, III:16.2
and refraction in the eye, III:12.3
refractive index of, III:14.5
refractive surgery modalities

corneal incisions/implants, III:16.9–16.11
laser corneal procedures, III:16.11–16.15

and rigid contact lenses, III:12.12
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Cornea (Cont.):
spatially modulated excimer laser ablation 

of, III:1.25
spectral sensitivities at, III:10.18–10.19
stray light from, III:1.20

Corneal endothelium, III:16.4
Corneal epithelium, III:16.4
Corneal hydration, III:16.18
Corneal incisions/implants, III:16.9–16.11, 

16.10f
Corneal photoablation, III:16.16–16.19, 16.17f

ablation rate, III:16.16–16.18, 16.18f
thermal, photochemical, and photoacoustic 

effects, III:16.18–16.19
Corneal relaxing incisions, III:21.13
Corneal stroma, III:16.4
Cornell Black, IV:6.26f, 6.27
Cornell High Energy Synchrotron Sources 

(CHESS), V:52.3, 52.5
Corner cube prisms, II:12.16
Cornice lighting, II:40.13f
Corning ULE, II:6.18
Cornu equation, for refraction index, IV:2.22
Cornu’s spiral, I:3.16–3.19, 3.18f
Coroneo effect, III:7.5, 7.6f, 7.7
Corotron, in xerographic systems, I:34.2, 34.3f
Correctors, for reflective and catadioptric 

objectives:
aplanatic, anastigmatic Schwarzschild with 

aspheric corrector plate, I:29.13
Cassegrain with spherical secondary and 

field corrector, I:29.8–29.9
Mangin-Cassegrain with correctors, I:29.24
Ritchey-Chretien telescope with two-lens 

corrector, I:29.8
spherical-primary Cassegrain with reflective 

field corrector, I:29.9
three-lens prime focus corrector, I:29.10

Correlated color temperature (CCT), II:34.44, 
37.7, 38.5, 40.8

Correlated double sampling (CDS), I:26.11; 
II:33.13

Correlated emission lasers (CELs), II:23.42–23.43
Correlated twin beams of light, IV:17.28, 

17.29f, 17.30f
Correlators, acousto-optic, I:11.10–11.12, 

11.11f
Corresponding retinal points, III:13.1, 13.8
Cortical cataract, III:12.14, 14.8
Cortical neurons, III:2.14

CORTRAN glass, IV:2.43t, 2.49t, 2.54t, 2.59t, 
2.67t

Corundum, IV:2.70t
Cosine condition, of stigmatic imaging, I:1.30, 

1.30f
Cosine law, II:37.8, 37.8f
Cosine-to-the-fourth approximation, I:1.81; 

II:34.16
Cotton polarizers, I:13.21
Cotyledons, III:8.1, 8.26, 8.27f
Couder objective, I:29.12
Coulomb attraction, IV:8.31
Coulomb explosions, V:2.5, 2.6

cluster, IV:21.33–21.34
molecular, IV:21.24–21.25

Coulomb fields, of ions, V:56.8
Coulomb gauge, for solids, IV:8.5
Coulomb interactions, of 3d electrons, V:2.9
Coulomb potentials, IV:21.31, 21.32f
Coulomb repulsion, I:10.10, 10.12, 10.16; V:2.5
Coupled cavity lasers, II:19.37f, 19.38
Coupled plasmon-phonon behavior, IV:5.35, 

5.36, 5.36f, 5.37f
Coupled quantum wells (CQWs), V:13.58
Coupled resonator structures (CRS), 

IV:22.11–22.13, 22.12f
Coupled-dipole method, I:7.15
Coupled-wave-theory (CWT), for multilayer 

Laue lenses, V:42.4, 42.12
Couple-mode theory, in integrated optics, 

I:21.8
Couplers and coupling:

of circulating pulses, II:20.12f, 20.12–20.15, 
20.15f

directional, V:18.2, 18.3, 18.3f, 18.9, 18.9f
étendue and source, II:40.41–40.42
evanescent, V:25.11
fiber-based, V:16.1–16.6, 16.2f, 16.5f
in film development, II:29.14
gain, II:19.29
in-plane, IV:9.10–9.11
interface, II:20.14
nonfused fiber, V:25.10
out-of-plane, IV:9.11–9.12
output, II:16.13
phase-conjugated, II:20.14
repetition-rate, II:20.14–20.15, 20.15f
two-beam, IV:12.4f, 12.4–12.6, 13.8–13.9
vertical, V:13.60
wavelength-selective, V:14.2
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Coupling coefficient, of DBR lasers, V:13.28
Coupling laser power, IV:14.14–14.15
Coupling (tie) layer, of bandpass filters, IV:7.82
Coupling loss, of fiber-optic components, 

V:18.1
Coupling noise, resistive, II:27.5, 27.6f
Coupling schemes, IV:14.30f (see also specific 

coupling schemes, e.g.: Lambda coupling)
Covariance mapping, V:2.5
Cove lighting, II:40.13f, 40.16f
Coverslip correction, I:28.10–28.11, 28.12f, 

28.13
CR-39 resin (poly-diallylglycol), IV:3.11
Craik-O’Brien-Cornsweet illusion, III:11.78
Craters, surface absorption and, IV:6.15
Creep strength, of metals, IV:4.8
Critical fusion frequency (CFF), III:14.19
Critical illumination, I:28.7 (see Abbe 

illumination system)
Critical objects (in stray light suppression), 

II:7.2
imaged, II:7.4, 7.5f
real-space, II:7.2–7.4, 7.3f, 7.4f

Cross-coupling, direction/distance of gaze and, 
III:13.23f, 13.23–13.24

Crossed reflectors, II:39.38f
Crossed string relationship, II:39.4, 39.4f
Cross-gain modulation (XGM), V:19.12, 

19.13f, 19.27, 19.29f, 19.29–19.30, 19.32, 
19.35–19.36

Cross-Kerr phase shifter, IV:23.11
Crossover frequency, liquid crystals and, V:8.16
Cross-phase modulation (XPM):

in optical fibers, V:10.3–10.4
and SOAs, V:19.13, 19.30–19.32, 19.31f, 

19.33f, 19.35–19.36
and solitons, V:22.5, 22.13–22.15
in WDM networks, V:21.19

Cross-spectral density function, I:5.5, 5.9, 
5.10, 5.16

Crown glasses, IV:2.28, 2.41t, 2.42t
Crucifix images, V:49.4, 49.4f
Cryogenic electrical substitution radiometers, 

II:34.28
Cryogenic x-ray detectors, V:60.9, 60.9t, 60.10t
Crystal diffraction:

and EDXRF, V:29.6–29.7, 29.8f–29.9f
single, V:53.12f–53.13f, 53.12–53.14
and WDXRF, V:29.2

Crystal interferometers, V:63.26–63.27, 63.27f

Crystal monochromators:
and bent crystals, V:39.1–39.6, 39.2t, 39.3f, 

39.5f–39.6f
in neutron optics, V:63.23–63.25

Crystal optics:
and electro-optic modulators, V:7.3–7.4, 

7.4f, 7.8t–7.10t
and the index ellipsoid, V:7.3–7.7, 7.4f–7.6f, 

7.8f–7.10f
polarizing, V:43.1–43.8, 43.3f–43.5f, 43.7f
and x-ray diffraction, V:28.3–28.4, 28.4f

Crystallin proteins, III:19.1
Crystalline infrared fibers, V:12.2t, 12.3t, 

12.7–12.10, 12.8f, 12.10f
Crystalline lens, III:1.3f, 16.3, 21.2

and accommodation, III:1.30–1.31
aging-related changes in, III:14.7–14.8
cataract of, III:12.14, 21.3 (see also Cataract; 

Intraocular lenses)
and cone spectral sensitivities, III:10.17
contours of refractive index in, III:1.5f
distribution of refractive index in, III:1.5f, 

1.5–1.6
and fluctuations in accommodation, 

III:1.32
fluorescence in, III:1.21
gradient index structure of, III:1.18, 21.2
growth of, III:1.4
and refraction in the eye, III:12.3
refractive index gradient of, III:1.3, 

19.12–19.13, 19.13f, 19.14f
scattered light from, III:1.20
UV absorption in, III:1.9

Crystalline optics, II:9.8
Crystalline-quartz retardation plates, 

I:13.46–13.48
Crystals:

anisotropic, IV:8.8–8.11, 8.9t, 8.10f
bent, V:39.5f–39.6f, 39.5–39.6
biaxial, IV:8.8, 8.9t, 8.10, 8.10f
Bragg-symmetric, V:35.3
Darwin width of, V:63.24, 63.26
and dielectric tensor and optical indicatrix, 

IV:2.17–2.19, 2.19f
and dispersion formulas for refractive index, 

IV:2.21–2.22
doubly curved, V:29.6–29.7, 29.8f
in electro-optic modulators, V:7.33–7.34
Fankuchen-cut, V:63.25
and glasses, IV:2.1–2.77
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Crystals (Cont.):
lattice vibration model parameters for, 

IV:2.76t–2.77t
material properties of, IV:2.27–2.36

characteristic temperatures, IV:2.32, 2.33
combinations of, IV:2.36
correlations of, IV:2.36
elastic properties, IV:2.30–2.31, 2.31t
hardness and strength, IV:2.31–2.32, 

2.32f, 2.32t
heat capacity and Debye temperature, 

IV:2.33–2.34
material designation and composition, 

IV:2.27, 2.29f
naming of, IV:2.27
thermal conductivity, IV:2.35f, 2.35–2.36
thermal expansion, IV:2.34f, 2.34–2.35
unit cell parameters, molecular weight, 

and density, IV:2.30
mechanical properties of, IV:2.47t–2.48t
mosaic, V:39.2
nonlinear optical, IV:10.19–10.20, 

10.20t–10.22t
and nonlinear optical coefficients, 

IV:2.26–2.27, 2.27t
optical activity of, IV:8.10–8.11
optical applications of, IV:2.17–2.27
as optical materials, IV:2.4–2.5
optical modes of, IV:2.68t–2.76t

with a-quartz structure, IV:2.71t
with cesium chloride structure, IV:2.68t
with chalcopyrite structure, IV:2.74t
with corundum structure, IV:2.70t
with cubic perovskite structure, IV:2.73t
with diamond structure, IV:2.68t
with fluorite structure, IV:2.69t
other structures, IV:2.74t–2.76t
with rutile structure, IV:2.71t
with scheelite structure, IV:2.72t
with sodium chloride structure, 

IV:2.69t
with spinel structure, IV:2.73t
with tetragonal perovskite structure, 

IV:2.73t
with trigonal selenium structure, 

IV:2.70t
with wurtzite structure, IV:2.70t
with zincblende structure, IV:2.69t

optical properties of, IV:2.6, 2.8–2.9
organic, V:7.33–7.34

Crystals (Cont.):
origin and models of, IV:2.9–2.17, 2.10f

absorption in transparent region, IV:2.17
electronic transitions, IV:2.12–2.15, 2.13f
lattice vibrations, IV:2.11–2.12
multiphoton absorption and refraction, 

IV:2.15–2.17, 2.16f, 2.17f
and photoelastic coefficients, IV:2.24
physical properties of, IV:2.37, 2.38t–2.43t

classes and symmetry properties, IV:2.7t
composition, structure, and density, 

IV:2.38t–2.41t
physical constants, IV:2.8t
symmetry properties, IV:2.5, 2.6t–2.8t

Raman scattering in, IV:8.19t–8.20t
room-temperature dispersion formulas, 

IV:2.60t–2.66t
room-temperature elastic constants of

cubic crystals, IV:2.44t–2.49t
hexagonal crystals, IV:2.46t
monoclinic crystals, IV:2.47t
orthorhombic crystals, IV:2.46t
tetragonal crystals, IV:2.44t–IV:2.45t

and scatter, IV:2.27
SHADOW code for, V:35.2
thermal properties, IV:2.50t–2.53t
and thermo-optic coefficients, IV:2.24–2.26
and total power law, IV:2.19–2.20, 2.20f
uniaxial, IV:8.8, 8.9t, 8.10f
[see also Liquid crystals; Photonic crystal 

fibers (PCFs)]
Cubic crystals, IV:8.9t, 8.20t

dielectric constants of, IV:2.18
room-temperature elastic constants of, 

IV:2.44t–2.49t
symmetries of, IV:2.7t

Cubic oxides (sillenites), IV:12.17–12.19, 
12.18t, 12.19f

Cubic perovskite structure, of crystals and 
glasses, IV:2.73t

Cubic zirconia (ZrO2:0.12Y2O3), IV:2.41t, 2.44t, 
2.48t, 2.69t

Cumulative size distribution, of particles in 
water, IV:1.15

Curie temperature, I:35.25
Curie temperature, of crystals and glasses, IV:2.33
Current:

dark, V:13.69, 13.73
saturation, V:13.69
trap-assisted thermal generation, V:13.69
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Current confinement, in VCSELs, V:13.45, 
13.45f

Current density, II:19.12f, 19.12–19.13, 19.13f
Current-confined constricted double-

heterostructure large optical cavity 
(CC-CDH-LOC), II:19.19, 19.20t, 19.21f

Curvature:
of space curves, I:1.18–1.19
vertex (paraxial), I:1.32–1.33

Curvature measurement, II:12.17–12.25
mechanical methods of, II:12.17–12.19, 

12.18f, 12.19f, 12.19t
optical methods of, II:12.19–12.21, 12.20f, 

12.20t, 12.21f
Curvature of best focal surface, V:45.5
Curved surfaces, radial gradients with, I:24.7
Cusp surface, of diamond-turned optics, 

II:10.10, 10.10f
Cutoff, slope of, IV:7.56
Cutoff filters, IV:7.53–7.60, 7.54f, 7.55f, 7.57f, 

7.59f–7.61f
Cutoff wavelength, II:24.10
Cw modelocking, IV:18.5f
Cyanine dyes, II:30.13, 30.13f
Cyclopean eye, III:13.1
Cyclopean locus, III:13.7
Cyclophoria, III:13.35
Cycloplegia, III:1.25, 25.11
Cyclotron resonance (CR), IV:5.12, 5.12f, 5.40, 

5.47–5.50, 5.48f–5.50f
Cyclovergence, III:13.1, 13.22, 13.27
Cylinders, scattering by, I:7.14
Cylindrical lenses, I:22.45, 22.46f
Cylindrical wavefronts, I:3.13–3.21, 3.14f

and Cornu’s spiral, I:3.16–3.19, 3.18f, 3.19t
and opaque strip construction, I:3.20–3.21
from rectangular apertures, I:3.19–3.20
from straight edges, I:3.14–3.16

Cytochrome oxidase “blobs,” III:2.14
Czerny-Turner monochromators, I:31.6
Czerny-Turner mounts, I:20.8f, 20.14t

Da Vinci stereopsis, III:13.4
Dall compensators, II:13.24, 13.24f
Dall-Kirkham objective, I:29.8
Damage:

laser-induced [see Laser-induced damage 
(LID)]

optical, V:13.54
Damage threshold, of fiber lasers, V:25.7

Dammann approach, for binary gratings, 
I:23.12

Damped least-squares (DLS) method, 
II:3.17–3.19

Damping:
additive, II:3.18
of field by reservoir, II:23.33–23.34
in laser cooling, IV:20.19–20.20, 20.20f
phonon, IV:5.14

Damping factor, II:3.18
Dark counts (of photomultipliers), II:27.8
Dark current, V:13.69, 13.73

absorption coefficient, II:25.8, 25.9f
in CCDs, II:32.20
correction of, II:34.33
defined, II:24.10
diffusion current, II:25.7
generation-recombination current, 

II:25.7–25.8
histogram of, II:32.12n
in photosensing elements, II:24.19–24.20, 

32.10–32.12, 32.11f
in pin photodiodes, II:25.7–25.8
quantum efficiency, II:25.8
responsivity, II:25.8
tunneling current, II:25.8

Dark decay, of xerographic photoreceptors, 
I:34.3

Dark field microscopy, I:28.28
Dark focus, III:1.33, 1.34, 1.34f
Dark regions, II:17.28
Dark signal correction, II:34.33
Dark (noncoupled) states, IV:14.4, 14.6–14.7, 

20.37–20.39, 20.38f
Dark-line defects, II:17.28
Darwin widths, V:43.6, 63.24, 63.26
Dashed rays, II:1.12, 1.12f
Data communication systems, V:15.1–15.2
Data noise, I:35.24
Data rates, I:30.6–30.8
Data storage, photorefractive holographic, 

IV:12.37
Data transmission formats, V:20.9f, 20.9–20.10
Data-reduction equations, polarimetric, 

I:15.14–15.15
Daylight:

as natural light source, II:40.40–40.41
simulation of, II:40.17
spectrum of, II:40.40f
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Daylighting schemes, luminaires for, 
II:40.47–40.50, 40.49f–40.51f

Day/night cameras, II:31.28–31.29
Dazzle, II:40.9
dc carbon arcs, II:15.25t
dc Kerr effect, V:7.11
dc lamps, II:15.32f
De Broglie neutron waves, V:63.3, 63.5
De Valois De Valois zone model, III:11.82
De-Broglie wavelengths, IV:8.4
Debye molar heat capacity, IV:2.33–2.34
Debye temperature, for crystals and glasses, 

IV:2.33–2.34
Debye-Waller factor, V:41.4
Decay, homogeneous, IV:11.10, 11.11f
Decay time, II:16.4
Decentered lens arrays, for agile beam steering, 

I:30.57–30.60, 30.58f–30.60f, 30.62–30.63
Decentering errors, for grazing incidence 

optics, V:45.6–45.7
Decision tasks (in experiments), III:3.2
Decommutator, V:20.1, 20.7f
Decomposition:

of conjugate matrices, I:1.71–1.72
of Mueller matrices, I:14.33

Cholesky decomposition, I:14.41, 14.42
polar decomposition, I:14.39–14.40
SVD, I:15.25–15.27

Weyl’s plane-wave, I:3.23
Decorative lighting, II:40.14, 40.16f
Deep reactive ion etching (DRIE), I:22.7, 22.23, 

30.62
Deep saturation regime, for fiber amplifiers, 

V:14.4
DEEP SPACE BLACK, IV:6.49
Deep x-ray lithography (DXRL), I:22.7
Deep-diffused stripe (DDS) lasers, II:19.23
Defect modes (in photonic crystals), IV:22.11, 

22.12f
Defect-related absorption, IV:5.37–5.39, 5.38f, 

5.39f
Deflectors, V:6.23t, 6.22–6.31

anisotropic acoustic beam collimation by, V:6.25
birefringent phased array, V:6.29
high-resolution, V:6.29t, 6.29
isotropic AO diffraction by, V:6.23–6.24, 6.24f
phase array beam steering by, V:6.27–6.29, 6.28f
resolution of, V:6.25
tangential phase matching by, V:6.25–6.27, 

6.26f

Defocus, I:1.82, 1.83, 1.83f, 1.85–1.86, 1.90, 1.91
aberrations of, II:11.30
annular polynomials for, II:11.38f, 11.39
and efforts to clear vision, III:13.22–13.23
with head-mounted displays, III:25.9–25.10, 

25.9t–25.10t
modulation transfer with, III:1.29
with monovision, III:14.28
off-axis, III:1.18, 1.19
Rayleigh units of, III:1.29
spectacles for, III:15.2
thermal, II:8.4, 8.5f
and visual acuity, III:4.9, 4.9f, 4.10f
with visual instruments, III:1.28
(see also Blur)

Defocus errors, for grazing incidence optics, 
V:45.6

Defocusing:
ionization-induced, IV:21.43f, 21.43–21.44
self, IV:13.7, 13.8, 19.9–19.11, 19.10f
thermal, IV:13.8

Deformable mirrors, III:15.1, 15.10, 15.10f; 
V:5.4, 5.4f, 5.37f, 5.37–5.38, 5.38f

Degauss, in color CRTs, III:22.9
Degenerate four-wave mixing (DFWM), 

IV:16.27–16.28, 16.28f, 18.17
Degenerate integrated structures, I:21.12
Degree of circular polarization (DoCP), 

I:15.10
Degree of coherence, I:2.37
Degree of linear polarization (DoLP), I:15.10
Degree of modulation, for electro-optic 

modulators, V:7.35–7.36
Degree of polarization (DoP), I:12.14–12.15, 

15.9
Degree of polarization (DoP) surfaces and 

maps, I:14.31–14.32, 14.32f
Dektak stylus profiler, V:46.2
Delay-line technique, V:60.5
Delta gun CRTs, III:22.4, 22.13
Demultiplexers and demultiplexing, V:20.1

for networking, V:18.4, 18.10f, 18.10–18.11, 
18.11f

in OTDM networks, V:20.7f, 20.7–20.8, 
20.22, 20.23f

terahertz asymmetric optical, V:20.22
Dense crown flint glass, IV:2.42t
Dense flint glass, IV:2.43t
Dense phosphate crown glass, IV:2.41t
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Dense wavelength division multiplexing 
(DWDM):

and AOTFs, V:6.43, 6.44
and optical fiber amplifiers, V:14.1
and SOAs, V:19.25f, 19.25–19.27, 19.26f

Density (of photographic films), II:29.6–29.8, 
29.7f

Density matrix, IV:16.21, 16.22
Density (coherency) matrix, I:12.29–12.30, 

14.41
Density of states (DOS), II:19.9–19.10, 19.10f; 

V:11.8, 11.9f
Density-operator approach, to quantum theory 

of lasers, II:23.14–23.33
derivation of Scully-Lamb master equation, 

II:23.17–23.22
cavity losses, II:23.18
laser master equation, II:23.19f, 23.19–23.20
micromaser master equation, II:23.20–23.22

photon statistics, II:23.22–23.27
laser, II:23.22–23.26, 23.23f, 23.25f
micromaser, II:23.26–23.27, 23.27f

spectrum, II:23.28–23.33
laser field, II:23.28–23.31, 23.30f
micromaser field, II:23.31–23.33

time evolution of the field in Jaynes-
Cummings model, II:23.15f, 23.15–23.17

Dephasing, IV:11.15, 14.12–14.14
Depletion, of charge, II:25.6
Depletion layer, of semiconductor detectors, 

V:60.5
Depletion layer generation current, 

II:32.10–32.11, 32.11f
Depletion region, of pin photodiodes, V:13.64
Depolarization:

defined, I:15.7
and diagonal depolarizers, I:14.30
Mueller matrices for, I:14.30–14.39

depolarization index, I:14.32
generators of, I:14.33–14.39, 14.36f, 14.37f

and volume scattering, I:9.16–9.17, 9.17f
Depolarization index, I:14.32
Deposition:

chemical vapor, V:25.26
modified chemical vapor, V:25.2, 25.21, 

25.26, 25.28
outside vapor, V:25.2, 25.26
physical vapor, V:61.6
vapor axial, V:25.3, 25.26

Deposition method, of manufacturing 
thin-films, IV:7.11–7.12

Depth dependent sensitivity (OCT), III:18.13f, 
18.13–18.14, 18.14f

Depth of field, I:1.84, 17.37, 28.22–28.23
Depth of focus (DOF), I:1.84, 17.37, 17.37f, 

28.22; II:4.7–4.8, 4.8f
in human eye, III:1.28–1.29
of multilayer Laue lenses, V:42.17, 42.17f
and pupil diameter, III:1.8, 1.29, 1.30f

Depth ordering, III:13.4, 13.5, 13.10–13.12
Depth perception, III:2.39–2.40

age-related changes in, III:14.22
stereodepth, III:13.11–13.12

Depth range:
with OFDI, III:18.16
in SD-OCT, III:18.6–18.7

Depth-of-amplitude modulation, V:7.22
Depth-of-phase modulation, V:7.19
Derivative matrices, I:1.73
Derotation, of polygon scanners, 

I:30.35–30.36
Derrington Krauskopf Lennie (DKL) space, 

III:11.32, 11.32f, 11.33
defined, III:11.2
equiluminant plane

hue scaling, III:11.63
multiple mechanisms in, III:11.57, 

11.58
Descemet’s membrane, III:14.5, 16.4
Design software, optical (see Optical design 

software)
Designer blacks, IV:6.14
DeSoto Black, IV:6.37f, 6.39
Despace errors, for grazing incidence optics, 

V:45.6
Destructive interference, I:2.7
Destructive ports, of M-Z interferometers, 

V:21.34
Detailed balance, condition of, 

II:23.23
Detected point spread function (DPSF), 

V:44.14, 44.15f
Detection and detectors:

absolute detectors, II:34.27–34.30
activated phosphor, V:60.7–60.8
collision, V:23.7
direct-conversion flat panel, V:61.4f, 61.6t, 

61.6–61.7, 61.7f
energy dispersive, V:62.2–62.4

Bass_HOI_p001-234.indd   I.50Bass_HOI_p001-234.indd   I.50 10/7/09   2:20:37 PM10/7/09   2:20:37 PM

DO
 N

OT
 D

UP
LI

CA
TE



INDEX  I.51

Detection and detectors (Cont.):
for fiber optic systems, V:13.2–13.3, 

13.63–13.73
avalanche photodiodes, V:13.71–13.73
MSM detectors, V:13.73
pin diodes, V:13.63–13.71, 13.64f, 13.66f, 

13.66t, 13.68f
Schottky photodiodes, V:13.73

heterodyne, V:3.34
light detection and ranging (LIDAR), 

V:3.38f, 3.38–3.39, 25.25
light detectors, III:5.21, 5.22t
for medical imaging, V:31.4, 31.4f, 61.2
MSM photoconductive, V:13.63, 13.73
in neutron optics, V:63.31–63.34
photodetectors, V:9.8
semiconductor, V:60.5
semiconductor detectors, IV:5.61
solid state, V:63.33–63.34
spectroradiometry, II:38.8–38.10, 38.9t, 

38.10t
standards for, II:38.12–38.13
x-ray, V:31.4f

controlled-drift, V:62.5
cryogenic, V:60.8–60.9, 60.9t, 60.10t
film, V:60.8, 60.9t, 60.10t
ionization, V:60.3–60.7, 60.9t, 60.10t
scintillation, V:60.7–60.8, 60.9t, 60.10t

for x-ray imaging, V:61.1–61.8
CCD detectors, V:61.7–61.8, 61.8f
flat panel detectors, V:61.3–61.7, 61.4f, 

61.6t, 61.7f
geometries for and classifications of, 

V:61.1–61.3, 61.2f
Detection surface or contour (color vision), 

III:11.12
defined, III:11.2
and directions of color spaces, III:11.40f
in equiluminant plane, III:11.44f
and field adaptation, III:11.53–11.54, 11.54f
in the L, M plane, III:11.40f, 11.41–11.42

Detection tasks, III:2.15, 3.2
Detection threshold:

color vision
chromatic discrimination near, 

III:11.58–11.59
two-stage model of, III:11.23f

and discrimination thresholds, III:4.6–4.7
Detective quantum efficiency (DQE), II:24.10, 

29.1, 29.23; V:61.2, 61.3, 61.5–61.7

Detective time constant, II:24.10
Detectivity:

of film, II:29.23
of infrared detector arrays, II:33.23–33.24
normalized, II:38.9
of photodetectors, II:25.4
of thermal detectors, II:28.3, 28.3f

Detrending, in x-ray mirror metrology, 
V:46.6–46.7, 46.7f

Detritus, organic:
absorption by, IV:1.25–1.27, 1.25t, 1.26f
in water, IV:1.14

Detuning, IV:14.11f; V:13.29, 30.3
Deuteranopes, III:10.16
Deuterated triglycine sulfate (DTGS), 

II:28.1, 28.7
Deuterium lamps, II:15.13, 15.49, 15.53f, 34.31
Developable film, II:29.5
Development:

of photographic film, II:29.5, 29.12, 29.13f, 
30.24

in xerographic systems, I:34.5f–34.9f, 
34.5–34.10

Development inhibitor anchimeric releasing 
(DIAR) color correction, II:30.18

Development inhibitor-releasing (DIR) 
chemicals, II:30.3

DeVries-Rose law, III:2.26
Dewar container, II:24.10
Diabetic retinopathy, III:14.1, 14.25–14.26
Diagonal depolarizers, I:14.30
Dialytes (lenses), I:17.25, 17.25f
Diamagnification, I:1.23
Diamond (crystal), IV:2.38t, 2.44t, 2.47t, 2.50t, 

2.55t, 2.61t, 2.68t
Diamond lattice structure, IV:5.6, 5.16, 5.17t

of air spheres, IV:9.5
of crystals and glasses, IV:2.68t

Diamond tools, II:10.5, 10.8
Diamond turning, I:22.15–22.18, 22.16t, 

22.17f, 22.18f; II:6.20, 10.1–10.14; 
IV:3.12

about, II:10.1–10.2
advantages of, II:10.2–10.4
of axicon optical element, II:10.3f
machine tools for, II:10.6–10.8, 10.7f
materials applicable to, II:10.4–10.5, 10.4t
process of, II:10.2
steps in, II:10.8–10.9
traditional optical fabrication vs., II:10.6
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Diamond-turned optics:
cleaning of, II:10.9
metrology of, II:10.12f, 10.12–10.13, 10.13f
surface finishing of, II:10.9f–10.11f, 10.9–10.11

Diaphany, III:1.20
Diattenuation, I:14.6, 15.7; III:18.1

linear, I:14.8, 14.17
Mueller matrices for, I:14.16f, 14.16–14.19

Dichroic beam splitters, IV:7.65–7.66, 7.67f
Dichroic polarizers, I:13.24–13.33, 13.26f, 13.27f

coatings as, I:13.28
measuring polarization of, I:13.33
pyrolytic-graphite polarizers, I:13.28–13.29, 

13.29f
sheet polarizers, I:13.25–13.28

Dichroism, I:15.19, 15.41, 31.17, 31.20, 31.21; 
III:18.1

defined, V:25.2
magnetic circular, V:55.7f, 55.7–55.9

Dichromatic vision, III:10.13, 10.14, 10.16
Dicke narrowing, IV:15.9
Die fab, in wafer processing, II:17.24–17.25
Die-attach materials, II:17.28
Dielectric broadband reflectors, IV:7.39, 7.40f, 

7.45f–7.47f, 7.45–7.47
Dielectric color selective (dichroic) beam 

splitters, IV:7.65–7.66, 7.67f
Dielectric compound parabolic collectors 

(DCPCs), II:39.15, 39.16, 39.16f
Dielectric constant, IV:2.14, 2.17–2.18

of crystals and glasses, IV:2.6t
dispersion of, IV:8.22f
for solids, IV:8.15

Dielectric function, IV:4.26f, 5.8–5.9, 5.12
Dielectric impermeability, I:21.9
Dielectric multiple reflection cutoff filters, 

metal, IV:7.59–7.60
Dielectric multiple reflection filters, metal, 

IV:7.111
Dielectric potential, IV:9.15
Dielectric properties, of liquid crystals, 

V:8.14–8.18, 8.15f, 8.18f
Dielectric reflectors:

interference filters with, IV:7.81
metal, IV:7.81–7.82, 7.108, 7.109, 7.110f

Dielectric solid-state laser gain media, 
II:16.32–16.34

Dielectric tensor, of crystals and glasses, 
IV:2.17–2.18

Dielectric total internal reflecting concentrator 
(DTIRC), II:39.17

Differential amplifiers, II:27.11
Differential detection, of optical disk data, 

I:35.22f, 35.22–35.23
Differential geometry, of rays, I:1.19–1.21
Differential group delay (DGD), V:21.17
Differential measurement technique, II:22.13
Differential-phase-shift-keyed (DPSK), I:21.30, 

21.32; V:19.27, 21.33–21.34, 21.36, 21.36t, 
21.37t

Differential quadrature phase-shift-keying 
(DQPSK), V:21.34–21.36, 21.35f, 21.36t, 
21.37t

Differential quantum efficiency, V:13.9
Differential reflectivity (DR), IV:18.1, 18.5, 

18.6, 18.6f
Differential scattering cross-sections (DSCs), 

I:7.8, 8.3, 8.4
Differential transmission (DT), IV:18.1
Differential transmission (DT) spectroscopy, 

IV:18.18–18.19
Differential-interference contrast (DIC) 

microscopy, I:28.27, 28.39–28.41, 28.40f
Diffraction, I:3.2–3.3, 3.3f

acousto-optic, V:6.4, 6.9
anisotropic, V:6.10
anomalous, I:7.5, 7.6f
and birefringent diffraction bandshapes, 

V:6.13, 6.14, 6.14f
Bragg, I:11.9, 11.9f

and acousto-optic modulators, V:6.4, 6.6, 
6.7, 6.14

and brightness of x-ray tube sources, 
V:54.16

far and near, V:6.8–6.9, 6.12
in neutron optics, V:63.23
order of, V:20.14
and phase matching equations, V:6.11
of x-rays, V:42.2

from circular apertures, I:3.6f, 3.6–3.7, 3.7f
and Cornu’s spiral, I:3.16–3.17
by crystals, V:39.2–39.3
of cylindrical wavefronts, I:3.13–3.21, 3.14f

Cornu’s spiral, I:3.16–3.19, 3.18f, 3.19t
opaque strip construction, I:3.20–3.21, 

3.21f
from rectangular apertures, I:3.19–3.20, 

3.20f
from straight edge, I:3.14f, 3.14–3.16, 3.15f
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Diffraction (Cont.):
definition of, I:3.6
from disks, I:3.7–3.8
and energy-dispersive x-ray fluorescence, 

V:29.6–29.7, 29.8f–29.9f
Fraunhofer, I:3.24f–3.26f, 3.24–3.28; V:42.2, 

63.25
Airy diffraction as, I:28.17
conducting screens for, I:3.33f
and gratings, I:20.3

Fresnel, V:27.2, 27.4, 40.9, 63.25
Fresnel-Kirchhoff formula, I:3.21, 3.22, 3.32
by gratings and monochromators, 

V:38.1–38.3, 38.2f
Green’s function, I:3.22–3.23
Huygens-Fresnel construction, I:3.4–3.13

Babinet principle, I:3.9–3.11, 3.10f, 3.11f
circular apertures and disks, light from, 

I:3.6f–3.9f, 3.6–3.9
Fresnel zones, I:3.4–3.6
zone plates, I:3.11–3.13

isotropic
and acousto-optic interactions, V:6.9–6.10, 

6.10f, 6.13, 6.13f
by deflectors, V:6.23–6.24, 6.24f

and isotropic diffraction bandshape, V:6.13, 
6.13f

kinematic theory of, V:63.5
lysozyme, V:53.12f, 53.12–53.14, 53.13f
mathematical theory of, I:3.21–3.29

diffraction grating, I:3.28–3.29, 3.29f, 3.30f
Fraunhofer diffraction, I:3.24–3.28
Fresnel and Fraunhofer approximations, 

I:3.23–3.24
in multifocal optics, III:21.15–21.18
near- and far-field, V:27.2–27.3, 27.3f
in neutron optics, V:63.3, 63.25
order of, V:18.6
powder, V:53.14, 53.14f
Rayleigh-Sommerfeld, I:3.9, 3.10, 3.23, 3.29
and resolution of microscopes, I:28.19–28.22, 

28.20f, 28.21f
and retinal image quality, III:1.12–1.14, 1.21
scalar diffraction theory, I:23.10–23.13, 

23.11t, 23.12f, 23.13f
single crystal, V:53.12f–53.13f, 53.12–53.14, 

53.13f
by spheres, I:7.4
stationary phase approximation for, I:3.29, 

3.31–3.32

Diffraction (Cont.):
vector, I:3.32f–3.37f, 3.32–3.37, 23.13–23.14, 

23.14f
and wavelength-dispersive x-ray fluorescence, 

V:29.2
x-ray, V:28.5–28.6, 28.6f
and x-ray optics, V:26.7, 26.8

Diffraction efficiencies, of zone plates, 
V:40.4–40.8, 40.5f, 40.7f, 40.8f

Diffraction efficiency, I:23.9, 23.9f, 23.10t
Diffraction focus, II:11.35
Diffraction geometry, tilted, V:42.4
Diffraction grating, IV:5.59–5.60
Diffraction gratings, I:3.28–3.29, 3.29f, 3.30f, 

20.4
arrayed waveguide, I:21.24
beam-splitter, I:23.11, 23.12
binary, I:23.13
dispersive gratings vs., I:20.3–20.4
interference, I:33.14
multiple beam, I:2.28–2.29, 2.29f, 2.30f
for PICs, I:21.19
as polarizers, I:13.30–13.33

Diffraction limit, III:4.1
Diffraction limited imaging, III:17.1
Diffraction patterns, three-dimensional, 

I:28.19–28.22
Diffraction theory, III:6.1
Diffraction transfer factor (DTF), II:4.1, 4.4
Diffraction-limited depth of focus, I:28.22
Diffraction-limited lenses, I:17.37–17.39, 

17.41f–17.42f
Diffraction-limited optics, II:4.4, 8.5, 8.6f
Diffraction-related error, II:34.33
Diffraction-type polarizers, I:13.30–13.33
Diffractive contact lenses, III:14.28
Diffractive imaging, V:41.9–41.10, 41.10f
Diffractive optics, I:33.13, 35.28, 35.28f, 35.29; 

II:8.15; V:26.8, 26.8f, 26.9f
Diffractive scattering, V:64.2–64.3
Diffractometers, V:28.1–28.3, 28.2f, 28.3f
Diffuse attenuation:

and Jerlov water types, IV:1.42–1.46, 
1.43t–1.45t, 1.44f, 1.45f

in water, IV:1.13
Diffuse attenuation coefficient, IV:1.12
Diffuse density, II:29.7, 29.7f
Diffuse Infrared Background Explorer, IV:6.29f
Diffuse lighting, II:40.15
Diffuse reflectance, II:35.4, 35.11, 35.12f, 35.13
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Diffuse scattering, V:63.4
Diffuse transmittance, II:35.3, 35.9f
Diffused homojunctions, LED, II:17.9–17.10, 

17.10f, 17.11f
Diffusely scattering surfaces (see Black surfaces)
Diffusers, I:6.5, 6.5f, 6.7, 23.13; III:5.10f, 

5.10–5.11
with integrating cavities, II:39.26
perfect reflecting, II:37.8
perfect transmitting, II:37.8
plane, II:38.14, 38.14f, 38.15f
thin teflon, II:38.15f

Diffusion:
open-tube, II:17.24
photogenerated charge collection by, II:32.5
sealed-ampoule, II:17.23
semisealed-ampoule, II:17.24
in wafer processing, II:17.23–17.24
zinc, II:17.9–17.10, 17.10f

Diffusion approximation, of radiative transfer, 
I:9.11–9.12

Diffusion current, II:25.7, 26.8, 26.8f, 26.9, 
32.10, 32.11f, 32.11n

Digital, analog conversion to, V:20.4, 20.8, 20.8f
Digital displays, in medical imaging, 

V:31.8f–31.10f, 31.8–31.9
Digital holographic microscopy (DHM), 

I:28.42, 28.43
Digital imaging:

color representations in, III:10.35
displays for vision research

color cathode ray tubes (color CRTs), 
III:22.1–22.34

liquid crystal displays (LCDs), 
III:22.34–22.40

Digital Libraries, III:24.7–24.8, 24.10
Digital light processing (DLP), I:30.3, 30.60
Digital micromirror devices (DMDs), I:22.23, 

30.60–30.61
Digital modulation, V:6.33
Digital on-off-keying receivers, V:9.9–9.11
Digital signal processing (DSP), II:27.14
Digital tomosynthesis, V:31.7–31.8
Digital transmission, in integrated optics, 

I:21.31–21.32
Digital II SSA cameras, II:31.24–31.26
Digital Video Broadcasters Measurement 

Group standards, V:15.4
Digitized Green’s function, I:7.15, 7.16

Diluted magnetic semiconductors (DMSs), 
IV:5.45

Dilution, in nonimaging optics, II:39.6, 39.40
Diode lasers, external cavity, II:22.21–22.23, 

22.22f
Diode phototube, II:24.6
Diode pumps, V:25.12–25.13
Diode-pumped solid state lasers, II:22.20–22.21
Diodes:

laser, V:13.3–13.24
double heterostructure, V:13.3f, 13.3–13.8, 

13.4f, 13.6f, 13.7f
noise characteristics of, V:13.18–13.24, 

13.19f–13.21f
operating characteristics of, V:13.8–13.13, 

13.10f
transient response of, V:13.13–13.18, 

13.14f, 13.16f, 13.17f
light-emitting, V:13.1, 13.36–13.42, 13.38f

edge-emitting, V:13.40
operating characteristics of, V:13.40f, 

13.40–13.42
and optical fibers, V:9.7
surface-emitting, V:13.38f, 13.38–13.40
and transmissive TFT LCDs, V:8.29–8.31, 

8.30f
photo- (see Photodiodes)
pin, V:13.2, 13.63–13.71, 13.66t

dark current, V:13.69
geometry of, V:13.64f, 13.64–13.65
noise, V:13.70–13.71
sensitivity, V:13.65–13.66, 13.66f
speed, V:13.67–13.68
and unitraveling-carrier (UTC) 

photodiodes, V:13.68f, 13.68–13.69
(see also Photodiodes)

Diopter (D), III:12.1, 12.4, 13.21, 25.1
Dioptric errors of focus, III:1.13, 1.14, 1.28
Dioptric lens systems, V:35.1
Dioptric systems, I:1.9
Diplopia (double vision), III:23.2
Dipole active modes, infrared, IV:8.16–8.18, 

8.17f
Dipole approximation, discrete, I:7.16
Dipole force, IV:20.8
Dipole model of light, I:3.33–3.36, 3.37f
Dipper function, III:11.59, 11.60f
Dirac delta function, I:5.9, 5.12, 6.8
Dirac equation, for one-electron atom, I:10.10
Dirac series, I:30.8
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Direct detector integration (DDI), II:33.18, 
33.19t, 33.20f

Direct excitons, IV:5.29
Direct injection (DI), II:33.18–33.21, 33.19t, 

33.20f, 33.21f
Direct interband absorption, in solids, 

IV:8.27–8.28
Direct (vertical) interband absorption transitions, 

IV:5.22, 5.22f–5.23f, 5.22–5.23, 5.25f
Direct interferometry, II:13.17–13.18
Direct laser acceleration (DLA), IV:21.43
Direct lighting, II:40.14
Direct modulation, V:20.17f, 20.17–20.18
Direct ophthalmoscope, III:12.5–12.6
Direct overwrite (DOW), of optical disks, 

I:35.30, 35.30f
Direct pulse generation, IV:18.4
Direct readouts (DROs), from FPAs, 

II:33.15–33.18
electronically scanned staring FPAs, 

II:33.16–33.17
output circuits, II:33.18
time delay integration scanning FPAs, 

II:33.17, 33.17f
X-Y addressing and clock generation, 

II:33.16
Direct semiconductors, II:17.4, 17.5f
Direct-charge-injection silicon (DSI) FPAs, 

II:33.11f, 33.13
Direct-conversion flat panel detectors, V:61.4f, 

61.6t, 61.6–61.7, 61.7f
Direct-indirect lighting, II:40.15, 40.46f, 40.47
Direction, perception of, III:13.7–13.10

corresponding retinal points, III:13.8
horopter, III:13.8–13.9, 13.9f, 13.10f
vertical horopter, III:13.9

Direction discrimination, III:2.37
Direction selectivity, III:2.14n
Directional (term), II:35.5
Directional conical reflectance, II:35.5t, 35.6f, 

35.6t
Directional couplers, for networking, V:18.2, 

18.3, 18.3f, 18.9, 18.9f
Directional emittance, II:35.7
Directional hemispherical emittance, II:35.15
Directional hemispherical reflectance, II:35.5t, 

35.6f, 35.6t
Directional spectral absorptance, II:35.7, 35.8t
Directional spectral emittance, II:35.7
Directional total absorptance, II:35.8t

Directionality (isolation), of fiber-optic 
components, V:18.1

Direct-reading autocollimators, II:12.12
Direct-vision prisms, I:19.2
Disability glare, II:40.9–40.10; III:14.4, 14.12, 

23.2
Discharged area development (DAD), I:34.4
Discomfort, visual, II:40.9–40.12
Discomfort glare, II:40.9–40.12, 40.11t; 

III:14.12, 23.2
Disconjugate eye movements, III:13.1
Discrete actuator deformable mirrors, III:15.1, 

15.10, 15.10f
Discrete dipole approximation, I:7.16
Discrete electroabsorption modulators, V:13.59
Discrete energy levels, II:16.4
Discrete signals, incoherent processing of, 

I:11.17–11.20, 11.18f, 11.19f
Discrimination contours (color vision), 

III:11.44f
Discrimination experiments (see Pedestal 

experiments)
Discrimination tasks, III:2.15, 3.2
Discrimination thresholds, III:4.6–4.7
Diseases of the eye:

age-related, III:14.3
age-related macular degeneration, III:14.1, 

14.24–14.25
cataract, III:14.24
diabetic retinopathy, III:14.25–14.26
glaucomas, III:14.26–14.27
life-span environmental radiation damage, 

III:14.22–14.23
visual impairment secondary to, III:14.4
(see also specific diseases)

Disjunctive eye movements (see Vergence eye 
movements)

Disk PZT transducers, II:22.17–22.18
Disk rotation speed, of optical disks, I:35.5–35.6
Disks, as aperture screens, I:3.7–3.11, 3.8f
Dislocation reduction, II:18.2, 18.2f
Dispenser cathodes, V:54.10
Dispersion, I:20.1; IV:18.11

angular, V:38.6
Cauchy, IV:2.21
chromatic

and fiber optic communication links, 
V:15.9, 15.10

in WDM networks, V:21.14–21.16, 21.15f, 
21.16f
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Dispersion (Cont.):
for crystals and glasses, IV:2.21–2.23, 

2.60t–2.66t, 2.66t–2.68t
Drude, IV:2.21–2.22
in fiber optic communication links, 

V:15.9–15.11, 15.10f
by gratings and monochromators, 

V:38.6–38.7
group velocity, V:11.18, 11.18f, 11.19f
of light, II:38.8
Maxwell-Helmholtz-Drude, IV:2.12, 2.21–2.22
in multilayer reflectors, IV:7.40
normal vs. anomalous, IV:4.4
in optical fibers, V:9.5–9.7, 9.6f
principle of, IV:2.23
range of anomalous, IV:4.4
room-temperature, IV:2.60t–2.68t
in solids, IV:8.14–8.16, 8.22f
theory of, V:63.5
in WDM networks, V:21.20–21.26, 21.21f

chromatic, V:21.14–21.16, 21.15f, 21.16f
electronic solutions for, V:21.26, 21.27f
fixed dispersion compensation, 

V:21.22–21.23, 21.23f
tunable dispersion compensation, 

V:21.23–21.26, 21.24f–21.26f
Zernike, IV:2.22

Dispersion compensating fiber (DCF), V:15.10, 
21.22

Dispersion length, of solitons, V:22.3
Dispersion optimizing fiber, V:15.10
Dispersion spectrometers, IV:5.59–5.60
Dispersion-managed (DM) solitons, 

V:22.12–22.15, 22.13f, 22.14f
Dispersion-shifted fibers, V:9.7
Dispersity, II:30.9
Dispersive prisms and gratings, I:20.1–20.15

configurations of, I:20.4–20.15
diffraction gratings vs., I:20.3–20.4
Eagle configuration, I:20.7, 20.11f
Ebert-Fastie configuration, I:20.8, 20.12f
Littrow configuration, I:20.7f, 20.10
Paschen-Runge configuration, I:20.7, 20.11f
Pfund configuration, I:20.8f, 20.10, 20.13f
in spectrometers, I:20.2–20.3, 20.3f
in spectroradiometers, I:20.1, 20.2f, 20.14t
Wadsworth configuration, I:20.5f, 20.8, 

20.12f
Displacement current, II:26.7

Displacement vectors, bulk modulators and, 
V:7.18

Displays (in general), II:40.1 (see also specific 
displays, e.g.: Monolithic LED displays)

of cameras, I:25.6–25.7
for medical imaging, V:31.8–31.9
out-of-plane coupling and, IV:9.11–9.12

Displays for vision research:
color cathode ray tubes (color CRTs), 

III:22.1–22.34
colorimetric calibration of, III:22.20–22.34
design and operation of, III:22.3–22.13
operational characteristics of, 

III:22.13–22.18
setup for image display, III:22.18–22.19
viewing environments, III:22.19–22.20

liquid crystal displays (LCDs), III:22.34–22.40
color LCDs, III:22.37–22.40
monochrome, operational principles of, 

III:22.34–22.37
Disruptive movements (see Vergence eye 

movements)
Dissipative force, IV:20.7
Dissolved substances, in water, IV:1.13
Distal stimuli (human vision), III:4.2
Distance(s):

in Gaussian lenses, I:1.51–1.53
hyperfocal, I:1.85
perception of, III:13.24

Distance conflicts, in head mounted display 
systems, III:13.31–13.32

Distance limits, of optical fibers, V:9.12–9.13
Distance measurement (see Length 

measurements)
Distorted object approach, in coherent x-ray 

optics, V:27.2–27.4
Distortion(s), I:29.37

barrel, I:1.91
in fiber optic communication links, 

V:15.5–15.6, 15.6f
with head-mounted displays, III:25.7
nonrectilinear, I:27.6
of objectives, I:29.6
in optical fibers, V:9.17
pincushion, I:1.91
pupil, I:1.78
rectilinear, I:27.6, 27.13f, 27.14f

Distortion plot, II:2.4, 2.4f
Distortion tolerances, II:5.8
Distortion-free focusing lenses, I:18.4
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Distracting glare, II:40.9
Distributed backscattering, II:20.14
Distributed Bragg reflector (DBR) lasers, 

I:21.25, 21.30, 21.32, 21.37, 21.37f; 
II:19.38, 19.40; IV:17.9, 17.10f, 17.11f; 
V:9.8, 13.7, 13.28–13.29, 13.29f, 20.14

Distributed feedback (DFB) lasers, I:21.25, 
21.29, 21.30, 21.32, 21.38, 21.42; II:16.29, 
19.36, 19.38; IV:9.6

in fiber optic systems, V:13.7, 13.30f, 
13.30–13.32, 13.31f

optical fibers for, V:9.8
in OTDM communication networks, 

V:20.14–20.15, 20.15f
Distributed feedback (DFB) threshold, of fiber 

optic systems, V:13.30–13.32
Distributed grating surface-emitting lasers, 

II:19.40f, 19.40–19.41
Distributed index of refraction, I:24.1 [see also 

Gradient index (GRIN) optics]
Distributed Raman amplifiers (DRAs), V:21.44
Distributed-index planar microlenses, 

I:22.26–22.31, 22.27f–22.30f, 22.27t, 22.31t
Distribution functions, of water, IV:1.6t, 1.12
Distribution temperature, II:34.43–34.44, 37.7
Disturbance of wavefront, I:3.5–3.6, 3.14f, 

3.14–3.15
Divalent rare-earth ions, V:2.11
Divergence, III:13.21

defined, III:13.1
in first 6 weeks of life, III:13.21

Divergent reflectors, II:39.38f, 39.38–39.40, 
39.39f

Divided voltage method, for transreflective 
LCDs, V:8.35f, 8.35

Division-of-amplitude photopolarimeter 
(DOAP), I:16.15, 16.15f, 16.16

Division-of-amplitude polarimeters, I:15.5–15.6
Division-of-aperture polarimeters, I:15.5
Division-of-wavefront photopolarimeter 

(DOWP), I:16.14, 16.14f
DKL color space, III:10.19
D-log H curve (for photographic films), 

II:29.8f, 29.8–29.10
Documentation, for polymers, IV:3.5
Domes, mounting of, II:6.11, 6.12f
Donor-acceptor pair (DAP) transition, IV:5.71
Dopant profiling, for LMA fibers, V:25.18
Dopants, for fiber lasers, V:25.22–25.26, 25.23t
Doped extrinsic silicon, II:33.7, 33.8f

Doping, substrate, II:17.20
Doppler broadening, I:10.2, 10.7, 31.23; II:16.5, 

16.6, 16.6f, 16.9; V:3.14, 5.32, 56.5
Doppler cooling, IV:20.13–20.15, 20.14f
Doppler cooling limit, IV:20.15
Doppler effect, V:2.3, 6.9
Doppler LIDAR systems, V:3.38–3.39
Doppler limit, IV:20.5
Doppler linewidth (see Full width at half 

maximum)
Doppler OCT, III:18.18, 18.18f–18.20f, 

18.18–18.19
Doppler profiles, of CW lasers, V:5.32, 5.34
Doppler shift, I:2.13, 5.23, 11.6, 31.30; IV:11.19, 

20.4; V:10.7
Doppler temperature, IV:20.5, 20.11, 20.15
Doppler-dominated lineshapes, V:3.23
Dot matrix, III:23.2
Dot pitch, III:23.2
Double atomic resonance, IV:22.5–22.9, 

22.6f–22.8f
Double Dove prisms, I:19.3t, 19.10, 19.10f
Double heterojunction (DH) LEDs, II:17.13, 

17.13f–17.15f
Double heterostructure laser diodes, V:13.3f, 

13.3–13.8, 13.4f, 13.6f, 13.7f
Double heterostructure (DH) lasers, II:19.4, 

19.5f, 19.7, 19.12–19.15, 19.18–19.19, 19.19f
Double heterostructure pin photodiodes, II:26.13
Double heterostructure waveguides, V:19.3f, 

19.5
Double ionization, strong field, IV:21.18–21.19, 

21.19f
Double monochromators, II:35.9, 38.15f
Double optical gating, II:21.8
Double phase conjugate mirrors, IV:12.7, 12.8f
Double photonic resonance, IV:22.11–22.13, 

22.12f
Double refraction, in calcite, I:13.2–13.6, 

13.4t–13.5t
Double sampling, correlated, II:33.13
Double-beam spectrophotometers, I:31.4–31.5, 

31.5f; II:35.8–35.9
Double-bounce Wolter mirrors, V:52.4
Double-channel planar buried heterostructure 

(DC-PBH) lasers, II:19.24, 19.25f, 19.34f
Double-Gauss lenses, I:17.27–17.28, 17.28f, 27.2
Double-lambda coupling, IV:14.24f
Double-pass methods (retinal image quality), 

III:1.22–1.23
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Double-pass monochromators, I:20.9f
Double-pass objective optics, I:30.32f, 

30.32–30.33
Double-pass photodetectors, II:26.4f
Double-passed two-beam interferometers, 

I:32.8
Double-reflection error control, I:30.50f, 

30.50–30.51, 30.51f
Double-sided Feynman diagrams, 

IV:11.12–11.13, 11.13f
Double-slit apertures, I:3.26–3.28, 3.27f, 3.28f
Doublet lens, air-spaced, II:6.7
Doublets, achromatic (lenses), I:17.22–17.25, 

17.23f–17.25f, 17.24t
Doubly curved crystals (DCCs), V:29.6–29.7, 

29.8f
Doubly resonant optical parametric oscillators 

(DR OPOs), IV:10.18
Doubly resonant oscillators (DROs), 

IV:17.2–17.4, 17.3f, 17.4f, 17.16–17.17
Dove prisms, I:19.3t, 19.9, 19.9f, 19.10, 19.10f
Downconversion, parametric, II:23.14
Down-conversion, spontaneous parametric, 

IV:23.10, 23.13
Downdwelling average cosine, of water, IV:1.6t, 

1.7f, 1.12
Downdwelling diffuse attenuation coefficient, 

for sea water, IV:1.44t–1.45t
Downdwelling irradiance, of water, IV:1.5t, 

1.7f, 1.8
Downdwelling irradiance diffuse attenuation 

coefficients, for sea water, IV:1.43t
Downhill optimizer, II:3.17
Downward scalar irradiance, of water, IV:1.5t, 

1.7f, 1.8
Draft angle, II:39.10
Dragon (monochromator) systems, V:38.3
Drag-wiping (cleaning), II:10.9
Dressed states, IV:14.3
Drift, III:1.44

in CCDs, II:32.17
frequency vs. time, II:22.2
low offset, II:27.11
photogenerated charge collection by, II:32.5
thermocouple junctions as source of, II:27.6, 

27.6f
Drift velocity, IV:21.7
Drive circuitry, of LEDs, V:13.42
Drive power, of NPM AOTFs, V:6.41

Driving lasers, in attosecond optics, 
II:21.4–21.6, 21.5f

Drop-in assembly, II:6.6, 6.6f
Droplet keratopathies, III:7.6, 7.7
Drude approximation, IV:5.34
Drude dispersion formula, for crystals and 

glasses, IV:2.21–2.22
Drude model, I:21.10; IV:4.4–4.5, 8.15, 8.21, 

8.22f, 16.20
Dry age-related macular degeneration, 

III:14.1
Dry eyes:

with increasing age, III:14.5
as problem with computer work, III:23.9

d-tensor, IV:10.11
Dual attach FDDI nodes, V:23.3
Dual beam detection, II:22.13
Dual frequency effect, on LCDs, V:8.18
Dual in-line octocouplers, II:17.32, 17.32f
Dual magnification Cassegrain objective, 

I:29.9–29.10
Dual rotating retarder polarimeters, I:15.16, 

15.16f
Dual-cavity PE-SROs, IV:17.18–17.20, 17.19f, 

17.20f
Dual-cell-gap transreflective LCDs, V:8.32–8.33, 

8.33f
Dual-Fock states, IV:23.8–23.9
Ductility, of metals, IV:4.8, 4.70
Dumet (alloy), II:40.29
Duobinary formats, for WDM networks, 

V:21.32f, 21.32–21.33, 21.36, 21.36t, 
21.37t

Duplexers, for networking, V:18.4, 18.4f, 
18.10–18.11

DURACON, IV:6.55–6.56
Duty cycle, for input/output scanning, I:30.14
Dye lasers, II:16.31–16.32, 16.32f, 20.15–20.16
Dye-doped polymers, in electro-optic 

modulators, V:7.34
Dye-forming reaction, in film development, 

II:29.14
Dyes:

azomethine, II:30.10f, 30.11–30.12, 30.12f
cyanine, II:30.13, 30.13f
light-absorbing, II:30.7
photographic, II:30.10f, 30.10–30.13, 30.12f
yellow filter, II:30.4

Dynamic ionization stabilization, IV:21.21
Dynamic Jahn-Teller effect, V:2.9
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Dynamic range:
of fiber amplifiers, V:14.3
of fiber optic communication links, 

V:15.5–15.6, 15.6f
of solid-state cameras, I:26.11, 26.14
of wideband Bragg cells, V:6.30

Dynamic retardation, of modulators, V:7.20f, 
7.20–7.22, 7.21f

Dynamic scattering, I:9.7f, 9.7–9.8
Dynamical theory of diffraction, for crystals, 

V:39.2
Dynodes, in photomultipliers, II:27.6–27.9, 

27.7f
Dyson interference microscopes, I:28.41, 28.42, 

28.42f
Dyson lenses, I:18.21, 18.22, 18.22f
Dysphotopsia:

defined, III:21.1
with intraocular lenses, III:21.21

Eagle configuration, of dispersive prisms, 
I:20.7, 20.11f

Ebanol C coating, IV:6.56
Eberhard effects, II:30.3
Ebert-Fastie configuration, I:20.8, 20.12f, 

20.14t
Eccentric field arrangement, of lenses, I:18.22
Eccentric pupil design (see Z-system)
Eccentricity, I:1.34, 15.10; III:2.3, 2.7, 2.24, 

2.25f
ECE (United Nations Economic Commission 

for Europe), II:40.63–40.64
Echo signal, IV:11.11–11.12, 11.12f
Eclipse burn of the retina, III:7.3
ECP-2200, IV:6.27, 6.29f (see also MH 2200 

coating)
Edge clearance, III:20.1
Edge filters, nonpolarizing, IV:7.66, 7.67f
Edge image, in diffraction-limited eye, III:1.13
Edge lit backlight, II:40.47, 40.47f
Edge rays, II:39.22, 39.38
Edge response, OTF and, I:4.7
Edge thickness, for contact lenses, III:20.6
Edge-absorbing photodetectors, II:26.4f
Edge-coupled pin waveguides, V:13.68
Edge-defined film-fed growth (EFG) technique, 

V:12.9, 12.10f
Edge-emitting lasers (ELASERs), II:25.15; 

V:13.3

Edge-emitting LEDs (ELEDs), II:25.15; 
V:13.36, 13.37, 13.40

Edge-illuminated photodetectors, II:26.4f, 26.5
Edging step (of optics fabrication), II:9.6
EEGRAZE code, V:44.13
Effective focal length (EFL):

of camera lenses, I:27.3f–27.5f, 27.7f–27.16f, 
27.18f–27.22f, 27.25

of Gaussian lenses, I:1.48
of microlenses, I:22.10

Effective group refractive index, V:13.13
Effective index method, I:12.11, 12.12, 21.4
Effective mass, IV:8.25–8.26, 8.26f
Effective medium theories (EMTs), I:16.4, 16.9
Effective power:

defined, III:20.1
for spectacle and contact lenses, 

III:20.8–20.12, 20.9t, 20.10f, 20.11f
“Effective” troland, III:8.7
Effective-medium representation, of volume 

scattering, I:9.8
Efficiency:

detective quantum, V:61.2, 61.3, 61.5–61.7
differential quantum, V:13.9
diffraction, V:40.4–40.8, 40.5f, 40.7f, 40.8f
external quantum, V:13.9
external slope, V:13.9
gain, V:14.6
internal quantum, V:13.9, 13.10
modulation, V:7.36
quantum, V:13.65, 13.66
quantum detection, V:60.7, 61.2–61.3
radiative quantum, V:14.7

Efficiency factors, for scattering by particles, 
I:7.5, 7.6f

E-field-dependent electronic polarizability, 
IV:19.5

E-folding distance, I:7.13
“Egg-crate” array, of potential wells, IV:20.32
Egocenter, III:13.2, 13.7
Ego-motion, III:13.8, 13.9
Ehrenfest theorem, IV:20.6
Eigenpolarization, I:15.7; V:7.13–7.14, 7.14f
Eikonals, I:1.12–1.14
Einstein (unit), II:34.11
Einstein coefficient:

for spontaneous emission, I:31.3; V:2.13
for stimulated absorption, I:10.6

Einstein Observatory, V:44.4, 44.10, 47.1, 47.5
Einstein’s light quanta, II:23.6–23.9, 23.8f

Bass_HOI_p001-234.indd   I.59Bass_HOI_p001-234.indd   I.59 10/7/09   2:20:40 PM10/7/09   2:20:40 PM

DO
 N

OT
 D

UP
LI

CA
TE



I.60  INDEX

Einstein’s particle hypothesis, II:23.7
Einstein-Smoluchowski theory of scattering, 

IV:1.30
Eisenburg and Pearson two-mirror, three 

reflection objective, I:29.25
Elastic constants (crystals):

cubic crystals, IV:2.44t–2.49t
hexagonal crystals, IV:2.46t
liquid crystals, V:8.22, 8.23f
monoclinic crystals, IV:2.47t
orthorhombic crystals, IV:2.46t

Elastic properties, of crystals and glasses, 
IV:2.30–2.31, 2.31t

Elastic scattering, I:7.3; V:63.5
Elastic stiffness, of metals, IV:4.69, 4.69t
Elastomeric mountings, II:6.4, 6.4f, 6.5, 6.12
Elasto-optic coefficients, for crystals and 

glasses, IV:2.21
Elasto-optic effect, V:6.5–6.6
Electric dipole selection rules, V:56.3
Electric field amplitude, in multilayer systems, 

IV:7.9–7.10
Electric field reflectance, Fresnel expression for, 

IV:4.5
Electric fields, I:2.3–2.4, 3.2, 3.3
Electrical contact (light bulb), II:40.29f
Electrical injection:

in laser diodes, V:13.4, 13.5
in VCSELs, V:13.45, 13.45f

Electrical parasitics (laser), II:19.34f, 19.34–19.35
Electrical substitution radiometers, 

II:34.27–34.29
Electrical time domain multiplexed (ETDM) 

transmission, V:20.3, 20.25
Electrical transfer function, with series 

inductance, II:26.13
Electrically conductive black paint, IV:6.56
Electric-field-modulated reflection spectroscopy, 

IV:5.66t, 5.67
Electroabsorption, V:13.55–13.56, 13.56f

applying fields in semiconductors, V:13.58
Electroabsorption modulators (EAMs):

in fiber optic systems, V:13.55–13.60, 13.56f, 
13.57f

in OTDM networks, V:20.18, 20.20, 20.20f
Electrodeless discharge lamps, II:15.36, 15.44
Electrodeless fluorescent lamps, II:40.36–40.37
Electrodeless lamps, II:40.25t, 40.26t, 40.36–40.37
Electrodeless sulfur lamps (ESLs), II:40.36–40.37

Electrodeposited surfaces, IV:6.8f, 6.53–6.54, 
6.54f, 6.55f

Electroless nickel, etched, IV:6.5f, 6.6f, 
6.49–6.50, 6.50f, 6.51f, 6.53f

Electroluminescence, of LEDs, V:13.37
Electroluminescent light sources, II:40.37–40.39, 

40.38f, 40.38t, 40.39f
Electromagnetic dipole model of light, 

I:3.33–3.36, 3.37f
Electromagnetic radiation, III:23.2
Electromagnetic spectrum, semiconductor 

interactions with, IV:5.3–5.6, 5.4f
Electromagnetic theory, I:12.4
Electromagnetically induced transparency 

(EIT), IV:14.1–14.36, 22.5–22.9, 22.7f, 22.8f
coherence in two- and three-level atomic 

systems, IV:14.4f, 14.4–14.5
and cw lasers, IV:14.16–14.18, 14.17f
at few photon level, IV:14.32–14.33
gain and lasing without inversion, 

IV:14.18–14.19
as interference effect, IV:14.2–14.4
manipulation of optical properties by, 

IV:14.10–14.15, 14.11f, 14.13t
coupling laser power, IV:14.14–14.15
dephasing and fluctuations in laser fields, 

IV:14.13
dephasing in gas phase media, 

IV:14.12–14.13
dephasing in solids, IV:14.13–14.14
inhomogeneous broadening, IV:14.14

and maximal atomic coherence, 
IV:14.28–14.32, 14.29f–14.32f

nonlinear optical frequency conversion, 
IV:14.24f, 14.24–14.28, 14.27f

physical concept of, IV:14.5–14.10, 14.6f, 
14.8f, 14.9f

pulse propagation effects, IV:14.20–14.22
and pulsed lasers, IV:14.15–14.16, 14.16f
and refraction index in dressed atoms, 

IV:14.19–14.20
in solids, IV:14.33–14.36, 14.35f, 14.36f
ultraslow light pulses, IV:14.22–14.23, 14.23f

Electron(s), V:2.9, 54.12, 55.17, 56.2, 58.1
lifetimes of, I:10.6
in multielectron atoms, I:10.10–10.11
in one-electron atoms, I:10.7–10.9, 10.8f, 

10.9f
and optical spectra, I:10.12–10.16, 

10.13f–10.15f
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Electron(s) (Cont.):
relativistic, above threshold ionization, 

IV:21.20, 21.21f
strong field interactions with single, 

IV:21.5–21.10, 21.7f, 21.9f
Electron acceleration, IV:21.39–21.42, 21.40f
Electron beam steering, V:54.11
Electron beams, strong field interactions with 

relativistic, IV:21.9–21.10
Electron binding energies, V:36.3t–36.6t
Electron bombardment (EB), II:31.23
Electron current, II:26.7
Electron excitation, WDXRF and, V:29.2
Electron lenses, II:31.8, 31.8f
Electron linacs, V:63.12
Electron stochastic heating, IV:21.36
Electron-beam lithography (EBL), V:40.8
Electron-bombarded SSAs (EBSSAs), 

II:31.23–31.27
digital cameras, II:31.24–31.26
modulation transfer function and limiting 

resolution of, II:31.26–31.27
proximity-focused, II:31.23f, 31.23–31.24, 

31.24f
Electron-hole drops, IV:5.26t
Electron-hole pairs, IV:14.34, 16.31
Electronic holography, I:33.9–33.14, 

33.11f–33.13f
Electronic imaging:

human vision and (see Human vision and 
electronic imaging)

in ophthalmoscopic methods, III:1.23
Electronic structure, of atoms, I:10.12–10.16, 

10.13f–10.15f
Electronically scanned staring FPAs, 

II:33.16–33.17
Electronic-speckle pattern interferometry 

(ESPI), I:33.9–33.13, 33.11f–33.13f
Electro-optic coefficients, for crystals and 

glasses, IV:2.21
Electro-optic effect, V:7.6–7.16

and eigenpolarization/phase velocity indices 
of refraction, V:7.13–7.16, 7.14f, 7.16f

Jacobi method, V:7.11–7.13
linear, V:7.7, 7.8t, 7.10
and lithium niobate modulators, 

V:13.49–13.51, 13.51f
quadratic (Kerr), V:7.9t–7.10t, 7.11

Electro-optic holography (EOH), I:33.11–33.13, 
33.12f, 33.13f

Electro-optic modulators, V:7.1–7.39
applications for, V:7.36–7.39, 7.37f–7.38f
bulk modulators, V:7.16–7.28

amplitude modulation, V:7.22–7.24, 7.23f, 
7.24f

frequency modulation, V:7.24–7.25, 7.25f
phase modulation, V:7.18–7.20
polarization modulation (dynamic 

retardation), V:7.20f, 7.20–7.22, 7.21f
scanners, V:7.26f–7.28f, 7.26–7.28

crystal optics and the index ellipsoid, 
V:7.3–7.7, 7.4f–7.6f, 7.8f–7.10f

and electro-optic effect, V:7.6–7.16
eigenpolarization/phase velocity indices of 

refraction, V:7.13–7.16, 7.14f, 7.16f
Jacobi method, V:7.11–7.13
linear, V:7.7, 7.8t, 7.10
quadratic (Kerr), V:7.9t–7.10t, 7.11

and Euler angles, V:7.39
in fiber optic systems, V:13.61
geometries, V:7.16–7.18, 7.17f
light propagation in, V:7.3
longitudinal, V:7.16, 7.17, 7.17f
materials for, V:7.33–7.34
in OTDM networks, V:20.18–20.19, 20.19f
performance criteria for, V:7.34–7.36
polymer modulators, V:13.55
transverse modulators, V:7.16, 7.17, 7.17f
traveling wave modulators, V:7.28–7.30, 7.29f
waveguide modulators, V:7.30–7.32, 

7.31f–7.33f
Electro-optic modulators (EOMs), II:22.14, 22.20
Electro-optic sampling, V:7.36–7.37, 7.37f–7.38f
Electro-optic (gradient) scanners, I:30.45–30.48, 

30.46f–30.48f
Electro-optic tensors, I:21.10
Electro-Optical Industries, Inc. (EOI), II:15.14, 

15.15f, 15.16f
Electro-optical modulators, I:15.23
Electroreflectance, IV:5.66t, 5.67
Electrorefraction, V:13.2
Electrorefractive modulators, V:13.61–13.62
Electrorefractive photorefractive (ERPR) effect, 

IV:12.21
Electrostriction, IV:16.18–16.19, 19.5
Element wedge, of polymers, IV:3.10
Elements (chemical), x-ray properties of, 

V:36.1–36.9, 36.3t–36.9t
Ellipse blindness, III:7.7
Ellipsoid, III:8.1
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Ellipsometers and ellipsometry, I:16.1–16.21, 
16.10f–16.12f, 16.10–16.18; IV:5.5, 5.57, 
5.63, 5.66t, 5.67–5.69, 5.68f, 5.69f

about, I:16.2f, 16.2–16.3
applications, I:16.21
for azimuth measurements, I:16.16
conventions, I:16.3f, 16.3–16.4
defined, I:15.7
four-detector photopolarimeters, 

I:16.14f–16.16f, 16.14–16.16
generalized, I:16.19
interferometric arrangements of, I:16.18
Jones-matrix generalized, I:16.19
modeling and inversion, I:16.4–16.9, 

16.6f–16.8f, 16.10f
Mueller-matrix generalized, I:16.19–16.21, 

16.20f, 16.20t, 16.21f
multiple-angle-of-incidence, I:16.3
normal-incidence rotating-sample, I:16.18
null, I:16.11, 16.12
perpendicular-incidence, I:16.17–16.18, 16.18f
photometric, I:16.12–16.14, 16.13f, 16.14f
and polarimetry, I:15.30–15.32, 15.31f, 15.32f
return-path, I:16.16–16.17, 16.17f
rotating-analyzer, I:16.13, 16.13f, 16.14
rotating-detector, I:16.14, 16.14f
spectroscopic, I:16.3
transmission, I:16.10
variable-angle spectroscopic, I:16.3

Ellipsometric angles, I:16.3
Elliptical polarizers, I:14.10, 15.17–15.18
Elliptical polynomials, II:11.21, 11.25–11.27, 

11.26t–11.27t, 11.36t, 11.38f
Elliptical reflectors, V:64.3, 64.4, 64.4f
Elliptical retarders, Mueller matrices for, 

I:14.14
Ellipticity, of polarization elements, I:15.10
Elongation, of metals, IV:4.70, 4.70t
Embedded polarizers, IV:7.70–7.71, 7.71f, 7.72f
Emiliana huxleyi, IV:1.15
Emission:

amplified spontaneous, V:9.13, 10.11, 14.3, 
14.6

cold-cathode field, V:54.10–54.11
molecular, V:3.18, 3.20, 3.20f
particle-induced x-ray, V:29.4
self-amplified spontaneous, V:58.1
spontaneous, V:2.13, 19.3, 20.1
stimulated, V:20.2 (see Stimulated emission)

Emission lasers, correlated, II:23.42–23.43

Emission lines, K-shell and L-shell, 
V:36.3t–36.8t

Emission linewidth (of radiation), II:16.4–16.7, 
16.6f, 16.7f

Emission-line broadening, II:16.4–16.7, 16.6f, 
16.7f

Emissivity:
of blackbody cavity, II:15.7, 15.8f
tungsten, II:40.28f

Emittance, II:39.2
and absorptance, II:35.8
calculating, II:34.25–34.26
for crystals and glasses, IV:2.20
defined, II:35.7
measurement of, II:35.14–35.16, 35.15f
of metals, IV:4.6, 4.49, 4.49f, 4.50t, 4.51t
and surface coatings, IV:6.19, 6.20t

Emitted photon wavelength, II:17.4–17.5
Emitters:

AlGaAs, II:17.32
blue, II:17.18, 17.19
GaAsP, II:17.32

Emmetropia, III:1.6, 1.32, 12.4, 16.4, 16.5f
age-related, III:14.11
defined, III:6.1, 12.1, 13.2
and focus of collimated light, III:12.3f
and Maxwellian viewing, III:5.4–5.5

Emmetropization, III:1.7
Emotional characteristics in electronic imaging 

(see Aesthetic and emotional 
characteristics)

Empirical horopter, III:13.8
Empty field myopia, III:1.33
Empty magnification limit, I:28.17
Emulsions, photographic, II:24.100, 24.101f, 

29.4, 30.7
Enclosed arcs, II:15.24, 15.28–15.47

high-pressure, II:15.24, 15.28–15.34
capillary mercury-arc lamps, 

II:15.30–15.31, 15.31f
compact-source arcs, II:15.31–15.34, 

15.32f–15.35f
Lucalox lamps, II:15.30, 15.31f
mercury arcs, II:15.29, 15.30f
multivapor arcs, II:15.29, 15.31f
Uviarc, II:15.28–15.29, 15.29f, 15.30f

low-pressure, II:15.35–15.47
black-light fluorescent lamps, II:15.35, 15.36t
electrodeless discharge lamps, II:15.36, 

15.44
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Enclosed arcs, low-pressure (Cont.):
germicidal lamps, II:15.35
hollow cathode lamps, II:15.35, 

15.37–15.43t, 15.44f
Pluecker spectrum tubes, II:15.47, 15.47f, 

15.47t
spectral lamps, II:15.44, 15.45, 15.45f, 

15.46f, 15.46t
Sterilamps, II:15.35, 15.36f

End loss, II:19.6
Endlessly single-mode photonic crystal fiber 

(ESM-PCF), V:11.12, 11.13, 11.21, 11.21f
Endoscopic cameras, I:25.21, 25.21f
Endothelium:

corneal, III:16.4
defined, III:16.1

End-pumped schemes, for fiber lasers, 
V:25.9–25.10, 25.28

Energy(-ies):
atomic, V:2.2–2.5, 2.4f
Auger, V:36.3t, 36.9t
band gap, V:19.2
conservation of, V:6.9
electron binding, V:36.3t–36.6t
equipartition, V:22.6
Fermi level, V:30.1
filtering of, V:53.10
flow of, in solids, IV:8.7–8.8
Landau levels of, IV:5.40, 5.42f
levels of, II:16.4, 16.7
luminous, II:37.4t, 37.6
measurement of, II:34.32
nomenclature for, II:36.4, 36.5
photon, V:36.7t–36.8t
radiant, II:34.7, 37.4t, 37.6
units of, II:34.5–34.6
(see also specific sources, e.g.: Fiber lasers)

Energy band structure, II:17.3f–17.5f, 17.3–17.6
Energy bandgap, II:25.3, 25.3f
Energy bands:

magnetic field effects on, IV:5.40
for solids, IV:8.25–8.27, 8.26f

Energy dispersive detectors (EDS), V:62.2–62.4
Energy walk-off angle, IV:8.9
Energy-dispersive x-ray fluorescence (EDXRF), 

V:29.3–29.11
with doubly curved crystal diffraction, 

V:29.6–29.7, 29.8f–29.9f
monocapillary micro-XRF, V:29.4

polycapillary micro-XRF, V:29.4–29.6, 
29.5f, 29.6f

ultrahigh resolution, V:29.9f–29.11f, 
29.9–29.11

Energy-time uncertainty principle, IV:23.4
Engineering moduli, for crystals and glasses, 

IV:2.37
English units, and SI units, II:37.7, 37.7t
Enhanced backscatter (EBS), I:6.5f, 6.5–6.7
Enhanced Martin Black, IV:6.46, 6.47
Enhanced refraction, IV:14.20
Entanglement, quantum (see Quantum 

entanglement, in optical interferometry)
Entrance damage, laser-induced, IV:19.3
Entrance pupil, I:1.76, 17.8, 18.4–18.6, 29.37; 

II:34.18, 34.19f
and correction for SCE-1, III:9.4
defined, III:13.2
in Maxwellian viewing, III:5.7
in reflectometry, III:8.6–8.7
and retinal illuminance, III:1.12
and retinal irradiance, III:2.4
and stimulus specification, III:4.2–4.3, 4.3f

Entrance pupil distance (ENP) (camera lenses), 
I:27.3f–27.5f, 27.7f–27.16f, 27.18f–27.22f, 
27.25

Entrance slits, of gratings and monochromators, 
V:38.7

Entrance window, I:17.9; II:34.19, 34.19f
Environmental control and correction, for 

adaptive optics, V:50.5, 50.6
Environmental degradation, of black surfaces, 

IV:6.16–6.18
Environmental specifications, optical, II:4.10
Environmentally responsible glass, IV:2.29–2.30
Epicotyl, III:8.26, 8.27f
Epi-illumination, in microscopes, I:28.7f, 

28.7–28.9, 28.8f
Epi-LASIK (epithelial laser in situ 

keratomileusis), III:16.12, 16.13, 16.13f
Epitaxial growth, II:17.8, 17.21; V:13.2
Epitaxial technology (for LEDs), II:17.21–17.23
Epitaxy, I:21.17–21.20
Epithelial layer (cornea), III:14.5
Epithelium:

corneal, III:16.4
defined, III:16.1

Epithermal neutrons, V:63.18
Epner Laser Black, IV:6.56
Epoxy, in indicator lamps, II:17.29
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Equatorial divergence, x-ray diffraction and, 
V:28.1

Equatorial plane, III:19.1
Equilibrium colors:

additivity with, III:11.66
and unique hues, III:11.63–11.66
white as, III:11.63

Equilibrium level (accommodation), III:1.33
Equiluminance, difficulty in producing, 

III:11.80
Equiluminant plane:

detection and discrimination contours in, 
III:11.44f

of DKL space
hue scaling, III:11.57
multiple mechanisms in, III:11.57, 11.58

Equipartition energy, V:22.6
Equivalent lenses, I:17.20
Equivalent neutral density (END), II:29.15
Equivalent noise input (ENI), II:24.11
Equivalent particles, in volume scattering, I:9.6
Equivalent reflectance, retinal, III:1.11
“Equivalent” troland, III:9.2
Equivalent veiling luminance (EVL), II:40.10; 

III:1.20
Equivalent-sphere correction, III:1.6
Erasing, in xerographic systems, I:34.10
Erbium-doped fiber amplifiers (EDFAs):

energy levels, V:14.4
fast power transients, V:21.39f, 21.39–21.41, 

21.40f
gain flattening, V:14.6–14.7, 21.38–21.39, 

21.39f
gain formation, V:14.4–14.5, 14.5f
gain peaking, V:21.38, 21.38f
noise, V:14.6
pump wavelength options, V:14.5–14.6
semiconductor amplifiers vs., V:9.13, 9.14, 

14.1, 14.2t
static gain dynamic and channel power 

equalization, V:21.41, 21.41f–21.42f
in WDM networks, V:21.2f, 21.2–21.3

Erbium-doped fibers, V:25.23t, 25.24, 25.32, 
25.33

Erbium-doped yttrium aluminum garnet 
(Er:YAG) lasers, V:12.3t, 12.6, 12.13

Erbium/ytterbium-doped fiber amplifiers 
(EYDFAs), V:14.2, 14.2t, 14.7–14.8

Ergonomics, III:23.2

Error functions, in optical design software, 
II:3.17, 3.19–3.20

Error types, in absolute measurements, 
II:34.21–34.23

Erythema, III:7.1
ESCON (Enterprise System Connection) 

standard, V:23.1–23.2, 23.2f
ESO telescope, V:5.35
Estimation tasks, III:2.15–2.16
Etch and regrowth fabrication, of electroab-

sorption modulators, V:13.59–13.60
Etched electroless nickel surface, IV:6.5f, 6.6f, 

6.49–6.50, 6.50f, 6.51f, 6.53f
Etching:

for PICs, I:21.18–21.19
surface, IV:6.15

Étendue, I:1.22, 1.81, 13.7; II:34.15
defined, II:40.42
geometrical, II:38.8
in nonimaging optics, II:39.2, 39.3, 39.4f, 39.5
and source coupling, II:40.41–40.42

Étendue loss, II:39.6
Ethernet standard, V:23.7
Etiolated plant tissues, III:8.26–8.28
Euler angles, V:7.13, 7.39
Euler equations, I:1.20
Euler’s constant, V:56.9
Euphotic zone, of water, IV:1.46, 1.46t
European Synchrotron Radiation Facility 

(ESRF), V:37.5, 37.8, 50.5, 50.6
European X-Ray Free-Electron Laser (XFEL), 

V:58.1
Evaluation function (of optical software), 

II:3.8–3.16
of aberrations, II:3.9–3.11
paraxial ray-trace, II:3.8–3.9, 3.9f
ray-trace, II:3.11–3.13, 3.12f
by spot-diagram analysis, II:3.13–3.16

Evanescent coupling, V:25.11
Evanescent wave spectroscopy (EWS), V:12.13
Evanescent-wave coupled pin waveguides, 

V:13.68
Evaporated spacers, IV:7.83, 7.84f, 7.85f
Evaporation method, of manufacturing 

thin-films, IV:7.11
Event-driven programs (optical software), 

II:3.7
Exact rays (term), II:3.3, 3.11–3.12
Excimer lasers, II:16.30–16.31, 16.31f; 

III:16.15–16.16
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Excimers, in fluorescent lamps, II:40.31
Excitance, total integrated, IV:2.19
Excitation(s):

chirped pulse, IV:11.25–11.26
continuum, IV:18.20
electron, V:56.2
excitonic, IV:18.19–18.20
photoexcitation, IV:5.70f
single-particle, IV:5.81, 5.82f

Excitation spectroscopy, V:2.15f, 2.21
Excited state, of azomethine dyes, 

II:30.11–30.12, 30.12f
Excited state absorption (ESA), IV:13.5, 16.19; 

V:14.6
Excited state collisions, IV:20.29
Exciton(s):

free, luminescence, IV:5.72, 5.73f
in semiconductors, IV:5.25–5.29, 5.26t, 

5.27f–5.28f, 5.46
and solids, IV:8.31–8.32

Exciton gases, IV:5.26t
Exciton recombination, II:17.6
Exciton Rydberg, IV:8.31
Excitonic effects, in integrated optics, I:21.11
Excitonic excitations, IV:18.19–18.20
Excitonic magneto-optical effects, IV:5.46, 5.47f
Excitonic molecules, IV:5.26t
Exhaustive characterization methods (ECM) 

(color CRTs), III:22.21–22.23
interpolation, III:22.22–22.23
inverses, III:22.23
out-of-gamut colors, III:22.23
sampling, III:22.21–22.22

Exit damage, laser-induced, IV:19.3
Exit pupil, I:1.76, 17.8, 18.6, 29.37; II:34.18, 

34.19f; III:2.3
measurement of power at, III:5.17
in reflectometry, III:8.6–8.7, 8.7f
and retinal illuminance, III:1.12
and Stiles-Crawford effects, III:1.11

Exit pupil distance (EXP), of camera lenses, 
I:27.3f–27.5f, 27.7f–27.16f, 27.18f–27.22f, 
27.25

Exit slits, of gratings and monochromators, V:38.7
Exit window (lens), I:17.9
Exitance, II:39.2

defined, II:34.8
luminous, II:37.4t, 37.5, 37.5f
radiant, II:15.4–15.6, 15.5t, 15.6f, 37.4t, 

37.5, 37.5f

Exiting beam, of polarimeters, I:15.4
Expansion coefficients, in atmospheric optics, 

V:4.20–4.22, 4.21t, 4.22f–4.23f
Experimental conditions, III:3.2
Exposure:

luminous, II:37.4t, 37.6
of photographic films, II:29.5–29.6
radiant, II:37.4t, 37.6
in xerographic systems, I:34.3

Exposure limits (ELs) (radiation), III:7.9–7.11
exceeding, III:7.11
for infrared, III:7.10–7.11
for laser light, III:7.12
for ultraviolet, III:7.9–7.10
for visible light, III:7.10

Extended baffle shields, II:7.9f, 7.9–7.10, 7.10f
Extended boundary condition method 

(EBCM), I:7.15
Extended Gordon-Haus effect, V:22.11
Extended objects, images of, I:1.27
Extended sources, interference by, I:2.20
Extended wavelength photodetectors, II:25.10, 

25.10t
Extended x-ray absorption fine structure 

(EXAFS), V:30.2, 30.4
Exterior lighting, II:40.61–40.62, 40.63t
External cavity diode lasers (ECDLs), 

II:22.21–22.23, 22.22f
External circuits, noise from, V:13.70
External limiting membrane (ELM), III:8.8, 

8.9, 8.10f, 8.12
External mirrors, V:13.32–13.33, 13.33f
External modulation, in OTDM networks, 

V:20.18–20.20, 20.19f, 20.20f
External optical feedback, from laser diodes, 

V:13.21–13.24
External pulse compression, IV:18.4, 

18.11–18.12
External quantum efficiency, V:13.9
External self-action, IV:16.25
External slope efficiency, V:13.9
Extinction coefficient, of metals, IV:4.3, 4.11, 

4.12t–4.19t, 4.20f–4.26f
Extinction cross section, I:7.5, 7.8
Extinction paradox, I:7.8
Extinction ratio, V:7.35, 15.13

about, I:12.14–12.15, 12.17
of polarizers, I:12.21–12.24, 12.22f, 12.23f, 

14.6
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Extracapsular cataract extraction (ECCE), 
III:12.14, 21.4

Extraocular muscles, III:1.42, 12.8, 12.16
Extraretinal cues:

defined, III:13.2
for eye movements, III:13.7
in space perception, III:13.3

Extreme environments, black surface 
degradation in, IV:6.18

Extreme infrared (IR) light, II:25.2
Extreme ultraviolet explorer (EUVE), IV:6.21; 

V:44.4, 44.5
Extreme ultraviolet (EUV) lasers, V:58.2–58.4, 

58.3f
Extreme ultraviolet (XUV) light:

bandpass filters for, IV:7.94–7.96, 7.95f–7.96f
interference polarizers for, IV:7.73, 7.76f–7.77f
multilayer reflectors for, IV:7.42–7.43, 7.53

Extreme ultraviolet lithography (EUV-L), 
V:34.1–34.6

and EUV-interferometric lithography, 
V:34.4–34.5, 34.5f

limitations of, V:34.5f, 34.5–34.6, 34.6f
and multifoil optics, V:48.1
and multilayers, V:41.5, 41.7, 41.8
in semiconductor industry, V:34.1–34.2, 34.2t
technology for, V:34.2–34.5, 34.3f, 34.4f

Extreme ultraviolet (EUV) region, 
Schwarzschild objective for, V:51.3

Extreme ultraviolet-interferometric lithography 
(EUV-IL), V:34.4–34.5, 34.5f

Extreme wide-angle lenses, I:27.6, 27.13f, 27.14f
Extrinsic Fabry-Perot interferometric (EFPI) 

sensors, V:24.2f, 24.2–24.4, 24.3f
Extrinsic optical properties:

of semiconductors, IV:5.11
of solids, IV:8.3

Extrinsic photoconductors, II:25.5, 25.5f
Extrinsic photodetectors, II:24.7, 24.7f
Extrinsic semiconductor transition, II:24.11
Extrusion, of fiber lasers, V:25.27
Exudative (wet) age-related macular 

degeneration, III:14.1, 14.24–14.35
Eye alignment:

binocular parallax, III:13.22
cross-coupling and direction/distance of 

gaze, III:13.23f, 13.23–13.24
defocus and efforts to clear vision, 

III:13.22–13.23
intrinsic stimuli to vergence, III:13.21–13.22

Eye alignment (Cont.):
magnification induced errors of, 

III:13.25–13.27
in Maxwellian viewing, III:5.8
perceived distance, III:13.24
prism induced errors of, III:13.27–13.29
zone of clear and single binocular vision, 

III:13.24–13.25, 13.25f
Eye degradations, of optical fiber receivers, 

V:9.11
Eye loupes, I:17.9–17.10
Eye movements, III:1.42–1.45, 13.19–13.20

analysis of, III:24.7
characteristics of, III:1.43–1.44
in contrast detection, III:2.21
coordination of

binocular parallax, III:13.22
cross-coupling and direction/distance of 

gaze, III:13.23f, 13.23–13.24
defocus and efforts to clear vision, 

III:13.22–13.23
intrinsic stimuli to vergence, III:13.21–13.22
perceived distance, III:13.24
zone of clear and single binocular vision, 

III:13.24–13.25, 13.25f
defined, III:13.2
extraretinal information for, III:13.7
gaze control, III:13.29–13.30
and optical flow, III:2.39
stability of fixation, III:1.44, 1.45f
types of, III:13.19–13.20

Eye openings, optical fiber receivers and, V:9.11
Eye protectors, for laser hazards, III:7.14
Eye relief, III:1.7
Eye relief (ER), I:18.8–18.10, 18.9f, 18.10f
Eye safety, V:15.1
Eye space, of afocal lenses, I:18.4
Eye space pupil diameter, I:18.6
Eye tracking, in cameras, I:25.14f, 25.14–25.15, 

25.15f
Eyepieces, in afocal systems, I:18.7
Eyes:

bovine lenses, III:19.8–19.11, 19.11f
cat lenses, III:19.9
fish lenses, III:19.6, 19.6f
gibbon lenses, III:19.14
guinea pig lenses, III:19.8
of invertebrate aquatic worms, III:9.14
model, III:21.13
octopus lenses, III:19.7, 19.7f
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Eyes (Cont.):
pig lenses, III:19.11, 19.12f
porcine lenses, III:19.11, 19.12f
primate eye lens, III:19.13f, 19.14, 19.14f
rabbit lenses, III:19.8
rat lenses, III:19.7–19.8
(see also Human eye)

Eyesight, defined, III:23.2
Eyestrain (asthenopia), III:23.2

F line, III:25.1
Fabrication, optical, II:9.3–9.9

about, II:9.3
aspherical, II:9.7f, 9.7–9.8
crystalline, II:9.8
by diamond turning (see Diamond turning)
diamond turning vs. traditional, II:10.6
guide to methods of, II:10.3t
material formation for, II:9.3–9.4
methods of, II:10.3t
plano, II:9.7
spherical, II:9.4–9.6

Fabry-Perot cavities, V:13.65, 19.19, 20.21, 
20.21f, 24.2

Fabry-Perot etalon (cavity), I:2.33, 2.33f
Fabry-Perot filters, V:13.33, 22.8
Fabry-Perot interference filters, IV:7.78–7.82, 

7.79f, 7.80f, 7.92–7.94, 7.93f, 7.96
Fabry-Perot interferometers, I:32.4–32.7, 32.7f, 

32.14; II:16.19f; IV:7.13, 7.39, 7.39f, 7.40, 
7.89; V:3.36, 24.2f–24.4f, 24.2–24.5

in dynamic wave meters, I:32.17
in gravitational wave interferometers, 

I:32.21, 32.21f
as heterodyne interferometers, I:32.10
and multiple beam interference, I:2.33–2.36, 

2.34f, 2.35f
and wire-grid polarizers, I:13.31

Fabry-Perot lasers, V:9.11, 13.12–13.13, 13.29, 
15.11, 15.14

Fabry-Perot resonators, IV:22.11, 22.12f
Fabry-Perot semiconductor lasers, 

V:20.13–20.14, 20.14f
Faceted reflectors, II:39.10f, 39.39f, 39.39–39.41, 

39.40f
Failures per 109 hours (FITS), II:17.25
False polarization, I:15.38
False-colored infrared film, II:30.22
Family momentum, IV:20.38
Fankuchen-cut crystals, V:63.25

Fano interferences, IV:14.2
Far Bragg diffraction acousto-optic interaction 

and, V:6.8
Far field, V:4.10
Far point, III:12.1, 12.8, 16.5
Far ultraviolet radiation, II:15.12, 15.13
Faraday cages, I:34.8, 34.8f
Faraday effect, IV:5.50–5.51
Faraday rotation:

free-carrier, IV:5.50–5.51
interband, IV:5.44–5.45, 5.45f

Faraday rotators, I:28.46; V:18.7, 18.7f, 18.10
Faraday shutters, I:25.22
Faraday’s law, IV:2.6
Far-field diffraction, V:27.2–27.3, 27.3f
Far-infrared (FIR) lasers, IV:5.48
Far-infrared (FIR) radiation, II:24.3, 25.2

and black surfaces, IV:6.21, 6.26–6.34, 
6.28f–6.34f

Ames 24E and 24E2, IV:6.26f, 6.28f, 6.34
Cornell Black, IV:6.26f, 6.27
Infrablack, IV:6.26f, 6.28, 6.28f
multiple-layer approach, IV:6.26, 6.26f–6.27f
Teflon overcoat, IV:6.27

and EIT, IV:14.3
Far-infrared region, multilayer reflectors for, 

IV:7.52, 7.52f
Far-infrared (FIR) telescopes, IV:6.48
Far-off-resonance traps (FORTs), IV:20.23
Farsightedness, III:23.2 (see also Hyperopia)
FASCODE program, V:3.23, 3.24f
Fast axis, I:12.25, 15.7
Fast ignition, IV:21.54–21.55, 21.55f
Fast power transients, for EDFAs, 

V:21.39–21.41, 21.45f
Fast saturable absorbers, IV:18.8f, 18.9–18.10
Fatigue, thermal, II:17.25
Fatigue strength, of metals, IV:4.8
Fax machines, I:24.6
FDDI (fiber distributed data interface) standard, 

V:13.41, 23.2–23.3, 23.3f
Federal Motor Vehicle Safety Standards 

(FMVSS), II:40.63
Feedback:

in fiber optic systems, V:13.30–13.32
from laser diodes, V:13.21–13.24
optical, II:16.2
resonant optical, II:19.38, 19.38f
from SOAs, V:19.8, 19.8f
stabilization of, II:34.32
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Feedthrough, of optical disk data, I:35.14
Femtosecond x-ray production, 

IV:21.52–21.53, 21.53f
Femtoseconds, II:20.1; IV:5.7
Fermat’s principle, I:1.11–1.13, 1.24
Fermi choppers, V:63.14
Fermi level, IV:8.21; V:30.1
Fermi occupation functions, II:19.11
Fermi pseudopotential, V:63.4, 63.5
Fermi’s golden rule, IV:8.25
Ferrimagnetism, I:35.25, 35.26, 35.26f
Ferroelectric bolometer arrays, II:28.11, 28.12, 

28.12f
Ferroelectric detectors, II:33.10
Ferroelectric oxides, IV:12.13–12.14, 12.13t
Ferroelectric photorefractive materials, 

IV:12.13–12.17, 12.13t
barium titanate, IV:12.15–12.16, 12.16f
lithium niobate and lithium tantalate, 

IV:12.14
potassium niobate, IV:12.16–12.17
strontium barium niobate and related 

compounds, IV:12.17
tin hypothiodiphosphate, IV:12.17, 12.18t

Ferroelectric smectic phase, of liquid crystals, 
V:8.12, 8.12f

Feussner prisms, I:13.6, 13.7, 13.22f, 13.22–13.23
FF5 glass (593355), IV:2.49t, 2.54t, 2.59t, 2.66t
Fiber (material), for optical fibers, V:9.4–9.7
Fiber amplifiers, V:14.1–14.11

categories and features of, V:14.1–14.2, 14.2t
erbium-doped

energy levels, V:14.4
fast power transients, V:21.39f, 21.39–21.41, 

21.40f
gain flattening, V:14.6–14.7, 21.38–21.39, 

21.39f
gain formation, V:14.4–14.5, 14.5f
gain peaking, V:21.38, 21.38f
noise, V:14.6
pump wavelength options, V:14.5–14.6
semiconductor amplifiers vs., V:9.13, 9.14, 

14.1, 14.2t
static gain dynamic and channel power 

equalization, V:21.41, 21.41f–21.42f
in WDM networks, V:21.2f, 21.2–21.3

erbium/ytterbium-doped, V:14.2, 14.2t, 
14.7–14.8

infrared fibers for, V:12.3t
parametric, V:14.10–14.11

Fiber amplifiers (Cont.):
praseodymium-doped fiber amplifiers 

(PDFAs), V:14.7
Raman, V:14.8f, 14.8–14.9, 14.10f
rare-earth-doped, V:14.2–14.4, 14.3f
semiconductors vs., V:9.13–9.14
ytterbium-doped, V:14.7

Fiber attenuation, optical power loss and, 
V:21.13–21.14

Fiber bandwidth, of WDM networks, V:21.2f, 
21.2–21.3

Fiber Bragg gratings (FBGs), V:17.1–17.9
applications, V:17.8f, 17.8–17.9
chirped, V:21.22–21.23, 21.23f, 21.25f, 

21.25–21.26
fabrication, V:17.4–17.8, 17.5f–17.7f
and fiber lasers, V:25.8, 25.16, 25.18, 25.30, 

25.31
long-period gratings vs., V:24.9, 24.11
photosensitivity of, V:17.2–17.3
properties of, V:17.3–17.4, 17.4f
sensors based on, V:24.5–24.8, 24.6f–24.7f

Fiber feedback, IV:17.16
Fiber interferometers, I:32.14–32.16, 32.15f
Fiber lasers, II:16.34; V:25.1–25.33

architectures, V:25.9–25.18, 25.19f
all-fiber monolithic systems, V:25.16f, 

25.16–25.18
free space, V:25.13–25.15, 25.14f, 25.15f
pumping techniques, V:25.9–25.13, 25.11f, 

25.12f
bulk lasers vs., V:25.5–25.6
dopants for, V:25.22–25.26, 25.23t
fabrication of, V:25.26–25.29, 25.27t
growth of, V:25.5, 25.5f
history of, V:25.3–25.4, 25.4f
infrared fibers for, V:12.3t
limitations of, V:25.6–25.7
LMA designs for, V:25.18–25.22, 25.19f
operation of, V:25.7–25.8
spectral and temporal modalities of, 

V:25.29–25.33
Fiber length, for rare-earth-doped amplifiers, 

V:14.2–14.3, 14.3f
Fiber optic amplifiers, V:14.1–14.11

categories and features of, V:14.1–14.2, 14.2t
erbium-doped

energy levels, V:14.4
fast power transients, V:21.39f, 

21.39–21.41, 21.40f

Bass_HOI_p001-234.indd   I.68Bass_HOI_p001-234.indd   I.68 10/7/09   2:20:43 PM10/7/09   2:20:43 PM

DO
 N

OT
 D

UP
LI

CA
TE



INDEX  I.69

Fiber optic amplifiers, erbium-doped (Cont.):
gain flattening, V:14.6–14.7, 21.38–21.39, 

21.39f
gain formation, V:14.4–14.5, 14.5f
gain peaking, V:21.38, 21.38f
noise, V:14.6
pump wavelength options, V:14.5–14.6
semiconductor ampliers vs., V:9.13, 9.14, 

14.1, 14.2t
static gain dynamic and channel power 

equalization, V:21.41, 21.41f–21.42f
in WDM networks, V:21.2f, 21.2–21.3

erbium/ytterbium-doped, V:14.7–14.8
parametric, V:14.10–14.11
praseodymium-doped, V:14.7
Raman fiber, V:14.8f, 14.8–14.9, 14.10f
rare-earth-doped, V:14.2–14.4, 14.3f
ytterbium-doped, V:14.7

Fiber optic bundles, human receptors as, 
III:8.3–8.5

Fiber optic chemical sensors, V:12.3t
Fiber optic communication links, V:15.1–15.17

distortions and dynamics range of, 
V:15.5–15.6, 15.6f

figures of merit for, V:15.2–15.6, 15.3f, 15.4f
link budget analysis for, V:15.6–15.17

extinction ratio, V:15.13
installation loss, V:15.6–15.7, 15.8t
optical power penalties, V:15.8–15.17, 15.10f

Fiber optic communication standards, 
V:23.1–23.8

ATM/SONET, V:23.6
ESCON, V:23.1–23.2, 23.2f
Ethernet, V:23.7
FDDI, V:23.2–23.3, 23.3f
Fibre Channel standard, V:23.4, 23.5f, 23.5t
fibre channel standard, V:23.4, 23.5f, 23.5t
InfiniBand, V:23.8, 23.8t

Fiber optic features:
of plant tissues, III:8.26–8.28, 8.27f
of sponges, III:8.28–8.29

Fiber optic gyroscopes (FOG), I:21.2, 
21.35–21.37, 21.36f, 21.36t

Fiber optic networking, micro-optics-based 
components for, V:18.1–18.12

attenuators, V:18.2, 18.9
beam splitters, V:18.6, 18.6f
circulators, V:18.3, 18.3f, 18.10
directional couplers, V:18.2, 18.3, 18.3f, 

18.9, 18.9f

Fiber optic networking, micro-optics-based 
components for (Cont.):

Faraday rotators, V:18.7, 18.7f
filters, V:18.6
gratings, V:18.5–18.6, 18.6f
GRIN-rod lenses, V:18.7, 18.8, 18.8f
isolators, V:18.3, 18.10, 18.10f
mechanical switches, V:18.4, 18.5, 18.5f, 

18.11, 18.11f, 18.12f
MEMS mirrors and switches, V:18.8, 18.8f, 

18.11, 18.12f
multiplexers/demultiplexers/duplexers, 

V:18.4, 18.4f, 18.10–18.11
network functions, V:18.2–18.5
polarizers, V:18.7, 18.7f
power splitters, V:18.2f, 18.2–18.3, 18.9, 18.9f
prisms, V:18.5, 18.5f

Fiber optic networks and systems, V:9.14–9.15
detectors in, V:13.2–13.3, 13.63–13.73

avalanche photodiodes, V:13.71–13.73
MSM detectors, V:13.73
pin diodes, V:13.63–13.71, 13.64f, 13.66f, 

13.66t, 13.68f
Schottky photodiodes, V:13.73

modulators in, V:13.2, 13.48–13.63
electroabsorption, V:13.55–13.60, 13.56f, 

13.57f
electro-optic, V:13.61
electrorefractive, V:13.61–13.62
lithium niobate, V:13.48–13.55, 13.49f, 

13.51f, 13.54f
semiconductor interferometric, V:13.63

sources for, V:13.1–13.48
distributed Bragg reflector lasers, 

V:13.28–13.29, 13.29f
distributed feedback lasers, V:13.30f, 

13.30–13.32, 13.31f
laser diodes, V:13.3f, 13.3–13.24, 13.4f, 

13.6f, 13.7f, 13.10f, 13.14f, 13.16f, 
13.17f, 13.19f–13.21f

light-emitting diodes, V:13.36–13.42, 
13.38f, 13.40f

quantum well lasers, V:13.24–13.28, 
13.25f–13.27f

strained layer quantum well lasers, 
V:13.26f, 13.26–13.28, 13.27f

tunable lasers, V:13.32–13.36, 
13.33f–13.36f

vertical cavity surface-emitting lasers, 
V:13.42–13.48, 13.43f, 13.45f
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Fiber optic networks and systems (Cont.):
[see also related topics, e.g.: Optical 

time-division multiplexed (OTDM) 
communication networks]

Fiber optic sensors, V:24.1–24.13
extrinsic Fabry-Perot interferometric, 

V:24.2f, 24.2–24.4, 24.3f
fiber Bragg grating, V:24.5–24.8, 24.6f–24.7f
intrinsic Fabry-Perot interferometric sensors, 

V:24.4f, 24.4–24.5
long-period grating sensors, V:24.8–24.13, 

24.9f–24.12f, 24.11t, 24.13t
Fiber optics:

fiber alignment for, II:17.33
focal-length measurement with, II:12.25
LED considerations with, II:17.33–17.34
in nonimaging optics, II:39.21

Fiber pigtail connection, V:13.8
Fiber pulling, for fiber lasers, V:25.26
Fiber pump lasers, IV:17.7–17.11, 17.9f–17.11f
Fiber Raman amplifiers, IV:22.15
Fiber Raman lasers, V:10.7
Fiber squeezers, I:15.24
Fiber-based couplers, V:16.1–16.6, 16.2f, 16.5f
Fiber-optic octocouplers, II:17.33–17.34
Fiberoptic-coupled (FO) II SSAs, II:31.20f, 

31.20–31.22, 31.21f, 31.21t
Fibers:

photonic bandgap, IV:2.23
slow light propagation in, IV:22.13–22.15, 

22.14f
Fiber-to-fiber excess loss, I:21.13–21.14
Fibre Channel Arbitrated Loop (FC-AL), 

V:23.4
Fibre Channel standard, V:23.2, 23.4, 23.5f, 

23.5t
Fibroblast, III:16.1
Fick’s law, I:9.12
Field (lens), I:1.74
Fields, of rays, I:1.13
Field additivity (color vision), III:11.51, 11.52f
Field angles:

of apertures, I:1.75, 1.75f, 1.76
of Glan-Thompson type prisms, I:13.12

Field curvature, I:1.91, 29.7, 29.37 (see also 
Petzval curvature)

Field curvature plot, II:2.4, 2.4f, 2.5
Field flatness (aberration), I:1.91
Field flattener lenses, I:17.28
Field intensities, of waves, I:2.5–2.6

Field lenses, I:1.82, 1.82f, 17.10; II:1.8, 1.10, 
1.10f

Field measurements (color vision):
and first-site adaptation, III:11.27, 11.29, 

11.30f
and second-site adaptation, III:11.29, 11.31

Field method (color vision), III:11.11–11.12
defined, III:11.2
evidence for higher-order mechanisms from, 

III:11.79–11.80
Field of view (FOV), I:1.74; II:3.4, 7.11, 24.11, 

31.1; III:8.4
for head-mounted displays, III:25.2, 25.5, 

25.7–25.8, 25.9f
in Keplerian afocal lenses, I:18.11
in Maxwellian viewing, III:6.6f, 6.6–6.7
and multifoil optics, V:48.1
for reflective and catadioptric objectives, 

I:29.34–29.35, 29.35f, 29.36f
for scatterometers, V:1.6, 1.10, 1.12
in telescopes, I:18.15f, 18.15–18.16

Field patch trace, II:39.7–39.8
Field plots, of aberration curves, II:2.4–2.5
Field quality, in optical systems, III:5.11
Field sensitivities (color vision), III:11.46–11.57

achromatic detection and chromatic 
adaptation, III:11.47–11.49, 11.48f

chromatic adaptation and the Sloan notch, 
III:11.49, 11.51

detection contours and field adaptation, 
III:11.53–11.54, 11.54f

field additivity, III:11.51, 11.52f
first- and second-site adaptation, III:11.51, 

11.52, 11.53f
habituation or contrast adaptation 

experiments, III:11.54–11.56, 11.55f
multiple cone inputs, III:11.49, 11.50f
noise-masking experiments, III:11.56–11.57
Stiles’ p-mechanisms, III:11.46, 11.47, 11.47f

“Field” sensitivity method (color vision), 
III:11.11–11.12

Field size (lens), I:28.13
Field stops, I:1.74, 17.9, 29.5, 29.37; II:7.7, 7.8f, 

7.9f, 34.18–34.19, 34.19f
Field-effect transistor (FET) amplifiers, V:13.70
Field-effect transistors (FETs), I:21.38; II:27.10
Field-enhanced pyroelectric arrays (see 

Ferroelectric bolometer arrays)
Field-flattened Schmidt objective, I:29.14–29.15
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Fields, in color CRTs, III:22.9f, 22.9–22.10, 
22.10f

Field-weighted-average resolution, V:44.10
Fifth-order oblique spherical aberration, V:45.4
Figures of merit (FOM), II:24.13, 33.23–33.28

acousto-optic, V:6.16–6.17
fiber optic communication links, V:15.2–15.6, 

15.3f, 15.4f
for infrared photodetectors, II:25.12
minimum resolvable temperature (MRT), 

II:33.27f, 33.27–33.28
NE ΔT, II:33.25f, 33.26f
in spectroradiometry, II:38.5–38.6

Filament notching, II:40.30
Filaments:

lamp, II:15.20f
light bulb, II:40.25, 40.27, 40.29f, 40.29–40.30

Fill factor, of binary optics, I:23.8
Fill gases, light bulb, II:40.29f, 40.30
Filling factor, electro-optic effect and, V:13.50
Film(s):

and black surfaces, IV:6.15
camera, I:25.5, 25.6
photographic (see Photographic films)
polymer, IV:12.23–12.25, 12.26t–12.27t
semiconductor-doped dielectric, IV:18.11
thin (see Thin-film coatings)

Film x-ray detectors, V:60.8, 60.9t, 60.10t
Filtered backprojection (FBP), V:32.2
Filters (filtering), IV:7.1–7.114

antireflection coatings, IV:7.15–7.32
of absorbing and amplifying media, 

IV:7.26, 7.27
homogeneous-layer, IV:7.16–7.23, 

7.17f–7.19f, 7.20t–7.21t, 7.22f–7.23f
inhomogeneous and structured, 

IV:7.23–7.26, 7.24f, 7.26f
at nonnormal angle of incidence, 

IV:7.28f–7.31f, 7.28–7.31
nonoptical properties of, IV:7.31–7.32, 

7.32f
surface reflections and optical performance, 

IV:7.15–7.16, 7.16f
of surfaces carrying thin films, 

IV:7.27–7.28, 7.28f
universal, IV:7.26, 7.27f

bandpass, IV:7.73–7.96
about, IV:7.73, 7.77f–7.78f, 7.77–7.78
angular properties of, IV:7.91–7.94, 7.92f, 

7.93f

Filters (filtering), bandpass (Cont.):
with multiple peaks, IV:7.90, 7.91f
narrow- and medium-, IV:7.78–7.83, 

7.79f, 7.80f, 7.82f–7.88f
stability and temperature dependence of, 

IV:7.94
very narrow, IV:7.83, 7.88–7.89, 7.89f
wedge filters, IV:7.90, 7.91, 7.91f
wide, IV:7.90, 7.90f
for XUV and x-ray regions, IV:7.94–7.96, 

7.95f–7.96f
beam splitters, IV:7.61–7.67, 7.62f–7.68f

achromatic beam splitters, IV:7.62f–7.65f, 
7.62–7.65

color-selective beam splitters, IV:7.65–7.66, 
7.66f, 7.67f

geometrical considerations for, 
IV:7.61–7.62

blocking, II:38.8
blur, II:32.34, 32.34f
Bragg, V:63.14
with coatings

measurements on, IV:7.12–7.14
transmission and reflection of, IV:7.3

for coherent optical image enhancement, 
I:11.14–11.17

cutoff, heat-control, and solar-cell cover, 
IV:7.53–7.60

cutoff filters, IV:7.53–7.60, 7.54f, 7.55f, 
7.57f, 7.59f–7.61f

heat reflectors, IV:7.58
solar-cell cover filters, IV:7.58

Fabry-Perot, V:13.33, 22.8
in fiber optic networking, V:18.6
frequency-guiding, V:22.7–22.9
guided-mode resonance, V:25.2, 25.30
high performance optical multilayer coatings, 

IV:7.96–7.98, 7.97f
infrared, II:40.12
intensity, III:5.14, 5.14t
interference, II:34.36
interference polarizers and polarizing beam 

splitters, IV:7.69–7.73, 7.70f–7.72f, 
7.76f–7.77f

with low reflection, IV:7.104f–7.105f, 
7.104–7.106

in II SSA cameras, II:31.7
Mach-Zehnder, I:21.23, 21.24f, 21.25; V:14.6, 

21.39
matched, IV:12.28–12.29, 12.29f, 12.30f
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Filters (filtering) (Cont.):
multilayer reflectors, IV:7.39–7.53

all-dielectric broadband reflectors, 
IV:7.39, 7.40f, 7.45f–7.47f, 7.45–7.47

coatings for ultrafast optics, IV:7.47–7.48, 
7.48f

for far-infrared region, IV:7.52, 7.52f
graded reflectivity mirrors, IV:7.52
imperfections in, IV:7.40–7.43, 7.41f–7.43f
for interferometers and lasers, 

IV:7.39f–7.40f, 7.39–7.40
narrowband reflection coatings, IV:7.43, 

7.44f
rejection filters, IV:7.48–7.50, 7.49f–7.51f
resonant reflectors, IV:7.43–7.45, 7.44f
for soft X ray and XUV regions, IV:7.53

narrowband, I:3.3
for networking, V:18.6
neutral density, II:40.52
neutral filters, IV:7.67, 7.67f–7.68f
neutron, V:63.18t, 63.18–63.19, 63.19f
notch, II:22.10f, 22.10–22.11, 22.11f
novelty, IV:12.32, 12.33f–12.35f
for pattern recognition, I:11.12–11.14
phase coatings, IV:7.101, 7.101f–7.104f, 

7.102
reflection, IV:7.5, 7.5f
reflection coatings and, IV:7.106f–7.113f, 

7.106–7.113
spatial, I:11.5–11.6, 11.6f
special purpose coatings, IV:7.113–7.114, 

7.114f
theory of, IV:7.1f, 7.2
thin-film coatings

and antireflection coatings, IV:7.27–7.28, 
7.28f

manufacturing of, IV:7.10–7.12
of metal, IV:7.104, 7.104f
theory and design of, IV:7.5–7.10, 7.6f, 

7.9f
transmission, IV:7.3–7.5, 7.4f
for two or three spectral regions, 

IV:7.98f–7.101f, 7.98–7.100
two-material periodic multilayers theory for, 

IV:7.32–7.38, 7.33f–7.38f
UV, II:40.12
of x-ray tube source spectra, V:54.9
[see also Acousto-optic tunable filters 

(AOTFs)]
Filtrate absorption, IV:1.21

Finesse:
coefficient of, I:2.31
of Fabry-Perot etalon, I:2.34, 2.35
of interferometers, I:32.6

Finish models, for surface scattering, 
I:8.14–8.15

Finite conjugate afocal relays, I:18.11–18.12, 
18.12f

Finite rays, I:1.35
Finite-difference time-domain (FDTD) analysis, 

for PCFs, V:11.7
Finite-difference time-domain (FDTD) 

solution (to Maxwell’s equations), IV:9.3
Finite-difference time-domain (FDTD)

technique, I:7.16–7.17
Finitely distant objects, systems with, II:1.6, 1.6f
First-order layout techniques, II:1.3–1.16

achromatism, II:1.14–1.15, 1.15f
afocal attachments, II:1.8, 1.9f
afocal systems, II:1.7, 1.7f
athermalization, II:1.15–1.16, 1.16f
axial/principal rays, II:1.12
component power minimization, II:1.13, 1.13f
condensers, II:1.10–1.11, 1.11f
defined, II:1.4
field lenses, II:1.8, 1.10, 1.10f
magnifiers and microscopes, II:1.8
ray-tracing, II:1.4–1.5
reasonableness of layout, II:1.13–1.14
two-component systems, II:1.5–1.7
zoom or varifocal systems, II:1.11–1.12

First-order optics, I:1.29, 1.37
First-order retardation plates, I:13.46
First-site adaptation (color vision), III:11.11, 

11.15–11.17, 11.16f
defined, III:11.2
field measurements and, III:11.27, 11.29, 

11.30f
and field sensitivities, III:11.51, 11.52, 11.53f
incompleteness of, III:11.17
signals reaching second site, III:11.17
Weber’s law and contrast coding, 

III:11.15–11.16, 11.16f
Fish lenses, III:19.6, 19.6f
Fish-eye lenses, I:27.6; III:19.2–19.3
Fissures, and surface absorption, IV:6.15
“Fitness for use,” II:17.25
Fitting error, V:5.41
5 × 7 matrix LED displays, II:17.31–17.32
Five-axis machining, II:10.7f
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Fixation, III:1.42
defined, III:13.2
stability of, III:1.44, 1.45f

Fixed dispersion compensation, V:21.22–21.23, 
21.23f

Fixed interferogram evaluation, II:13.14–13.15
Fixed-orientation mirrors, II:6.17
Fixed-pattern noise (FPN), I:26.11
Fixer, film, II:29.5
Fizeau interferometers, I:2.24–2.26, 2.25f, 32.2, 

32.2f, 32.17; II:12.14, 13.8–13.9, 13.9f, 
13.10f, 13.18, 14.4, 14.5f

Fizeau techniques, for surface figure metrology, 
V:46.3

Flame brushing, of fiber Bragg gratings, V:17.2
Flame hydrolysis (FHD), I:21.13–21.14
Flame-sprayed aluminum, IV:6.57
Flaming arcs, II:15.23, 15.24f, 15.26t–15.27t
Flanges:

annular, II:6.3–6.4, 6.4f
continuous ring, II:6.4f, 6.11

Flash (camera), I:25.16, 25.17f
Flash blindness, II:40.9
FLASH free-electron laser facility, V:58.1
Flash lamps, II:16.16–16.17, 16.17f
Flashlamp pumped Nd:glass amplifiers, IV:21.5
Flat panel detectors, for x-ray imaging, 

V:61.3–61.7, 61.4f, 61.6t, 61.7f
Flat-field objective optics, I:30.30–30.33
Flat-medial-field objectives, I:29.11
Flex-Pivots (flexures), II:6.19
Flexural strength, of metals, IV:4.70, 4.70t
Flexure, III:20.16
Flexure mountings, II:6.5, 6.5f, 6.15–6.17, 6.16f
Flicker:

in fluorescent lamps, II:40.32–40.33
impact of, II:40.12
in incandescent lamps, II:40.30

Flicker floor, II:22.3
Flicker noise, II:24.11
Flicker photometrics, III:10.34
Flight control, II:19.3
Flint glasses, IV:2.28, 2.41t–2.43t
Flip chip packaging, II:18.6, 18.6f
Flip-and-fold approach, II:39.29f
Floating diffusion, II:32.14, 32.15f
Floating gate output amplifiers, II:32.15
Flood-illuminated AO ophthalmoscope, 

III:15.3, 15.16f, 15.16–15.17, 15.17f
Floquet theory, IV:21.23

Floquil, IV:6.44
Fluence, III:8.26

corneal photoablation, III:16.16, 16.17, 16.19f
defined, III:8.1

Fluor crown glass, IV:2.41t
Fluorescence, II:34.13, 40.30

chlorophyll, IV:1.49
laser-induced, V:3.21
lenticular, III:1.21
stray light as result of, III:1.21
x-ray, V:28.1, 54.8, 62.5, 62.6f

and polycapillary x-ray optics, 
V:53.10–53.11, 53.11f

and x-ray diffraction, V:28.5–28.6, 28.6f
Fluorescence imaging with one nanometer 

accuracy (FIONA), I:28.23
Fluorescence line narrowing (FLN), I:10.18, 

31.29, 31.29f; V:2.13–2.14, 2.14f
Fluorescent lamps, II:40.30–40.33

applications for, II:40.26t
characteristics of, II:40.25t
cold cathode, V:8.30, 8.30f
construction of, II:40.33f, 40.34f
elements of, II:40.31f
emission spectrum of, II:40.32f, 40.35f
types of, II:40.28f

Fluorescent microscopy, I:28.48–28.49
Fluorides, for fiber lasers, V:25.28–25.29
Fluorite (CaF2), IV:2.38t, 2.44t, 2.47t, 2.50t, 

2.55t, 2.61t, 2.69t, 2.77t
Fluoro flint glass, IV:2.42t
Fluoroalumuinate glass, V:12.4, 12.4t
Fluoro-silicone/acrylate (F-S/A), III:20.1
Fluorozirconate glass (ZBLAN), V:12.5, 12.5f

and fiber lasers, V:25.3, 25.24, 25.27t, 25.28
fluoraluminate glass vs., V:12.4, 12.4t

Flux:
of electron bunches, V:55.17
luminous, II:37.4, 37.4t, 37.6
of polarization elements, I:15.9
radiant, II:37.3, 37.4t
and radiative transfer, I:9.12–9.13, 9.13f
total luminous, II:37.4t, 37.6
total radiant, II:37.4t, 37.6

Flux budget, for fiber optics, II:17.33
Flux density (see Irradiance)
Fly-by-light (FBL), II:19.3
FM spectroscopy, II:22.13–22.14
F-number, I:1.79, 17.9; II:34.20
Focal depth, II:4.7–4.8, 4.8f
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Focal Gaussian lenses, I:1.45–1.53, 1.47f
conjugate equations of, I:1.49f, 1.49–1.50
magnifications and distances in, I:1.50–1.53
nodal points of, I:1.48, 1.48f, 1.49
principal focal points of, I:1.47
principal planes of, I:1.47, 1.47f, 1.48
reduced coordinates of, I:1.53

Focal length, II:1.5–1.7, 12.21–12.25; III:23.2
effective

of camera lenses, I:27.3f–27.5f, 27.7f–27.16f, 
27.18f–27.22f, 27.25

of Gaussian lenses, I:1.48
of microlenses, I:22.10

fiber optics, II:12.25
focimeters, II:12.22f, 12.22–12.23, 12.23f
Fourier transforms, II:12.24
in gradient index optics, I:24.5–24.6
microlenses, II:12.24
Moiré deflectometry, II:12.23, 12.24f
nodal slide bench, II:12.22, 12.22f
primary, I:3.12
of surfaces, I:1.39–1.40
in systems of revolution, I:1.40
Talbot autoimages, II:12.23, 12.24

Focal lines, I:1.58
Focal plane arrays (FPAs), II:33.3

hybrid, II:33.14–33.23
microbolometer, II:33.13–33.14
MIS photogate, II:33.10–33.11, 33.11f, 33.12f
monolithic, II:33.10–33.14

Focal planes, I:1.57, 1.70
Focal plane-to-focal plane conjugate matrices, 

I:1.69
Focal points:

front and rear, I:1.40, 1.47
of lens systems, I:17.7
principal, I:1.47, 1.58

Focal ratio, I:29.5, 29.37; II:34.20
Focal surfaces, of grazing incidence optics, 

V:45.5
Focal-plane-to-focal-plane geometry, I:11.3f, 

11.3–11.4
Focimeters, II:12.22f, 12.22–12.23, 12.23f; III:12.9
Fock states, IV:23.8–23.9, 23.14
Focus:

in color CRTs, III:22.19
in Maxwellian viewing, III:5.4–5.5, 5.5f, 6.5–6.6
in monochrome CRTs, III:22.7
range of, I:1.85
and responses to distance, III:13.30

Focus anisoplanatism, V:5.27–5.29, 5.28f–5.30f, 
5.42–5.43

Focus athermalization techniques, II:6.22–6.24
active athermalization, II:6.24, 6.24f
passive athermalization, II:6.22, 6.23f, 6.24
single material designs, II:6.22, 6.23f

Focus distance, II:1.5–1.7
Focus error signal (FES), I:35.12–35.14, 35.13f
Focus of expansion, III:13.2
Focus shift, thermal, II:8.2–8.4, 8.3t, 8.4t
Focused beams, IV:15.41; V:54.16
Focused single crystal diffraction, 

V:53.12f–53.13f, 53.12–53.14
Focusing:

of gratings and monochromators, V:38.3f, 
38.3–38.6, 38.4t–38.5t

in grazing-incidence neutron optics, 
V:64.3–64.7, 64.4f–64.7f

Kerr, V:7.39
in neutron and x-ray optics, V:26.9–26.11, 

63.22
of optical disks, I:35.9–35.12, 35.11f, 35.12f
with refractive x-ray lenses, V:37.8–37.11, 

37.9f, 37.10f
(see also Hard x-rays, nanofocusing of)

Focusing polycapillary x-ray optics, 
V:53.9–53.10, 53.10t, 53.14

Fog, film, II:29.9
Fokker-Planck equation, II:23.37; 

IV:20.10–20.11
Font, III:23.2
Foot-candle (unit), II:34.43, 36.7, 36.7t, 37.7t; 

III:23.2
Foot-lambert (unit), II:34.43, 36.7, 36.8t, 37.7, 

37.7t
Forbes method, II:3.20
Forbidden bands, IV:9.2
“Forbidden” colors, III:11.74
Fore-optics, II:38.7
Form birefringence (term), I:15.41
Form dichroism (term), I:15.41
Förster resonance energy transfer (FRET), 

I:28.23
45° half-wave linear retarders, Mueller matrices 

for, I:14.12t
45° linear polarizers, I:14.10t
45° quarter-wave linear retarders, Mueller 

matrices for, I:14.12t
Forward Brillouin scattering, V:11.25, 11.26
Forward drift velocity, IV:21.7
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Forward error correction (FEC) coding, 
V:19.27, 21.26

Forward light, II:40.43, 40.44f
Forward Raman amplifiers, IV:15.4, 15.4f
Forward Raman generators, IV:15.4, 15.4f
Forward-looking infrared (FLIR) systems, 

I:30.22, 30.23, 30.51; II:33.4; IV:6.54
Foster prisms, I:13.7, 13.18f, 13.21–13.22
Foucault prisms, I:13.7, 13.17
Foucault test, II:12.19, 13.2f, 13.2–13.3, 13.3f
Four-detector photopolarimeters (FDPs), 

I:16.14f–16.16f, 16.14–16.16
Fourier analysis:

of interferograms, II:13.16–13.17, 13.17f
for radiative transfer, I:9.11

Fourier approach to optics, III:4.8
Fourier crosstalk matrix, V:32.3
Fourier differentiation, V:46.11–46.12
Fourier domain filters, I:11.13
Fourier domain OCT (see Spectral domain OCT)
Fourier intervals, V:27.4
Fourier Theory of Optics:

defined, III:6.1
in Maxwellian viewing, III:6.10–6.12

Fourier transform lenses, I:18.12
Fourier transform plane, I:33.16–33.19, 33.18f, 

33.20f
Fourier transform spectrophotometers, 

II:35.9
Fourier transform spectroscopy, V:2.5, 2.6f
Fourier transforming infrared spectrometer 

(FTIR), V:1.14
Fourier transforms, III:2.23, 18.1; V:6.15, 16.4, 

46.8, 55.9, 55.10
in analog optical and image processing, 

I:11.3–11.5, 11.5f
and coherence theory, I:5.20
and diffraction, I:3.2, 3.24
for focal plane-to-focal plane matrices, 

I:1.69
for focal-length determination, II:12.24
and transfer functions, I:4.2
of uniformly illuminated linear aperture, 

I:30.54
Fourier-transform spectrometers, IV:5.60f, 

5.60–5.61, 5.72, 7.12
Four-phase CCDs, II:32.13f, 32.13–32.14, 

32.16f
Four-photon absorption (4PA), IV:19.10
Four-powered-mirror lenses, I:18.21, 18.21f

Four-wave mixing (FWM), IV:18.3
coherent anti-Stokes, IV:15.2t, 15.3t, 15.4, 

15.4f
degenerate, IV:18.17
and EIT, IV:14.24f, 14.24–14.26, 14.27f
in optical fibers, V:10.2, 10.9–10.11, 10.11f
resonant, IV:14.28
and SOAs, V:19.13, 19.14f, 19.27, 19.33f, 

19.33–19.35, 19.34f
and solitons, V:22.11, 22.15
and third-order optical nonlinearities, 

IV:16.27–16.28, 16.28f
transient, IV:18.17f, 18.17–18.18
in WDM networks, V:21.19–21.20, 21.20f

Four-wave mixing phase conjugation, IV:12.6f, 
12.6–12.7

Fovea, III:1.3, 1.3f, 1.9, 1.15, 2.5f, 14.9
and cone spectral sensitivities, III:10.17
defined, III:4.1, 18.1
disparities in, III:2.40
function of, III:13.3
receptor size in, III:2.23

Foveal avascular zone, III:14.9
Foveal pit, III:14.11
Foves, III:2.24
Fractal model of surface finish, I:8.14
Fractals:

brownian, I:8.9, 8.17
Fresnel-Kirchhoff approximation for, 

I:8.8–8.9
Fracture toughness:

of crystals and glasses, IV:2.32, 2.32t
of metals, IV:4.8, 4.70, 4.70t

Frame interline transfer (FIT) CCDs, II:32.27f, 
32.29

Frame transfer (FT) CCD image sensors, 
II:32.26–32.28, 32.27f, 32.28f, 32.32

Frame transfer (FT) CCD TDI FPAs, II:33.11, 
33.12f

Frames:
in color CRTs, III:22.9f, 22.9–22.10, 22.10f
in OTDM, V:20.7

Frank elastic constants, V:8.22
Frankford Arsenal prisms, I:19.3t, 19.18f–19.24f, 

19.18–19.24
Frank-Ritter-type prisms, I:13.6, 13.6f, 

13.13–13.14
Franz-Keldysh effect, I:21.11, 21.11f; IV:12.22; 

V:13.59
Fraunhofer approximation, I:5.14, 5.16
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Fraunhofer diffraction, I:3.24f–3.26f, 3.24–3.28; 
III:6.10, 6.12; V:42.2, 63.25

Airy diffraction as, I:28.17
conducting screens for, I:3.33f
and gratings, I:20.3

Fraunhofer regime, in coherent x-ray optics, 
V:27.2

Fraunhofer theory, I:7.11
Fredericksz cells, I:14.31, 15.21, 15.22
Fredericksz threshold voltage, of LC cells, 

V:8.27
Fredkin gate, IV:23.11
Free carriers and free-carrier effects, 

IV:5.47–5.52
in crystals, IV:2.15
cyclotron resonance, IV:5.47–5.50, 

5.48f–5.50f
in fiber optic systems, V:13.4
free-carrier Faraday rotation, IV:5.50–5.51
impurity magnetoabsorption, IV:5.51f, 

5.51–5.52
in semiconductors, IV:5.33–5.36, 5.35f–5.37f, 

5.81, 5.82f
Free electron properties, of solids, IV:8.21–8.24

Drude model, IV:8.21, 8.22f
interband transitions in metals, IV:8.21
plasmons, IV:8.23–8.24
reflectivity, IV:8.23

Free polarization decay (FPD), IV:11.7–11.11, 
11.8f, 11.10f, 11.11f

Freedericksz threshold voltage, of LC cells, 
8.27

Free spectral range (FSR):
of bandpass filters, IV:7.77
of interferometers, I:2.34, 2.35, 2.35f, 32.5

Free (newtonian) viewing, III:5.2–5.4, 5.3f
limitations of, III:5.4
retinal illuminance, III:5.2–5.3, 5.3f
the troland, III:5.3–5.4

Free-carrier Faraday rotation, IV:5.50–5.51
Free-electron lasers (FELs), II:16.36–16.37, 

16.37f, 23.43–23.45; V:29.4, 41.9–41.10, 
41.10f, 48.1, 58.1–58.2

Free-electron-laser (FEL) lamps, II:15.11, 
15.12, 15.13f

Free-exciton (FE) luminescence, IV:5.72, 5.73f
Free-space fiber lasers, V:25.9, 25.10, 25.13–25.15, 

25.14f, 25.15f
Frenet equation, I:1.19
Frenkel excitons, IV:5.26, 5.26t

Frequency:
and acousto-optic interaction, V:6.12–6.14, 

6.13f, 6.14f, 6.16
crossover, V:8.16
and drift, II:22.2
of electro-optic modulators, V:7.35
Greenwood, V:5.19, 5.22, 5.42
of liquid crystals, V:8.18f, 8.17–8.18
Nyquist, V:27.4
phase and amplitude responses vs., II:22.6f, 

22.6–22.7, 22.7f
stability of, II:22.2
Stokes, V:10.8, 21.42
Tyler, V:5.17

Frequency chirping, V:13.1, 13.17f, 
13.17–13.18

Frequency comb, II:20.1, 20.2, 20.7–20.9
Frequency conversion, nonlinear optical, 

IV:14.24f, 14.24–14.28, 14.27f
Frequency discriminators:

for laser locking, II:22.12–22.14
optical cavity-based, II:22.14–22.16, 22.17f

Frequency domain, I:7.17
Frequency mixing, IV:16.3t
Frequency modulation (FM), II:19.36, 19.36f, 

22.4; V:7.24–7.25, 7.25f
Frequency shift keying (FSK), II:19.36
Frequency shifters, in electro-optic phase shifts, 

V:13.51
Frequency-controlled lasers, II:22.7, 22.7f
Frequency-division multiplexing (FDM), 

V:9.16
Frequency-guiding filters, V:22.7–22.9
Frequency-modulated (FM) systems, V:9.16
Frequency-modulation interferometers, 

I:32.9, 32.9f, 32.10
Frequency-resolved optical gating (FROG), 

II:21.8, 21.9
Frequency-resolved optical gating for complete 

reconstruction of attosecond bursts 
(FROG-CRAB), II:21.9

Frequency-selective-feedback lasers, 
II:19.37f, 19.38

Fresnel amplitude reflection coefficients, 
I:12.7–12.8

Fresnel amplitude transmission coefficients, 
I:12.8

Fresnel diffraction, I:3.14–3.24; V:27.2, 27.4, 
40.9, 63.25
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Fresnel equations, I:12.6–12.13, 12.15; 
V:41.3, 64.2

for absorbing materials, I:12.10–12.13, 12.13f
coordinate system for, I:12.6–12.7, 12.7f
for nonabsorbing materials, I:12.8–12.10, 

12.9f
Fresnel integrals, V:6.15
Fresnel intensity reflectivities, I:8.6
Fresnel lenses, I:22.31f–22.33f, 22.31–22.37, 

22.35f–22.37f; II:39.9–39.10, 39.10f, 
40.45f, 40.46

Fresnel losses, I:22.10
Fresnel number, I:3.25
Fresnel phase zones, V:27.3
Fresnel propagation kernels, I:6.6
Fresnel reflection, V:13.6, 13.53, 17.3, 25.8
Fresnel reflection coefficients, I:8.10; IV:7.106
Fresnel relations, IV:8.11, 8.15
Fresnel rhombs, I:13.45, 13.50f; V:43.5f, 

43.5–43.6
Fresnel Risley prisms, I:19.27f
Fresnel waves, V:27.2
Fresnel zone plates, V:40.2, 42.3, 42.3f, 55.16
Fresnel zones, I:3.4f, 3.4–3.6

for cylindrical wavefronts, I:3.6f, 3.7f, 
3.13–3.14, 3.14f

and Fraunhofer diffraction, I:3.25
MLLs and, V:42.16f
opaque strip obstruction, I:3.20–3.21, 3.21f

Fresnel-Kirchhoff approximation, I:8.5–8.9
Fresnel-Kirchhoff diffraction formula, I:3.21, 

3.22, 3.32
Fresnel’s biprism, I:2.16, 2.16f
Fresnel’s law, V:63.20
Fresnel’s mirror, I:2.16, 2.16f
Fresnel-Soret zone plates, V:40.2
Fried’s coherence diameter, V:5.2, 5.7, 5.9–5.10
Fried’s coherence length, V:4.8
Fringe localization, I:2.14
Fringe power, of polymers, IV:3.11
Fringe visibility (contrast), I:2.7–2.8
Fringe washout (OCT), III:18.15
Fringe-counting interferometers, I:32.8, 32.8f
Fringes, in sensor signals, V:24.3
Fringes of equal chromatic order (FECO) 

technique, V:46.2
Fringes of equal inclination, I:2.20–2.22, 2.21f, 

2.22f
Fringes of equal thickness, I:2.22–2.24, 2.23f
Frogs legs mirror, IV:12.7, 12.8f

Front focal lengths, I:1.40
Front focal points, I:1.40, 1.47
Front principal planes, I:1.48
Front vertex distance (FVD), camera lens 

performance and, I:27.3f–27.5f, 
27.7f–27.16f, 27.18f–27.22f, 27.25

Front vertex power (FVP):
contact lenses, III:20.7–20.8, 20.8t
defined, III:20.1

Frontoparallel plane, III:13.2
Fuji Photo Film USA, II:29.25
Fujicolor, II:29.14
Full width at half maximum (FWHM), 

II:16.5, 16.6, 20.3, 21.2; IV:18.3; 
V:17.6–17.7, 17.7f, 24.8

Full width at half maximum (FWHM) points, 
I:30.9

Full-aperture techniques, in surface figure 
metrology, V:46.3

Full-frame arrays, of CCDs, I:26.3–26.4, 26.4f
Fully functional polymers, IV:12.27t
Functional specifications (optical design), 

II:4.2
Fundamental absorption edge, IV:5.21

absorption near, IV:5.21f, 5.21–5.22
high-energy transitions above, IV:5.29–5.33, 

5.30f–5.34f
Fundamental array mode, II:19.27
Furniture-integrated lighting system, II:40.13f
Fused glass, IV:2.43t, 2.49t, 2.54t, 2.59t, 2.67t
Fusing, in xerographic systems, I:34.10
Fusion neutron production, IV:21.53
Fusion splicing, V:25.18

Gabor objective, I:29.20
Gabor zone plates, V:40.4, 40.5, 40.7
Gain:

of avalanche photodiodes, V:13.71–13.72
defined, II:16.9
of EDFAs, V:14.4–14.5, 14.5f
in photomultipliers, II:27.7
polarization-dependent, V:14.9, 19.18–19.20, 

21.18
Raman, V:10.5, 10.6, 21.42f
of SOAs, V:19.4f–19.6f, 19.4–19.6

Gain clamping, V:19.14f, 19.14–19.15
Gain coefficient, II:16.9–16.10
Gain control, in CRTs, III:22.8
Gain coupling, II:19.29
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Gain dynamics, of SOAs, V:19.12–19.13, 19.13f, 
19.14f

Gain efficiency, of EDFAs, V:14.6
Gain flattening, V:14.6–14.7, 21.38–21.39, 

21.39f
Gain medium, II:16.3
Gain narrowing, in steady-state Stokes 

scattering, IV:15.21
Gain peaking, V:21.38, 21.38f
Gain per unit length, of lasers, V:13.7, 13.8
Gain ripple, V:19.8, 19.8f, 19.19, 19.19f
Gain saturation, II:16.10; IV:18.8, 18.8f; 

V:13.15, 13.17
Gain stability margin, II:22.9–22.10
Gain without inversion, and EIT, IV:14.18–14.19
Gain-bandwidth (GB), II:26.17
Gain-coupled arrays, II:19.27
Gain-guided index antiguided fibers (GG IAG), 

V:25.2, 25.19f, 25.22
Gain-guided laser diodes, V:13.5
Gain-guided phased array, II:19.28f
Galilean lenses, I:18.7, 18.15f, 18.15–18.17, 

18.16f
Galilean telescopes, I:18.15; II:1.7f
Galileo Galilei, I:18.2, 28.3
Gallagher-Pritchard (GP) model (of trap-loss 

collisions), IV:20.29
Gallium aluminum arsenide (GaAlAs) LEDs, 

II:17.12, 17.12f, 17.13f
Gallium arsenide (GaAs):

composition, structure, and density of, 
IV:2.39t

dispersion formulas for, IV:2.62t
elastic constants of, IV:2.44t
lattice vibration model parameters for, 

IV:2.77t
linear-chain model calculations for, IV:5.19f
local vibrational modes for, IV:5.19f
luminescence in, IV:5.72, 5.73, 5.74f
mechanical properties of, IV:2.47t
multiphonon absorption of vacuum-grown, 

IV:5.18f
optical modes of, with zincblende structure, 

IV:2.69t
optical properties of, IV:2.56t
Raman scattering of, IV:5.80, 5.81, 5.81f
thermal properties of, IV:2.51t

Gallium arsenide (GaAs) lasers, II:19.7
Gallium arsenide (GaAs) LEDs, II:17.8, 17.9, 

17.9f

Gallium arsenide (GaAs) semiconductor diode 
lasers, II:16.18f, 16.18–16.19

Gallium arsenide phosphide (GaAsP) emitters, 
II:17.32

Gallium arsenide phosphide (GaAsP) LEDs, 
II:17.9–17.10, 17.10f, 17.15–17.17

energy band diagram for, II:17.5f
homojunction in, II:17.10, 17.11f
light degradation in, II:17.27f
performance summary of chips in, II:17.16t

Gallium arsenide phosphide (GaAsP) 
photodiodes, II:24.49, 24.49f, 24.50f

Gallium arsenide phosphide (GaAsP) substrate, 
II:17.22

Gallium arsenide (GaAs) quantum well 
photodetectors, II:25.16f, 25.16–25.17, 
25.17f

Gallium nitride (GaN), II:17.22; IV:2.39t, 2.46t, 
2.47t, 2.51t, 2.56t, 2.62t, 2.70t, 2.77t

Gallium nitride (GaN) photovoltaic detectors, 
II:24.42, 24.43, 24.45f, 24.46, 24.46f, 24.47

Gallium phosphide (GaP), II:17.16, 
17.20–17.22; IV:2.39t, 2.44t, 2.47t, 2.51t, 
2.56t, 2.62t, 2.69t, 2.77t; V:6.16, 6.17t, 
6.29t, 6.30, 6.31t, 6.34t

Gallium phosphide (GaP) dynodes, II:24.42, 
24.44f

Gallium phosphide (GaP) photodiodes, 
II:24.47–24.49, 24.48f

Gallium-doped germanium (Ge:Ga) infrared 
detectors, II:24.100

Gallium-doped silicon (Si:Ga) infrared 
detectors, II:24.95, 24.95f, 24.96, 24.96f

Galvanometer scanners, I:30.41–30.44, 30.43f, 
30.44f

Galvo-driven Brewster plates, II:22.18–22.19
Gamma cameras, V:32.2
Gamma rays, in SPECT imaging, V:32.1–32.2
Ganglion cells, III:2.10–2.11

contrast sensitivity functions of, III:2.12f
density of, III:2.11
and LGN, III:2.12
linear density of, III:2.6f
midget, III:2.10–2.11, 2.10n
off-center, III:2.10
on-center, III:2.10
parasol, III:2.10n
P-cells, III:11.76, 11.79
physiology of, III:2.11
transfer functions of, III:2.11–2.12
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Ganzfeld, III:1.12
Gap effect (color vision), III:11.72, 11.74
Gap modes (GMs), IV:5.17
Gas chromatography-mass spectroscopy 

(GC-MS), II:33.4
Gas detectors, V:63.32–63.33
Gas lights, II:40.40
Gas mantle, II:15.17–15.19, 15.19f
Gas permeable (GP) contact lenses, III:12.12, 

20.3
aberrations and, III:20.24
aspheric, III:20.22
base curve radius for, III:20.3, 20.5
bitoric, power of, III:20.17–20.20
center thickness of, III:20.6
edge thickness of, III:20.6
lacrimal or tear lens with, III:20.12–20.15
OAD/OZD of, III:20.5
posterior peripheral curve systems of, 

III:20.5, 20.6
and residual astigmatism, III:20.15

Gas phase media, dephasing in, IV:14.12–14.13
Gaseous laser gain media, II:16.30–16.31, 16.31f
Gases, strong field nonlinear optics in, 

IV:21.27–21.31, 21.28f
Gas-filled lamps, II:34.31
Gas-puff sources, V:57.3, 57.3t
Gate modulation, II:33.19t, 33.20f, 33.22
Gated integration, II:27.12–27.13, 27.13f, 27.15
Gating:

amplitude, II:21.7
double optical, II:21.8
frequency resolved, II:21.8, 21.9
FROG, II:21.9
FROG-CRAB, II:21.9
polarization, II:21.7–21.8
two-color, II:21.7

Gaunt factors, V:56.9–56.10
Gauss illuminated eyepieces, II:12.12
Gauss law, IV:2.6
Gauss points, of lenses, I:1.44
Gaussian analyses, of lenses:

afocal, I:18.4–18.7, 18.7f
focusing, I:18.2–18.4, 18.3f, 18.5f

Gaussian apertures, V:37.6
Gaussian approximation of sensitivity, for 

optical fiber receivers, V:9.10
Gaussian error function, V:15.3
Gaussian image point, V:38.5–38.6
Gaussian integral, for noise, V:15.2, 15.4

Gaussian intensity distribution, II:39.28, 39.29f
Gaussian lenses, I:1.44–1.55

afocal, I:1.45, 1.46f, 1.53f, 1.53–1.54, 1.54f
focal, I:1.45–1.53, 1.47f

conjugate equations of, I:1.49f, 1.49–1.50
magnifications and distances in, I:1.50–1.53
nodal points of, I:1.48, 1.48f, 1.49
principal focal points of, I:1.47
principal planes of, I:1.47, 1.47f, 1.48
reduced coordinates of, I:1.53

notation for, I:1.45t
properties of, I:1.54
systems of, I:1.54–1.55

Gaussian line profiles, V:3.14, 56.5–56.7
Gaussian line shape, II:16.6f
Gaussian mode, II:16.21
Gaussian noise, III:2.17, 2.18
Gaussian optics, I:1.29, 1.44
Gaussian parameters (optical design), 

II:4.5–4.6, 4.6t
Gaussian spectra, V:15.13
Gaussian statistics, for wave propagation, V:5.9
Gaussian transmission, V:37.5
Gaussian-shaped beam, II:16.22
Gauss-Seidel iterative method, V:3.21
Gaze control, III:13.29–13.30
Gaze eccentricity, III:13.8
Gaze holding, III:1.42
Gaze shifting, III:1.42
GDx Nerve Fiber Analyzer, I:15.41
Gédamine, I:13.9, 13.10, 13.11f, 13.20
Geiger counters, V:60.5, 60.9t
Geiger region, V:60.5
Gelbstoff, in water, IV:1.13 (see also Yellow matter)
Gemini North telescope, V:5.20, 5.21f
General Conference on Weights and Measures 

(CGPM), II:36.2
General deviation prisms, I:19.3t, 19.28, 

19.28f–19.29f
General Electric, II:15.29, 15.30, 15.48, 19.29t
General Photonics, I:15.24
General system data (optics), II:3.3, 3.4
Generalized ellipsometry (GE), I:16.19
Generalized Lagrange invariant (étendue), 

I:1.22, 1.81, 13.7
Generalized pupil function, III:2.3
Generalized Rabi frequency, IV:11.4
Generating step (of optics fabrication), II:9.4
Generation noise, II:24.11
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Generation-recombination (GR) current, 
II:25.7–25.8

Generation-recombination (GR) noise, 
II:24.11

GENLN2 (code), V:3.23
Geometrical configuration factor (GCF), II:7.1, 

7.2, 7.22; IV:6.12
Geometrical etendue, II:38.8
Geometrical optical transfer function (GOTF), 

II:3.16
Geometrical optics:

for aberrations of point images, I:1.86f, 
1.86–1.92

and binary optics, I:23.5f–23.9f, 23.5–23.9, 
23.10t

characteristic functions of, I:1.13–1.18, 1.15f
for collineation, I:1.56–1.65, 1.65f
and conservation of étendue, I:1.22
defined, I:1.8
for Gaussian lenses, I:1.44–1.55

afocal, I:1.45, 1.46f, 1.53f, 1.53–1.54, 1.54f
focal, I:1.45–1.53, 1.47f, 1.47–1.55, 1.48f, 

1.49f
notation for, I:1.45t
properties of, I:1.54
systems of, I:1.54–1.55

and images about known rays, I:1.43–1.44, 
1.44f

for imaging, I:1.26–1.31, 1.30f
at interfaces of homogeneous media, 

I:1.23–1.26
lens sizes and fields in, I:1.74–1.85

apertures, I:1.74–1.77, 1.75f
cosine-to-the-fourth approximation, 

I:1.81
field lenses, I:1.82, 1.82f
fields, I:1.74, 1.77, 1.84
F-number, I:1.79
focus and defocus, I:1.82–1.85, 1.83f
irradiance, I:1.80
power per pixel, I:1.80
pupils, I:1.76f, 1.76–1.79, 1.78f
telecentricity, I:1.83–1.84
total lens étendue, I:1.81
vignetting, I:1.81, 1.81f, 1.82

paraxial matrix methods, I:1.65–1.74
and rays, I:1.8–1.13

in heterogeneous media, I:1.18–1.22
paths of, I:1.10–1.13

and skew invariant, I:1.23

Geometrical optics (Cont.):
of systems of revolution, I:1.32–1.43

paraxial optics of, I:1.37–1.43
ray tracing in, I:1.35–1.37, 1.36f
surfaces, I:1.32–1.35
unfolded reflections, I:1.32

Geometrical path length, I:1.11
Geometrical point spread function (GPSF), 

V:44.13
Geometrical vector flux, II:39.21–39.22
Geometrical wavefronts, I:1.12–1.13
Geometry-controlled lasers, II:19.37f, 19.38
Germanate:

in fiber lasers, V:25.27t, 25.28
in optical fibers, V:12.3–12.4, 12.6, 12.6f

Germania glass, fused, IV:2.43t, 2.49t, 2.54t, 
2.59t, 2.67t

Germanium:
absorptance of, IV:4.48t
in crystal form, IV:2.39t, 2.44t, 2.47t, 2.51t, 

2.56t, 2.62t, 2.68t
thermal properties of

elastic stiffness, IV:4.69t
moduli and Poisson’s ratio, IV:4.69t
strength and fracture properties, IV:4.70t

Germanium (Ge) avalanche photodiodes, 
II:24.70f, 24.72f, 24.72–24.73, 24.73f

Germanium (Ge) bolometers, II:28.5, 28.7t
Germanium (Ge) detectors:

copper-doped, II:24.84f, 24.85f, 24.96, 24.97, 
24.97f–24.99f

gallium-doped infrared, II:24.100
gold-doped, II:24.83–24.85, 24.84f–24.86f
intrinsic photodetectors, II:24.70f–24.73f, 

24.70–24.73
mercury-doped, II:24.84f, 24.92–24.95, 

24.93f–24.95f
pn and pin, II:24.70f–24.72f, 24.70–24.71
zinc-doped, II:24.84f, 24.98–24.100, 24.99f

Germanium gallium arsenide (GeGaAs) 
photodiodes, II:34.31

Germanium (Ge) intrinsic photodetectors, 
II:24.70f–24.73f, 24.70–24.73

Germanium (Ge) low-temperature bolometers, 
II:24.31–24.32, 24.32f, 24.33f

Germanium photodiodes, II:38.9, 38.9t
Germicidal lamps, II:15.35
Ghost imaging, IV:23.13
“Ghosts” (in gratings), IV:5.60
Gibbon lenses, III:19.14, 19.14f
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Gilvin, IV:1.13 (see also Yellow matter)
Gimbal-less two-axis scanning-micromirror 

devices (GSMDs), I:30.61–30.62, 30.62f
Glancing angle, of crystal monochromators, 

V:39.1, 39.2
Glan-Foucault prisms, I:13.7, 13.9, 13.11f, 

13.12–13.14
Glan-Taylor prisms, I:13.7, 13.9n, 13.10f, 

13.10–13.14, 13.11f
Glan-Thompson prisms, I:13.6, 13.6f, 

13.9–13.12, 13.10f, 13.18f, 13.22
field angle of, I:13.12
and optical spectrometers, I:31.7
sheet polarizers vs., I:13.27
transmission by, I:13.9–13.10, 13.11f

Glan-type prisms, I:13.6, 13.6f, 13.8–13.15
defects and testing of, I:13.14–13.15
Frank-Ritter, I:13.6, 13.6f, 13.13–13.14
Glan-Foucault, I:13.7, 13.9, 13.11f, 

13.12–13.14
Glan-Taylor, I:13.7, 13.9n, 13.10f, 13.10–13.14, 

13.11f
Glan-Thompson, I:13.6f, 13.9–13.12, 13.10f, 

13.11f, 13.27
Lippich, I:13.6, 13.6f, 13.12–13.13
Marple-Hess, I:13.12, 13.13
precautions with, I:13.14

Glare:
with computer work, III:23.4–23.5, 23.5t
defined, III:23.2
and exterior lighting, II:40.62
in human eye, III:1.20
limiting of, II:40.10, 40.41
and visual discomfort, II:40.9–40.12, 40.11t
and windows, II:40.41

Glare stops (see Lyot stops)
Glass(es):

amorphous, IV:12.26t
antireflection coatings for, IV:7.26–7.28, 7.28f
common, IV:2.3
and crystals, IV:2.1–2.77
defined, IV:2.33
for fiber lasers, V:25.27t, 25.28–25.29
fluorozirconate (ZBLAN), V:12.5, 12.5f

and fiber lasers, V:25.3, 25.24, 25.27t, 25.28
fluoraluminate glass vs., V:12.3t, 12.4, 12.4t

fluoroaluminate, V:12.4, 12.4t
formation of optical, II:9.3–9.4
heavy-metal fluoride, V:12.1–12.5, 12.2f, 

12.3t, 12.4t, 12.5f

Glass(es) (Cont.):
heavy-metal oxide, V:12.2t, 12.3t, 12.3–12.7, 

12.4t, 12.5f–12.7f
for hollow waveguides, V:12.2f, 12.11–12.13, 

12.12f
hybrid organic-inorganic, IV:12.27t
material properties of, IV:2.27–2.36

characteristic temperatures, IV:2.32, 2.33
combinations of, IV:2.36
correlations of, IV:2.36
elastic properties, IV:2.30–2.31, 2.31t
hardness and strength, IV:2.31–2.32, 2.32f, 

2.32t
heat capacity and Debye temperature, 

IV:2.33–2.34
material designation and composition, 

IV:2.28–2.30, 2.29f
naming of, IV:2.27
thermal conductivity, IV:2.35f, 2.35–2.36
thermal expansion, IV:2.34f, 2.34–2.35
unit cell parameters, molecular weight, 

and density, IV:2.30
mechanical properties of, IV:2.49t
for microlenses, I:22.9–22.10, 22.10t, 22.11f, 

22.12t, 22.13t, 22.14f
negative core-cladding index difference, 

V:11.14, 11.15
for objectives, I:29.2, 29.2t
optical, II:5.9
optical applications of, IV:2.17–2.27

dielectric tensor and optical indicatrix, 
IV:2.17–2.19, 2.19f

dispersion formulas, IV:2.21–2.23
nonlinear optical coefficients, 

IV:2.26–2.27, 2.27t
scatter, IV:2.27
thermo-optic coefficients, IV:2.24f, 

2.24–2.26
total power law, IV:2.19–2.20, 2.20f

as optical materials, IV:2.4–2.5
optical properties of, IV:2.6, 2.8–2.9

lattice vibration model parameters, 
IV:2.76t–2.77t

origin and models, IV:2.9–2.17, 2.10f, 
2.13f, 2.16f, 2.17f

room-temperature dispersion formulas, 
IV:2.66t–2.68t

summary table, IV:2.59t
as photographic film emulsion, 

II:29.4
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Glass(es) (Cont.):
physical properties of, IV:2.37, 2.38t–2.43t

optical glass reference table, IV:2.41t–2.43t
physical constants, IV:2.8t
specialty, and substrate materials, IV:2.43t
symmetry properties, IV:2.5, 2.6t, 2.8t

Raman bands of, V:11.24
Rayleigh scattering in, V:11.21
sol-gel formed, I:24.8
thermal properties of, IV:2.54t
tolerances for, II:5.9
Zerodur, V:47.5

Glass envelope, lightbulb, II:40.29, 40.29f
Glass lenses, for spectacles, III:12.9
Glass micro-pore optics, V:49.1–49.6, 

49.2f–49.6f
Glass scatterers, IV:13.8
Glass-based lasers, IV:21.5
Glass-calcite Rochon prisms, I:13.20
Glass-ceramics, IV:2.33
Glaucoma, III:14.3, 18.25–18.27

aging eyes, III:14.26–14.27
cause of, III:14.6
defined, III:14.1

Glazebrook prisms, I:13.6, 13.9 (see also 
Glan-Thompson prisms)

Glazing, window, II:40.41
Global climate change, V:3.43–3.45, 3.44f
Globar, II:15.17, 15.18f, 15.19, 15.19f
Glossiness, II:40.5
Glow lamps, II:40.39
Glow modulator tubes, II:15.49, 15.50f, 15.51f, 

15.52t
Gobs, glass, II:9.4
Goddard Space Flight Center, IV:6.35, 6.39
Goebel mirrors, V:26.10
Goerz prism system, I:19.3t, 19.17, 19.17f
GOES-13 satellite, V:44.16–44.17, 44.17f
Golay cell detectors, II:28.2, 28.6, 28.7t
Gold:

absorptance of, IV:4.40f, 4.48t, 4.50t, 4.51t
diamond turning and, II:10.5
optical properties of, IV:4.14t, 4.23f
physical properties of, IV:4.52t, 4.54t
reflectance of, IV:4.31t–4.32t, 4.40f
thermal properties of

coefficient of linear thermal expansion, 
IV:4.56t, 4.57f

elastic stiffness, IV:4.69t
moduli and Poisson’s ratio, IV:4.69t

Gold, thermal properties of (Cont.):
at room temperature, IV:4.55t
specific heat, IV:4.65t, 4.66f
strength and fracture properties, IV:4.70t
thermal conductivity, IV:4.58t, 4.60f–4.61f

Gold black surfaces, IV:6.57
Gold iridite, IV:6.21, 6.22f
Gold-doped germanium (Ge:Au) detectors, 

II:24.83–24.85, 24.84f–24.86f
Gold-germanium (Au-Ge) alloys, II:17.24
Goldpoint blackbody, II:15.9
Gold-zinc (Au-Zn) alloys, II:17.24
Goniometers (goniophotometers), II:12.10, 

40.52–40.53, 40.53f, 40.54f
Gooch-Tarry first minimum condition, V:8.26
Goos-Hanchen shift, I:21.4
Goos-Hanschen shift, V:13.55
Gordon inequality, IV:1.21
Gordon-Haus effect, V:22.7–22.8, 22.11
Gouffé method, II:15.7–15.9, 15.8f
Graded index (GRIN) fibers, V:15.17
Graded index profile, of optical waveguides, 

I:21.4
Graded index separate confinement 

heterostructure (GRINSCH), II:19.14, 
19.14f; V:13.4f, 13.5

Graded index-rod (GRIN-rod) lenses, V:18.7, 
18.8, 18.8f, 18.10, 18.11f

Graded reflectivity mirrors, IV:7.52
Graded-index (GRIN) films, I:16.9
Gradient dispersion, I:24.3
Gradient force, IV:20.8
Gradient index (GRIN) optics, I:24.1–24.8; 

III:19.1–19.15
analytic solutions of, I:24.2
axial gradient lenses, I:24.3–24.5, 24.4f
axial gradients, III:19.5
bovine lenses, III:19.8–19.11, 19.11f
cat lenses, III:19.9
eye lens, III:19.5–19.6
fish lenses, III:19.6, 19.6f
functional considerations, III:19.14–19.15
guinea pig lenses, III:19.8
human/primate lenses, III:19.12–19.14, 

19.13f, 19.14f
materials, I:24.8
mathematical representations of, I:24.2–24.3
nature of index gradient, III:19.21–19.15
octopus lenses, III:19.7, 19.7f
pig lenses, III:19.11, 19.12f
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Gradient index (GRIN) optics (Cont.):
rabbit lenses, III:19.8
radial gradients, I:24.5f, 24.5–24.8, 24.7f; 

III:19.3–19.5, 19.4f, 19.5f
rat lenses, III:19.7–19.8
spherical gradients, III:19.2–19.3

Gradient tilt (G-tilt), V:4.3
and adaptive optics, V:5.14–5.16
and angle of arrival, V:4.23, 4.25, 4.26

Gradient-freeze technique, II:17.21
Gradients, of wavefronts, V:5.23
Grain boundaries, of crystals, IV:2.4
Grains and graininess:

of photographic films, II:29.5
of photographic images, II:29.18t, 

29.19–29.22, 29.21f
of silver halide crystals, II:29.4

Granularity, photographic film speed and, 
II:30.19

Graphical user interface (GUI), for SHADOW 
code, V:35.3

Grasshopper monochromator, V:38.3
Grassmann’s laws, III:10.8–10.9, 10.28
Grating acuity tasks, III:2.34, 2.34f, 2.35f
Grating equation, I:23.4; II:38.7–38.8; 

V:38.2–38.3
Grating interferometers, I:32.4, 32.5f
Grating multiplexers, I:23.11, 23.12
Grating polarizers, I:13.33
Grating surface-emitting laser array, II:19.40f, 

19.40–19.41
Gratings (see Diffraction gratings; Dispersive 

prisms and gratings)
Bragg, IV:22.9–22.11, 22.10f; V:20.14, 25.29, 

25.30
circular, V:40.1
diffraction, IV:5.59–5.60
fiber Bragg, V:17.1–17.9

applications, V:17.8f, 17.8–17.9
chirped, V:21.22–21.23, 21.23f, 21.25f, 

21.25–21.26
fabrication, V:17.4–17.8, 17.5f–17.7f
and fiber lasers, V:25.8, 25.16, 25.18, 25.30, 

25.31
long-period gratings vs., V:24.9, 24.11
photosensitivity, V:17.2–17.3
properties of, V:17.3–17.4, 17.4f
sensors based on, V:24.5–24.8, 24.6f–24.7f

formation of, IV:12.1–12.3, 12.2f
Fresnel diffraction of, V:40.9

Gratings (see Diffraction gratings; Dispersive 
prisms and gratings) (Cont.):

Hill, V:17.5
long-period, V:21.39, 21.39f, 24.10–24.11, 

24.11t, 24.13t
Moiré, IV:22.11, 22.12f
for networking, V:18.5–18.6, 18.6f
sampled, V:13.34, 13.34f
short-period, V:24.6
superstructure, V:13.34, 13.35f
transmission, IV:12.7, 12.8f
in VUV and soft x-ray region, V:38.1–38.8

diffraction properties, V:38.1–38.3, 38.2f
dispersion properties, V:38.6–38.7
efficiency, V:38.8
focusing properties, V:38.3f, 38.3–38.6, 

38.4t–38.5t
resolution properties, V:38.7

Gravitational-wave interferometers, I:32.21, 
32.21f

Gray code, on optical disks, I:35.16
Gray gel, II:30.4
“Gray world” assumption, III:10.39
Graybody, II:35.7
Gray-scale masks, I:22.23f–22.25f, 22.23–22.25
Grazing incidence optics:

aberrations of, V:44.6–44.12, 44.7f, 
44.9f–44.11f, 45.1–45.8, 45.2f

image formation with, V:44.3–44.18
and multifoil optics, V:48.1–48.2
and pumping by EUV lasers, V:58.3, 58.4f
telescopes with, V:44.6–44.12, 44.7f, 

44.9f–44.11f
x-ray, V:44.12f–44.18f, 44.12–44.18
and x-ray mirrors, V:44.3–44.6, 44.4f–44.6f

Grazing-angle reflection, V:63.21
Grazing-incidence neutron optics, V:64.1–64.7

diffractive scattering and mirror surface 
roughness, V:64.2–64.3

and imaging focusing optics, V:64.3–64.7, 
64.4f–64.7f

total external reflection, V:64.1–64.2
Green flashes, V:3.43
Greens function, I:3.22f, 3.22–3.23

in approximations of multiple scattering, 
I:9.10

digitized, I:7.15, 7.16
in scattering, I:9.3

Green light, color film and, II:29.13, 29.13f
Green-emitting AlInGaP devices, II:17.18
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Greenockite (CdS), IV:2.38t, 2.46t, 2.47t, 2.51t, 
2.56t, 2.61t, 2.70t, 2.77t

Green’s function solution, V:6.14
Greenwood frequency, V:5.19, 5.22, 5.42
Gregorian objective, I:29.10
Grinding:

aspheric, II:9.8
controlled, IV:19.3

Grooved regions, on optical disks, I:35.15, 
35.15f, 35.16

Gross-Pitaevski equation, IV:20.34
Ground loop noise, II:27.5, 27.6f
Ground state, II:16.4
Ground-based telescopes, IV:6.12
Ground-state collisions, IV:20.29
Group Delay Dispersion (GDD), IV:7.47–7.48, 

7.48f
Group Delay (GD) phase changes, IV:7.47, 7.48
Group theory, IV:5.6
Group velocity, IV:22.3–22.5
Group velocity dispersion (GVD), IV:11.27, 

22.4–22.5; V:11.18, 11.18f, 11.19f, 15.11
Grown homojunctions, LED, II:17.8, 17.9, 17.9f
Growth techniques:

for epitaxial layers, II:17.21–17.23
substrate, II:17.20, 17.21

Grüneisen constant, V:6.17
Grüneisen relationship, IV:2.34, 2.35
GTWave technology, V:25.11
Guard ring, II:24.11
GUERAP (stray light analysis program), 

IV:6.19
Guidance, in photonic crystal fibers, 

V:11.11–11.26
attenuation mechanisms, V:11.19–11.22, 

11.20f, 11.21f
birefringence, V:11.17
Brillouin scattering, V:11.25f, 11.25–11.26
group velocity dispersion, V:11.18, 11.18f, 

11.19f
Kerr nonlinearities, V:11.22–11.24, 11.24f
negative core-cladding index difference, 

V:11.14f–11.17f, 11.14–11.17
positive core-cladding index difference, 

V:11.12f, 11.12–11.14, 11.13f
Raman scattering, V:11.24
resonance and antiresonance, V:11.12

Guide to the Expression of Uncertainty in 
Measurement (IS), II:38.6

Guided-mode resonance filters (GMRFs), 
V:25.2, 25.30

Guided-wave nonlinear structures, 
IV:17.15–17.16

Guides, neutron, V:63.15–63.18
Guinea pig lenses, III:19.8
Gunn diodes, I:31.21
Gurney-Mott mechanism, II:29.5

Habituation (color vision), III:11.54–11.56, 
11.55f

and color appearance, III:11.29, 11.69–11.70
defined, III:11.2
second-site, III:11.19f, 11.19–11.20, 11.21f, 

11.22f
Hafnium dioxide-yttrium oxide (HfO2:Y2O3), 

IV:2.56t, 2.62t, 2.77t
H-aggregates, II:30.13
Haidinger fringes, I:2.22, 2.22f, 2.27
Haidinger interferometers, II:12.14
Halation, II:30.4
Half-bleaching constant, III:2.7
Half-period zones, I:3.5; V:40.1
Half-shade devices, I:13.56–13.57
Halftoning, low-level vision models in, III:24.4
Half-wave linear retarders, Mueller matrices 

for, I:14.12t, 14.13
Half-wave plates, I:12.25, 12.27
Half-wave retarders, Mueller matrices for, 

I:14.14
Half-wave voltage, of electro-optic modulators, 

V:7.19, 7.22
Halite (NaCl), IV:2.40t, 2.44t, 2.48t, 2.52t, 

2.57t, 2.64t, 2.69t
Halle prisms, I:13.16f, 13.17
Halogen lamps, II:15.11, 15.12, 15.13f, 40.25t, 

40.26t, 40.30
Halon, II:38.12–38.13
Halophosphates, II:40.31
Halos, III:1.21

in aging eyes, III:14.13
with glaucoma, III:14.6

Hamiltonian optics, I:1.13, 1.43
Hamiltonian rays, II:3.12
Hamilton’s equations for rays, I:1.21
Hanbury-Brown-Twiss (HB&T) effect, II:23.13, 

23.13f, 23.14
Hankel functions, III:8.1

in modal analysis, III:8.22
for waveguides, III:8.13
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Haplopia, III:13.2
Haptic, III:21.1
Hard mounting, of optics, II:6.1–6.4, 6.3f, 6.4f
Hard x-ray beamlines, SHADOW code for, 

V:35.5, 35.5f
Hard x-ray optics, astronomical, V:47.9–47.10
Hard x-ray telescopes, V:50.2
Hard x-rays, nanofocusing of, V:42.1–42.17

history of, V:42.2f, 42.2–42.4, 42.3f
instrumental beamline arrangement and 

measurements for, V:42.9f–42.12f, 
42.9–42.10

limitations of, V:42.15–42.17, 42.16f–42.17f
with magnetron-sputtered MLLs, 

V:42.5–42.7, 42.6f–42.8f
on MLLs with curved interfaces, V:42.14, 

42.15f
Takagi-Taupin calculations for, V:42.12–42.14
volume diffraction calculations for, 

V:42.4–42.5, 42.5f
with wedged MLLs, V:42.12–42.13, 42.13f, 

42.14f
Hardness:

of crystals and glasses, IV:2.31, 2.32f
of metals, IV:4.8
of polymers, IV:3.2–3.3

Hardware implementation, for adaptive optics, 
V:5.21–5.38

higher-order wavefront sensing techniques, 
V:5.36–5.37

laser beacons, V:5.27–5.34, 5.28f–5.31f, 5.33f
real-time processors, V:5.34f, 5.34–5.35, 5.35f
Shack-Hartmann technique, V:5.23f, 

5.23–5.27, 5.25f, 5.26f
tracking, V:5.21–5.23, 5.22f
wavefront correctors, V:5.37–5.38, 5.38f

Harmonic generation:
high, IV:21.27–21.30

harmonic yield and phase matching, 
IV:21.30

quasi-classical model, IV:21.28f, 
21.29–21.30

from solid plasmas, IV:21.50–21.52, 21.51f
third-order, IV:16.2, 16.3t

in crystals, IV:16.14
energy level diagrams for, IV:16.5f
and semiconductors, IV:5.56

Harmonic yield, IV:21.30
Harting-Dove (Dove) prisms, I:19.3t, 19.9, 

19.9f, 19.10, 19.10f

Hartman testing, I:22.26
Hartmann equation, for refraction index, 

IV:2.22
Hartmann test, II:13.4–13.6, 13.5f
Hartmann-Shack test, II:13.6f, 13.6–13.7
Hartnack-Prazmowski prisms, I:13.16f, 13.17
Hartree-Fock variational approach, I:10.11
Hastings (Brashear-Hastings) prisms, I:19.3t, 

19.25, 19.25f
Hausdorff-Besicovitch dimension, I:8.8
H&D curve (see D-log H curve)
Header information, on optical disks, I:35.6
Heading judgments, magnification and, 

III:13.14–13.15
Headlamps:

design of, II:40.21, 40.23, 40.23f
low-beam, II:40.64f, 40.64–40.67, 40.65t, 

40.66f, 40.66t
Head-mounted displays (HMDs), III:25.1–25.12

accommodation with, III:25.10–25.12
binocular vision factors in design of, 

III:13.31–13.35
distance conflicts, III:13.31–13.32
optical errors, III:13.34–13.35
spatial location conflicts, III:13.33, 13.34f
visual-vestibular conflicts, III:13.32–13.33

characterizing, III:25.7–25.10, 25.8f, 
25.9t–25.10t

common design considerations for, 
III:25.2–25.7

comfort, III:25.2–25.5, 25.3f
functionality, III:25.5–25.6, 25.6f, 25.7f
safety, III:25.2
usability, III:25.2

Health-care facility lighting, II:40.58–40.60, 
40.60t

Heat capacity (specific heat):
of crystals and glasses, IV:2.6t, 2.33
of metals, IV:4.7, 4.10t, 4.53, 4.55, 4.55t, 

4.65t, 4.66f–4.69f
Heat reflectors, IV:7.58
Heat sinks, III:5.15
Heat-induced lensing effect, IV:16.22
Heating:

cluster electron, IV:21.34, 21.35
inverse Bremsstrahlung, IV:21.37, 21.37f
j ë B, IV:21.49
self-heating, IV:17.12
vacuum, IV:21.47f, 21.48–21.49

Heat-pipe blackbody furnace, II:15.9f
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Heavy water, scattering in, V:63.10
Heavy-hole (HH) bands, of strained layer 

quantum well lasers, V:13.27
Heavy-metal fluoride glass (HMFG) fibers, 

V:12.1–12.5, 12.2f, 12.3t, 12.4t, 12.5f
Heavy-metal oxide glass fibers, V:12.2t, 12.3t, 

12.3–12.7, 12.4t, 12.5f–12.7f
HEFT balloon payloads, V:47.10
Heidelberg Retinal Tomograph (HRT), III:17.7, 

17.9
Height profilometry, V:46.3
Height solves, II:3.6
Heisenberg limit, IV:23.6–23.7
Heisenberg number-phase uncertainty relation, 

IV:23.4
Heisenberg uncertainty principle (HUP), 

I:21.11; IV:23.6
Heisenberg-Langevin approach, to quantum 

theory of lasers, II:23.33–23.35
Heisenberg’s matrix mechanics, I:10.3
Helium atoms, V:2.3
Helium [3He(n, p)] reaction, V:63.31
Helium-cadmium (He-Cd) lasers, II:16.6, 

16.15, 16.15f, 16.30
Helium-neon (He-Ne) lasers, II:16.15, 16.15f, 

16.30
Helmholtz equation, I:3.2, 5.9, 5.10, 33.3; V:5.8
Helmholtz invariant, I:1.77 (see also Two-ray 

paraxial invariant)
Helmholtz’s reciprocity theorem, III:8.1, 8.25, 

8.27
Hemispherical emittance, II:35.15
Hemispherical total absorptance, II:35.8t
Hemispherical-conical reflectance, II:35.5t, 

35.6f, 35.6t
Hemispherical-directional reflectance, II:35.5t, 

35.6f, 35.6t
Hemispherical-spectral absorptance, II:35.8t
Henle fibers, III:8.2, 8.20
Hering’s law, III:13.20, 13.26
Hermetic enclosure, for laser diodes, V:13.7, 13.7f
Hermite-Gaussian functions, V:11.7
Hermitian matrices, I:14.19, 14.41
HERO balloon payload, V:47.10
Herschel condition, I:1.31, 29.34, 29.37
Herschelian objectives, I:29.6, 29.27
Hertz (HZ), III:23.2
Herzberger equation, IV:2.22
Heterochromatic flicker photometry (HFP), 

III:11.37, 11.49

Heterochromatic modulation photometry 
(HMP), III:11.37

Heterodyne detection, V:3.34
Heterodyne interferometers, I:32.10, 32.10f, 

32.20, 32.20f; II:13.22
Heterogeneous media, rays in, I:1.9, 1.18–1.22
Heterojunction lasers, II:19.4
Heterojunctions, II:17.12, 17.12f–17.15f, 17.13, 

17.17, 26.9
Heterophoria, III:13.2, 13.26
Heterostructures, of fiber optic devices, V:13.2
Hewlett-Packard double-frequency distance-

measuring interferometer, II:12.9f, 
12.9–12.10

Hexagonal crystals:
anisotropic, IV:8.9t
dielectric constants of, IV:2.18
room-temperature elastic constants, IV:2.46t
symmetries of, IV:2.7t, 8.20t

Hexagonal polynomials, II:11.21, 11.22t–11.25t, 
11.36t, 11.38f, 11.39

High aspect ratio microlithography (HARM), 
V:61.3

High emittance-low absorptance coatings, 
IV:6.16

High order harmonic generation (HHG), 
IV:21.27–21.30

harmonic yield and phase matching, 
IV:21.30

quasi-classical model, IV:21.28f, 21.29–21.30
from solid plasmas, IV:21.50–21.52, 21.51f

High harmonic production, of x-ray lasers, 
V:58.2

High magnetic field production, IV:21.53
High performance optical multilayer coatings, 

IV:7.96–7.98, 7.97f
High Resolution Doppler Imager (HRDI), 

V:3.36, 3.37f
High-accuracy spectrophotometers, II:35.9
High-brightness visible LEDs (HB-LEDs), 

II:18.1–18.6
about, II:18.1
epitaxial growth of, II:18.3
packaging of, II:18.5f, 18.5–18.6, 18.6f
processing of, II:18.3f, 18.3–18.4
semiconductor material systems for, 

II:18.1–18.2
solid-state lighting with, II:18.4f, 18.4–18.5
structure for modern InGaN, II:18.2f
substrates for, II:18.2f, 18.2–18.3
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High-dry objectives, I:28.11, 28.12f
High-dye-yield yellow couplers, II:30.6
High-energy radiation, II:15.40, 30.19–30.20
High-energy transitions above fundamental 

edge, IV:5.29–5.33, 5.30f–5.34f
Higher-order aberrations, I:29.37; III:16.6, 16.7

correction of, III:16.9
defined, III:15.1, 20.2

Higher-order mechanisms (color vision), 
III:11.80

Higher-order mode (HOM) fibers, V:25.2, 
25.19f, 25.22

High-gain oscillators, II:20.10–20.12, 20.11f
High-intensity carbon arc lamps, 

II:15.21–15.23, 15.24f
High-intensity discharge (HID) lamps, 

II:40.33–40.36
applications for, II:40.26t
characteristics of, II:40.25t
CMH, II:40.25t, 40.26t, 40.33, 40.36
construction of, II:40.34f
emission spectrum of, II:40.35f
Hg, II:40.25t, 40.26t, 40.33, 40.36
HPS, II:40.25t, 40.26t, 40.33
MH, II:40.25t, 40.26t, 40.33, 40.35, 40.35f, 

40.36
High-intensity reciprocity failure, of photo-

graphic films, II:29.12
Highlight color, in xerographic systems, I:34.12, 

34.13f
High-order harmonic generation, II:21.2, 21.2f
High-performance miniature systems, 

I:22.5–22.8
High-power diode lasers, II:19.19–19.23, 

19.20t, 19.21f, 19.22f
High-power laser arrays, II:19.26–19.30, 19.28f, 

19.28t, 19.29t, 19.30f
High-power lasers, II:19.24, 19.25f, 19.25t
High-power semiconductor lasers, II:19.18–19.30

arrays in, II:19.26–19.29, 19.28f, 19.28t, 
19.29–19.30, 19.29t, 19.30f

commercial diode, II:19.19–19.23, 19.20t, 
19.21f, 19.22f

future directions for, II:19.23–19.26, 19.25f, 
19.25t, 19.26t, 19.27f

mode-stabilized lasers with reduced facet 
intensity, II:19.18–19.19, 19.19f

High-power spectrally controlled fiber lasers, 
V:25.29

High-power strained QW lasers, II:19.26, 19.26t

High-power ultrashort pulse technologies, for 
fiber lasers, V:25.32–25.33

High-power USP oscillators, V:25.32–25.33
High-pressure, short-arc xenon lamps, II:15.35f
High-pressure enclosed arcs, II:15.24, 15.28–15.34

capillary mercury-arc lamps, II:15.30–15.31, 
15.31f

compact-source arcs, II:15.31–15.34, 
15.32f–15.35f

Lucalox lamps, II:15.30, 15.31f
mercury arcs, II:15.29, 15.30f
multivapor arcs, II:15.29, 15.31f
Uviarc, II:15.28–15.29, 15.29f, 15.30f

High-pressure mercury-arc lamps, II:15.29f, 
15.30f

High-Q cavities, IV:9.12
High-reflectance zones, of multilayers, 

IV:7.36–7.37, 7.37f
High-reflectivity mirrors, V:41.7–41.8, 41.8f
High-repetition short-pulse lasers, 

IV:11.26–11.27, 11.27f
High-resistivity coatings, IV:6.56
High-resolution (HR) acousto-optic deflectors, 

V:6.29t, 6.29
High-resolution Doppler-free spectroscopy, 

IV:17.27
High-speed cameras, I:25.21, 25.22f
High-speed modulation, of semiconductor 

lasers, II:19.30–19.36, 19.31f, II:19.36f
High-speed optical recording systems, II:19.3
High-speed photoconductors, II:26.20–26.23, 

26.21f–26.23f
High-speed photodetectors, II:26.1–26.24

about, II:26.3
avalanche photodetectors, II:26.17–26.20, 

26.18f, 26.20f, 26.21f
photoconductors, II:26.20–26.23, 26.21f–26.23f
pin photodiodes, II:26.10, 26.12–26.15

resonant, II:26.15, 26.15f
vertically illuminated, II:26.3, 26.4f, 26.5, 

26.10, 26.12f, 26.12–26.13
waveguide, II:26.13–26.14, 26.14f

Schottky photodiodes, II:26.16, 26.16f, 26.17f
speed limitations on, II:26.5–26.10

carrier transit time, II:26.6f, 26.6–26.7
carrier trapping, II:26.9, 26.9f
diffusion current, II:26.8, 26.8f, 26.9
packaging, II:26.9–26.10, 26.10f, 26.11f
RC time constant, II:26.7f, 26.7–26.8

structures of, II:26.3–26.5, 26.4f
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High-speed photographic films, II:30.18–30.20
High-voltage power supply (HVPS), II:31.1, 

31.9, 31.10f
Hilbert space formulation, I:5.2
Hilbert transforms, IV:2.8–2.9
Hill gratings, V:17.5
Hindle mounts, II:6.19, 6.19f
HITRAN database, V:3.14, 3.22f, 3.22–3.23, 3.23f
HITRAN-PC program, V:3.26
Hobby-Eberly telescopes, V:5.2
Hoffman modulation contrast microscopy, 

I:28.29
Hole boring, IV:21.50, 21.50f
Hole current, II:26.7
Hole-accumulated photodiodes (HADs), 

II:32.4f, 32.8
Holeburning:

optical, V:2.13, 2.14f
spatial, V:20.2

Hollow cathode lamps, II:15.35, 15.37t–15.43t, 
15.44f

Hollow glass waveguides (HGWs), V:12.2f, 
12.11–12.13, 12.12f

Hollow lightpipes, II:39.30–39.31
Hollow waveguides, V:12.2f, 12.2t, 12.3t, 

12.10–12.13, 12.12f
Hollow-core photonic crystal fibers:

attenuation in, V:11.20f, 11.20–11.22
birefringence of, V:11.17
and group velocity dispersion, V:11.18, 11.19f
Kerr effects for, V:11.23
and negative core-cladding index difference, 

V:11.14f, 11.14–11.15
Holmium-doped fibers, V:25.23t, 25.25–25.26
Holograms, computer-generated (see 

Computer-generated holograms)
Holographic compensators, II:13.25
Holographic inspection, I:33.16–33.19, 

33.17f–33.18f, 33.20f–33.22f
Holographic memory, I:33.24–33.25
Holographic microscopes, I:28.42, 28.43, 28.43f
Holographic optical elements (HOEs), 

I:33.13–33.16, 33.15f, 35.28–35.29, 35.29f; 
IV:12.31

Holographic optics, I:33.13
Holographic scanners, I:30.38–30.41, 

30.40f–30.42f
Holographic storage:

data, IV:12.37
photorefractive, IV:12.36–12.37

Holography, I:33.1–33.25
electronic, I:33.9–33.14, 33.11f–33.13f
and holographic inspection, I:33.16–33.19, 

33.17f–33.18f, 33.20f–33.22f
and holographic memory, I:33.24–33.25
and interferometry, I:33.4–33.9, 33.8f
and lithography, I:33.22f–33.24f, 33.22–33.24
optical elements for, I:33.13–33.16, 33.15f
principles of, I:33.2–33.4, 33.3f
real-time, IV:12.28–12.29, 12.29f, 12.30f

Holtronic Technologies holographic system, 
I:33.23

Homogeneity, in polymeric optics, IV:3.7
Homogeneous broadening, V:20.1

emission-line, II:16.5, 16.6, 16.6f, 16.9
of lineshapes, I:10.7
spectral-line, IV:14.13

Homogeneous coordinates, of collineation 
matrix, I:1.59

Homogeneous decay, IV:11.10, 11.11f
Homogenous index, III:19.1
Homogeneous media, I:1.9, 1.23–1.26
Homogeneous polarization elements:

defined, I:15.7
in Mueller matrices, I:14.25–14.26

Homogeneous reflectors, II:39.39
Homogeneous sources of light, I:5.11–5.12, 5.19
Homogeneous temperature change, II:8.2–8.6, 

8.3t, 8.4t, 8.5f, 8.6f
Homogeneous-layer antireflection coatings, 

IV:7.16–7.23, 7.17f–7.19f, 7.20t–7.21t, 
7.22f, 7.23f

Homogeneously broadened systems, 
IV:11.18–11.19, 11.19f

Homojunction lasers, II:19.4
Homojunctions, LED, II:17.8–17.10, 17.9f–17.11f
Hong-Ou-Mandel effect, IV:23.10, 23.14
Hooke’s law, IV:8.14, 8.21
Hopkin’s formula, I:5.13
Horizontal cells (retina), III:2.9
Horizontal half-wave linear retarders, Mueller 

matrices for, I:14.12t
Horizontal illuminance, II:40.7, 40.18f
Horizontal linear polarizers, I:14.9, 14.10t
Horizontal quarter-wave linear retarders, 

Mueller matrices for, I:14.12t
Horizontal scanning, in color CRTs, 

III:22.10–22.11, 22.11f
Horizontally illuminated photodetectors, 

II:26.4f, 26.5
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Horizontal/vertical size and position, in color 
CRTs, III:22.12

Horopter, III:2.40, 13.2, 13.8–13.9, 13.9f, 13.10f
Hot bands, in molecular spectroscopy, V:2.5
Hot cathode fluorescent lamps, II:40.32
Hot filament sources, of x-ray tubes, V:54.10
Hot mirrors, IV:7.58
Hot-electron bolometers, II:24.29, 24.30, 

24.30f, 24.31f
Hottel strings, II:39.4, 39.14
Houghton objectives, I:29.22–29.23
Housings, lens, IV:3.15f, 3.15–3.16
HRCam system, V:5.23
HTF-1 glass, IV:2.43t, 2.49t, 2.54t, 2.59t, 2.68t
Huang-Rhys factor, V:2.15
Huang-Rhys parameter, I:10.22
Hub mounting, II:6.17, 6.18f
Hubble telescope, I:29.8; II:11.4, 13.24
Hue, II:40.5
Hue cancellation, III:11.26–11.27
Hue scaling, III:11.63, 11.64f
Huesler alloy, V:63.28–63.29
Hufnagel model, of atmospheric turbulence, 

V:3.29
Hufnagel-Valley model, of atmospheric 

turbulence, V:3.30, 5.7, 5.8
Hughes Airborne Optical Adjunct Coating, 

IV:6.49
Human eye, II:30.15–30.16, 30.16f, 34.6; 

III:1.1–1.45, 1.3f
aberrations in, III:1.3 [see also Aberrations 

(in human eye)]
accommodation response, III:1.29–1.36

accuracy of, III:1.32–1.34
age-dependent changes in, III:1.35–1.36
application to instrumentation, 

III:1.34–1.35
dynamics of, III:1.31–1.32
stability of, III:1.32
vergence input, III:1.34

active optical limiting by, IV:13.1
age-related changes in, III:1.5, 1.7, 

14.4–14.14 (see also Adaptive optics)
accommodation, III:1.35f, 1.35–1.36
accommodation and presbyopia, III:14.8, 

14.9f
anterior and posterior chambers, III:14.5, 

14.6
cornea, III:14.5, 14.6f
eye size, III:14.11

Human eye, age-related changes in (Cont.):
fluorescence, III:1.21
index of diffusion for, III:1.23
lens, III:14.7–14.8
and level of aberration, III:1.18
pupil, III:14.6–14.7, 14.7f
pupil diameter, III:1.8, 1.18
retina, III:14.9–14.11
retinal reflectance, III:1.11
RMS wavefront error, III:1.15–1.17, 1.16t
scattering, III:1.20
tears, III:14.4–14.5
transmittance, III:1.9
transparency/cataract, III:14.8

ametropia, III:1.6–1.7
cones in, II:36.8, 36.8f, 36.9f
cornea, III:16.3, 16.4, 16.4f
damage from light exposure, III:5.18f, 

5.18–5.19
damage thresholds for, IV:13.3, 13.3f
depth-of-focus, III:1.8, 1.28–1.29, 1.30f
models of, III:1.36–1.38

paraxial, III:1.36–1.37, 1.37f
wide-angle, III:1.38

monochromatic ocular aberrations, III:1.4, 
1.14–1.19

off-axis, III:1.18f, 1.18–1.19
on the visual axis, III:1.15–1.18

movements of, III:1.42–1.45
characteristics of, III:1.43–1.44
stability of fixation, III:1.44, 1.45f

ocular parameters, III:1.4f, 1.4–1.6, 1.5f
ocular radiometry, III:1.11–1.12
optical components of, III:2.2
optics of, III:16.2–16.3, 16.3f
pupil diameter, III:1.8–1.9
refractive elements in, III:12.3
retinal illuminance, III:1.11–1.12
retinal image quality, III:1.12–1.28

in aberration-free eye, III:1.12–1.14
calculation from aberration data, 

III:1.21–1.22
chromatic aberration, III:1.19f, 1.19–1.20
comparison between methods, III:1.23
effects of aberration correction, 

III:1.25–1.26
intraocular scattered light, III:1.20–1.21
lenticular fluorescence, III:1.21
monochromatic ocular aberrations, 

III:1.14–1.19
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Human eye, retinal image quality (Cont.):
observed optical performance, 

III:1.23–1.25
ophthalmoscopic (double-pass) methods, 

III:1.22–1.23
psychophysical comparison method, 

III:1.22
and pupil diameter, III:1.8
on the visual axis, III:1.21–1.28
with visual instruments, III:1.27–1.28

retinal reflectance, III:1.11
rods in, II:36.8f, 36.8–36.10, 36.9f
size of, III:14.11
stereopsis, III:1.38–1.42

aniseikonia, III:1.41–1.42
stereoscopic and related instruments, 

III:1.41
tolerances in binocular instrumentation, 

III:1.41–1.42
Stiles-Crawford effect, III:1.10–1.11
structure of, III:21.2–21.3
transmittance, III:1.9–1.11
visual vs. optical axis orientation in, III:1.3
wavelengths detectable by the, II:36.8f, 

36.8–36.10, 36.9f
(see also specific topics)

Human hair, light guide effect in, III:8.24–8.26
Human vision and electronic imaging, 

III:24.1–24.11
analysis of image features, III:24.6–24.9

attention and region of interest, III:24.7
Digital Libraries applications, III:24.7–24.8
user interface design, III:24.8–24.9
visualization, III:24.8

information sources for, III:24.11
perception of imaging artifacts, III:24.2–24.6

early color vision, III:24.5
embedding digital watermarks, III:24.5
image quality and compression, 

III:24.3–24.4
limitations of early vision models, 

III:24.5–24.6
rendering and halftoning, III:24.4
target detection in medical images, III:24.5

representation of aesthetic and emotional 
characteristics, III:24.9–24.10

color, art, and emotion, III:24.10
image quality, III:24.9
virtual reality and presence, III:24.9

Human visual system (HVS), color in, I:26.18

Humidity specifications, for lenses, II:4.10
Hund’s rule, I:10.12
Hurst dimension, I:8.8
Huygens wavelets, I:5.16
Huygens-Fresnel approximation, V:3.31–3.33
Huygens-Fresnel construction (diffraction), 

I:3.4–3.13
Babinet principle, I:3.9–3.11
for double refraction in calcite, I:13.5
Fresnel zones in, I:3.4–3.6
and light from circular apertures and disks, 

I:3.6–3.9
zone plates in, I:3.11–3.13, 3.12f

Hybrid arrays, pyroelectric, II:28.11f, 
28.11–28.12, 28.12f

Hybrid FPAs:
direct readout architectures of, II:33.15–33.18

electronically scanned staring FPAs, 
II:33.16–33.17

output circuits, II:33.18
TDI scanning FPAs, II:33.17, 33.17f
X-Y addressing and clock generation, 

II:33.16
input circuits of, II:33.18–33.23, 33.19t, 33.20f

buffered direct injection, II:33.19t, 
33.20f, 33.21

capacitive transimpedance amplifier, 
II:33.19t, 33.20f, 33.22–33.23

chopper-stabilized BDI, II:33.19t, 33.20f, 
33.21–33.22

direct detector integration, II:33.18, 
33.19t, 33.20f

direct injection, II:33.18–33.21, 33.19t, 
33.20f, 33.21f

gate modulation, II:33.19t, 33.20f, 33.22
thermal expansion match in, II:33.14

Hybrid mode locking, V:20.17
Hybrid network topologies, for WDM networks, 

V:21.7
Hybrid organic-inorganic composites, glasses, 

and sol-gels, IV:12.27t
Hybrid reflectors (see Faceted reflectors)
Hyde maxim, II:3.22
Hydrogel contact lenses (see Soft contact lenses)
Hydrogen, Bohr’s theory of, I:10.3
Hydrogen arc lamps, II:15.49, 15.53f
Hydrogen (H−) ions, negative, V:2.3
Hydrogen loading, V:17.2
Hydrologic optics, IV:1.3 (see also Water)
Hydrophilic, defined, III:16.1
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Hydrostatic pressure, IV:5.66t
Hyperacuity, III:2.34, 2.35, 4.13–4.16, 4.14f

across ages, III:14.22
defined, III:4.1
and superresolution, III:4.15

Hyperbolic cumulative size distribution, 
IV:1.15

Hyperboloid-hyperboloid (HH) grazing 
incidence x-ray telescopes, V:44.10–44.12, 
44.11f

Hyperfocal distance, I:1.85
Hypermetropia (hyperopia), III:1.6, 16.5, 

16.5f, 16.8
Hyperopia, III:1.18, 12.4

defined, III:13.2
and focus of collimated light, III:12.3f

Hyper-Raman scattering, IV:15.2t, 15.3, 15.3t
Hyperspectral imaging, IV:17.27–17.28
Hypo (film fixer), II:29.5
Hypocotyl, III:8.2, 8.26, 8.27f
Hysteresis instability, of metals, IV:4.10
Hysteresis loops, of optical disks, I:35.27, 

35.27f, 35.28

IBM, V:23.1, 23.2
IBM Black, IV:6.56
Ice, in standard atmosphere, V:3.6, 3.42, 3.42f
Ideal imaging (term), I:1.28, 1.38
Ideal mode-locked lasers, II:20.7
Ideal observer, in judgment experiments, 

III:3.6
Ideal receivers, V:9.9
Ideal thermal detectors, II:28.2–28.3, 28.3f
Ideality factor, of semiconductor diodes, 

V:13.69
Ideal-observer models (color vision), III:11.26
Ideal-observer theory, III:2.16–2.19, 2.19f, 2.24
Identification tasks, III:2.15, 2.16
Identity matrix, I:14.8
IEEE (Institute of Electrical and Electronics 

Engineers) standards, V:23.2, 23.7
Ilford Photo Corporation, II:29.25
Illinois Institute of Technology, IV:6.35
Illuminance, II:37.4t, 37.5, 37.5f, 39.2t

defined, II:34.11, 34.40, 40.1; III:23.2
guidelines on levels of, II:40.7t
and lighting design, II:40.7
and luminance, II:37.9, 37.9f
measurement of, III:5.17, 5.18
retinal, II:34.40–34.42; III:1.11–1.12

Illuminance (Cont.):
SI units of, III:5.3
uniformity of, II:40.7
unit conversions for, II:36.7t, 36.8t
units of, II:34.43

Illuminance meters, II:34.42, 40.51, 40.52f
Illuminants:

metamerism for, III:10.38
reflected from surfaces, III:10.32–10.36

Illuminated ceilings, II:40.13f
Illuminated eyepieces, II:12.12, 12.12f
Illuminated objects (in stray light suppression), 

II:7.5, 7.5f, 7.6f
Illuminating Engineering Society (IES), 

II:40.19
Illumination:

critical, I:28.7
epi-, I:28.7f, 28.7–28.9, 28.8f
guidelines on, II:40.7t
for input/output scanning, I:30.14
in nonimaging objects, II:39.1
trans-, I:28.5–28.7, 28.6f
(see also Uniform illumination, of 

nonimaging optics)
Illumination area, surface scattering and, 

I:8.12
Illumination Engineering Society of North 

America (IESNA), II:36.2, 36.3, 37.11, 
40.2, 40.7t

Illumination subsystem, of nonimaging optics, 
II:39.22

Image(s), I:1.26
about known rays, I:1.43–1.44, 1.44f
aerial, I:1.26
from cameras, I:25.5, 25.7
of extended objects, I:1.27
in focal Gaussian lenses, I:1.51
formation of, I:6.9f, 6.9–6.10, 17.5f, 

17.5–17.8, 17.6f
latent, I:34.1–34.4, 34.2f–34.3f, 34.2–34.4
long-exposure, V:4.3–4.7
medial, I:29.11, 29.37
from Nomarski microscope, V:46.2
point, I:1.85–1.92, 1.88f
of points, I:1.27
received, I:1.26
recorded, I:1.26
short-exposure, V:4.3, 4.31f–4.34f, 

4.31–4.35, 4.35t
in systems of revolution, I:1.42
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Image(s) (Cont.):
two-dimensional, I:11.12–11.17, 11.13f
virtual, I:29.38
x-ray, V:31.1–31.4

Image (scophony) AO modulators, V:6.34–6.35
Image artifacts:

and perceived fidelity, III:24.5
perception of (see Perception, of imaging 

artifacts)
Image compression, early techniques for, 

III:24.4
Image derotation, I:30.36
Image dissectors, II:39.21, 39.21f
Image distance, I:18.3
Image distribution, for cameras, I:25.7
Image enhancement, coherent optical, 

I:11.14–11.17
Image erectors, I:18.10
Image features in vision, III:24.6–24.9

attention and region of interest, III:24.7
Digital Libraries applications, III:24.7–24.8
user interface design, III:24.8–24.9
visualization, III:24.8

Image formation, III:2.2–2.4
Image height, I:1.27, 18.4; II:1.4
Image intensifiers (IIs), II:31.7–31.18, 

31.8f–31.10f
defined, II:31.8
input window/photocathode assemblies for, 

II:31.10–31.12, 31.11f, 31.12f
MCP IIs, II:31.7, 31.9, 31.9f, 31.10f
and microchannel plates, II:31.12f, 

31.12–31.14, 31.13f, 31.13t
phosphor screen assemblies for, 

II:31.14–31.16, 31.14t, 31.15f
proximity-focused MCP IIs, II:31.16–31.18, 

31.17t, 31.18f, 31.19f
Image inversion, I:19.2
Image irradiance, II:4.7
Image lag, II:32.6
Image overlap, III:13.4
Image plane, I:1.27
Image point, I:1.27
Image processing, II:8.12 (see also Analog optical 

signal and image processing)
Image quality, II:4.6–4.7

for head-mounted displays, III:25.2, 2
5.5–25.7, 25.7f

in human eye (see Retinal image quality)
subjective approach to, III:24.9

Image receptors:
in medical imaging, V:31.4, 31.4f
in xerographic systems, I:34.1

Image reversion, I:19.2
Image rotation, I:30.35–30.36
Image sampling, by photoreceptors, III:2.4–2.9
Image sensors, II:32.2–32.12, 32.3f, 32.21–32.34

antiblooming in, II:32.9, 32.10f
area arrays of, II:32.24–32.32, 32.25t

CCD performance, II:32.32
frame transfer CCDs, II:32.26–32.28, 

32.27f, 32.28f
interline transfer CCDs, II:32.28–32.32, 

32.29f–32.31f
MOS, II:32.25–32.26, 32.26f

color imaging with, II:32.32–32.34, 32.33f, 
32.34f

dark current in, II:32.10–32.12, 32.11f
junction photodiodes, II:32.3–32.6, 32.4f, 32.6f
linear arrays of, II:32.21–32.24, 32.22f, 32.23f
MOS capacitors, II:32.7–32.8
photoconductors, II:32.8–32.9
pinned photodiodes, II:32.8

Image size, II:1.4
Image space, I:1.26, 1.83f, 1.83–1.84
Image space numerical aperture, I:1.79
Image specifications, for lenses, II:4.3, 4.6–4.8, 

4.8f
Image structure, of photographic systems, II:29.17
Image wander, V:4.3 (see also Angle of arrival)
Imaged critical objects, II:7.4, 7.5f
Image-forming cone (bundle), I:1.74
Image-forming rays, I:1.74
Image-intensified (II) electronic imaging, 

II:31.1–31.30
about, II:31.2–31.3, 31.3f
applications for, II:31.27–31.30

active imaging, II:31.29–31.30
day/night cameras, II:31.28–31.29
mosaic II SSA cameras, II:31.29
optical multichannel analyzers, 

II:31.27–31.28
range gating and LADAR, II:31.28

image-intensifier modules of, II:31.7–31.18, 
31.8f–31.10f

input window/photocathode assemblies, 
II:31.10–31.12, 31.11f, 31.12f

microchannel plates, II:31.12f, 
31.12–31.14, 31.13f, 31.13t
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Image-intensified (II) electronic imaging, 
image-intensifier modules of (Cont.):
phosphor screens, II:31.14–31.16, 31.14t, 

31.15f
proximity-focused MCP IIs, II:31.16–31.18, 

31.17t, 31.18f, 31.19f
optical interface of, II:31.3–31.7

considerations, II:31.6f, 31.6–31.7
photometry and camera lens, 

II:31.5–31.6
quantum limited imaging conditions, 

II:31.3–31.4
radiometry, II:31.4–31.5

self-scanned arrays, II:31.19f, 31.19–31.27
electron-bombarded, II:31.23f, 31.23–31.27, 

31.24f
fiberoptic-coupled, II:31.20f, 31.20–31.22, 

31.21f, 31.21t
lens-coupled, II:31.22f, 31.22–31.23

Image-intensified self-scanned arrays (II SSAs), 
II:31.19f, 31.19–31.27

for active imaging, II:31.29–31.30
camera for, II:31.5–31.6
electron-bombarded, II:31.23f, 31.23–31.27, 

31.24f
fiberoptic-coupled, II:31.20f, 31.20–31.22, 

31.21f, 31.21t
lens-coupled, II:31.22f, 31.22–31.23

Imaging:
and atmospheric turbulence, V:3.34
conscopic vs. orthoscopic, I:28.8–28.9
diffractive, V:41.9–41.10, 41.10f
fluorescence, I:28.23
in geometrical optics, I:1.26–1.31
ghost, IV:23.13
with grazing incidence optics, V:44.3–44.18
with grazing-incidence neutron optics, 

V:64.3–64.7, 64.4f–64.7f
hyperspectral, IV:17.27–17.28
ideal, I:1.17, 1.28–1.29, 1.38
medical, V:31.1–31.10

applications of, V:31.9, 31.10
digital displays, V:31.8f–31.10f, 

31.8–31.9
digital tomosynthesis, V:31.7–31.8
and inverse Compton x-ray sources, 

V:59.3–59.4
and polycapillary x-ray optics, 

V:53.14–53.16, 53.15f–53.16f
radiography, V:31.1–31.4, 31.2f–31.4f

Imaging, medical (Cont.):
tomography, V:31.1, 31.5, 31.5f–31.7f, 

31.5–31.7
x-ray detectors for, V:61.2

in microscopes, I:28.44–28.54
aperture-scanning microscopy, 

I:28.53–28.54
confocal microscopy, I:28.49f, 

28.49–28.51, 28.51f
fluorescent microscopy, I:28.48–28.49
light field microscopy, I:28.53
polarizing microscopes, I:28.44f, 

28.44–28.48, 28.46f, 28.47f
structured illumination, I:28.52

molecular, V:32.1
monochromatic, V:53.16–53.17, 53.17f
multi-energy, V:54.9–54.10
Newtonian equation for, I:17.8
nuclear, V:53.17, 53.18, 53.18f
in polarimeters, I:15.6
pupil, I:1.76
quantum, IV:23.13–23.14
with refractive x-ray lenses, V:37.6f, 

37.6–37.7, 37.7f
scatter rejection in, V:53.14–53.16, 

53.15f–53.16f
SPECT, V:32.1–32.3
and spectroscopy, V:5.19f, 5.19–5.21, 5.20f
stigmatic, I:1.29–1.31, 1.30f
thermal, V:12.3t
through atmospheric turbulence, 

V:4.1–4.37
aberration variance and approximate 

Strehl ratio for, V:4.27–4.28, 4.28f
and adaptive optics, V:4.35–4.36
angle of arrival fluctuations, V:4.23–4.26, 

4.25f, 4.26f
and covariance and variance of expan-

sion coefficients, V:4.20–4.22, 4.21t, 
4.22f–4.23f

Kolmogorov turbulence and atmospheric 
coherence length, V:4.7–4.10, 
4.8f, 4.9f

long-exposure images, V:4.3–4.7
modal correction of turbulence, 

V:4.28–4.30, 4.29t, 4.30f
and modal expansion of aberration 

function, V:4.17f–4.18f, 4.17–4.20, 
4.19t, 4.20t

and resolution of telescopes, V:4.2–4.3
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Imaging, through atmospheric turbulence (Cont.):
short-exposure image, V:4.31f–4.34f, 

4.31–4.35, 4.35t
and systems with annular pupils, 

V:4.10–4.16, 4.11f–4.15f, 4.15t
time-gated, IV:15.42, 15.43, 15.44f

Image-space scanners, I:30.18–30.23
Imaging detectors (x-ray), V:61.1–61.8

CCD detectors, V:61.7–61.8, 61.8f
flat panel detectors, V:61.3–61.7, 61.4f, 61.6t, 

61.7f
geometries for and classifications of, 

V:61.1–61.3, 61.2f
Imaging plates, in neutron optics, V:63.34
Imaging science, III:24.1
Immersion lenses, I:17.11
Impact ionization coefficient, V:13.72
Impedance:

in amplifiers, II:27.10–27.11
in photodetectors, II:24.19–24.20

Imperfect polarizers, I:13.33
Impermeability, dielectric, I:21.9
Impulse response function (IRF), 

III:14.19–14.21, 14.20f
Impurity band conduction (IBC), II:33.7
Impurity magnetoabsorption, IV:5.51f, 

5.51–5.52
Impurity-related absorption, IV:5.37–5.39, 

5.38f, 5.39f
Impurity-related vibrational optic effects, 

IV:5.17–5.20, 5.18f–5.19f, 5.20t, 5.21f
Incandescence, II:40.25
Incandescent sources (of radiation), II:40.25, 

40.27–40.30
calibration of, II:34.31
characteristics of, II:40.25t
elements of, II:40.29f
nongaseous, II:15.15–15.21

comparisons of, II:15.19, 15.19f
gas mantle, II:15.17, 15.18, 15.19f
globar, II:15.17, 15.18f
Nernst glower, II:15.14, 15.15, 15.17, 15.17f
quartz-envelope lamps, II:15.20, 15.21
tungsten-filament lamps, II:15.19, 15.20, 

15.20f–15.22f
tungsten emissivity in, II:40.28f

Incidence angle, constant, V:38.2
Incident power measurement, in scatterometers, 

V:1.14–1.15
Inclination factor, I:3.5

Incoherent arrays, scattering by, I:7.2–7.3
Incoherent light sources, I:5.12, 5.18–5.19; 

III:6.1
Incoherent processing, of discrete signals, 

I:11.17–11.20, 11.18f, 11.19f
Incoherent radiation, I:30.2, 30.26, 30.27
Incoherent scattering, I:9.2–9.5; V:26.7, 31.2, 

63.7, 63.8
Incoherent targets, pupil size and, III:6.7–6.9, 

6.8f, 6.9t
Incomplete polarimeters, I:15.4
Incomplete sample-measuring polarimeters, 

I:15.16–15.17
Increment contrast, III:2.31, 2.32
Increment thresholds (color vision), III:11.16f
Incremental cone-excitation space, III:11.2, 

11.31, 11.32
Index contrast, 3D photonic crystals and, 

IV:9.4
Index ellipsoid:

of crystals and glasses, IV:2.18–2.19, 2.19f
of electro-optic modulators, V:7.4–7.7, 

7.5f–7.6f
Index ellipsoid equation, I:21.9–21.10
Index grating, IV:12.1–12.3, 12.2f
Index of absorption, IV:2.8
Index of refraction (see Refractive index)
Index-guided laser stripes, V:13.6
Index-guided lasers, II:19.8, 19.27, 19.28f
Indicator lamps, LED, II:17.27f, 17.29f, 

17.29–17.30
Indirect (nonvertical) absorption transitions, 

IV:5.22–5.24, 5.24f–5.25f
Indirect excitons, IV:5.29
Indirect glare, II:40.9
Indirect interband transitions, IV:8.29f, 

8.29–8.30
Indirect lighting, II:40.14, 40.15, 40.15f, 40.16f, 

40.46f
Indirect modulation, in OTDM networks, 

V:20.17f, 20.17–20.18
Indirect semiconductors, II:17.4, 17.4f, 17.5f, 

17.6
Indirect-conversion flat panel detectors, V:61.4, 

61.4f, 61.4–61.6
Indium antimonide (InSb) hot-electron 

bolometers, II:24.29, 24.30, 24.30f, 24.31f
Indium antimonide (InSb) intrinsic 

photovoltaic detectors, II:24.80–24.83, 
24.82f, 24.83f
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Indium arsenide (InAs) photovoltaic detectors, 
II:24.75, 24.77f–24.79f, 24.77–24.78

Indium gallium arsenic phosphide (InGaAsP) 
laser material system, II:19.7

Indium gallium arsenide (InGaAs) detectors, 
II:24.65–24.70, 24.66f–24.69f

Indium gallium arsenide (InGaAs) photodetec-
tors, II:25.10, 25.10t

Indium gallium arsenide (InGaAs) photodi-
odes, II:24.66f–24.69f, 24.66–24.70, 34.31

Indium gallium nitride (InGaN) HB-LEDs, 
II:18.2f

Indium phosphide (InP), IV:12.21
Indium phosphide (InP) laser material system, 

II:19.7
Induced transparency, IV:21.52
Induced-transmission filters, IV:7.83, 7.88f
Induction lamps (ILs), II:40.36–40.37
Inductive pickup noise, II:27.5, 27.6f
Inductively coupled plasma (ICP), II:18.3
Industrial lighting, II:40.60–40.61, 40.61f
Inelastic optical processes, V:3.21–3.22
Inelastic scattering, V:21.20, 63.3

of light, IV:5.76f, 5.76–5.83, 5.78f–5.82f
and polarization, IV:1.47–1.49, 1.48f, 1.49f

Inertial confinement fusion (ICF), IV:21.54, 
21.55f

“Infant mortality period,” II:17.26, 17.26f
Infants:

corneal endothelium in, III:14.5
lenses in, III:14.8
size of eye globe in, III:14.11

Infectious film developers, II:29.5
In-fiber devices, for photonic crystal fibers, 

V:11.27, 11.28
InfiniBand standard, V:23.8, 23.8t
Infinitely distant objects, systems with, 

II:1.5–1.6, 1.6f
Influence function, III:15.1
InFOCUS/SUMIT balloon payloads, 

V:47.10
Information capacity, of photographic systems, 

II:29.24
Information theory, visual resolution and, 

III:4.15–4.16
Information-processing model, III:2.15f, 

2.15–2.16
Infrablack, IV:6.26, 6.26f, 6.28, 6.28f, 

6.48, 6.48f
Infrared cataract, III:7.7, 7.10

Infrared detector arrays, II:33.1–33.31
about, II:33.3–33.4
applications for, II:33.4
current status of, II:33.28f, 33.28–33.30, 

33.29f, 33.29t
future trends and technology directions of, 

II:33.30f, 33.30–33.31, 33.31f
hybrid FPAs, II:33.14–33.23

detector interface input circuit, 
II:33.18–33.23, 33.19t, 33.20f, 33.21f

hybrid readout, II:33.15–33.23
readout, II:33.17f
thermal expansion match in, II:33.14

monolithic FPAs, II:33.10–33.14
direct-charge-injection silicon FPAs, 

II:33.11f, 33.13
microbolometer FPAs, II:33.13–33.14
MIS photogate FPAs, II:33.10–33.11, 

33.11f, 33.12f
scanning and staring, II:33.14
silicon FPAs, II:33.11f, 33.11–33.13, 

33.12f
operating principles of, II:33.7–33.10, 

33.8f, 33.9f
performance of, II:33.23–33.28

detectivity, II:33.23–33.24
minimum resolvable temperature, 

II:33.27f, 33.27–33.28
NE ΔT, II:33.24–33.27, 33.25f, 33.26f
percentage of BLIP, II:33.24

scanning and staring, II:33.6f, 33.6–33.7
spectral bands for, II:33.4–33.5, 33.6f

Infrared detectors:
gallium-doped germanium, II:24.100
gallium-doped silicon, II:24.95, 24.95f, 

24.96, 24.96f
Infrared (IR) dipole active modes, 

IV:8.16–8.18, 8.17f
Infrared emitting diodes (IREDs), I:25.14, 

25.14f
Infrared film, II:30.22
Infrared filters, II:40.12
Infrared interferometry, II:13.25
Infrared LED chips, II:17.8, 17.9, 17.9f
Infrared (IR) optical fibers, V:12.1–12.13

applications, V:12.13
categories and properties of, V:12.1–12.3, 

12.2f, 12.2t, 12.3t
crystalline, V:12.2t, 12.3t, 12.7–12.10, 

12.8f, 12.10f
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Infrared (IR) optical fibers (Cont.):
heavy-metal oxide glass in, V:12.2t–12.4t, 

12.3–12.7, 12.5f–12.7f
in hollow waveguides, V:12.2t, 12.3t, 

12.10–12.13, 12.12f
Infrared photodetectors, II:25.12, 25.15
Infrared (IR) radiation, II:34.6, 40.41

damage from, III:7.2
exposure limits for, III:7.10–7.11
extreme, II:25.2
far, II:24.3, 25.2
forward looking, II:33.4
long-wavelength, II:24.3, 33.3–33.5, 33.6f
medium-wavelength, II:24.3, 25.2, 33.3, 

33.5, 33.6f
near, II:24.3, 25.2
short-wavelength, II:24.3, 33.3, 33.5
single-order plates and, I:13.47
very long-wavelength, II:24.3

Infrared radiometry, standards for, 
II:15.11–15.12, 15.12f

Infrared (IR) region:
absorption in, IV:5.19f
all-dielectric reflectors for, IV:7.39, 7.40f
multilayer reflectors for far-, IV:7.52, 7.52f

Infrared (IR) suppressing filters, IV:7.58, 7.58f
Inherent optical properties (IOPs), of water, 

IV:1.4, 1.5t, 1.9–1.12, 1.10f
Inhibition, III:2.25f, 2.25–2.27
Inhomogeneous antireflection coatings, 

IV:7.23–7.26, 7.24f–7.26f
Inhomogeneous broadening:

emission-line, II:16.5, 16.6f
spectral-line, IV:14.14

Inhomogeneous media, II:39.22
Inhomogeneous (heterogeneous) media, rays 

in, I:1.9, 1.18–1.22
Inhomogeneous optics, I:24.1 [see also 

Gradient index (GRIN) optics]
Inhomogeneous polarization elements, 

I:14.25–14.26, 14.26f, 15.7, 15.20
Inhomogeneous reflectors, II:39.39
Injection:

electrical, V:13.4, 13.5, 13.45, 13.45f
in LEDs, V:13.37

Injection molding, of polymers, IV:3.2, 
3.12–3.13

Injection seeding, optical clock recovery and, 
V:20.21–20.22

Injection-locked lasers, II:19.37f, 19.38

Injuries, radiation, III:7.3–7.7, 7.5f
cataract, III:7.5–7.6, 7.6f
droplet keratopathies, III:7.6, 7.7
infrared cataract, III:7.7
mechanisms of, III:7.2–7.3

action spectra, III:7.2, 7.4f
exposure duration and reciprocity, 

III:7.2–7.3
photokeratitis, III:7.4
photoretinitis, III:7.7
pterygium, III:7.6, 7.7

In-line gun CRTs, III:22.5
In-line semiconductor optical amplifiers 

(SOAs), V:19.24
Inner ionization, of cluster, IV:21.31–21.32, 

21.32f
Inner scale of turbulence, V:4.7
Inorganic crystals, V:7.33
Inorganic particles, in water, IV:1.14–1.15
In-plane coupling, IV:9.10–9.11
In-plane switching (IPS) cells, V:8.16, 8.26, 8.28f
Input circuits, of hybrid FPAs, II:33.18–33.23, 

33.19t, 33.20f
buffered direct injection, II:33.19t, 33.20f, 

33.21
capacitive transimpedance amplifier, 

II:33.19t, 33.20f, 33.22–33.23
chopper-stabilized BDI, II:33.19t, 33.20f, 

33.21–33.22
direct detector integration, II:33.18, 33.19t, 

33.20f
direct injection, II:33.18–33.21, 33.19t, 

33.20f, 33.21f
gate modulation, II:33.19t, 33.20f, 33.22

Input optics, II:38.7
Input planes, translations of, I:1.68
Input saturation power, for fiber amplifiers, 

V:14.3
Input standards, for color LCDs, III:22.39
Input windows, of image intensifiers, II:31.9f, 

31.9–31.12, 31.11f, 31.12f
Input/output scanning, I:30.2, 30.4–30.6, 

30.25–30.34
objective, preobjective, and postobjective, 

I:30.28–30.29, 30.29f, 30.30f
objective optics, I:30.30–30.33, 30.32f–30.33f
power density and power transfer of, 

I:30.25–30.28, 30.27f, 30.28f
resolution of, I:30.8–30.14, 30.10f, 30.10t, 

30.11t, 30.12f–30.13f
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Insertion devices:
for synchrotron radiation sources, 

V:55.9–55.16, 55.10f, 55.12f, 55.13f
Insertion loss, V:7.36, 13.53, 18.1
Inspection, holographic, I:33.16–33.19, 

33.17f–33.18f, 33.20f–33.22f
Installation loss, for fiber optic communication 

links, V:15.6–15.7, 15.8t
Instant pictures, I:25.8
Instantaneous coefficient of linear thermal 

expansion, IV:4.7
Institute for Electrical and Electronic 

Engineering (IEEE), II:36.3
Instrument myopia, III:1.34–1.35
Instrument signature, of scatterometers, V:1.6, 

1.11f, 1.11–1.13, 1.13t
Instrument transfer function effects, in x-ray 

mirror metrology, V:46.9–46.11
Instrumental line spread function, 

V:38.7
Instrumental polarization, I:12.15
Instrumentation, spectroscopic, 

IV:5.58–5.61, 5.59f
detectors, IV:5.61
and light sources, IV:5.58–5.59

broadband, IV:5.58–5.59
laser, IV:5.59

spectrometers and monochromators, 
IV:5.59–5.61

dispersion spectrometers, IV:5.59–5.60
Fourier-transform spectrometers, IV:5.60f, 

5.60–5.61, 5.72
Insulating magnetic brush (IMB), 

I:34.6
Insulators, lightbulb, II:40.29f
Integral color filter arrays (CFAs), 

II:32.32–32.34, 32.33f, 32.34f
Integral density, II:29.14
Integrated circuits:

photonic
of III-V materials, I:21.17–21.20
in integrated optics, I:21.2
in WDM systems, I:21.37, 21.38

polarizers for, I:13.57
Integrated lasers, with 45° mirror, II:19.39f, 

19.39–19.40
Integrated Mach-Zehnder interferometers, 

V:20.18–20.19, 20.19f
Integrated optic circuits (IOCs), 

I:21.2

Integrated optics (IO), I:21.1–21.41
applications of, I:21.31–21.39

analog transmission, I:21.32–21.34, 21.33f, 
21.34f

digital transmission, I:21.31–21.32
fiber optic gyroscopes, I:21.35–21.37, 

21.36f, 21.36t
silicon photonics transmission, I:21.38, 

21.39
switching, I:21.34f, 21.34–21.35
WDM systems, I:21.37f–21.39f, 21.37–21.38

circuit elements of, I:21.21–21.31
active devices, I:21.25–21.31, 21.26f–21.31f
passive devices, I:21.21–21.25, 21.22f–21.25f

future trends in, I:21.39–21.41
advanced integration, I:21.40–21.41
shift from R&D to manufacturing, 

I:21.39–21.40
materials and fabrication techniques for, 

I:21.13–21.21
ion-exchanged glass waveguides, I:21.13
LiNbO3 and LiTaO3, I:21.16–21.17, 21.28, 

21.33
PICs of III-V materials, I:21.17–21.20
silicon photonics, I:21.14–21.16, 21.15f
thin film oxides, I:21.13–21.14

physics of, I:21.3–21.12
carrier effects, I:21.10–21.12
index of refraction, I:21.8–21.9
linear electro-optical effect, I:21.9–21.10
nonlinear effects, I:21.12
optical waveguides, I:21.3f–21.5f, 

21.3–21.8, 21.7f
thermal effects, I:21.12

Integrated planar lightwave circuits (iPLCs), 
V:21.12, 21.13f

Integrated transmittance, II:35.3
Integrated-optic modulators, V:7.3, 7.30–7.32, 

7.31f–7.33f
Integrating cavities, of nonimaging optics, 

II:39.24–39.27
efficiency vs. luminance, II:39.26, 39.27f
modifying cavity output distribution, 

II:39.27
with nonimaging concentrator/collectors, 

II:39.26, 39.27
nonuniformities with spherical, II:39.24f, 

39.24–39.26, 39.25f
Integrating spheres, III:5.10, 5.11

Bass_HOI_p001-234.indd   I.97Bass_HOI_p001-234.indd   I.97 10/7/09   2:20:54 PM10/7/09   2:20:54 PM

DO
 N

OT
 D

UP
LI

CA
TE



I.98  INDEX

Integrating spheres (devices), II:35.9, 35.11f, 
35.11–35.13, 37.9–37.10, 37.10f

Integrating x-ray detectors, V:61.2
Integrating-bucket phase shifting, II:13.21, 13.21f
Intelligent Physical Protocol Enhanced Physical 

Project, V:23.4
“Intelligent” state, IV:23.8
Intense laser pulses:

cluster interactions with, IV:21.35–21.36, 21.36f
plasma instabilities driven by, IV:21.38f, 

21.38–21.39
Intensified CCD (ICCD), I:26.3
Intensity, I:5.7, 11.2

color vision
defined, III:11.2
dependence of hue on, III:11.67f, 

11.67–11.68
of test stimulus, III:11.12

defined, II:34.9, 40.1
luminous, II:39.2t
nomenclature for, II:36.4
radiant, II:39.2t
of spectral lines, V:56.2–56.4

Intensity interferometers, I:32.19
Intensity modulation and modulators, V:6.34, 

13.57–13.58
Intensity of light, controlling, III:5.13–5.15, 

5.14t
Intensity reflection coefficients, I:12.8–12.12
Intensity scaling (light), III:10.24, 10.25, 10.25f
Intensity transmission coefficients, I:12.9–12.10
Interacting beams, propagation of, IV:16.3
Interaction zone, for Compton scattering, 

V:59.1
Interband absorption, of semiconductors, 

IV:5.21–5.33
absorption near fundamental edge, IV:5.21f, 

5.21–5.22
direct transitions, IV:5.22f–5.23f, 5.22–5.23
excitons, IV:5.25–5.29, 5.26t, 5.27f–5.28f
high-energy transitions above fundamental 

edge, IV:5.29–5.33, 5.30f–5.34f
indirect transitions, IV:5.23–5.24, 5.24f–5.25f
near fundamental edge, IV:5.21f, 5.21–5.22
polaritons, IV:5.29

Interband magneto-optical effects, 
IV:5.42–5.46, 5.43f

excitonic, IV:5.46, 5.47f
Faraday rotation, IV:5.44–5.45, 5.45f
magnetoreflection, IV:5.43, 5.44, 5.44f

Interband processes, SOAs and, V:19.12, 19.13
Interband transitions, of solids, IV:8.27–8.32

direct interband absorption, IV:8.27–8.28
excitons, IV:8.31–8.32
indirect transitions, IV:8.29f, 8.29–8.30
joint density of states, IV:8.28, 8.29f
in metals, IV:8.21
multiphoton absorption, IV:8.30–8.31
selection rules and forbidden transitions, 

IV:8.28, 8.29
Interconnected switchable networks, V:23.4
Interface coupling, II:20.14
Interference, I:2.3–2.42

by amplitude division, I:2.19–2.28
extended source, I:2.20
Fizeau interferometers, I:2.24–2.26, 2.25f
fringes of equal inclination, I:2.20–2.22, 

2.21f, 2.22f
fringes of equal thickness, I:2.22–2.24, 2.23f
Michelson interferometer, I:2.26f–2.27f, 

2.26–2.28
plane-parallel plate, I:2.19, 2.20f
thin films, I:2.24

applications of, I:2.42
and coherence, I:2.36f, 2.36–2.42, 

2.38f–2.40f, 2.42f
constructive and destructive, I:2.7
effects of, I:2.5–2.14

aberrated wavefronts, I:2.12, 2.13
coherence, I:2.13
interference fringes, I:2.6f, 2.6–2.8, 2.7t
plane wave and spherical wave, I:2.9–2.11, 

2.10f
temporal beats, I:2.13
two plane waves, I:2.8–2.9, 2.9f
two spherical waves, I:2.11–2.12, 2.12f, 2.13f

multiple beam, I:2.28–2.36
diffraction gratings, I:2.28–2.29, 2.29f, 2.30f
Fabry-Perot interferometer, I:2.33–2.36, 

2.34f, 2.35f
plane-parallel plates, I:2.30f, 2.30–2.33, 

2.32f, 2.33f
multiple-Bragg-beam, V:43.1
in neutron optics, V:63.25–63.27, 63.27f
Nomarski differential, V:46.4
order of, I:2.7
Pendellösung, V:63.26
in SOAs, V:19.23
by wavefront division, I:2.14–2.19, 

2.15f–2.18f
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Interference (Cont.):
and wavefronts, I:2.4–2.5, 2.5f
and waves, I:2.3–2.4, 2.5f
in x-ray optics, V:26.8, 26.8f, 26.9f

Interference effect, EIT as, IV:14.2–14.4
Interference filters, II:34.36

Fabry-Perot, IV:7.78–7.82, 7.79f, 7.80f, 
7.92–7.94, 7.93f, 7.96

Mach-Zehnder, I:21.23, 21.24f, 21.25
Interference fringes, I:2.6f, 2.6–2.8, 2.7t
Interference gratings, I:33.14
Interference microscopy, I:28.33–28.44

differential-interference contrast microscopes, 
I:28.39–28.41, 28.40f

Dyson microscopes, I:28.41, 28.42, 28.42f
holographic, I:28.42, 28.43, 28.43f
Jamin-Lebedev microscopes, I:28.38f, 

28.38–28.39
Linnik microscopes, I:28.36–28.38, 28.37f
Mach-Zehnder microscopes, I:28.36, 28.37f
Mirau microscopes, I:28.41, 28.42, 28.42f
and optical coherence tomography, 

I:28.43–28.44
optical path difference (OPD) in, 

I:28.33–28.34, 28.35f, 28.36
Interference polarizers, I:13.39–13.41, 

13.40f; IV:7.69–7.73, 7.70f–7.72f, 
7.76f–7.77f

Interfering transition pathways, IV:14.2–14.3
Interferograms, II:13.14–13.18

from direct interferometry, II:13.17–13.18
fixed, II:13.14–13.15
Fourier analysis of, II:13.16–13.17, 

13.17f
interpolation of, II:13.15–13.16

Interferometers and interferometry, 
I:32.1–32.21; II:13.7–13.12; III:5.24

of angles, II:12.14
atom, IV:11.22–11.23, 11.24f
Bragg reflection in, V:63.26, 63.27
Brunning distance-measuring, II:12.8f, 

12.8–12.9
common-path, II:13.9, 13.11f
computer-generated holograms for, II:14.4f, 

14.4–14.5, 14.5f
crystal, V:63.26–63.27, 63.27f
direct, II:13.17–13.18
distance-measuring, II:12.7f–12.9f, 

12.7–12.10
double-passed two-beam, I:32.8

Interferometers and interferometry (Cont.):
Fabry-Perot, I:32.4–32.7, 32.7f, 32.14; 

II:16.19f; IV:7.13, 7.39, 7.39f, 7.40, 7.89; 
V:3.36, 24.2f–24.4f, 24.2–24.5

in dynamic wave meters, I:32.17
in gravitational wave interferometers, 

I:32.21, 32.21f
as heterodyne interferometers, I:32.10
and multiple beam interference, 

I:2.33–2.36, 2.34f, 2.35f
and wire-grid polarizers, I:13.31

fiber, I:32.14–32.16, 32.15f
finesse of, I:32.6
Fizeau, I:2.24–2.26, 2.25f, 32.2, 32.2f, 32.17; 

II:12.14, 13.8–13.9, 13.9f, 13.10f, 13.18, 
14.4, 14.5f

free spectral range of, I:2.34, 2.35, 2.35f, 32.5
frequency-modulation, I:32.9, 32.9f, 32.10
fringe-counting, I:32.8, 32.8f
grating, I:32.4, 32.5f
gravitational-wave, I:32.21, 32.21f
Haidinger, II:12.14
heterodyne, I:32.10, 32.10f, 32.20, 32.20f; 

II:13.22
and holography, I:33.4–33.9, 33.8f
infrared, II:13.25
intensity, I:32.19
and interferometric optical switches, 

I:32.19
and interferometric wave meters, I:32.16f, 

32.16–32.17, 32.17f
laser-Doppler, I:32.12–32.13, 32.13f
laser-feedback, I:32.13–32.14, 32.14f
lateral-shearing, II:12.14, 13.9–13.12, 13.11f, 

13.12f
Laue transmission in, V:63.26
Linnik, V:46.2
Mach-Zehnder, I:21.10, 21.12, 21.14, 21.16, 

21.32, 21.40, 32.3, 32.3f, 33.5; IV:23.2f, 
23.2–23.4; V:21.34

and Bragg grating sensors, V:24.8
and DPSK, V:21.33f, 21.33–21.34
and electro-optic modulators, V:7.22, 7.24, 

7.32, 7.38
and fiber Bragg gratings, V:17.8
integrated, V:20.18–20.19, 20.19f
in OTDM networks, V:20.22, 20.23f
SOAs in, V:19.31f, 19.31–19.32, 19.33f, 

19.36
and supercontinuum generation, V:11.23
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Interferometers and interferometry (Cont.):
of medium distances, II:12.6–12.10, 

12.7f–12.9f
Michelson, I:2.26f–2.27f, 2.26–2.28, 32.2, 

32.3f, 32.21, 33.4; II:12.5, 12.6, 12.14; 
IV:7.42, 7.104f; V:17.8f, 17.8–17.9

Michelson stellar, I:2.40f, 2.40–2.41, 32.19, 
32.19f

micro-interferometers, II:10.13, 10.13f
multilayer reflectors for, IV:7.39, 7.39f
multiple-pass, II:13.13
multiple-reflection, II:13.13
Newton, I:2.25
Nomarski, I:32.4, 32.5f
nonreacting, II:12.7
nulling, I:32.20–32.21
perfect crystal, V:63.26–63.27, 63.27f
phase conjugate, IV:12.32, 12.33f, 12.34f
phase-conjugate, I:32.17, 32.18, 32.18f
phase-locked, I:32.11–32.12, 32.12f
phase-measuring, V:46.2
phase-shifting, I:32.10–32.11, 32.11f; 

II:13.18f–13.20f, 13.18–13.23
heterodyne interferometer, II:13.22
integrating bucket method, II:13.21, 

13.21f
phase errors, II:13.22
phase stepping method of, II:13.20, 13.20f
phase-lock method, II:13.23, 13.23f
simultaneous measurement, II:13.22
two steps plus one method, II:13.21, 13.22

point diffraction, II:13.11f
polarization, I:32.4, 32.5f
pulse-train, II:20.12, 20.12f
quantum entanglement in, IV:23.1–23.15

concepts and equations for, IV:23.1–23.4, 
23.2f, 23.4f

digital approaches, IV:23.7–23.9
Heisenberg limit, IV:23.6–23.7
N00N state, IV:23.9–23.12, 23.10f, 23.11f
and quantum imaging, IV:23.13–23.14
and remote sensing, IV:23.14–23.15
shot-noise limit, IV:23.4–23.6, 23.5f

radial-shearing, II:13.12, 13.13f
reversing-shearing, II:13.12, 13.13f
rotational-shearing, II:13.12, 13.13f
Sagnac, I:21.35, 21.36, 21.36f, 32.3–32.4, 

32.4f; V:20.22
second-harmonic, I:32.17–32.18, 32.18f
sensitivity of, II:13.13–13.14, 13.14f

Interferometers and interferometry (Cont.):
shearing, I:32.4, 32.6f
single-shot f-to-2f, II:21.6
of small distances, II:12.5, 12.6
stellar, I:32.19f, 32.19–32.21, 32.20f
sub-Nyquist, II:13.27
and third-order optical nonlinearities, 

IV:16.28–16.29
three-beam, I:32.7f, 32.7–32.8
time-domain atom, IV:11.22–11.24, 11.24f
two-wavelength, II:13.25, 13.26
and two-wavelength interferometry, I:32.9
Twyman-Green, I:2.28, 32.2, 32.9, 33.5; 

II:13.7f, 13.7–13.8, 13.8f, 13.18
ultrafast nonlinear, V:19.32
unbalanced nonlinear, V:20.22
Young’s two pinhole, I:6.3
Zernike phase-contrast method applied to, 

II:13.13–13.14, 13.14f
(see also specific interferometers, e.g.: Lateral-

shearing interferometers)
Interferometric arrays, I:32.20–32.21
Interferometric ellipsometry, I:16.18
Interferometric lithography (IL), V:34.4
Interferometric Mach-Zehnder modulators, 

V:13.51–13.52, 13.54–13.55
Interferometric method, of FBG fabrication, 

V:24.6, 24.6f
Interferometric modulators, V:13.51–13.52
Interferometric optical switches, I:32.19
Interferometric plots, for orthonormal 

aberrations, II:11.36–11.37, 11.37f, 11.38f
Interferometric wave meters, I:32.16f, 

32.16–32.17, 32.17f
Intergovernmental Panel on Climate Change, 

V:3.44
Interior lighting, II:40.55–40.61

for health-care facilities, II:40.58–40.60, 
40.60t

for industry, II:40.60–40.61, 40.61f
for offices, II:40.55, 40.56t
for residences, II:40.57, 40.58, 40.59t
for retail, II:40.55–40.57, 40.56t–40.58t

Interlaced monitors, III:23.2
Interlayer interimage effects (IIEs), II:30.19
Interleaving, in OTDM networks, V:20.6–20.7, 

20.7f
Interline transfer, of CCDs, I:26.4–26.5, 26.5f, 

26.6f
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Interline transfer (IT) CCD image sensors, 
II:32.28–32.32, 32.29f–32.31f

Interline-transfer (IT) CCD FPAs, 
II:33.11–33.13, 33.12f

Intermodal dispersion, in optical fibers, 
V:9.5–9.6

Intermodulation distortions (IMDs), 
V:15.5–15.6

Intermodulation (IM) products, of acousto-
optic devices, V:6.30

Internal quantum efficiency, V:13.9, 13.10
Internal self-action, IV:13.7, 16.25
Internal writing technique, for FBGs, 

V:17.4–17.5
Internally processed (IP) photocathodes, 

II:31.24
International Association for Physical Sciences 

of the Ocean (IAPSO), IV:1.4, 1.5t–1.6t
International Astronomical Union (IAU), 

II:36.3
International Bureau of Weights and Measures 

(BIPM), II:36.2
International candle (unit), II:37.3
International Commission on Illumination 

(CIE), II:36.2 (see also Commission 
Internationale de l’Éclairage)

International Commission on Non-Ionizing 
Radiation Protection (ICNIRP), 
III:7.9, 7.12

International Committee for Weights and 
Measures (CIPM), II:36.2, 38.6

International Electrotechnical Commission 
(IEC), III:7.9, 7.12

International Graphics Exchange Specification 
(IGES), II:40.19

International Space Station, V:49.4
International Standards Organization (ISO), 

II:4.10, 4.11, 36.2, 40.19; III:7.9
International System of Units (see SI units)
International Telecommunications Union 

standards, V:15.15
International Union of Pure and Applied 

Physics (IUPAP), II:36.2
Interocular aniso-magnification, distortion 

from, III:13.16–13.19
aniseikonia, III:13.17–13.18
interocular blur suppression with 

anisometropia, III:13.18–13.19
lenses and prisms, III:13.16–13.17, 13.17f

Interphotoreceptor matrix (IPM), III:8.8, 8.9

Interpupillary distance (IPD), III:1.39–1.41, 
1.40f

Intersection points, ray tracing for, 
I:1.36, 1.36f

Interstitial matrix, III:8.2
Inter-switch links (ISLs), V:23.4
Intersymbol interference (ISI), V:19.23
Intervalence band absorption (IVBA), II:19.17
Intervalley scattering, IV:18.20
Interwoven pulse trains, II:20.13
Intraband magneto-optical effects, 

IV:5.47–5.52
cyclotron resonance, IV:5.47–5.50, 

5.48f–5.50f
free-carrier Faraday rotation, IV:5.50–5.51
impurity magnetoabsorption, IV:5.51f, 

5.51–5.52
Intraband processes, of SOAs, V:19.12
Intracapsular cataract extraction (ICCE), 

III:12.14
Intracavity singly-resonant oscillators 

(IC-SROs), IV:17.3f
Intracorneal ring segments, III:16.10f, 

16.10–16.11
Intramodal dispersion, V:9.5–9.6, 9.6f
Intraocular lenses (IOLs), III:12.15, 16.9, 

21.1–21.22
accommodating, III:14.29–14.30, 21.18–21.19
and aging of the eye, III:21.3–21.4
aspheric, III:21.10–21.12, 21.11f, 21.12t
for cataract correction, III:14.8
and cataract surgery, III:21.4
defined, III:14.1–14.2, 21.1
design of, III:21.5–21.20

accommodating lenses, III:21.18–21.19
aspheric lenses, III:21.10–21.12, 21.11f, 

21.12t
chromophores, III:21.20, 21.20f
IOL aberrations, III:21.9–21.10, 21.10f
IOL power, III:21.5–21.9, 21.7t, 21.8f
multifocal lenses, III:21.14–21.18, 21.15f, 

21.16f, 21.16t, 21.18f
phakic lenses, III:21.19
testing IOLs, III:21.13–21.14
toric lenses, III:21.13, 21.12f

effective lens position (ELP), III:21.7–21.9
multifocal, III:21.14–21.18, 21.15f, 21.16f, 

21.16t, 21.18f
phakic, III:21.19
for presbyopic correction, III:14.28–14.29
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Intraocular lenses (IOLs) (Cont.):
side effects of, III:21.20–21.22

dysphotopsia, III:21.21
posterior capsule opacification, 

III:21.21–21.22
and structure of the eye, III:21.2–21.3
toric, III:21.13, 21.12f

Intraocular pressure (IOP), III:14.2, 14.26, 
14.27, 16.3

Intraocular scatter, age-related, III:14.12
Intrinsic athermalization, II:8.7f, 8.7–8.8
Intrinsic Fabry-Perot interferometric (IFPI) 

sensors, V:24.4f, 24.4–24.5
Intrinsic infrared detectors, II:33.7, 33.8f
Intrinsic optical properties:

of semiconductors, IV:5.11
of solids, IV:8.3

Intrinsic photoconductors, II:25.5, 25.5f
Intrinsic photodetectors, II:24.7, 24.7f

germanium, II:24.70f–24.73f, 24.70–24.73
indium antimonide photovoltaic, 

II:24.80–24.83, 24.82f, 24.83f
Intrinsic semiconductor transition, II:24.11
Invar 36, IV:4.10t, 4.52t, 4.55t, 4.69t, 4.70t
Invariance properties, of rays, I:1.10
Invariant hues:

and Bezold-Brücke effect, III:11.67f, 
11.67–11.68

defined, III:11.2
Invariants, I:18.7; II:1.11
Inverse Bremsstrahlung heating, IV:21.37, 

21.37f
Inverse Compton scattering, V:59.1
Inverse Compton x-ray sources, V:59.1–59.4, 

59.3t
Inverse dielectric tensor, IV:2.6t, 2.19
Inverse filters, for coherent optical image 

enhancement, I:11.14–11.17
Inverse Galilean telescopes, I:18.15, 18.16, 

18.16f
Inverse Raman effect, V:10.5, 10.6, 14.9
Inverse square law, II:34.14, 37.8
Inverse systems, conjugate matrices for, I:1.71
Inversion layer, in MOS transistors, II:25.11, 

25.11f
Invertebrate aquatic worm, eye structures in, 

III:9.14
Inverted channel substrate planar (ICSP) lasers, 

II:19.20t, 19.23

Inverted telephoto lenses, I:27.2, 27.6, 
27.7f–27.14f

highly complex extreme speed, I:27.6, 
27.9f–27.12f

with nonrectilinear distortion, I:27.6
with rectilinear distortion correction, I:27.6, 

27.13f, 27.14f
very compact moderate speed, I:27.6, 

27.7f–27.8f
Involute reflectors, II:39.11–39.12, 39.12f
Ion beam-sputtered surfaces, IV:6.53
Ion bombardment strip lasers, II:19.8, 19.9f
Ion current measurement devices, II:34.29
Ion exchange process, I:24.8
Ion-assisted deposition, IV:7.11
Ion-beam sputtering, IV:7.11, 7.14
Ion-exchanged glass waveguides, I:21.13
Ion-implanted semiconductors, IV:18.21
Ionization:

above-threshold (see Above threshold 
ionization)

atomic, IV:21.3
barrier suppression, IV:21.14, 21.14f
in clusters, IV:21.31–21.33, 21.32f
collisional, IV:21.31, 21.32
double, IV:21.18–21.19, 21.19f
of electrons, V:56.2
inner, IV:21.31–21.32, 21.32f
molecular tunnel (see Molecular tunnel 

ionization)
multiphoton, IV:21.10–21.12, 21.11f
outer, IV:21.32–21.33
stabilization of, IV:21.20–21.21, 21.22f
threshold (see Threshold ionization)
tunnel (see Tunnel ionization)

Ionization chambers, V:60.3–60.4, 60.9t
Ionization distance, IV:21.25f, 21.25–21.26, 

21.27f
Ionization ignition, IV:21.31
Ionization rate, ADK, IV:21.13
Ionization stabilization, IV:21.20–21.21, 21.22f
Ionization x-ray detectors, V:60.3–60.7, 60.9t, 

60.10t
Ionization-induced defocusing, IV:21.43f, 

21.43–21.44
Ionized arsenic antisite (AsGa+), IV:18.3
Ionizing radiation, fiber optic communication 

links and, V:15.17
Ion-plating process, IV:7.11
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Ions, tri-positive rare earth, I:10.16–10.18, 
10.16t, 10.17f

IRG 2 glass, IV:2.43t, 2.49t, 2.54t, 2.59t, 2.67t
IRG 9 glass, IV:2.43t, 2.49t, 2.54t, 2.59t, 2.67t
IRG 11 glass, IV:2.43t, 2.49t, 2.59t, 2.68t
IRG 100 glass, IV:2.43t, 2.49t, 2.54t, 2.59t, 2.68t
Iris (eye), III:1.3f, 16.3, 21.2; IV:13.1
Iris (lens), I:17.8
Iron:

absorptance of, IV:4.40f, 4.48t, 4.50t
optical properties of, IV:4.15t, 4.23f
physical properties of, IV:4.54t
reflectance of, IV:4.32t–4.33t, 4.40f
thermal properties of

coefficient of linear thermal expansion, 
IV:4.56t, 4.57f

elastic stiffness, IV:4.69t
moduli and Poisson’s ratio, IV:4.69t
at room temperature, IV:4.55t
specific heat, IV:4.65t, 4.67f
thermal conductivity, IV:4.58t, 4.62f–4.63f

Irradiance, I:3.3
of circular patterns and disks, I:3.7–3.8
of complementary aperture screen patterns, 

I:3.10–3.11
defined, II:34.8, 36.5, 37.4t, 37.5, 39.2t
and diffraction gratings, I:3.28, 3.29
of double-slit patterns, I:3.27, 3.27f
excitance and emittance vs., II:39.2
image specifications for, II:4.7
of lambertian objects, I:1.80
spectral, II:36.14, 38.1–38.2, 38.11t, 

38.13f–38.16f, 38.13–38.16
of straight-edge patterns, I:3.15–3.17, 3.18f
as vector, I:3.33, 3.37f
of water, IV:1.5t, 1.8–1.9
and zone plates, I:3.11, 3.12f

Irradiance reflectance (irradiance ratio), of 
water, IV:1.6t, 1.7f, 1.12, 1.46–1.47, 1.47f

Irradiance response units, II:34.31
Irradiated plasma, IV:21.46f, 21.46–21.47
Irradiation, microbeam, I:28.54
Irregular astigmatism, III:16.6
ISO standards, V:23.2
Isoaccommodation circle, III:13.23, 13.23f
Isochromatic CFSs, III:2.30, 2.30f
Isodiscrimination contours, III:10.40
Isoelectronic dopants, II:17.16
Isoelectronic trap, II:17.6, 17.6f
Isoindicial contours, III:19.1

Isolated pulses, in attosecond optics, II:21.4
Isolating direction (color vision), III:11.2, 

11.33
Isolation (directionality), of fiber-optic 

components, V:18.1
Isolators, for networking, V:18.3, 18.10, 18.10f
Isoluminant CFSs, III:2.30, 2.30f
Isoluminant patterns, III:2.30
Isometric plots, for orthonormal aberrations, 

II:11.36–11.37, 11.37f, 11.38f
Isoplanatic patch, III:15.5–15.7, 15.6f
Isoplantic angle, V:5.19
Isotope broadening, II:16.6
Isotropic (term), II:36.4, 39.3
Isotropic crystals:

dielectric constants of, IV:2.18
symmetries of, IV:2.7t

Isotropic diffraction:
and acousto-optic interactions, V:6.9–6.10, 

6.10f, 6.13, 6.13f
by deflectors, V:6.23–6.24, 6.24f

Isotropic homogenous spheres, scattering by, 
I:7.11–7.14

Isotropic point source, II:36.4
Isotropic solids, IV:8.8, 8.9t
Isovergence circle, III:13.23, 13.23f
Iterated rays, II:3.12
Iterative phasing technique, for coherent 

diffraction microscopy, V:27.4
Iturriaga R., IV:1.25
-ivity (suffix), II:35.3; IV:4.5

J ë B heating, IV:21.49
Jackson cross-cylinder check test, III:12.7
Jacobi method, of electro-optic effect, 

V:7.11–7.13
J-aggregates, II:30.13, 30.14
Jahn-Teller effect, V:2.9
Jamin-Lebedev microscopes, I:28.38f, 

28.38–28.39
Javal’s rule, III:12.5
Jaynes-Cummings model, II:23.15f, 23.15–23.17
Jellett-Cornu prisms, I:13.56
Jerlov water types, IV:1.42–1.46
Jet polishing, II:9.6
Jitter:

in fiber optic communication links, 
V:15.15–15.16

and solitons, V:22.6–22.8, 22.11, 22.16
Jitter transfer function (JTF), V:15.16
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J-K model, of surface finish, I:8.13, 8.15–8.17
Johansson bent/ground focusing monochromator, 

V:39.5
Johnson noise, of pin diodes, V:13.70 (see also 

Thermal noise)
Johnson noise power density, II:28.3
Joint density of states, IV:8.28, 8.29f
Jones (unit), II:24.11, 24.13
Jones calculus, I:12.29–12.30
Jones matrix, I:7.10

in ellipsometry, I:15.30, 16.19
and Mueller matrices, I:14.3, 14.22–14.24, 

14.27, 14.33
tensor product of, I:14.23

Jones matrix formalism, III:18.1, 18.20, 
18.22–18.24

Joule (unit), II:34.5–34.6, 37.6
Judd’s three-stage Müller zone theory, III:11.6, 

11.7f, 11.8
Judd-Vos modified 2° color-matching functions, 

III:10.12, 10.45
Judd-Vos modified function, II:36.10
Judgment tasks:

adjustment tasks vs., III:3.2
psychophysical measurement of, III:3.6–3.8

ideal observer, III:3.6
rating scale, III:3.6–3.8, 3.7f
response time, III:3.8
two-alternative forced choice (2afc), 

III:3.8
yes-no, III:3.6

Jülich SANS instrument, V:64.4
Jumps, electric-field, IV:9.6
Junction photodiodes, II:32.3–32.6, 32.4f, 32.6f
Junge (hyperbolic) cumulative size distribution, 

IV:1.15
Just noticeable distortion level (JND), 

III:24.4
JV model (of trap-loss collisions), IV:20.30

“K,” III:20.2
K (optical constant of water), IV:1.17, 1.17f
Kagomé lattice, V:11.5f, 11.11, 11.16
Kaleidoscope effect, II:39.28
Kane momentum matrix elements, IV:8.26
Karhunen-Loève functions, V:4.36
Keck Observatory, V:5.27
Keck telescope, II:11.4; V:4.36, 5.2, 5.27
Keldysh parameter, IV:21.10
Keldysh-Faisal-Reiss (KFR) theories, IV:21.12

Keplerian afocal lenses, I:18.7–18.14
in binoculars, I:18.13–18.14, 18.14f
and eye relief manipulation, I:18.8–18.10, 

18.9f, 18.10f
field-of-view limitations in, I:18.11
finite conjugate afocal relays, I:18.11–18.12, 

18.12f
for scanners, I:18.13, 18.13f
in terrestrial telescopes, I:18.10–18.11, 18.11f
thin-lens model, I:18.7–18.8, 18.8f

Keplerian telescopes, I:18.10
Keratoconus, III:9.2, 20.24
Keratocytes, III:16.1, 16.4
Keratometer mire, III:12.5
Keratometry, III:12.5, 21.6
Kerr cell shutters, I:25.21
Kerr cells, I:31.9; V:7.34
Kerr effect, I:15.23, 35.21, 35.23, 35.25; 

IV:18.11–18.15; V:7.11, 14.11, 19.34, 20.1, 
20.22, 22.3

longitudinal, IV:18.11–18.15, 18.12f
optical, IV:16.11–16.14
Raman-induced, IV:16.3t, 16.12, 16.17
transverse, IV:18.11, 18.14–18.15

Kerr electro-optic effect, V:7.9t–7.10t, 7.11
Kerr focusing, V:7.39
Kerr interactions, V:10.2
Kerr lens modelocking (KLM), IV:16.25, 18.3, 

18.14–18.15; V:7.11, 7.39
Kerr nonlinearities, V:7.38–7.39, 11.22–11.24, 

11.24f
Kerr-lensing (see Self-focusing)
Kerr-type nonlinearity, IV:14.33
Kick operator, II:23.17
Kinematic lens mounts, I:22.7, 22.8f
Kinematic theory of diffraction, in neutron 

optics, V:63.5
Kinematical theory of diffraction, for crystals, 

V:39.2, 39.3
Kinetic cues, for perceived space, III:13.4–13.7, 

13.5f, 13.6f
Kirchhoff ’s law, II:34.25, 35.7, 35.8t; IV:4.6
Kirkpatrick-Baez (KB) mirrors, V:44.4, 44.4f, 

63.21, 64.5f, 64.5–64.6
Kirkpatrick-Baez (KB) optics, V:47.7–47.8, 

47.8f, 47.9f, 50.5
Kirkpatrick-Baez (KB) systems, V:48.3f, 

48.3–48.4
Kitaev phase estimation algorithm, IV:23.12
Klein bottle, I:14.15
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Kleinman d-tensor, IV:10.11
Knapp’s law, III:13.17, 13.26
Knife-edge test (see Foucault test)
Knill-LaFlamme-Milburn (KLM) scheme, IV:23.12
Knoop test, IV:2.31, 2.32f
Kodachrome film, II:29.14, 30.23
Kodacolor, II:29.14
Kodak Cameo Motordrive camera, I:25.16, 25.16f
Kodak Cobra flash, I:25.16, 25.16f
Kodak DCS 200 camera, I:25.7
Kodak Fun Saver Portait 35, I:25.16, 25.16f
Kodak glass molding process, I:22.9, 22.10
Kodak Gold film, II:30.25
Kodak Royal Gold film, II:30.25
Kodak Technical Pan Film, II:29.19t
Koehler (Köhler) illumination, II:1.11, 1.11f, 

39.23f, 39.23–39.24, 39.34, 39.35f; III:5.6
and coherence theory, I:6.12f, 6.12–6.13
in microscopes, I:28.4–28.5, 28.5f, 28.7, 28.9

Kolmogorov model of turbulence, V:5.5–5.6, 5.11
Kolmogorov spatial power spectral density, V:5.6
Kolmogorov spectrum, V:3.28, 3.31
Kolmogorov turbulence, V:4.3, 4.7–4.10, 4.8f, 

4.9f, 4.27, 4.30, 4.36
Kopelevich model of absorption, IV:1.28
Korsch objectives, I:29.30–29.32, 29.34
Kossel patterns, V:53.11
Kramer approximation, for Bremsstrahlung 

radiation, V:54.5
Kramers states, I:31.19, 31.19f, 31.20
Kramers-Kronig (K-K) relations, I:21.11; 

V:13.61, 17.3, 20.22
dielectric-constant, IV:2.9, 2.12, 2.22
dispersion, IV:5.10–5.11, 16.1, 16.9–16.11
for solids, IV:8.15

Kronecker delta, V:4.19
Kronecker delta function, I:5.20
Kronig-Penney model, V:2.12
KRS-5 crystals, IV:2.40t, 2.44t, 2.48t, 2.53t, 

2.58t, 2.65t
KRS-5 fiber, V:12.7–12.8
KRS-6 crystals, IV:2.40t, 2.44t, 2.48t, 2.53t, 

2.58t, 2.65t
K-shell emission lines, of elements, V:36.3t–36.8t
Kubelka-Munk theory, I:9.13
Kumahov capillary lenses, V:53.9

La Jolla colorimeters, III:5.10
Lab-based radiation sources, V:50.2–50.7, 50.4f, 

50.6f, 50.8f

Laboratory sources (of radiation), II:15.7–15.13
baseline standard for, II:15.9, 15.9f, 15.10f, 

15.12f
blackbody cavity theory, II:15.7–15.9, 15.8f
working standards for, II:15.9–15.13, 15.10f, 

15.12f, 15.13f
Labsphere, II:38.12
Lacrimal lens:

and contact lens power, III:20.12f–20.14f, 
20.12–20.15

defined, III:20.2
Ladder coupling, IV:14.1, 14.6f, 14.24f
Lag, III:23.2
Lagrange invariant, I:1.22, 1.41, 1.77, 1.81, 13.7, 

17.5, 30.11
Lagrangian rays, II:3.12
Lamb dip spectroscopy, V:2.5, 2.7f
Lamb shift(s), I:10.4; II:23.13; V:2.2, 2.3
Lambda coupling, IV:14.1, 14.6f, 14.8f, 14.9f, 

14.26, 14.27
Lambda Research Corporation, II:7.27
Lambert (unit), II:34.43, 36.7, 36.8t
Lambert-Beer law of attenuation, V:63.11
Lambertian approximation (of radiant flux 

transfer), II:34.14–34.18
and lambertian sources, II:34.14–34.17, 

34.15f, 34.16f
radiant flux transfer through lambertian 

reflecting sphere, II:34.17–34.18
Lambertian black surface, IV:6.14
Lambertian objects, irradiance for, I:1.80
Lambertian surface, II:37.8
Lambert’s cosine law, II:37.8, 37.8f
Lambert’s law, I:5.12
Lamellas, III:16.1, 16.4
Lamipol structures, I:13.57
Lamor precession, V:63.29–63.30
Lamp safety standards, III:7.14–7.15
Lamps:

cold cathode fluorescent, V:8.30, 8.30f
configurations of, II:15.20f
modeling of, II:40.17
standards for, II:15.11
(see also specific types of lamps, e.g.: Airway 

beacon lamps)
Lamps for Scientific Purposes (G. M. B. H. 

Osram), II:15.20
Land (term), II:34.35, 34.35f
Landau levels (of energy), IV:5.40, 5.42f
Landé interval formula, I:10.17
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Landolt C test, III:4.8
Landolt fringe, I:13.14, 13.17, 13.18
Landolt ring target, III:2.34
Lands, of optical disks, I:35.3, 35.5f
Landscape lenses, I:17.17f–17.20f, 17.17–17.20, 

17.19t
Langmuir waves, IV:21.38
Langmuir-Blodgett techniques, V:7.34
Lanthanum glass, IV:2.42t, 2.43t
Laporte selection rule, I:10.10
Lapping step (of optics fabrication), II:9.5
Large Binocular Telescope (LBT), V:5.5
Large field (color matching):

defined, III:10.9
standards for, III:10.11, 10.12–10.13

Large flat-mode fibers, in fiber lasers, V:25.19f, 
25.20

Large-area detectors, II:25.12
Large-format cameras, I:25.18–25.20
Large-format film, I:25.6
Large-mode-area (LMA) fibers, V:25.2, 25.4, 25.5

in all-fiber monolithic systems, V:25.16
chirally coupled core fibers, V:25.21–25.22
designs, V:25.19f
equations for, V:25.8–25.9
and photonic crystal fibers, V:25.20–25.21
techniques using, V:25.18–25.20

LASEK (laser subepithelial keratomileusis), 
III:16.12, 16.13

Laser(s), II:12.7, 16.1–16.37
about, II:16.2–16.3
Bragg reflector, V:13.7
bulk, V:25.5–25.6
buried heterostructure, V:13.5
carbon dioxide, V:12.3t, 12.9, 12.13
chirp of, V:9.8
continuous wave (CW) dye, I:10.8
continuous-wave, IV:7.14, 14.16–14.18, 

14.17f; V:25.4, 25.5, 25.5f, 25.7
diode lasers, V:13.49
dye lasers, V:5.32, 5.33f, 5.34

diagram of, II:16.2f
distributed Bragg reflector, I:21.25, 21.30, 

21.32, 21.37, 21.37f; V:9.8, 13.7, 
13.28–13.29, 13.29f, 20.14

distributed feedback, I:21.25, 21.29, 21.30, 
21.32, 21.38, 21.40

in fiber optic systems, V:13.30f, 
13.30–13.32, 13.31f

and optical fibers, V:9.8

Laser(s), distributed feedback (Cont.):
in OTDM networks, V:20.14–20.15, 20.15f
quarter-wavelength-shifted grating, 

V:13.31f, 13.31–13.32
edge-emitting, V:13.3
and electroabsorption modulators, V:13.60
electromagnetic spectrum involving, II:16.2, 

16.3, 16.3f
erbium-doped yttrium aluminum garnet 

(Er:YAG), V:12.3t, 12.6, 12.13
European X-ray Free-Electron Laser, V:58.1
external cavity, V:13.22, 13.33
extreme ultraviolet, V:58.2–58.4, 58.3f
eye injury from, III:7.3, 7.4
Fabry-Perot, V:13.12–13.13, 13.29

multilongitudinal mode, V:9.7–9.8
semiconductor, V:20.13–20.14, 20.14f

fiber, V:25.1–25.33
all-fiber monolithic systems, V:25.16f, 

25.16–25.18
architectures, V:25.9–25.18, 25.12f, 25.19f
bulk lasers vs., V:25.5–25.6
dopants, V:25.22–25.26, 25.23t, 25.23–25.26
equations for, V:25.8–25.9
fabrication of, V:25.26–25.29, 25.27t
free space, V:25.13–25.15, 25.14f, 25.15f
growth of, V:25.5, 25.5f
history of, V:25.3–25.4, 25.4f
limitations, V:25.6–25.7
LMA fiber designs, V:25.18–25.22, 25.19f
operation of, V:25.7–25.8
pumping techniques, V:25.9–25.13, 

25.11f, 25.12f
spectral and temporal modalities, 

V:25.29–25.33
fiber Raman, V:10.7
free electron, V:41.9–41.10, 41.10f, 48.1, 

58.1–58.2
free space fiber, V:25.9, 25.10, 25.13–25.15, 

25.14f, 25.15f
hazards related to, III:7.11–7.14, 7.12f, 7.13f

accidents, III:7.12–7.14
and eye protectors, III:7.14
safety standards, III:7.12

for interferometry, I:2.41–2.42
and laser gain medium, II:16.4–16.19

emission linewidth and line broadening 
of radiating species, II:16.4–16.7, 
16.6f, 16.7f

energy levels and radiation, II:16.4
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Laser(s), and laser gain medium (Cont.):
gain saturation, II:16.10
optimization of output coupling from 

laser cavity, II:16.13, 16.14
population inversions, II:16.8–16.10, 

16.12–16.13, 16.13f, 16.14f
pumping techniques to produce inversions, 

II:16.14–16.19
stimulated absorption and emission, 

II:16.7–16.8, 16.8f
threshold conditions, II:16.10–16.12, 16.11f

as light sources, II:40.39
in measurement, II:12.2, 12.6
mesopheric sodium, V:5.32–5.34, 5.33f
mode-locked, V:20.15–20.17, 20.16f
multilayer reflectors for, IV:7.39f, 7.39–7.40
multiple quantum well, V:13.24–13.25
and optical cavities or resonators, II:16.19f, 

16.19–16.25
configurations and cavity stability, 

II:16.23–16.25, 16.24f, 16.25f
longitudinal laser modes, II:16.20, 16.20f
transverse laser modes, II:16.21f–16.23f, 

16.21–16.23
and optical fibers, V:9.7–9.8
in OTDM communication networks, 

V:20.13–20.17, 20.14f, 20.16f
phase noise (finite line width) of, V:9.8
planar buried heterostructure, V:13.6
plasma-based EUV, V:58.2–58.4, 58.3f
probability flow diagram for, II:23.23f
pulsed-dye, V:5.32
quantum theory of (see Quantum theory of 

lasers)
quantum well, V:13.24–13.28, 13.25f–13.27f
as radiometric characterization tool, II:34.32
relative intensity noise of, V:9.11
ridge waveguide, V:13.6
for scatterometers, V:1.8
semiconductor, V:13.1, 20.13–20.14, 20.14f
semiconductor arrays of, II:19.26–19.29, 

19.28f, 19.28t
single-longitudinal-mode, V:9.8
special laser cavities, II:16.25–16.29

distributed feedback lasers, II:16.29
mode-locking, II:16.27–16.29, 16.28f
Q-switching, II:16.26–16.27, 16.27f
ring lasers, II:16.29
unstable resonators, II:16.25–16.26, 16.26f

and speckle fields, III:5.21

Laser(s) (Cont.):
sum-frequency, V:5.32
theoretical description of, IV:20.6–20.11

atoms in motion, IV:20.8–20.10, 20.9f
Fokker-Planck equation, IV:20.10–20.11
force on two-level atom, IV:20.6–20.7

tunable, V:13.32–13.36, 13.33f–13.36f
two-dimensional high-power arrays of, 

II:19.29–19.30, 19.29t, 19.30f
as two-level system, II:20.23–20.24, 20.25t
types of, II:16.29–16.37, 16.31f, 16.32f, 

16.34f, 16.35f, 16.37f; III:5.20t
vertical cavity surface-emitting, V:9.7n, 

13.42–13.48, 13.43f, 13.45f, 19.14
and wavelength-division multiplexing, V:9.8
x-ray, V:58.1–58.4, 58.3f
(see also related topics, e.g.: Laser 

stabilization)
Laser ablation, III:16.11–16.19

ablation profiles, III:16.14–16.15
ablation rate, III:16.16–16.18, 16.18f
corneal photoablation, III:16.16, 16.17f
Epi-LASIK, III:16.12, 16.13, 16.13f
LASEK, III:16.12, 16.13
LASIK, III:16.13–16.14, 16.14f
photorefractive keratectomy (PRK), 

III:16.11f, 16.11–16.12, 16.12f
thermal, photochemical, and photoacoustic 

effects, III:16.18–16.19
Laser beacons (laser guide star sensing), V:5.21, 

5.23, 5.27–5.34
focus anisoplanatism of, V:5.27–5.29, 5.28f–5.30f
and mesopheric sodium laser beams, 

V:5.32–5.34, 5.33f
Rayleigh, V:5.30–5.32, 5.31f

Laser beam expanders, athermal, II:8.13–8.14
Laser beam scanning, by high-resolution 

deflectors, V:6.29
Laser Black, IV:6.56
Laser cavities, II:16.25–16.29

distributed feedback lasers, II:16.29
mode-locking, II:16.27–16.29, 16.28f
Q-switching, II:16.26–16.27, 16.27f
ring lasers, II:16.29
unstable resonators, II:16.25–16.26, 16.26f

Laser conditioning, IV:19.4
Laser cooling, IV:20.3–20.21, 20.26–20.39

about, IV:20.3–20.4
in atomic beam brightening, IV:20.27f, 

20.27–20.28
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Laser cooling (Cont.):
in atomic clocks, IV:20.28
below Doppler limit, IV:20.17–20.21, 

20.18f–20.20f
in Bose-Einstein condensation, 

IV:20.35–20.37, 20.36f
in dark states, IV:20.37–20.39, 20.38f
defined, IV:20.3
history of, IV:20.3–20.4
in optical lattices, IV:20.31–20.34, 

20.32f–20.34f
by optical molasses, IV:20.13–20.17, 

20.14f–20.16f
properties of, IV:20.4–20.6
Sisyphus, IV:20.19
by slowing of atomic beams, IV:20.11–20.13, 

20.12f, 20.12t, 20.13f
in ultracold collisions, IV:20.28–20.31, 

20.30f, 20.31f
Laser damage threshold (LDT), of coatings, 

IV:7.13–7.14, 7.18
Laser detection and ranging (LADAR), II:31.28, 

31.30
Laser diodes, V:13.3–13.24

double heterostructure, V:13.3f, 13.3–13.8, 
13.4f, 13.6f, 13.7f

noise characteristics of, V:13.18–13.24, 
13.19f–13.21f

operating characteristics of, V:13.8–13.13, 
13.10f

transient response of, V:13.13–13.18, 13.14f, 
13.16f, 13.17f

Laser direct write (LDW) fabrication, 
I:22.19–22.23, 22.20f–22.22f

Laser field, spectral properties of the, 
II:23.28–23.31

Laser fields, IV:14.13
Laser gain media, II:16.4–16.19

dielectric solid-state, II:16.32–16.34
gaseous, II:16.30–16.31, 16.31f
liquid, II:16.31–16.32, 16.32f
properties associated with, II:16.4–16.19

emission linewidth and line broadening 
of radiating species, II:16.4–16.7, 
16.6f, 16.7f

energy levels and radiation, II:16.4
gain saturation, II:16.10
optimization of output coupling from 

laser cavity, II:16.13, 16.14

Laser gain media, properties associated with 
(Cont.):
population inversions, II:16.8–16.10, 

16.12–16.13, 16.13f, 16.14f
pumping techniques to produce 

inversions, II:16.14–16.19
stimulated absorption and emission, 

II:16.7–16.8, 16.8f
threshold conditions with mirrors, 

II:16.10–16.12, 16.11f
in vacuum, II:16.36–16.37, 16.37f

Laser-generated plasmas, V:56.1–56.10
and Bremsstrahlung radiation, V:56.8–56.10
and recombination radiation, V:56.10
sources of, V:56.1
and spectral line emission, V:56.2–56.8

Laser guide star (LGS) sensing, V:5.21, 5.23, 
5.27 (see also Laser beacons)

Laser Interferometer Gravitational Wave 
Observatory (LIGO), IV:23.1, 23.7

Laser Light Detection and Ranging (LIDAR) 
systems, IV:23.1

Laser light sources, IV:5.59
Laser linewidth, II:23.34–23.35
Laser locking, frequency discriminators for, 

II:22.12–22.14
Laser master equation, II:23.19f, 23.19–23.20
Laser mode locking, V:7.38–7.39
Laser modes, coherence theory and, I:5.23
Laser noise, I:35.12, 35.24
Laser phase-transition analogy, II:23.35–23.40, 

23.37t, 23.38f, 23.39f
Laser photocoagulation, III:14.26
Laser photon statistics, II:23.22–23.26, 23.23f, 

23.25f
Laser power combining, IV:12.30, 12.31
Laser power measurement, II:34.32
Laser power modulation (LPM), I:35.17–35.19
Laser pulses, IV:21.35–21.36, 21.36f, 21.38f, 

21.38–21.39
Laser radar (LIDAR) systems, I:30.51
Laser ray tracing, III:16.7
Laser resonators, II:16.20f, 16.23f–16.26f, 

16.23–16.26
Laser scanning, II:40.54
Laser scanning confocal microscopes, III:17.1, 

17.3, 17.7–17.8
Laser scanning ophthalmoscopes, III:17.3
Laser scribing, II:17.24–17.25
Laser speckle, I:9.14
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Laser stabilization, II:22.1–22.24
about, II:22.1
Allan Deviation, II:22.2–22.3
and frequency discriminators for laser 

locking, II:22.12–22.14
frequency vs. time drift, II:22.2
future directions for, II:22.23–22.24
and optical cavity-based frequency 

discriminators, II:22.14–22.16, 22.17f
quantifying frequency stability, II:22.2
and quantum resonance absorption, 

II:22.16, 22.17
representative/example designs of, 

II:22.20–22.23, 22.22f
and servos, II:22.5–22.12

Bode representation of servos, 
II:22.5–22.6, 22.6f

closed-loop performance, II:22.8
closed-loop stability issues, II:22.8–22.12, 

22.9f–22.1f, 22.10–22.12
measurement noise, II:22.7–22.8
phase and amplitude responses, II:22.6f, 

22.6–22.7, 22.7f
spectral noise density, II:22.3–22.5
and transducers, II:22.17–22.20

Laser Stark spectroscopy, I:31.27f, 31.27–31.29, 
31.28f

Laser stripe structures, II:19.8, 19.9f
Laser technology, for strong field interactions, 

IV:21.4f, 21.4–21.5
Laser-assisted chemical etching (LACE), I:22.45
Laser-Doppler interferometers, I:32.12–32.13, 

32.13f
Laser-feedback interferometers, I:32.13–32.14, 

32.14f
Laser-heated pedestal growth (LHPG) technique, 

V:12.9–12.10, 12.10f
Laser-induced breakdown (LIB), IV:19.6–19.9, 

19.8f
Laser-induced damage (LID), IV:19.1–19.11

avoidance of, IV:19.5–19.6
and critical NLO parameters, IV:19.9f, 

19.9–19.11, 19.10f
estimates of, IV:19.2
mechanisms of, IV:19.6–19.9, 19.8f
and nonlinear optical effects, IV:19.5
package-induced, IV:19.4–19.5
surface damage, IV:19.2–19.4

Laser-induced fluorescence, V:3.21

Laser-induced-breakdown spectroscopy (LIBS), 
V:3.39

Lasers and Optronics Buying Guide, II:15.14
LASIK (laser-assisted keratomileusis) surgery, 

III:1.6, 12.14, 16.13–16.14, 16.14f, 23.2
Lasing, without inversion, II:23.40–23.42, 

23.41f
Lasing without inversion (LWI), IV:14.1, 

14.3–14.4, 14.18–14.19
Latent image (LI), II:30.7
Latent images, in xerographic systems, 

I:34.1–34.4, 34.2f–34.3f
Latent-image speck, II:29.5
Lateral aberration curves (see Transverse ray 

plots)
Lateral aniseikonia, III:13.17
Lateral antiblooming, II:32.9, 32.10f
Lateral chromatic aberration (see Transverse 

chromatic aberration)
Lateral color, I:1.91–1.92, 29.14, 29.37; II:1.14, 

2.5, 2.5f
Lateral geniculate nucleus (LGN), III:2.12–2.14

anatomy of, III:2.12–2.13, 2.13f
physiology of, III:2.13–2.14

Lateral magnification, I:17.5
Lateral pin photodetectors, II:25.15f, 

25.15–25.16
Lateral resolution, of microscopes, 

I:28.17–28.19
Lateral-collection photodetectors, II:26.4f
Lateral-shearing interferometers, II:12.14, 

13.9–13.12, 13.11f, 13.12f
Lathe assembly technique, II:6.7–6.8, 6.8f
Lattice absorption, semiconductor, 

IV:5.13–5.20
impurity-related vibrational optic effects, 

IV:5.17–5.20, 5.18f–5.19f, 5.20t, 5.21f
multiphonon absorption, IV:5.16–5.17, 5.17t
phonons, IV:5.13–5.16, 5.15f

Lattice vibrations:
of crystals and glasses, IV:2.11–2.12, 

2.76t–2.77t
linear-chain model of, IV:5.8
optical, IV:20.31–20.34, 20.32f–20.34f
in solids, IV:8.16–8.18, 8.17f, 8.19t–8.20t

Lattice-matched compositions, SOAs and, 
V:19.11

Lattice-matched epitaxial layers, of fiber optic 
devices, V:13.2

Lau effect, I:6.7–6.8, 6.8f
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Laue crystals, V:35.3
Laue equation, V:39.1
Laue geometry, for crystal monochromators, 

V:39.2f, 39.4–39.6
Laue lenses, multilayer [see Multilayer Laue 

lenses (MLLs)]
Laue phase retarders, V:43.6
Laue transmission, V:26.8, 26.9f, 63.24, 63.26
Laue-diffracting crystals, V:43.2
Laurent half shades, I:13.56
Layer adding method, multiple scattering and, 

V:3.21
LBLRTM (code), V:3.23
Le Grand eye model, III:2.3
Lead salt lasers, II:19.7–19.8
Lead selenide (PbSe) detectors, II:24.76f, 24.78, 

24.79, 24.79f–24.82f
Lead sulfide (PbS) photoconductors, 

II:24.73–24.74, 24.74f–24.77f, 24.74t
Lead tin telluride (PbSnTe) photovoltaic 

detectors, II:24.92, 24.93f
Lead titanate (PbTiO3), IV:2.40t, 2.45t, 2.48t, 

2.52t, 2.57t, 2.64t
Lead vapor, IV:14.15, 14.16
Lead-in wires, lightbulb, II:40.29, 40.29f
Leakage channel fibers, V:25.21
Leakage current, II:24.19–24.20, 32.10–32.12, 

32.11f
Leaky waveguides, I:21.3
Leaky-mode arrays, II:19.29
Least-squares method, II:3.17–3.19
LEDs, as light source, 5.15
Left circular polarizers, Mueller matrices for, 

I:14.10t
Left half-wave circular retarders, Mueller 

matrices for, I:14.12t
Left-circularly polarized light, I:12.27
Left-handed coordinate systems, I:12.6
Legacy films, II:30.23–30.25
Legal traceability (of calibration), II:34.21
Legendre polynomials, II:11.5, 11.30; V:46.6
Legendre transformations, I:1.13, 1.15, 1.16
Legendre-Fourier (L-F) polynomials, V:45.6
Leica Summitar lenses, I:17.28, 17.28f
Leman prisms, I:19.3t, 19.13, 19.13f
Length measurements, II:12.2–12.10

interferometric measurement, II:12.5–12.10, 
12.7f–12.9f

stadia and range finders, II:12.2–12.4, 12.3f, 
12.4f

Length measurements (Cont.):
standards for, II:12.2
time-based and optical radar, II:12.4, 12.5, 

12.6f
Length-to-aperture (L/A) ratio, for prisms, 

I:13.7
Lens(es), I:17.3–17.39; II:39.32–39.37, 39.33f

Airy distribution of, V:40.3
assembly adjustment of, II:6.8–6.11, 6.10f
axial separations in, I:1.52
bovine, III:19.8–19.11, 19.11f
Bragg-Fresnel, V:40.9f, 40.9–40.10
cardinal points of, I:1.44, 17.7
cat, III:19.9
catadioptric systems of, V:35.1
catoptric systems of, V:35.1
coating specifications for, II:4.10
component specifications for, II:4.2, 4.3
computer-assisted surfacing technologies for, 

III:12.9
and concentrators, II:39.16–39.18, 39.18f
conjugate matrices for, I:1.71
for correction of refractive error, III:12.4
data entry for, II:3.2–3.8
defined, I:1.9
dioptric systems of, V:35.1
distortion from interocular aniso-

magnification, III:13.16–13.17
effective focal length of, I:1.48, 22.10, 

27.3f–27.5f, 27.7f–27.16f, 27.18f–27.22f, 
27.25

effects on vergence and phoria, III:13.25–13.27
entrance pupil of, I:1.76, 17.8, 18.4–18.6, 

29.37
entrance window of, I:17.9
equivalent, I:17.20
exit pupil of, I:1.76, 17.8, 18.6, 29.37
exit window of, I:17.9
field size of, I:28.13
fields of, I:1.74
fish, III:19.6, 19.6f
fish-eye, III:19.2–19.3
F-number and numerical aperture of, I:17.9
Gauss points of, I:1.44
Gaussian analyses of, I:18.2–18.7, 18.3f, 

18.5f, 18.7f
geometrical optics for, I:1.74–1.85

apertures, I:1.74–1.77, 1.75f
cosine-to-the-fourth approximation, I:1.81
field lenses, I:1.82, 1.82f

Au: There is any 
requirement of 
volume no. for 
“LEDs, as light 
source, 5.15”
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Lens(es), geometrical optics for (Cont.):
fields, I:1.74, 1.77, 1.84
F-number, I:1.79
focus and defocus, I:1.82–1.85, 1.83f
irradiance, I:1.80
power per pixel, I:1.80
pupils, I:1.76f, 1.76–1.79, 1.78f
telecentricity, I:1.83–1.84
total lens étendue, I:1.81
vignetting, I:1.81, 1.81f, 1.82

gibbon, III:19.14, 19.14f
GRIN-rod, V:18.7, 18.8, 18.8f, 18.10, 18.11f
guinea pig, III:19.8
of human eye, III:1.3f, 19.5–19.6 (see also 

Cornea; Crystalline lens; Gradient index 
optics)

humidity specifications for, II:4.10
for II electronic imaging, II:31.5–31.6
image formation in, I:17.5f, 17.5–17.8, 17.6f
image specifications for, II:4.3, 4.6–4.8, 4.8f
inverses of, I:1.71
Kerr, V:7.11, 7.39
Kumahov capillary, V:53.9
lacrimal, III:20.2, 20.12f–20.14f, 20.12–20.15
literature on nonimaging, II:39.32, 39.33
for magnifiers, I:17.9–17.10
for Maxwellian viewing systems, III:5.4
for microscopes, I:28.9–28.17 (see also 

Reflective and catadioptric lenses)
compound, I:17.10
objective lenses, I:28.9–28.15, 28.10t, 

28.11t, 28.12f, 28.13t, 28.14f–28.16f
oculars, I:28.16–28.17

multicomponent assemblies of (see 
Multicomponent lens assemblies)

multilayer Laue, V:42.1–42.17
with curved interfaces, V:42.14, 42.15f
history of, V:42.2f, 42.2–42.4, 42.3f
instrumental beamline arrangement 

and measurements, V:42.9f–42.12f, 
42.9–42.10

limitations of, V:42.15–42.17, 42.16f–42.17f
magnetron-sputtered, V:42.5–42.7, 

42.6f–42.8f
Takagi-Taupin calculations, V:42.12–42.14
volume diffraction calculations, 

V:42.4–42.5, 42.5f
wedged, V:42.12–42.13, 42.13f, 42.14f
and x-ray/neutron optics, V:26.10

natural stop shift of, I:22.3

Lens(es) (Cont.):
negative, IV:3.13
in neutron optics, V:63.22–63.23, 63.23f
nodal points of, I:1.48, 1.49
octopus, III:19.7, 19.7f
optical center point of, I:17.16, 17.17
optical parameters for, II:4.9
in optical systems, III:5.11
perfect, II:4.4
performance of, I:17.29–17.36, 17.30f–17.35f
for periscopes, I:18.19, 18.19f
porcine, III:19.11, 19.12f
positive-powered, IV:3.13
primate, III:19.13f, 19.14, 19.14f
pupils of, I:17.8–17.9
rabbit, III:19.8
rat, III:19.7–19.8
rays in, I:1.35
reflector/lens-array combinations, 

II:39.34–39.37, 39.36f, 39.37f
refractive x-ray, V:37.3–37.11

applications of, V:37.11
history of, V:37.3
nanofocusing, V:37.8–37.11, 37.9f, 37.10f
parabolic, V:37.4f, 37.4–37.8, 37.6f, 37.7f

for scanners, I:18.13, 30.57–30.60, 
30.58f–30.60f

shape factor of, I:17.12–17.13, 17.13f
single element, I:17.12–17.17, 17.13f–17.16f, 

17.17t
single-lens arrays, II:39.33–39.34, 39.34f
spherocylindrical, III:12.4, 12.5
stimulus value of, III:13.21
stops of, I:17.8–17.9
systems of, I:17.7, 17.20–17.22, 17.21f–17.22f
tandem-lens arrays, II:39.34, 39.35f–39.37f
thermal defocus of, II:8.4, 8.5f
thermal focus shift of, II:8.2–8.4, 8.3t, 8.4t
for vision correction (see Contact lenses; 

Intraocular lenses; Spectacles)
Wyszecki, III:9.5
zone plates as, V:40.3–40.4
(see also specific types of lenses)

Lens axis, I:1.32 (see also Optical axis)
Lens capsule, III:21.1, 21.2, 21.21–21.22
Lens design:

aberration curves in, II:2.1–2.6
software for, II:40.20
and tolerancing calculations, II:5.10

Lens housings, IV:3.15f, 3.15–3.16
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Lens law, I:17.8
Lens pigment density:

and color matches, III:10.9
and variations in color matching, III:10.15

Lens setup routine (in optical software), II:3.7
Lens-coupled II SSAs, II:31.22f, 31.22–31.23
Lensing, IV:16.22, 19.5
Lenslets, monolithic, I:22.25f, 22.25–22.26
Lensometer, III:12.9
Lenticular absorption, III:1.9
Lenticular fluorescence, III:1.21
Leslie viscosity coefficients, V:8.24
Letter acuity task, III:2.34
Levels (tools), II:12.13f, 12.13–12.14, 12.14f
Lever mechanism mountings, II:6.19, 6.19f
LF5 glass (581409), IV:2.49t, 2.54t, 2.59t, 2.66t
Li Li polarizing beam splitter, IV:7.72–7.73, 7.76f
Life-span environmental radiation damage, 

III:14.22–14.23
Lifetime, photon, V:20.1
Lifetime classification, of photodetector 

materials, II:26.5
Lifetimes, of electrons, I:10.6
Light:

absorption of, V:3.4f, 3.4–3.5
defined, III:4.1, 23.3
out-of-plane profile of, V:13.11
propagation of, V:7.3
retroreflection of guided, V:13.6–13.7
spatial characteristics of, V:13.11–13.12, 13.46
spectral characteristics of, V:13.12–13.13
spectrum of, II:25.2
speed of, II:12.2
theory of interaction of atmosphere and, 

V:3.11–3.22
inelastic optical processes, V:3.21–3.22
Mie scattering, V:3.16–3.18, 3.17f–3.19f
molecular absorption, V:3.12–3.15, 3.13f
molecular emission and thermal spectral 

radiance, V:3.18, 3.20, 3.20f
molecular Rayleigh scattering, V:3.15–3.16
surface reflectivity and multiple scattering, 

V:3.21, 3.21f
Light amplification by stimulated emission of 

radiation [see Laser(s)]
Light detection and ranging (LIDAR) systems, 

II:25.12; V:3.38f, 3.38–3.39, 25.25
Light distribution, II:40.5
Light extraction, II:17.6–17.8, 17.7t
Light field microscopy, I:28.53

Light flint glass, IV:2.42t
Light grasp (étendue), I:1.22, 1.81, 13.7
Light loss factor (LLF), II:40.17
Light modulation, IV:5.66t
Light out vs. current in (L-I curve), 

V:13.9–13.11, 13.10f, 13.46–13.47
Light output:

in color CRTs
spatial characteristics of, III:22.14–22.15
spatial uniformity of, III:22.17f, 

22.17–22.18, 22.18f
stability of, III:22.16f, 22.16–22.17, 22.17f

in color LCDs
spatial variations in, III:22.40
temporal variations in, III:22.39–22.40

Light pipe reflectometers, rotating, 
IV:5.62, 5.63f

Light piping, II:30.6f, 30.6–30.7
Light pollution, II:40.43, 40.62
Light pressure force, IV:20.7
Light propagation, in solids, IV:8.4–8.13

anisotropic crystals, IV:8.8–8.11, 8.9t, 8.10f
energy flow, IV:8.7–8.8
interfaces, IV:8.11–8.13, 8.12f, 8.13f
Maxwell’s equations, IV:8.4–8.6
wave equations and optical constants, 

IV:8.6–8.7
Light quanta, II:23.6–23.9, 23.8f
Light scattering, II:30.5–30.7, 30.6f
Light shelves, II:40.48, 40.50f
Light sources, I:5.6, 5.9–5.13; II:40.24–40.41, 

40.28f; IV:5.58–5.59
applications for, II:40.26t
carbon arc sources, II:40.40
characteristics of, II:40.25t
coherent, III:5.19, 5.21
control of (see Optical generation of visual 

stimulus)
daylight, II:40.40f, 40.40–40.41
electrodeless lamps, II:40.36–40.37
electroluminescent sources, II:40.37–40.39, 

40.38f, 40.38t, 40.39f
fluorescent lamps, II:40.30–40.33, 40.31f, 40.32f
glow lamps, II:40.39
high-intensity discharge lamps, 

II:40.33f–40.II:35.f, 40.33–40.36
incandescent sources, II:40.25, 40.27–40.30, 

40.28f, 40.29f
low-pressure sodium lamps, 

II:40.33f–40.II:35.f, 40.33–40.36
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Light sources (Cont.):
in Maxwellian viewing, III:6.2
nuclear sources, II:40.39
pure Xe arc lamps, II:40.39
short arc sources, II:40.39
types of, II:40.27f
in vision laboratories, III:5.19, 5.19t, 5.20t

Light stability, II:30.10
Light stabilization, II:30.12–30.13
Light trespass, II:40.43, 40.62
Light-absorbing dye, II:30.7
Lightbulbs, II:40.27–40.30

base of, II:40.29, 40.29f
CFL/fluorescent/miniature, II:40.28f
elements of, II:40.29f
shapes of, II:15.20f, 15.30f
sizes of, II:15.30f
types of, II:40.27t

Light-emitting diodes (LEDs), II:17.1–17.34; 
V:13.1, 13.36–13.42, 13.38f

conversion of, luminous intensity to radiant 
intensity, II:36.13, 36.13f

device structures of, II:17.8–17.15
diffused homojunctions, II:17.9–17.10, 

17.10f, 17.11f
double heterojunctions, II:17.13, 

17.13f–17.15f
grown homojunctions, II:17.8, 17.9, 

17.9f
single heterojunctions, II:17.12, 17.12f

edge-emitting, V:13.40
epitaxial technology for, II:17.21–17.23
in integrated optics, I:21.2
lamps with, II:40.37–40.39

applications for, II:40.26t
characteristics of, II:40.25t
materials/emitted colors of, II:40.38t
photonic crystal, II:40.39f
structure of, II:40.38f

and LED-based products, II:17.29f–17.31f, 
17.29–17.32

and light extraction, II:17.6–17.8, 17.7t
as light source, III:5.15
and light-generation processes, II:17.2–17.6, 

17.3f–17.6f
material systems for, II:17.15–17.19

AlInGaP system, II:17.18, 17.19f
AlxGa1-xAs system, II:17.17, 17.17t
blue LED technology, II:17.18, 17.19
GaAs1-xPx system, II:17.15–17.17, 17.16t

Light-emitting diodes (LEDs) (Cont.):
octocouplers in, II:17.32f, 17.32–17.34
operating characteristics of, V:13.40f, 

13.40–13.42
and optical fibers, V:9.7
and parallel matrix-vector multipliers, 

I:11.18
production levels for, II:17.2
quality/reliability of, II:17.25–17.28
and serial incoherent matrix-vector 

multipliers, I:11.17–11.18
substrate technology for, II:17.20–17.21, 

17.20t
surface-emitting, V:13.38f, 13.38–13.40
transmission by, I:21.32
and transmissive TFT LCDs, V:8.29–8.31, 

8.30f
wafer processing for, II:17.23–17.25
(see also specific light-emitting diodes, e.g.: 

High-brightness visible LEDs)
Light-gathering power (étendue), I:1.22, 

1.81, 13.7
Light-hole (LH) bands, V:13.27
Lighting, II:40.1–40.71

about, II:40.1–40.3
for aging individuals, III:14.4
for computer work, III:23.4–23.5, 23.5t
exterior, II:40.61–40.62, 40.63t
functions of, II:40.12–40.14, 40.13f–40.16f
insufficient, II:40.9
interior, II:40.55–40.61

health-care facility lighting, 
II:40.58–40.60, 40.60t

industrial lighting, II:40.60–40.61, 40.61f
office lighting, II:40.55, 40.56t
residential lighting, II:40.57, 40.58, 40.59t
retail lighting, II:40.55–40.57, 40.56t–40.58t

perception of, II:40.4f, 40.4–40.6
for transportation, II:40.63–40.71

roadway lighting, II:40.67, 40.69–40.71, 
40.70t, 40.71t

vehicular lighting, II:40.63–40.67, 40.64f, 
40.65t, 40.66f, 40.66t, 40.68t, 40.69f

vision biology, II:40.3–40.6
(see also Luminaires)

Lighting design, II:40.6–40.23
and color, II:40.7–40.9
and context, II:40.6
and functions of lighting, II:40.12–40.14, 

40.13f–40.16f
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Lighting design (Cont.):
geometries in, II:40.13f, 40.14–40.15, 40.15f, 

40.16f
goals of, II:40.6
and illuminance, II:40.7, 40.7t
and properties of objects and impact, 

II:40.16
system layout and simulation in, 

II:40.16–40.23, 40.18f, 40.22f–40.24f
and visual discomfort, II:40.9–40.12, 40.11t

Lighting Design and Application (IESNA), 
II:39.8

Lighting design software, II:40.21
Lighting geometries, II:40.13f, 40.14–40.15, 

40.15f, 40.16f
Lighting Handbook (IESNA), II:36.7, 40.17
Lighting measurement, II:40.51–40.54

goniometers, II:40.52–40.53, 40.53t, 40.54f
illuminance meters, II:40.51, 40.52f
luminance meters, II:40.52, 40.52f
reflectometers, II:40.52
surface measurement systems, II:40.53, 40.54

Lighting system layout and simulation, 
II:40.16–40.23, 40.18f

computer graphics software for, 
II:40.21–40.23, 40.22f, 40.23f

IGES standard for, II:40.19
optical analysis and design software for, 

II:40.20
optical design and analysis software for, 

II:40.20–40.21
software tools for, II:40.18–40.23, 

40.22f–40.24f
source modeling software for, II:40.19–40.20
STEP standard for, II:40.19

Light-measuring polarimeters, I:15.3–15.4, 
15.11–15.13

Lightness (term), II:40.4
Light-output degradation, II:17.26–17.28, 

17.28f
Lightpipes, II:39.27–39.32

angular uniformity of, II:39.31
applications for, II:39.32
length of, II:39.30
periodic distributions of, II:39.30
shapes of, II:39.27–39.30, 39.28f–39.30f
solid vs. hollow, II:39.30–39.31
tapered, II:39.12–39.13, 39.13f, 39.31f, 

39.31–39.32
LightTools (optical software), II:7.26

Light-trap silicon photodiodes, II:34.30
Limbal relaxing incisions, III:21.13
Limbus, III:21.1
Limiters:

cascaded, IV:13.6
optical, IV:12.32
self-protecting, IV:13.9
tandem, IV:13.6, 13.6f

Limiting, optical, IV:13.2 (see also Passive 
optical limiting)

Limiting noise, site of, III:11.24
Limiting resolution, of EBSSAs, II:31.27
Linac Coherent Light Source (LCLS), V:58.1
Line defects, IV:9.12–9.13
Line edge roughness (LER), in extreme 

ultraviolet lithography, V:34.6
Linear attenuation coefficient, V:31.1, 31.2
Linear colorimetry models, III:10.26–10.27, 

10.27f
Linear diattenuation and diattenuators, 

I:14.8, 14.17
Linear dispersion, V:38.7
Linear electro-optic (Pockels) effect, 

I:21.9–21.10; IV:12.2–12.3
and electro-optic modulators, V:7.6–7.11, 

7.8t, 7.11
and liquids, V:7.34
in OTDM networks, V:20.1, 20.18, 20.19

Linear image sensor arrays, II:32.2, 32.21–32.24, 
32.22f, 32.23f

Linear lasers, II:20.18–20.19, 20.19f
Linear magnification, I:18.4
Linear models (matrix algebra), III:10.1, 

10.46–10.47
Linear optical absorption, IV:16.18
Linear optical amplifiers (LOAs), V:19.14, 19.27
Linear optical properties (of semiconductors), 

IV:5.11–5.39, 5.12f, 5.13t
free carriers, IV:5.33–5.36, 5.35f–5.37f
impurity and defect absorption, IV:5.37–5.39, 

5.38f, 5.39f
interband absorption, IV:5.21–5.33

absorption near fundamental edge, 
IV:5.21f, 5.21–5.22

direct transitions, IV:5.22f–5.23f, 5.22–5.23
excitons, IV:5.25–5.29, 5.26t, 5.27f–5.28f
high-energy transitions above fundamental 

edge, IV:5.29–5.33, 5.30f–5.34f
indirect transitions, IV:5.23–5.24, 5.24f–5.25f
polaritons, IV:5.29
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Linear optical properties (of semiconductors) 
(Cont.):

lattice absorption, IV:5.13–5.20
impurity-related vibrational optic effects, 

IV:5.17–5.20, 5.18f–5.19f, 5.20t, 5.21f
multiphonon absorption, IV:5.16–5.17, 

5.17t
phonons, IV:5.13–5.16, 5.15f

and models of dielectric function, IV:5.12
Linear optics, III:17.1
Linear perspective, III:13.3
Linear polarization (OCT), III:18.21
Linear polarization analyzers, V:43.4, 43.4f
Linear polarization sensitivity, I:14.17
Linear polarizers, I:14.9, 14.10t, 15.7; 

V:43.2–43.3, 43.3f
Linear regime, for rare-earth-doped fiber 

amplifiers, V:14.3
Linear systems, coherence theory for, I:6.3–6.4
Linear tomography, V:31.5, 31.5f
Linear variable differential transformers 

(LVDTs), II:10.12
Linear visual mechanisms, III:11.3
Linear-chain model, of lattice vibrations, IV:5.8
Linearity (in general):

in paraxial matrix methods, I:1.66
of photoemissive detectors, II:24.41
of scatterometers, V:1.15
of systems of revolution, I:1.41
and transfer functions, I:4.2

Linearity of color-opponent mechanisms, 
III:11.66–11.70

Bezold-Brücke effect and invariant hues, 
III:11.67f, 11.67–11.68

color appearance
and chromatic adaptation, III:11.68
and chromatic detection and 

discrimination, III:11.69
and habituation, III:11.69–11.70

luminance and brightness, III:11.70, 11.70f
tests of linearity, III:11.66–11.67

Linearization, in optical systems, III:5.15
Line-by-line transmission programs, V:3.23, 3.24f
Line-scanned imaging systems, II:31.29
Line-spread function (LSF), III:1.21

in diffraction-limited eye, III:1.13
in ophthalmoscopic methods, III:1.23

Linewidth:
of lasers, V:9.8
spectral density and, II:22.4–22.5

Linewidth enhancement factor, V:13.17, 13.20
Link budget analysis, for fiber optic 

communication:
installation loss, V:15.6–15.7, 15.8t
optical power penalties, V:15.8–15.17, 15.10f, 

15.11f
Linnik interference microscopes, I:28.36–28.38, 

28.37f
Linnik interferometers, V:46.2
Lin-perp-lin polarization gradient cooling, 

IV:20.17–20.18, 20.18f, 20.19f
Liou Brennan schematic eye, III:15.6f, 15.7
Liouville’s theorem, I:1.22; V:54.11, 54.15, 

54.16, 63.15, 63.22
Lippich-type prisms, I:13.6, 13.12–13.13

Glan-Taylor, I:13.7, 13.9n, 13.10, 13.10f, 
13.11f, 13.12–13.14

half-shade, I:13.12n, 13.56
Marple-Hess, I:13.12, 13.13

Lippmann emulsions, II:29.4
Lippmann-Bragg holographic mirrors, 

IV:7.50
Liquid crystal (LC) cells, I:15.32f, 15.33f, 

15.33–15.35, 15.34t; V:8.25–8.28, 8.26f, 
8.27f, 8.28f

Liquid crystal displays (LCDs), III:22.34–22.40; 
V:8.29–8.35, 61.3

color, III:22.37–22.40
colorimetry of color pixels, III:22.38–22.39
controls and input standards, III:22.39
geometry of color pixels, III:22.37f, 

22.37–22.38
spatial variations in output, III:22.40
temporal variations in output, 

III:22.39–22.40
and Computer Vision Syndrome, III:23.7–23.8
defined, III:23.2
monochrome, operational principles of, 

III:22.34–22.37, 22.35f, 22.36f
in optical systems, III:5.16
reflections from, III:23.6
reflective, V:8.31f, 8.31–8.32
transmissive TFT, V:8.29–8.31, 8.30f
transreflective, V:8.32–8.35, 8.33f, 8.34f

Liquid crystal (LC) lenses, I:22.40–22.41, 22.42t
Liquid crystal on silicon (LCOS) panels, 

I:15.28
Liquid crystal retarders, I:15.21–15.23, 15.22f
Liquid crystal variable retarders (LCVRs), 

I:15.21–15.23, 15.22f
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Liquid crystals (LCs), IV:13.12, 13.12f
composition of, V:8.2–8.4, 8.3f
dielectric properties of, V:8.14–8.18, 8.15f, 

8.18f
elastic properties of, V:8.22–8.23, 8.23f
limitations of, V:8.37
optical properties, V:8.19f, 8.18–8.22, 

8.20f, 8.22f
phase transitions of, V:8.13, 8.13f, 8.14f
phases of, V:8.8f–8.13f, 8.11–8.12
physical properties of, V:8.13–8.23
in polymer/liquid crystal composites, 

V:8.36f–8.37f, 8.36–8.37
types of, V:8.4f–8.6f, 8.4–8.8, 8.7t–8.9t
viscosities of, V:8.24f, 8.23–8.25

Liquid Encapsulated Czochralski (LEC) 
technique, II:17.20, 17.21

Liquid immersion development, in xerographic 
systems, I:34.9, 34.10

Liquid laser gain media, II:16.31–16.32, 16.32f
Liquid lenses, I:22.37–22.41, 22.38f–22.41f, 22.42t
Liquid phase epitaxy (LPE), II:17.21–17.22, 

19.6, 19.19
Liquid spatial light modulators (LC-SLMs), 

III:15.11
Liquid-crystal-on-silicon (LCoS) displays, V:8.32
Liquid-metal anodes, V:54.13
Liquid-phase epitaxial (LPE) growth, I:21.17
Liquids, in electro-optic modulators, V:7.34
Lissajous-type figures, from Risley prisms, 

I:19.25, 19.26f
Lit-appearance modeling, II:40.21–40.23, 

40.23f, 40.24f
Lithium fluoride (LiF), IV:2.39t, 2.44t, 2.48t, 

2.57t, 2.69t
Lithium iodate (a-LiIO3), IV:2.39t, 2.46t, 2.48t, 

2.57t, 2.75t
Lithium niobate (LiNbO3), I:21.16–21.17, 

21.28, 21.33, 21.39; IV:2.39t, 2.46t, 2.48t, 
2.52t, 2.57t, 2.63t, 2.75t, 12.14, 17.1, 
17.4–17.13, 17.6f–17.11f; V:6.30, 
6.31, 6.31t

Lithium niobate (LiNbO3) modulators, V:13.2, 
13.48–13.55, 13.49f

electro-optic effect, V:13.49–13.51, 13.51f
electro-optic polymer, V:13.55
high-speed operation of, V:13.52–13.53
insertion loss in, V:13.53
as Mach-Zehnder modulators, 

V:13.51–13.52, 13.54f, 13.54–13.55

Lithium niobate (LiNbO3) modulators (Cont.):
phase modulation by, V:13.51
photorefractivity and optical damage of, 

V:13.54
polarization independence of, V:13.53
Y-branch interferometric, V:13.51–13.52

Lithium [6Li(n,a)] reaction, V:63.31
Lithium tantalate (LiTaO3), I:21.17; IV:12.14, 

17.14–17.15, 17.15f
Lithium triborate (LiB3O5) (LBO), IV:2.39t, 

2.46t, 2.51t, 2.56t, 2.63t, 2.75t, 17.1
Lithium-calcium-aluminum fluoride 

(LiCaAlF6) (LiCAF), IV:2.39t, 2.46t, 2.51t, 
2.57t, 2.63t

Lithium-drifted silicon x-ray detectors, 
V:60.6

Lithographic etching, II:18.3f, 18.3–18.4
Lithographic projection lens, II:6.10f
Lithography:

deep x-ray, I:22.7
electron-beam, V:40.8
extreme ultraviolet, V:34.1–34.6, 34.2t, 

34.3f–34.6f
extreme ultraviolet-interferometric, 

V:34.4–34.5, 34.5f
high aspect ratio microlithography, V:61.3
and holography, I:33.22f–33.24f, 33.22–33.24
interferometric, V:34.4
and miniature and micro-optics, 

I:22.18–22.25
with gray-scale masks, I:22.23f–22.25f, 

22.23–22.25
laser direct write fabrication, I:22.19–22.23, 

22.20f–22.22f
optical, V:34.1

Littrow configuration, of dispersive prisms, 
I:20.7f, 20.10

Littrow mirrors, I:20.4
L-I-V measurements, for SOAs, V:19.17, 19.17f
LLF1 glass (548458), IV:2.49t, 2.54t, 2.59t, 2.66t
LLL sensitivity, II:31.19, 31.20
Lloyd’s mirror, I:2.16, 2.17f, 2.18
Lobster-eye (LE) optics, V:48.2f, 48.2–48.4, 

48.3f, 49.3f–49.4f, 49.3–49.4
Lobster-ISS system, V:50.7
Local area networks, II:19.3
Local area networks (LANs), V:9.14, 21.7

power splitters and couplers in, V:18.2, 18.3f
standards for, V:23.2, 23.6, 23.7
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Local characterization methods (LCM) (color 
CRTs), III:22.24–22.27

individual colors, III:22.24–22.26
inverses, III:22.25
local regions of color, III:22.24–22.26
one-dimensional color spaces, III:22.25, 22.26
out-of-gamut colors, III:22.25

Local density approximation (LDA), IV:5.5
Local gain per unit length, of lasers, V:13.8
Local oscillators, V:9.13
Local shift variance, in grazing incidence x-ray 

optics, V:44.14
Local vibrational modes (LVM), IV:5.17, 5.18, 

5.19f, 5.20, 5.20f
Localization, III:4.14, 4.15, 8.4
Localization, in volume scattering, I:9.13–9.17, 

9.14f
Localized avalanche breakdown, II:17.28
Localized vibration, IV:5.82f, 5.83
Lockheed Martin, IV:6.46
Lock-in amplifiers, II:27.14, 27.14f, 27.15, 

38.10; IV:5.64
Log-amplitude structure function, V:4.5
Long duration exposure facility (LDEF), 

IV:6.17
Long trace profiler (LTP), V:46.4, 46.5, 46.5f
Long wavelength lasers, II:19.8
Long wavelength QW lasers, II:19.17f, 19.17–19.18
Long-exposure images, V:4.3–4.7
Long-exposure MCF, V:4.10
Longitudinal aberrations, I:1.87
Longitudinal acoustic (LA) phonons, IV:5.24, 5.25f
Longitudinal (axial) chromatic aberration 

(LCA), III:1.19, 1.20, 1.28, 8.8, 15.22
Longitudinal electro-optic modulators, V:7.16, 

7.17, 7.17f
Longitudinal horopter, III:13.8
Longitudinal Kerr effect, IV:18.11–18.15, 18.12f 

(see also Self-phase modulation)
Longitudinal laser modes, II:16.19f, 16.20, 16.20f
Longitudinal magnification, I:1.28, 1.52, 17.5
Longitudinal optic (LO) phonons, IV:5.24, 

5.25f, 5.79, 5.79f, 5.80
Longitudinal relaxation rate and time, IV:11.5
Longitudinal spatial modulation (LSM), 

V:6.12, 6.17
Longitudinal-mode (LO) frequencies, for 

crystals and glasses, IV:2.11, 2.12
Long-period gratings (LPGs), V:21.39, 21.39f, 

24.8–24.13, 24.9f–24.12f, 24.11t, 24.13t

Long-range motion discrimination mechanism, 
III:2.38

Long-wave infrared (LWIR) AOTFs, V:6.42
Long-wavelength infrared (LWIR), II:24.3, 

33.3–33.5, 33.6f
Lorentz model:

of absorption, IV:4.4
of dispersion, IV:8.14, 8.21

Lorentzian broadening, V:3.14
Lorentzian distribution of frequencies, I:10.7
Lorentzian line shape, II:16.6f
Lorentzian lineshapes, of spectra, V:2.13, 

56.4–56.7
Loss:

Akhieser, V:6.17
bend, V:11.21f, 11.21–11.22
connector, V:15.7, 15.8t
coupling, V:18.1
of fiber-optic components, V:18.1
insertion, V:7.36, 13.53, 18.1
installation, V:15.6–15.7, 15.8t
optical power, V:21.13–21.14
polarization-dependent, V:19.18, 21.18
radiation induced, V:15.17
splice, V:15.7, 15.8t
transmission, V:15.7

Loss hypothesis, III:10.14
Loupes, eye, I:17.9–17.10
Louvers, II:40.41, 40.45f, 40.46
Low cost (LC) FDDI, V:23.3
Low inertia scanners, I:30.43
Low leakage guidance, V:11.16, 11.17
Low temperature (LT), IV:18.3
Low-beam headlamps, II:40.64f, 40.64–40.67, 

40.65t, 40.66f, 40.66t
Low-frequency fluctuations (LFF), of lasers, 

V:13.23
Low-intensity carbon arc lamps, II:15.21–15.24, 

15.24f, 15.28f
Low-intensity reciprocity failure, of photo-

graphic films, II:29.12
Low-level mechanisms (color vision), III:11.80
Low-level-light (LLL) TV imaging, II:31.1–31.4
Low-light-level television (LLTV) systems, I:26.3
Low-order aberrations, III:15.1
Low-order flux models, of radiative transfer, 

I:9.12–9.13, 9.13f
Low-pressure enclosed arcs, II:15.35–15.47

black-light fluorescent lamps, II:15.35, 15.36t
electrodeless discharge lamps, II:15.36, 15.44
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Low-pressure enclosed arcs (Cont.):
germicidal lamps, II:15.35
hollow cathode lamps, II:15.35, 15.37t–15.43t, 

15.44f
Pluecker spectrum tubes, II:15.47, 15.47f, 

15.47t
spectral lamps, II:15.44, 15.45, 15.45f, 15.46f, 

15.46t
Sterilamps, II:15.35, 15.36f

Low-pressure lamps, II:15.36f
Low-pressure sodium (LPS) lamps, II:40.33–40.36

applications for, II:40.26t
characteristics of, II:40.25t
construction of, II:40.34f
emission spectrum of, II:40.35f

Low-Q cavities, IV:9.12
Low-speed photographic films, II:30.18–30.20
Low-temperature bolometers, II:24.31–24.32, 

24.32f, 24.33f, 28.5
Low-temperature (LT) grown photoconductors, 

II:26.23
Low-temperature (LT) molecular beam epitaxy, 

IV:18.21
LOWTRAN program, V:3.23–3.24, 

3.25f–3.26f
LOX8 glass, IV:6.57
L-shell emission lines, of elements, 

V:36.3t–36.8t
Lucalox lamps, II:15.30, 15.31f
Lu-Chipman polar decomposition, 

I:14.39–14.40
Lukosz-type super-resolving systems, 

I:6.9f, 6.9–6.10
Lumen (unit), II:36.6, 37.6, 39.2t
Lumen lighting simulation, II:40.17
Luminaires, II:40.24–40.50

applications for, II:40.26t
calculation of needed, II:40.16–40.17
characteristics of, II:40.25t
classification system for, II:40.43–40.45, 

40.43t, 40.44f
defined, II:40.1
design of, II:40.41–40.50

conics shapes and intensity distribution, 
II:40.43t

etendue and source coupling, 
II:40.41–40.42

luminaire classification system, 
II:40.43–40.45, 40.43t, 40.44f

methods, II:40.42–40.43, 40.43t

Luminaires (Cont.):
light sources for, II:40.24–40.41, 

40.27f, 40.28f
carbon arc sources, II:40.40
daylight, II:40.40f, 40.40–40.41
electrodeless lamps, II:40.36–40.37
electroluminescent sources, II:40.37–40.39, 

40.38f, 40.38t, 40.39f
fluorescent lamps, II:40.30–40.33, 40.31f, 

40.32f
glow lamps, II:40.39
high-intensity discharge lamps, 

II:40.33f–40.35f, 40.33–40.36
incandescent sources, II:40.25, 40.27–40.30, 

40.28f, 40.29f
low-pressure sodium lamps, 

II:40.33f–40.35f, 40.33–40.36
nuclear sources, II:40.39
pure Xe arc lamps, II:40.39
short arc sources, II:40.39

optics of, II:40.45–40.50
for artificial sources, II:40.45f, 

40.45–40.47, 40.46f
backlighting, II:40.47, 40.47f, 40.48f
for daylight sources, II:40.47–40.50, 

40.49f–40.51f
Luminance, II:37.4t, 37.5, 37.5f, 39.2t; 

III:11.37–11.39
calibration of, II:34.42
cone numerosity, III:11.38
defined, II:34.11, 34.40, 36.7, 40.1; III:2.29n, 

11.3, 23.3
and illuminance, II:37.9
of integrating cavities, II:39.26
luminous efficiency, III:11.37
luminous efficiency functions, III:11.37, 

11.38f
multiple cone inputs, III:11.49, 11.50f
multiple luminance signals, III:11.38–11.39, 

11.40f, 11.70, 11.70f
in nonimaging optics, II:39.2t, 39.3
uniformity of, II:40.7
units of, II:34.43
and visual acuity, III:4.11, 4.11f, 4.12

Luminance contrast, II:40.6, 40.10
Luminance mechanism, III:11.11
Luminance meters, II:40.52, 40.52f
Luminance pedestals, III:11.72, 11.74
Luminance ratio, II:40.7
Luminance ratios, for computer work, III:23.5
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Luminescence, I:31.17, 31.19f, 31.19–31.21
Luminescence excitation spectrometers, 

I:31.11f, 31.11–31.12
Luminescence spectrometers, I:31.5–31.12, 

31.8f, 31.11f
Luminescence spectroscopy, IV:5.69–5.75, 

5.70f, 5.72f–5.75f
Luminosity (étendue), I:1.22, 1.81, 13.7
Luminosity function, III:10.10, 10.16
Luminous efficacy, II:18.5
Luminous efficiency, II:17.15; III:11.37

and brightness, III:11.70, 11.70f
and chromatic adaptation, III:11.48f
variations in, III:11.33

Luminous efficiency functions, III:10.13, 
10.44–10.45, 11.33, 11.37, 11.38f

Luminous energy, II:37.4t, 37.6
Luminous exitance, II:37.4t, 37.5, 37.5f
Luminous exposure, II:37.4t, 37.6
Luminous flux, II:15.11, 34.10–34.11, 34.39, 

34.42, 37.4, 37.4t, 37.6, 38.2; III:23.3
Luminous flux density, II:34.11
Luminous intensity, II:15.11, 34.11, 34.40, 37.4, 

37.4t, 39.2t
defined, III:23.3
in stimulus specification, III:4.3–4.4

Lump amplification, V:21.44
Luneburg lens, I:1.21, 22.26; III:19.3 (see also 

Distributed-index planar microlenses)
Lux (unit), II:34.43, 36.7, 36.7t; III:23.3
Luxmeters, II:40.52f
Lux-second, II:29.6
Lyddane-Sachs-Teller (LST) relation, IV:2.11, 

5.14, 8.17
Lyman series, V:56.2
Lyot coronagraphs, I:29.5
Lyot stops, I:29.5, 29.5f, 29.37; II:7.8f–7.11f, 

7.8–7.10
Lyotropic liquid crystals (LCs), V:8.3, 8.5f
Lysozyme diffraction, V:53.12f, 53.12–53.14, 

53.13f

MacAdam ellipses, III:10.40
Mach-Zehnder devices, as fiber-based couplers, 

V:16.4–16.5, 16.5f
Mach-Zehnder filters, V:14.6, 21.39
Mach-Zehnder (MZ) interference filters, 

I:21.23, 21.24f, 21.25
Mach-Zehnder (MZ) interference microscopes, 

I:28.36, 28.37f, 28.39

Mach-Zehnder interferometers (MZIs), I:21.10, 
21.12, 21.14, 21.16, 21.32, 21.40, 32.3, 
32.3f, 33.5; III:5.24; IV:23.2f, 23.2–23.4

and Bragg grating sensors, V:24.8
and DPSK, V:21.33f, 21.33–21.34
and electro-optic modulators, V:7.22, 7.24, 

7.32, 7.38
and fiber Bragg gratings, V:17.8
integrated, V:20.18–20.19, 20.19f
in OTDM networks, V:20.22, 20.23f
SOAs in, V:19.31f, 19.31–19.32, 19.33f, 19.36
and supercontinuum generation, V:11.23

Mach-Zehnder (MZ) modulators, I:21.26, 
21.27f, 21.28, 21.32, 21.34

interferometric, V:13.51–13.52, 13.54f, 
13.54–13.55, 13.63

in WDM networks, V:21.30, 21.31f, 21.32f
MacNeille polarizers, IV:7.70–7.72, 7.71f, 

7.72f, 7.75f
Macrofocal reflectors, II:39.11
Macula lutea (yellow spot), III:7.1, 7.11
Macular pigment (MP), III:1.9, 1.11, 14.9–14.10
Macular pigment density:

adjustments for individual differences, 
III:10.17

and color matches, III:10.9
and variations in color matching, III:10.15

Magnesium, as p-type impurity, II:17.23
Magnesium oxide (MgO), V:2.20, 2.20f, 2.22
Magnesium-oxide doped stoichiometric 

lithium tantalite (MgO:sPPLT), 
IV:17.14–17.15, 17.15f

Magnetic brush development, in xerographic 
systems, I:34.5f–34.7f, 34.5–34.7

Magnetic circular dichroism (MCD), I:31.20, 
31.21; V:55.7f, 55.7–55.9

Magnetic circular polarization (MCP), I:31.21
Magnetic field modulation (MFM), I:35.19, 

35.19f, 35.20; IV:5.66t
Magnetic permeability, of water, IV:1.16
Magnetic resonance, optically detected, 

I:31.21–31.23, 31.22f, 31.23f
Magnetic resonance imaging (MRI), III:19.1
Magnetic shielding, II:27.10
Magnetic traps, IV:20.21–20.23, 20.22f
Magnetoabsorption, impurity, IV:5.51f, 

5.51–5.52
Magneto-optical (MO) disks, I:35.2
Magneto-optical (MO) modulators, I:15.23
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Magneto-optical (MO) properties (of 
semiconductors), IV:5.39–5.52, 5.41t

effect of magnetic field on energy bands, 
IV:5.40, 5.42, 5.42f

interband effects, IV:5.42–5.46, 5.43f–5.45f, 
5.47f

intraband or free-carrier effects, 
IV:5.47–5.52, 5.48f–5.51f

semiconductor nanostructures, IV:5.52
Magneto-optical (MO) readout, I:35.21–35.24, 

35.22f, 35.24f
Magneto-optical (MO) recording, I:35.25–35.28, 

35.26f, 35.27f (see also Optical disk data 
storage)

Magneto-optical traps (MOTs), IV:14.18, 
20.24f, 20.24–20.25, 20.26f

Magnetopolarons, IV:5.50
Magnetoreflection, IV:5.43, 5.44, 5.44f
Magnetorheological finishing (MRF), II:9.5
Magnetron sputtering, IV:7.11
Magnetron-sputtered multilayer Laue lenses 

(MLLs), V:42.5–42.7, 42.6f–42.8f
Magnification, I:1.28; II:1.4

afocal, I:18.5–18.6
angular, I:1.52, 1.78, 18.4
axial (longitudinal), I:1.28, 1.52, 17.5
with contact lenses, III:20.31–20.33

relative spectacle, III:20.32–20.33, 20.33f
spectacle, III:20.31–20.32

dia-, I:1.23
distortion by monocular magnification, 

III:13.13–13.16
bifocal jump, III:13.15f, 13.15–13.16
from convergence responses to prism, 

III:13.19
discrepant views of objects/images, 

III:13.16
motion parallax, III:13.14–13.15
perspective distortion, III:13.13, 13.14f
stereopsis, III:13.13, 13.14

distortion from interocular aniso-
magnification, III:13.16–13.19

aniseikonia, III:13.17–13.18
interocular blur suppression with 

anisometropia, III:13.18–13.19
lenses and prisms, III:13.16–13.17, 13.17f

errors of eye alignment induced by, 
III:13.25–13.27

by focal Gaussian lenses, I:1.52–1.53
by gratings and monochromators, V:38.7

Magnification (Cont.):
lateral, I:17.5
linear, I:18.4
longitudinal, I:1.28
and magnifiers, I:17.9–17.10
in microscopes, I:28.3–28.4
pupil, I:1.76
pupil angular, I:1.78
scan, I:30.5, 30.12–30.14
secondary, I:29.12, 29.38
in systems of revolution, I:1.42
transverse, I:1.28, 1.50–1.51
visual, I:1.28

Magnifiers, first-order layout for, II:1.8
Magnitude (optical aberrations), III:15.4
Magnitude estimation, in psychophysical 

measurement, III:3.8
Magnitude production, in adjustment 

experiments, III:3.5
Magnocellular laminae, III:2.12, 2.13, 2.13f
Maier-Saupe mean-field coupling constant, 

V:8.25
Main event loop, II:3.7
Maksutov objectives, I:29.19, 29.20
Maksutov sphere, II:14.7, 14.8f
Maksutov test, II:14.7–14.9, 14.8f
Malus-Dupin principle, I:1.12
Mammography, V:54.8, 59.3–59.4
Manchester (biphase) coding, V:20.9, 20.9f
Mandel QM parameter, II:23.26
Mandelbaum’s phenomenon, III:25.11–25.12
Mandell-Moore bitoric lens guide, 

III:20.17–20.19, 20.18t, 20.19f
Mangin elements, in objective design, I:29.6
Mangin objectives, I:29.7, 29.24
Mankiewicz Gebr. & Co., IV:6.35
Manly Rowe fraction, IV:15.15
Manufacturing error budget, for polymeric 

optics, IV:3.10
Mapping, of object and image space, I:1.27
Maréchal criterion, III:1.15
Marginal rays, I:1.75, 17.8, 29.37
“Marine snow,” IV:1.14, 1.29
Markov approximation, II:23.21
Markov random process approximation, for 

beam wander, V:3.31, 3.32
Marple-Hess prisms, I:13.12, 13.13
Martin Black, IV:6.3t, 6.12, 6.14, 6.15, 6.26f, 

6.28f, 6.46, 6.47f, 6.51f, 6.53f
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Martin Black coating, II:7.14f–7.16f, 7.14–7.17, 
7.23, 7.25f

Martin Marietta, IV:6.48, 6.53
Martin Optical Black, IV:6.5f
Masers, micro- (see Micromasers)
Mask layout, for binary optics, I:23.14–23.16, 

23.15f, 23.15t
Maskless lithography tool (MLT), I:22.23
Masks (for extreme ultraviolet lithography), 

V:34.2, 34.6
Masks (in experiments), III:3.2
Mass attenuation coefficients, for photons and 

metals, IV:4.48, 4.48t, 4.49
Mass density, of metals, IV:4.6
Mass-transport process, for miniature and 

micro-optics, I:22.45, 22.46f
Master groups, of zoom lenses, I:27.17
Master oscillator power amplifier (MOPA) 

systems, I:21.30, 21.30f; II:19.41; IV:17.6; 
V:25.2

free space designs, V:25.13–25.15, 25.15f
monolithic designs, V:25.16f, 25.16–25.17
nanosecond designs, V:25.31–25.32
narrow linewidths, V:25.30
ultrashort systems, V:25.33

Matched filtering, IV:12.28–12.29, 12.29f, 12.30f
Matched filters, for pattern recognition, 

I:11.12–11.13
Matching:

in adjustment experiments, III:3.4, 3.5
color (see Color matching)

Material designation, of crystals and glasses, 
IV:2.27–2.30, 2.29f

Materials:
formation of, for optics, II:9.3–9.4
specifications for, II:4.9
tolerancing and properties of, II:5.9

MathCad program, V:5.39
Mathematica program, V:5.39
Matrices:

amplitude scattering, I:7.10
for collineation, I:1.59–1.60
computing polarization with, I:12.27–12.30
density (coherency), I:12.29–12.30, 14.41
identity, I:14.8
Jones, I:7.10

in ellipsometry, I:15.30, 16.19
and Mueller matrices, I:14.3, 14.22–14.24, 

14.27, 14.33
tensor product of, I:14.23

Matrices (Cont.):
paraxial, and geometrical optics, I:1.65–1.74
Pauli spin, I:14.24, 14.41
point spread, I:15.36, 15.36f
power, I:1.67
for radiative transfer, I:9.11
for single scattering, I:9.16, 9.17
Stokes, I:14.4
T-matrix method, I:7.15
(see also Mueller matrices)

Matrix algebra, III:10.45–10.48
addition and multiplication, III:10.45–10.46
colorimetry, III:10.24–10.32

stimulus representation, III:10.24–10.27, 
10.25f, 10.26f

transformations between color spaces, 
III:10.29–10.32

vector representation of data, III:10.25f, 
10.27f, 10.27–10.29

glossary of notation in, III:10.5t
linear models, III:10.46–10.47
matrix transposition, III:10.46
simultaneous linear equations, 

III:10.47–10.48
singular value decomposition, III:10.48
special matrices and vectors, III:10.46
vectors and matrices, III:10.45

Matrix generators, I:14.27
Matrix theory for multilayer systems, 

IV:7.6–7.10, 7.9f
Matsushita, II:19.22
Matte, II:30.3
Maximal atomic coherence, IV:14.28–14.32, 

14.29f–14.32f
Maximal coherence, IV:14.3
Maximized D star, II:24.11
Maximum frequency deviation, of electro-optic 

modulators, V:7.35
Maximum likelihood sequence estimations 

(MLSEs), V:21.26
Maximum refractive index, for PCFs, 

V:11.9–11.10
Maximum saturation method (color matching), 

III:10.6f, 10.6–10.7
Maximum spectral luminous efficiency (of 

radiation), II:37.2
Maximum tolerable input jitter (MTIJ), 

V:15.16
Maximum usable temperature, of metals, 

IV:4.7, 4.55t
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Maximum-likelihood expectation maximization 
(MLEM), V:32.2

Maxwell equations, I:7.3
Maxwell fisheye (lens), I:1.21
Maxwell wave equation, IV:2.12
Maxwell-averaged Gaunt factors, V:56.10
Maxwell-Bloch equations, IV:11.6–11.7
Maxwell-Boltzmann distribution, IV:20.11; 

V:14.4
Maxwell-Boltzmann velocity distribution, I:31.24
Maxwell-Garnett mixing formula, I:9.8
Maxwell-Helmholtz-Drude dispersion formula, 

IV:2.12, 2.21–2.22
Maxwellian ideal imaging, I:1.17, 1.28, 1.38
Maxwellian view (viewing), III:5.4–5.8, 5.5f, 

6.1–6.14
advantages of, III:5.7
control of focus, III:5.4–5.5, 5.5f
defined, III:7.1
field of view, III:6.6f, 6.6–6.7
focus, III:6.5–6.6
interferometers, III:5.24
partial coherence, III:6.12–6.14
positioning of pupil in, III:5.9
pupil size, III:6.7–6.12

coherent illumination, III:6.9–6.12, 6.11t
incoherent target, III:6.7–6.9, 6.8f, 6.9t

retinal conjugate plane, III:5.5f
retinal illuminance, III:5.6–5.7, 6.3–6.5
size, III:5.5–5.6
spatial frequency content of stimuli, III:5.8
two-channel, III:5.21, 5.23f, 5.23–5.24

Maxwell’s electromagnetic theory, I:10.3
Maxwell’s equations:

and binary gratings, I:23.13
and Bremsstrahlung radiation, V:56.8
and coherence theory, I:5.2, 5.3
and diffraction, I:3.1, 3.2, 3.4
for electric and magnetic fields, IV:1.16, 1.17, 

5.52
for fiber-based couplers, V:16.2, 16.3
and laws of reflection and refraction, I:1.24
methods for solving, IV:9.2–9.3
for optical fields, IV:16.24
and optical waveguides, I:21.3, 21.5
and photonic crystal fibers, V:11.3, 11.6, 11.20
and refractive index, IV:2.6
for solids, IV:8.4–8.6
and surface scattering, I:8.4
and wave propagation, V:5.8

Maxwell’s method, for color matching, III:10.8, 
10.8f

Maxwell’s principle, II:30.16
Mazers (microwave amplification by 

z-motion-induced emission of radiation), 
II:23.45

McCarthy objective, I:29.32
McCollough effect, III:11.76, 11.77f
McKinley relays, I:18.18, 18.18f, 18.19
Mean coefficient of linear thermal expansion, 

IV:4.7
Mean-field approximation, I:7.16
Mean-field theory, of liquid crystals, 

V:8.22–8.23
Mean-sphere correction, III:1.6
Mean-square-spot size (MSS), II:3.15
Mean-time-to-failure (MTTF), II:25.13, 25.14
Measured horopter, III:13.8
Measurement(s), II:35.8–35.16

of absorptance, II:35.10
on coatings, IV:7.12–7.14
of emittance, II:35.14–35.16, 35.15f
of lighting, II:40.51–40.54, 40.52f, 40.53t, 

40.54f
of reflectance, II:35.10f–35.12f, 35.10–35.13, 

35.14t
with surfaces and processes, IV:6.9–6.10
terminology, II:35.2f, 35.2–35.3
of transmittance, II:35.8–35.10, 35.9f
(see also specific types of measurement, e.g.: 

Nonlinearity measurement)
Measurement noise, II:22.7–22.8
Measurement techniques, for semiconductors, 

IV:5.7, 5.56–5.83
ellipsometry, IV:5.67–5.69, 5.68f, 5.69f
inelastic light scattering, IV:5.76f, 5.76–5.83, 

5.78f–5.82f
instrumentation, IV:5.58–5.61, 5.59f, 

5.60f, 5.72
luminescence, IV:5.69–5.75, 5.70f, 

5.72f–5.75f
modulation spectroscopy, IV:5.64f–5.65f, 

5.64–5.67, 5.66t, 5.68f
reflection and transmission/absorption, 

IV:5.62–5.64, 5.63f
spectroscopic procedures, IV:5.56–5.58

Measurements Assurance Program (MAP), 
II:35.13

Mechanical assembly, of polymers, IV:3.14f, 
3.14–3.16, 3.15f
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Mechanical athermalization, II:8.8–8.12
active, II:8.11, 8.11f
by image processing, II:8.12
part active, part passive, II:8.11–8.12, 8.12f
passive, II:8.8f, 8.8–8.10, 8.9f, 8.10f

Mechanical cycling, of metals, IV:4.10
Mechanical distances, in focal Gaussian lenses, 

I:1.53
Mechanical scribing, II:17.24
Mechanical specifications:

for lenses, II:4.9
optical vs., II:4.2

Mechanical switches, for networking, V:18.4, 
18.5, 18.5f, 18.11, 18.11f, 18.12f

Mechanical tolerances, II:5.2
Mechanical vibrations, II:27.5, 27.6f
Mechanically clamped mountings, II:6.12, 6.13f
Mechanism direction (color vision), III:11.3, 

11.33
Mechanist approach (color vision) (see Color 

vision mechanisms)
Media access control (MAC), of FDDI, V:23.3
Media interface connectors (MICs), V:23.3
Medial images, I:29.11, 29.37
Medical imaging, V:31.1–31.10

applications of, V:31.9, 31.10
digital displays, V:31.8f–31.10f, 31.8–31.9
digital tomosynthesis, V:31.7–31.8
and inverse Compton x-ray sources, 

V:59.3–59.4
and polycapillary x-ray optics, V:53.14–53.16, 

53.15f–53.16f
radiography, V:31.1–31.4, 31.2f–31.4f
tomography, V:31.1, 31.5, 31.5f–31.7f, 

31.5–31.7
x-ray detectors for, V:61.2

Medicine, nuclear, V:32.1–32.4
Medium-bandpass filters, IV:7.78–7.83, 7.79f, 

7.80f, 7.82f–7.88f
Medium-format film, I:25.6
Medium-wavelength infrared (MWIR) 

radiation, II:24.3, 25.2, 33.3, 33.5, 33.6f
Meinel-Shack objective, I:29.28
Melanin, III:14.9–14.10
Mellin transforms, I:11.14; V:5.16
Melt data sheets, for glass, IV:2.29
Melted-resin arrays, I:22.42f–22.44f, 

22.42–22.45
Membrane mirrors (AO), III:15.1, 15.10f, 

15.10–15.12

Memory:
holographic, I:33.24–33.25
optical, IV:11.25, 12.34

Memory colors, II:30.21
Meniscus-shaped elements, IV:3.13
Mercury arc lamps, II:15.29, 15.29f–15.31f, 

15.34f
Mercury cadmium telluride (HgCdTe) 

detectors, II:24.86–24.92, 24.87f
infrared, II:33.7, 33.8f
photoconductors, II:24.86f, 24.88–24.90, 

24.89f–24.91f
photodetectors, II:25.10, 25.10t
photovoltaic, II:24.86f, 24.88f, 24.90–24.92, 

24.91f, 24.92f
Mercury cadmium telluride (Hg0.78Cd0.22Te) 

narrow-gap alloy, IV:5.73, 5.74f
Mercury-doped germanium detectors, 

II:24.84f, 24.92–24.95, 24.93f–24.95f
Mercury-free fluorescent lamps, II:40.31
Mercury-halide fluorescent lamps, II:40.33f
Mercury-vapor fluorescent lamps, II:40.30, 

40.31, 40.33f
Mercury-xenon lamps, II:15.34f
Meridianal rays, I:1.37
Meridians (meridional planes), I:1.27, 1.32
Meridional rays, I:1.35; II:3.3
Merit function, in optical design software, 

II:3.17
Mersenne objectives, I:29.9, 29.12
Mersenne telescopes, I:18.20
Mesa etching, II:18.3f, 18.3–18.4
Mesa photodiodes, II:25.14, 25.15f
Mesh topologies, of WDM networks, V:21.6
Mesocotyl, III:8.2
Mesopheric sodium lasers, V:5.32–5.34, 5.33f
Mesopic vision, II:34.37, 36.9, 37.2
Metal insulator semiconductor (MIS) photogate 

FPAs, II:33.10–33.11, 33.11f, 33.12f
Metal insulator semiconductors (MISs), II:33.4
Metal-dielectric multiple reflection cutoff 

filters, IV:7.59–7.60
Metal-dielectric multiple reflection filters, 

IV:7.111
Metal-dielectric reflectors, IV:7.81–7.82, 

7.108–7.109, 7.109f, 7.110f
Metal-insulator semiconductor (MIS) 

capacitors, I:26.2
Metallic mirrors, mounting of, II:6.19–6.20, 

6.20f
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Metallic reflecting coatings, IV:7.80–7.81
Metallic reflectors, IV:7.106f–7.109f, 7.106–7.108
Metallization, for SOAs, V:19.16, 19.16f
Metalorganic chemical vapor deposition 

(MOCVD), II:19.6–19.7, 19.20t, 19.23
Metal-organic chemical vapor deposition 

(MOCVD), IV:18.3
Metal-organic molecular beam epitaxy 

(MOMBE), I:21.17, 21.18
Metalorganic vapor phase epitaxy, II:17.21, 17.22
Metal-organic vapor-phase epitaxy (MOVPE), 

I:21.17–21.18
Metal-oxide semiconductors (MOSs):

linear arrays of, II:32.21–32.24, 32.22f, 32.23f
readouts from, II:32.20–32.21

Metal-oxide-semiconductor (MOS) area array 
image sensors, II:32.25–32.26, 32.26f

Metal-oxide-semiconductor (MOS) capacitors, 
I:26.2, 26.6; II:32.4f, 32.7–32.8

Metal-oxide-semiconductor (MOS) detectors, 
II:25.11, 25.11f

Metals, IV:4.1–4.70
absorptance of, IV:4.39, 4.40f–4.42f, 4.48, 4.49

and emittance, IV:4.49, 4.49f, 4.50t, 4.51t
and mass attenuation coefficients for 

photons, IV:4.48t
aluminum and aluminum alloys

absorptance, IV:4.40f, 4.48t, 4.51t
optical properties, IV:4.12t, 4.20f, 4.21f
penetration depth, IV:4.47f
physical properties, IV:4.52t, 4.54t
reflectance, IV:4.27t–4.28t, 4.40f, 4.44f, 4.46f
thermal properties, IV:4.55t, 4.56t, 4.57f, 

4.58t, 4.59f–4.60f, 4.65t, 4.66f, 4.69t, 
4.70t

beryllium
absorptance, IV:4.48t, 4.50t
optical properties, IV:4.12t, 4.21f, 4.26f
penetration depth, IV:4.47f
physical properties, IV:4.52t, 4.54t
reflectance, IV:4.28t–4.29t, 4.45f, 4.46f
thermal properties, IV:4.55t, 4.56t, 4.57f, 

4.58t, 4.59f–4.60f, 4.65t, 4.68f, 4.69t, 
4.70t

chromium
absorptance, IV:4.48t, 4.50t
optical properties, IV:4.13t–4.14t, 4.22f
physical properties, IV:4.54t
reflectance, IV:4.30t–4.31t
thermal properties, IV:4.69t

Metals (Cont.):
copper

absorptance, IV:4.40f, 4.48t, 4.50t
optical properties, IV:4.12t–4.13t, 4.22f
physical properties, IV:4.52t–4.54t
reflectance, IV:4.29t–4.30t, 4.40f
thermal properties, IV:4.55t, 4.56t, 4.57f, 

4.58t, 4.60f–4.61f, 4.65t, 4.66f, 4.69t, 
4.70t

germanium
absorptance, IV:4.48t
thermal properties, IV:4.69t, 4.70t

gold
absorptance, IV:4.40f, 4.48t, 4.50t, 4.51t
optical properties, IV:4.14t, 4.23f
physical properties, IV:4.52t, 4.54t
reflectance, IV:4.31t–4.32t, 4.40f
thermal properties, IV:4.55t, 4.56t, 4.57f, 

4.58t, 4.60f–4.61f, 4.65t, 4.66f, 4.69t, 
4.70t

interband transitions in, IV:8.21
Invar 36, IV:4.10t, 4.52t, 4.55t, 4.69t, 4.70t
iron

absorptance, IV:4.40f, 4.48t, 4.50t
optical properties, IV:4.15t, 4.23f
physical properties, IV:4.54t
reflectance, IV:4.32t–4.33t, 4.40f
thermal properties, IV:4.55t, 4.56t, 4.57f, 

4.58t, 4.62f–4.63f, 4.65t, 4.67f, 4.69t
mechanical properties of, IV:4.7–4.8
for mirror design, IV:4.8–4.10, 4.10t
molybdenum

absorptance, IV:4.41f, 4.48f, 4.48t, 4.50t, 
4.51t

optical properties, IV:4.15t–4.16t, 4.24f
physical properties, IV:4.52t, 4.54t
reflectance, IV:4.33t–4.35t, 4.41f
thermal properties, IV:4.55t, 4.56t, 4.58f, 

4.58t, 4.62f–4.63f, 4.65t, 4.67f, 4.69t, 
4.70t

nickel and nickel alloys
absorptance, IV:4.41f, 4.48t, 4.50t, 4.51t
optical properties, IV:4.16t–4.17t, 4.24f
penetration depth, IV:4.47f
physical properties, IV:4.52t, 4.54t
reflectance, IV:4.35t–4.36t, 4.41f, 4.47f
thermal properties, IV:4.55t, 4.56t, 4.57f, 

4.58f, 4.62f–4.63f, 4.65t, 4.67f, 4.69t, 
4.70t

nomenclature for, IV:4.3
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Metals (Cont.):
optical properties of, IV:4.3–4.6, 4.4f, 4.11

dielectric function, IV:4.26f
extinction coefficient, IV:4.11, 4.12t–4.19t, 

4.20f–4.26f
refraction index, IV:4.11, 4.12t–4.19t, 

4.21f–4.26f
penetration depth of, IV:4.47f
physical properties of, IV:4.6, 4.49, 4.52t–4.54t
platinum

absorptance, IV:4.41f, 4.48t, 4.50t, 4.51t
optical properties, IV:4.17t, 4.25f
physical properties, IV:4.54t
reflectance, IV:4.36t–4.37t, 4.41f
thermal properties, IV:4.69t, 4.70t

reflectance of, IV:4.11, 4.27t–4.39t, 4.40f–4.47f
semiconductors and dielectrics vs., IV:8.4
silicon

absorptance, IV:4.48t
physical properties, IV:4.52t
reflectance, IV:4.46f
thermal properties, IV:4.55t, 4.56t, 4.58f, 

4.58t, 4.63f–4.64f, 4.65t, 4.68f, 4.69t, 
4.70t

silicon carbide
absorptance, IV:4.49f, 4.50f
optical properties, IV:4.19t, 4.25f
physical properties, IV:4.52t
reflectance, IV:4.41f, 4.42f, 4.46f
thermal properties, IV:4.55t, 4.56t, 4.58f, 

4.58t, 4.63f–4.64f, 4.65t, 4.68f, 4.69t, 
4.70t

silver
absorptance, IV:4.42f, 4.48t, 4.50t, 4.51t
optical properties, IV:4.17t–4.18t, 4.26f
physical properties, IV:4.52t, 4.54t
reflectance, IV:4.37t–4.38t, 4.42f
thermal properties, IV:4.55t, 4.56t, 4.57f, 

4.58t, 4.60f–4.61f, 4.65t, 4.66f, 4.69t, 
4.70t

stainless steel
physical properties, IV:4.52t
thermal properties, IV:4.55t, 4.56t, 4.57f, 

4.58t, 4.62f–4.63f, 4.65t, 4.67f, 4.69t, 
4.70t

steel, IV:4.50t, 4.51t
tantalum, IV:4.50t, 4.69t, 4.70t
thermal properties of, IV:4.6–4.7, 4.53, 4.55

coefficient of linear thermal expansion, 
IV:4.56t, 4.57f, 4.58f

Metals, thermal properties of (Cont.):
elastic properties, IV:4.69, 4.69t
at room temperature, IV:4.55t
specific heat, IV:4.65t, 4.66f–4.69f
strength and fracture properties, IV:4.70, 

4.70t
thermal conductivity, IV:4.58t, 4.59f–4.63f

titanium, IV:4.48t, 4.50t, 4.52t, 4.55t
tungsten

absorptance, IV:4.42f, 4.48t, 4.50t, 4.51t
optical properties, IV:4.18t–4.19t, 4.26f
physical properties, IV:4.54t
reflectance, IV:4.38t–4.39t, 4.42f
thermal properties, IV:4.69t, 4.70t

zinc, IV:4.48t
Metal-semiconductor-metal (MSM) 

photodetectors, II:26.3, 26.4f; 
V:13.63, 13.73

Metamerism, III:10.7, 10.36–10.38, 10.37f
Metamers, III:10.1, 10.7
Meteorological optics, V:3.40–3.43, 3.41f–3.43f
Meter (unit), II:12.2
Meter, 1875 Treaty of the, II:34.20, 36.2
Meter candle (unit), II:34.43, 36.7
Method of constant stimuli, III:3.9
Metrology, optical, II:12.1–12.25

angle measurements, II:12.10–12.17
autocollimeters, II:12.11f, 12.11–12.12, 

12.12f
interferometric methods, II:12.14
levels (tools), II:12.13f, 12.13–12.14, 12.14f
mechanical methods, II:12.10–12.11, 12.11f
in prisms, II:12.14–12.16, 12.15f–12.17f
theodolites, II:12.13

curvature measurements, II:12.17–12.25
mechanical methods, II:12.17–12.19, 

12.18f, 12.19f, 12.19t
optical methods, II:12.19–12.21, 12.20f, 

12.20t, 12.21f
cw OPOs for, IV:17.28, 17.29
of diamond-turned optics, II:10.12f, 

10.12–10.13, 10.13f
focal length measurements, II:12.21–12.25, 

12.22f–12.24f
length measurements, II:12.2–12.10

interferometers, II:12.5–12.10, 12.7f–12.9f
stadia and range finders, II:12.2–12.4, 

12.3f, 12.4f
time-based and optical radar, II:12.4, 12.5, 

12.6f
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Metrology, optical (Cont.):
and magnetron-sputtered MLLs, V:42.6–42.7, 

42.7f, 42.8f
scatterometers in, V:1.16
straightness measurements, II:12.10
surface figure, V:46.3–46.6, 46.5f
surface finish, V:46.2
terminology, II:12.2
x-ray mirror, V:46.1–46.12

history of, V:46.1–46.2
profile analysis considerations, 

V:46.6–46.12, 46.7f, 46.10f
surface figure metrology, V:46.3–46.6, 46.5f
surface finish metrology, V:46.2

Metropolitan area networks (MANs), V:9.14, 21.7
MeV proton acceleration, IV:21.54, 21.54f
MH 2200 coating, IV:6.37, 6.38f
MHz (MegaHertz), III:23.3
Mica retardation plates, I:13.45–13.46
Mica spacers, IV:7.84f, 7.88–7.89
Michaelis-Menton function, III:2.14
Michel Lévy Color Chart, I:28.35f
Michelson contrast, in vision experiments, III:3.4
Michelson formula, III:4.8
Michelson interferometer, I:2.26f–2.27f, 

2.26–2.28, 32.2, 32.3f, 32.21, 33.4; II:12.5, 
12.6, 12.14; III:18.1; IV:5.60, 7.42, 7.104f; 
V:17.8f, 17.8–17.9

Michelson stellar interferometers, I:2.40f, 
2.40–2.41, 32.19, 32.19f

Microbeam irradiation, I:28.54
Microbolometer FPAs, II:33.13–33.14
Microbunches, of electrons, V:58.1
Microcalorimeter detectors, V:29.9–29.11, 

29.11f, 60.9, 60.9t
Microcavities, in 3D photonic crystals, 

IV:9.6–9.12, 9.7f, 9.8f
Microchannel plate (MCP) detectors, V:63.34
Microchannel plate tubes (MCPTs), II:24.32, 

24.33f, 24.40
Microchannel plates (MCPs), II:31.1, 31.9, 

31.9f, 31.12f, 31.12–31.14, 31.13f, 31.13t; 
V:49.2, 49.3f, 49.5f, 50.7, 60.7

Microchannel-plate image intensifiers (MCP IIs), 
II:31.7

high-voltage power supply for, II:31.9, 31.10f
proximity-focused, II:31.9, 31.9f, 31.16–31.18, 

31.17t, 31.18f, 31.19f
Microcreep strength, of metals, IV:4.8
Microdensitometers, II:29.6, 29.15f, 29.15–29.16

Microelectromechanical systems (MEMS), 
I:30.3; III:15.11

Micro-electromechanical systems (MEMS) 
mirrors and switches, V:18.8, 18.8f, 
18.11, 18.12f

Microfocus x-ray fluorescence (MXRF):
with doubly curved crystal diffraction, 

V:29.6–29.7, 29.8f–29.9f
monocapillary, V:29.4
polycapillary, V:29.4–29.6, 29.5f, 29.6f
ultrahigh resolution, V:29.9f–29.11f, 

29.9–29.11
Microfocusing, with refractive x-ray lenses, 

V:37.7–37.8
Micro-Fresnel lenses (MFLs), I:22.31f–22.33f, 

22.31–22.37, 22.35f–22.37f
Microinterferometers, II:10.13, 10.13f
Microkeratomes, III:16.13, 16.14
Microlens arrays, II:32.30, 32.31, 32.31f
Microlens Nipkow disk confocal microscope, 

III:17.1–17.2
Microlenses, II:12.24

distributed-index planar, I:22.26–22.31, 
22.27f–22.30f, 22.27t, 22.31t

micro-Fresnel lenses (MFLs), I:22.31f–22.33f, 
22.31–22.37, 22.35f–22.37f

molded glass, I:22.9–22.10, 22.10t, 22.11f, 
22.12t, 22.13t, 22.14f

molded plastic, I:22.10, 22.12–22.15
Micromachined membrane MEMS mirrors, 

III:15.11
Micromachining techniques, for binary optics, 

I:23.16, 23.16f, 23.17
Micromaser master equation, II:23.20–23.22
Micromasers, II:23.26–23.27, 23.27f, 23.45
Microminiature lamps, II:15.53
Micromirrors, I:22.23, 30.61–30.62, 30.62f
Micro-optical table (MOT) techniques, I:22.6, 

22.7f
Micro-optics (see Miniature and micro-optics)
Micro-optics-based components, for networking, 

V:18.1–18.12
attenuators, V:18.2, 18.9
beam splitters, V:18.6, 18.6f
circulators, V:18.3, 18.3f, 18.10
directional couplers, V:18.2, 18.3, 18.3f, 18.9, 

18.9f
Faraday rotators, V:18.7, 18.7f
filters, V:18.6
gratings, V:18.5–18.6, 18.6f
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Micro-optics-based components, for networking 
(Cont.):

GRIN-rod lenses, V:18.7, 18.8, 18.8f
isolators, V:18.3, 18.10, 18.10f
mechanical switches, V:18.4, 18.5, 18.5f, 

18.11, 18.11f, 18.12f
MEMS mirrors and switches, V:18.8, 18.8f, 

18.11, 18.12f
multiplexers/demultiplexers/duplexers, 

V:18.4, 18.4f, 18.10–18.11
network functions, V:18.2–18.5
polarizers, V:18.7, 18.7f
power splitters, V:18.2f, 18.2–18.3, 18.9, 18.9f
prisms, V:18.5, 18.5f

Microplasma formation, II:17.28
Micro-pore optics, V:49.1–49.6
Microsaccades, III:1.44
Microscopes, I:28.1–28.56

aperture-scanning microscopy, I:28.53–28.54
bright field microscopy, I:28.25, 28.27f, 

28.27–28.28
coherent diffraction, V:27.4f, 27.4–27.5, 27.5f
compound, I:17.10
confocal microscopy, I:28.49f, 28.49–28.51, 

28.51f
contrast in

bright field microscopy, I:28.25, 28.27f, 
28.27–28.28

dark field microscopy, I:28.28
Hoffman modulation contrast, I:28.29
interference microscopy, I:28.33–28.44, 

28.35f, 28.37f, 28.38f, 28.40f, 28.42f, 
28.43f

modulation transfer function, 
I:28.24–28.25, 28.25f, 28.26f

phase contrast, I:28.28–28.29, 28.29f
SSEE microscopy, I:28.29–28.33, 

28.30f–28.33f
dark field microscopy, I:28.28
differential-interference contrast, 

I:28.39–28.41, 28.40f
Dyson, I:28.41, 28.42, 28.42f
first-order layout for, II:1.8
fluorescent microscopy, I:28.48–28.49
history of, I:28.1–28.3
holographic, I:28.42, 28.43, 28.43f
imaging modes of, I:28.44f, 28.44–28.54, 

28.46f, 28.47f, 28.49f, 28.51f
interference microscopy, I:28.35f, 28.37f, 

28.38f, 28.42f, 28.43f

Microscopes (Cont.):
Jamin-Lebedev, I:28.38f, 28.38–28.39
lenses in, I:28.9–28.17, 28.10t, 28.11t, 

28.12f–28.16f
light field microscopy, I:28.53
Linnik, I:28.36–28.38, 28.37f
Mach-Zehnder, I:28.36, 28.37f
Mirau, I:28.41, 28.42, 28.42f
Nomarski, II:10.11, 10.11f
Nomarski microscope, V:46.2
optical arrangements in, I:28.3–28.9, 

28.4f–28.8f
optical path difference (OPD) in, 

I:28.33–28.34, 28.35f, 28.36
resolution, I:28.17–28.24, 28.18f–28.21f
scanning electron

and magnetron-sputtered MLLs, 
V:42.6–42.7, 42.7f, 42.8f, 42.13, 42.13f

and x-ray spectral detection, V:62.1–62.3, 
62.2f

specimen manipulation for, I:28.54–28.55
SSEE microscopy, I:28.29–28.33, 28.30f–28.33f
traveling, II:12.20, 12.21, 12.21f
x-ray, V:37.6

Microsource devices, V:28.7
Microstrain, of metals, IV:4.8
Microstrip detectors, V:63.32–63.33
Microstructured optical arrays (MOAs), 

adaptive, V:50.7–50.8, 50.8f
Microwave powered lamps (see Electrodeless 

sulfur lamps)
Microyield strength, of metals, IV:4.8, 4.70, 4.70t
Midget ganglion cells, III:2.10–2.11, 2.10n
Midsagittal plane, III:13.2
Mid-wave infrared (MWIR) AOTFs, V:6.42
Mie scattering, I:7.11, 7.12, 9.17; IV:1.15, 1.32, 

2.27; V:3.12, 3.16–3.18, 3.17f–3.19f
Mie theory, IV:1.40; V:11.7
Miesowicz viscosity coefficients, V:8.24
Military Sensing Information Analysis Center 

(SENSIAC), II:15.6
Miller algorithm, I:7.15
Miller’s rule, IV:10.9
Millilambert (unit), II:36.7
Milliphot (unit), II:36.7, 36.7t
Miniature and micro-optics, I:22.1–22.46, 22.46f

and binary optics, I:23.7f–23.8f, 23.7–23.8
design considerations, I:22.2–22.8
diamond turning, I:22.15–22.18, 22.16t, 

22.17f, 22.18f
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Miniature and micro-optics (Cont.):
distributed-index planar microlenses, 

I:22.26–22.31, 22.27f–22.30f, 22.27t, 
22.31t

drawn preform cylindrical lenses, I:22.45, 
22.46f

high-performance miniature systems, 
I:22.5–22.8

laser-assisted chemical etching (LACE), 
I:22.45

liquid lenses, I:22.37–22.41, 22.38f–22.41f, 
22.42t

and lithography, I:22.18–22.25, 22.20f–22.25f
mass-transport process, I:22.45, 22.46f
melted-resin arrays, I:22.42f–22.44f, 

22.42–22.45
micro-Fresnel lenses, I:22.31f–22.33f, 

22.31–22.37, 22.35f–22.37f
molded microlenses, I:22.8–22.15

molded glass, I:22.9–22.10, 22.10t, 22.11f, 
22.12t, 22.13t, 22.14f

molded plastic, I:22.10, 22.12–22.15
monolithic lenslet modules, I:22.25f, 

22.25–22.26
Miniature eye movements, III:1.44
Miniature lamps, II:15.53, 40.26t, 40.28f
Minimally distinct border (MDB), III:11.37
Minimum motion (MM), III:11.37
Minimum resolvable temperature (MRT) 

(of infrared detector arrays), II:33.2, 
33.27f, 33.27–33.28

Minimum signal, for solid-state cameras, 
I:26.13–26.14

Minkowitz distance-measuring interferometers, 
II:12.7, 12.8, 12.8f

Minority-carrier recombination, II:17.2
Minox camera, I:25.21
Minus filters, IV:7.43, 7.48, 7.49, 7.50f
Mirages, I:24.1, 24.2f; V:3.42f, 3.42–3.43, 3.43f
Mirau interference microscopes, I:28.41, 28.42, 

28.42f
Mircolens arrays, for agile beam steering, 

I:30.57–30.60
Mirror reflectivity, for VCSELs, V:13.44
Mirror scatter relationships (stray light), II:7.18
Mirror surface roughness:

and grazing-incidence neutron optics, 
V:64.2–64.3

and Wolter x-ray optics, V:47.3–47.5, 47.4f
Mirrored tiling, II:39.28, 39.30, 39.30f

Mirror-image effect, I:12.6
Mirrors:

aluminum, IV:7.106f–7.108f, 7.106–7.108
on amplifiers, II:16.3
bimorph, V:50.4, 50.4f, 50.6f
Bragg, V:13.28, 13.44
compound, I:30.15f, 30.15–30.16
and concentrators, II:39.17
conic, I:29.3f, 29.4f
deformable, V:5.4, 5.4f, 5.37f, 5.37–5.38, 5.38f
double-bounce Wolter, V:52.4
external, V:13.32–13.33, 13.33f
Fresnel’s, I:2.16, 2.16f
Goebel, V:26.10
graded reflectivity, IV:7.52
high-reflectivity, V:41.7–41.8, 41.8f
hot and cold, IV:7.58
Kirkpatrick-Baez, V:44.4, 44.4f, 63.21, 64.5f, 

64.5–64.6
Lippmann-Bragg holographic, IV:7.50
Littrow, I:20.4
Lloyd’s, I:2.16, 2.17f, 2.18
metals for, IV:4.8–4.10, 4.10t
in micro-electromechanical systems, V:18.8, 

18.8f, 18.12f
micromirrors, I:22.23, 30.61–30.62, 30.62f
mounting of [see Mounting (of optical 

components)]
for neutron optics, V:63.20–63.21, 63.21f
nonabsorbing, II:19.23–19.24
nonlinear optical loop, V:20.22
perfect, IV:7.47
phase conjugate, IV:12.7, 12.8f–12.9f, 

12.33–12.35
plane, I:1.25
point-spread function of, V:64.2
polarizing, V:63.28
in reflecting afocal lenses, I:18.20, 18.20f, 

18.21, 18.21f
reflection from, I:1.25
for scanners, I:30.14–30.16, 30.15f, 

30.60–30.62, 30.62f
self-pumped phase conjugate, IV:12.7, 

12.8f–12.9f
semiconductor laser amplifier loop optical, 

V:20.22
semiconductor saturable absorber, IV:18.3, 

18.10–18.11; V:25.3, 25.32
semilinear, IV:12.7, 12.8f
and SHADOW code, V:35.4, 35.5
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Mirrors (Cont.):
silver, IV:7.106f–7.108f, 7.107–7.109
super mirrors, IV:7.111
as thin lenses, I:1.55
threshold conditions with, II:16.10–16.12, 

16.11f
Wolter configurations, V:52.4, 64.6, 64.6f
(see also X-ray mirrors)

Misfocus, I:1.82
Mixed characteristic functions, I:1.13
Mixing rods (see Lightpipes)
M&M states, IV:23.14
Mobius strip, I:14.15
Modal approach, to wavefront error correction, 

V:4.35
Modal dispersion, II:17.34; V:15.9
Modal filtering, V:11.12–11.13, 11.13f
Modal gain per unit length, V:13.7, 13.8
Modal noise, V:15.16–15.17
Mode:

defined, III:8.2
and energy density distribution, III:8.15
in hair cells, III:8.25–8.26
in human photoreceptors, III:8.16f, 8.18f
in monkey/human retinal receptors, 

III:8.19–8.24, 8.22f
Mode field adaptors (MFAs), V:25.2, 

25.17–25.18
Mode field diameter (MFD), V:25.2
Mode hopping, V:13.13
Mode matching, in mode field adaptors, 

V:25.17, 25.17f
Mode partition noise, V:20.1

for fiber optic communication links, 
V:15.11f, 15.11–15.13

for laser diodes, V:13.19–13.20, 13.20f
Mode transformers, photonic crystal fibers 

and, V:11.26–11.27, 11.27f
Model eyes, III:21.13
Model-dependent characterization methods 

(MDCM) (color CRTs), III:22.27–22.33
conditions for use, III:22.30
gun independence, III:22.27–22.28
inverse transformations, III:22.32
measurement of parameters, III:22.31
normalization coefficients, III:22.31–22.32
out-of-gamut colors, III:22.32–22.33
partial models, III:22.30
phosphor constancy, III:22.28–22.29, 22.32
phosphor output models, III:22.29–22.30

Mode-locked fiber lasers, V:25.32–25.33
Mode-locked lasers, II:16.27–16.29, 16.28f, 

20.7; V:20.15–20.17, 20.16f
Modelocking:

additive pulse, IV:18.3, 18.14
colliding pulse, IV:18.3
cw, IV:18.5f
cw Q-switched, IV:18.5f
Kerr lens, IV:18.3, 18.14–18.15
passive, IV:18.8f, 18.8–18.9, 18.12–18.15
Q-switched, IV:18.4, 18.5, 18.5f
soliton, IV:18.8f, 18.12–18.14

Moderators, for neutron optics, V:63.12, 
63.14–63.15

Mode-stabilized lasers, II:19.18–19.19, 19.19f
Modified chemical vapor deposition (MCVD), 

V:25.2, 25.21, 25.26, 25.28
Modified lambda coupling, IV:14.24f
MODTRAN program, V:3.24
Modulated grating (MG) reflectors, V:13.36
Modulation:

amplitude, V:7.22–7.24, 7.23f, 7.24f
cross-gain, V:19.12, 19.13f, 19.27, 19.29f, 

19.29–19.30, 19.32, 19.35–19.36
cross-phase

in optical fibers, V:10.3–10.4
and SOAs, V:19.13, 19.30–19.32, 19.31f, 

19.33f, 19.35–19.36
and solitons, V:22.5, 22.13–22.15
in WDM networks, V:21.19

degree of, for electro-optic modulators, 
V:7.35–7.36

depth-of-amplitude, V:7.22
depth-of-phase, V:7.19
digital, V:6.33
direct, V:20.17f, 20.17–20.18
frequency, V:7.24–7.25, 7.25f
as laser stabilization technique, 

II:22.13–22.14
longitudinal spatial, V:6.12
in OTDM communication networks

direct and indirect, V:20.17f, 20.17–20.18
external, V:20.18–20.20, 20.19f, 20.20f

percent, V:7.35
phase, V:7.18–7.20

bulk electro-optic modulators, 
V:7.18–7.20

by lithium niobate modulators, V:13.51
polarization, V:7.20f, 7.20–7.22, 7.21f
pulse code, V:20.8

Bass_HOI_p001-234.indd   I.129Bass_HOI_p001-234.indd   I.129 10/7/09   2:21:07 PM10/7/09   2:21:07 PM

DO
 N

OT
 D

UP
LI

CA
TE



I.130  INDEX

Modulation (Cont.):
self-phase

in optical fibers, V:10.3–10.4
and solitons, V:22.3f, 22.3–22.4, 22.4f
in WDM networks, V:21.18–21.19, 21.19f

spatial light, V:6.4, 6.9
transverse spatial, V:6.11–6.12, 6.30, 6.31, 6.32
in WDM networks, V:21.27–21.36

basic concepts, V:21.27–21.29, 
21.28f–21.30f

carrier-suppressed return-to-zero and 
duobinary, V:21.30–21.33, 21.31f, 
21.32f

comparisons of, V:21.36, 21.36t, 21.37t
DPSK and DQSK, V:21.33f–21.35f, 

21.33–21.36, 21.36t, 21.37t
Modulation bandwidth, electro-optic 

modulators, V:7.34
Modulation (contrast) color spaces, III:10.19
Modulation efficiency, of electro-optic 

modulators, V:7.36
Modulation error ratio (MER), V:15.4–15.5
Modulation formats, for WDM networks, 

V:21.27–21.36
basic concepts, V:21.27–21.29, 21.28f–21.30f
carrier-suppressed return-to-zero and 

duobinary, V:21.30–21.33, 21.31f, 21.32f
comparisons of, V:21.36, 21.36t, 21.37t
DPSK and DQSK, V:21.33f–21.35f, 

21.33–21.36, 21.36t, 21.37t
Modulation instability, V:10.3
Modulation noise, II:24.11
Modulation response, of laser diodes, V:13.16f, 

13.16–13.17
Modulation spectroscopy, IV:5.64f–5.65f, 

5.64–5.67, 5.66t, 5.68f
Modulation thresholds, III:1.22
Modulation transfer:

with defocus, III:1.29
TCA effect on, III:1.20

Modulation transfer function (MTF), I:4.3; 
II:4.1, 4.2, 4.4, 4.5f, 4.8f, 29.18, 29.18t, 
29.19f, 30.5, 31.26–31.27, 33.2, 33.7

aberration-derived, III:1.22
in aging eyes, III:14.13
calculations, I:4.3–4.6, 4.4f, 4.5f
and camera lens performance, I:27.3f–27.5f, 

27.7f–27.16f, 27.18f–27.22f, 27.24, 27.25
and characteristics of objective detectors, 

I:28.16

Modulation transfer function (MTF) (Cont.):
and contrast of microscopes, I:28.24–28.25, 

28.25f, 28.26f
and development in xerographic systems, 

I:34.7
diffraction-limited, I:4.4f, 4.4–4.5, 4.5f
in diffraction-limited eye, III:1.13, 1.13f
double-pass, III:1.23
measurements of, I:4.6–4.8, 4.8f
for microscopes, I:28.24, 28.25f
and observed optical performance, 

III:1.24–1.25
and off-axis image quality, III:1.26–1.27
in ophthalmoscopic methods, III:1.23
and optical quality of IOLs, III:21.14
for scanners, I:4.6
and scattered light, III:1.21
for solid-state cameras, I:26.14
at specific wavelengths, I:17.38, 17.39
of uniformly illuminated apertures, I:30.9, 

30.10, 30.10f
of visual instruments, III:1.28
in young adult eyes, III:1.24f

Modulation transfer functions (MTFs):
for acousto-optic modulators, V:6.32–6.33
for polycapillary x-ray optics, V:53.15, 53.16f
for Schwarzschild objectives, V:51.1–51.2, 

51.2f
and SPECT imaging, V:32.3
for x-ray detectors, V:61.3

Modulators:
acousto-optic, V:6.23t, 6.31–6.35, 6.32f, 6.34t

acousto-optic frequency shifters, 
V:6.35

and Bragg diffraction, V:6.4, 6.6, 6.7, 6.14
image (scophony), V:6.34–6.35
multi-mode interference, V:13.2, 13.35
principle of operation, V:6.32, 6.32f

band-filling, V:13.62
electroabsorption

in fiber optic systems, V:13.55–13.60, 
13.56f

in OTDM networks, V:20.18, 20.20, 20.20f
electro-optic, II:22.14, 22.20; V:7.1–7.39, 

13.61, 20.18–20.19, 20.19f
applications for, V:7.36–7.39
bulk modulators, V:7.16–7.28, 7.21f, 

7.24f–7.28f
crystal optics and the index ellipsoid, 

V:7.3–7.7, 7.4f–7.6f, 7.8f–7.10f
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Modulators, electro-optic (Cont.):
and electro-optic effect, V:7.6–7.16, 

7.8t–7.10t, 7.14f, 7.16f
electro-optic sampling, V:7.36–7.37, 

7.37f–7.38f
and Euler angles, V:7.39
in fiber optic systems, V:13.61
geometries, V:7.16–7.18, 7.17f
laser mode locking, V:7.38–7.39
light propagation in, V:7.3
materials, V:7.33–7.34
in OTDM networks, V:20.18–20.19
performance criteria, V:7.34–7.36
sensors, V:7.38
traveling wave modulators, V:7.28–7.30, 

7.29f
waveguide or integrated-optic 

modulators, V:7.30–7.32, 7.31f–7.33f
electro-optical modulators, I:15.23
electrorefractive, V:13.61–13.62
integrated-optic, V:7.3, 7.30–7.32, 7.31f–7.33f
intensity, III:5.14
interferometric Mach-Zehnder, 

V:13.51–13.52, 13.54–13.55, 13.63
lithium niobate, V:13.2, 13.48–13.55, 13.49f
Mach-Zehnder, I:21.26–21.28, 21.27f, 

21.32, 21.34
interferometric, V:13.51–13.52, 13.54f, 

13.54–13.55, 13.63
in WDM networks, V:21.30, 21.31f, 21.32f

magneto-optical modulators, I:15.23
Nipi, V:13.62
photo-elastic, I:15.21, 16.13
polarization (retardance), I:15.20–15.24
semiconductor interferometric, V:13.63
separate confinement heterostructure for, 

V:13.4f, 13.5
traveling wave, I:21.26
waveguide, V:7.30–7.32, 7.31f–7.33f, 13.56, 

13.57f
MOFSET bucket brigades, II:33.17
Mohs scale, IV:2.31, 2.32f
Moiré deflectometry, II:12.23, 12.24f
Moiré grating, IV:22.11, 22.12f
Moiré tests, of spherical aberrations, 

II:13.26–13.27
Molasses, optical [see Optical molasses (OM)]
Molding, of polymers, IV:3.2, 3.12–3.13
Molecular absorption, V:3.12–3.15, 3.13f

Molecular absorption line database, V:3.22f, 
3.22–3.23, 3.23f

Molecular alignment, in strong fields, 
IV:21.22–21.23, 21.23t, 21.24f

Molecular beam epitaxy (MBE), I:21.17, 
21.18; II:17.21–17.23, 19.6, 19.7, 25.16; 
IV:5.7, 18.3

Molecular dissociation, IV:21.23
Molecular emission, V:3.18, 3.20, 3.20f
Molecular Expressions (website), I:28.3
Molecular gases, in standard atmosphere, 

V:3.6, 3.7t, 3.8f–3.9f
Molecular imaging, V:32.1
Molecular orientational Kerr effect, IV:16.3t
Molecular scattering, I:7.11
Molecular spectroscopy, V:2.5–2.6, 2.6f, 2.7f
Molecular targets, for SPECT imaging, 

V:32.1
Molecular tunnel ionization, IV:21.25f, 

21.25–21.26, 21.27f
Molecular weight, of crystals and glasses, 

IV:2.30
Molecules, strong field interactions with, 

IV:21.22–21.26
Coulomb explosion, IV:21.24–21.25
nuclear motion and alignment in, 

IV:21.22–21.23, 21.23t, 21.24f
triatomic and larger, IV:21.26
tunnel ionization and ionization distance, 

IV:21.25f, 21.25–21.26, 21.27f
Molybdenum:

absorptance of, IV:4.41f, 4.48f, 4.48t, 4.50t, 
4.51t

optical properties of, IV:4.15t–4.16t, 4.24f
physical properties of, IV:4.52t, 4.54t
reflectance of, IV:4.33t–4.35t, 4.41f
thermal properties of

coefficient of linear thermal expansion, 
IV:4.56t, 4.58f

elastic stiffness, IV:4.69t
moduli and Poisson’s ratio, IV:4.69t
at room temperature, IV:4.55t
specific heat, IV:4.65t, 4.67f
strength and fracture properties, IV:4.70t
thermal conductivity, IV:4.58t, 4.62f–4.63f

Moments normalization (technique), 
II:36.15–36.16, 36.15t, 36.16f

Momentum, family, IV:20.38
Monin-Obukhov similarity theory, 

V:3.31
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Monitors:
and Computer Vision Syndrome, III:23.6–23.8
interlaced, III:23.2
noninterlaced, III:23.3
in optical systems, III:5.16

Monkey photoreceptors, III:8.19–8.24, 8.22f
Monocapillary x-ray optics, V:28.5, 52.1–52.6, 

52.2f–52.5f, 52.2t
Monocentric Schmidt-Cassegrain objectives, 

I:29.16
Monocentric systems, I:29.37
Monochromatic aberration correction, 

I:23.6–23.7
Monochromatic imaging, in polycapillary x-ray 

optics, V:53.16–53.17, 53.17f
Monochromatic ocular aberrations, III:1.4, 

1.14–1.19
age-related, III:14.12–14.14, 14.13f
correction of, III:1.25, 1.26, 1.26f
off-axis, III:1.18f, 1.18–1.19
on the visual axis, III:1.15–1.18

Monochromatic sources of light, I:5.11
Monochromatic vision, III:10.16
Monochromators, II:35.9, 38.7–38.8, 

38.14f–38.16f, 38.14–38.16; IV:5.59–5.61
Bragg reflection, V:39.4, 39.5
Bragg reflections in, V:39.1, 63.24
crystal

and bent crystals, V:39.1–39.6, 39.2t, 39.3f, 
39.5f–39.6f

in neutron optics, V:63.23–63.25
Czerny-Turner, I:31.6
double-pass, I:20.9f
Dragon systems of, V:38.3
Grasshopper, V:38.3
Johansson bent/ground focusing, V:39.5
Perkin-Elmer Model 99, I:20.9f
and SHADOW code, V:35.4, 35.4f
spherical-grating, V:38.3
synchrotron radiation, V:39.6
toroidal-grating, V:38.3
Unicam prism-grating double-, I:20.10, 

20.13, 20.15f
in VUV and soft x-ray region, V:38.1–38.8

diffraction properties, V:38.1–38.3, 38.2f
dispersion properties, V:38.6–38.7
efficiency of, V:38.8
focusing properties, V:38.3f, 38.3–38.6, 

38.4t–38.5t
resolution properties, V:38.7

Monochromators (Cont.):
x-ray, V:30.1–30.4, 50.6–50.7
and x-ray diffraction, V:28.3, 28.4

Monochrome CRTs, III:22.3f, 22.3–22.4
controls for, III:22.7, 22.8f
design and operation of, III:22.3f, 22.3–22.4
standards for, III:22.14

Monochrome LCDs, operational principles of, 
III:22.34–22.37

Monoclinic crystals, IV:2.7t, 2.18, 2.47t, 8.9t, 
8.19t

Monocular cues, for perceived space, 
III:13.3–13.7

Monocular field:
horizontal angular extent of, III:1.38f
and stereopsis, III:1.38–1.42

Monocular magnification, distortion by, 
III:13.13–13.16

bifocal jump, III:13.15f, 13.15–13.16
from convergence responses to prism, 

III:13.19
discrepant views of objects/images, III:13.16
motion parallax, III:13.14–13.15
perspective distortion, III:13.13, 13.14f
stereopsis, III:13.13, 13.14

Monogon scanners, I:30.34–30.36
Monolithic built-up mirror substrate, II:6.18, 

6.18f
Monolithic fiber laser resonators, V:25.16
Monolithic FPAs, II:33.10–33.14, 33.11f, 33.12f
Monolithic LED displays, II:17.30
Monolithic lenslet modules (MLMs), I:22.25f, 

22.25–22.26
Monolithic silicon bolometers, II:28.10f, 

28.10–28.11
Monolithic tunable lasers, V:13.33–13.36, 

13.34f–13.36f
Monolithic two-dimensional (2D) laser arrays, 

II:19.39
Monovision:

with contact lenses, III:14.28
defined, III:12.13
with head mounted visual displays, III:13.32

Monte Carlo simulations, II:39.7
Mordants, II:30.4
Morel model of absorption, IV:1.24, 1.28
Morse interatomic potential, IV:2.16
Mosaic crystals, V:39.2
Mosaic II SSA cameras, II:31.29
Motion artifacts (OCT), III:18.15
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Motion detection/discrimination, III:2.36–2.40
optic flow fields, III:2.39f
thresholds, III:2.37f

Motion parallax, III:13.4, 13.5
defined, III:13.2
with monocular magnification, 

III:13.14–13.15
Motion perception, III:13.6–13.7
Mott-Wannier excitons (see Wannier excitons)
Mt. Pinatubo, V:3.10, 3.18, 3.39
Mt. Wilson telescope, V:5.27
Mounting (of optical components), II:6.1–6.24, 

6.17f, 6.17–6.18, 6.18f
and contact stresses, II:6.21
of domes, II:6.11, 6.12f
hard, II:6.2–6.4
of individual rotationally symmetric optics, 

II:6.2–6.5
lever-mechanism, II:6.19, 6.19f
of moderate-sized mirrors, II:6.17–6.20, 

6.20f
in multicomponent lens assemblies, 

II:6.5–6.11
drop-in assembly, II:6.6, 6.6f
lathe assembly, II:6.7–6.8, 6.8f
lens adjustments at assembly, II:6.8–6.11, 

6.10f
“poker chip” assembly, II:6.8, 6.9f
tightly-toleranced assembly, II:6.7, 6.7f

of small mirrors/prisms, II:6.11–6.17
bonded mountings, II:6.13–6.15, 6.15f
elastomeric mountings for mirrors, 

II:6.12
flexure mountings for small mirrors/

prisms, II:6.15–6.17, 6.16f
mechanically clamped mountings, II:6.12, 

6.13f
spring-loaded mountings, II:6.13, 6.14f

soft, II:6.4–6.5
and temperature effects, II:6.21–6.24, 6.22f
of windows, II:6.11, 6.11f

Moving electron beam exposure systems 
(MEBES), I:23.15, 23.16, 23.16f

Moving entry and exit pupils method 
(photoreceptor directionality), III:8.6

Mueller calculus, I:12.28–12.30
Mueller matrices, I:7.10, 14.1–14.42; V:1.14, 

19.18–19.19
about, I:14.3–14.4
coordinate system, I:14.19–14.20

Mueller matrices (Cont.):
and depolarization, I:14.30–14.31

depolarization index, I:14.32
generators of, I:14.33–14.39, 14.36f, 14.37f
nondepolarizing matrices, I:14.24–14.25, 

14.27–14.30
diattenuators/diattenuation, I:14.16f, 

14.16–14.19
in ellipsometry, I:15.30, 16.19–16.21, 16.20f, 

16.20t, 16.21f
and Jones matrices, I:14.22–14.24
normalization of, I:14.19
physically realizable, I:14.40–14.42
polar decomposition of matrices, 

I:14.39–14.40
and polarimetry, I:15.8–15.9, 15.11

elements of, I:15.13–15.14
in error analysis, I:15.28
singular value decomposition,

 I:15.25–15.27
polarizance, I:14.18
and polarization, I:14.7, 14.8, 14.25–14.27, 

14.33
average degree of polarization, 

I:14.32–14.33
degree of polarization surfaces and maps, 

I:14.31–14.32, 14.32f
ideal polarizers, I:14.8–14.10, 14.10t
nonpolarizing, I:14.8

for radiative transfer, I:9.11
for refraction and reflection, I:14.20–14.22
retarder, I:14.11, 14.12t, 14.13–14.15, 14.15f
for single scattering, I:9.16, 9.17
and Stokes parameters, I:14.4–14.6
transmittance, I:14.16–14.17

Mueller matrix bidirectional reflectance 
distribution function (MMBRDF), 
I:15.39, 15.39f, 15.40f

Mueller matrix formalism, III:18.1, 18.20, 
18.22

Mueller matrix polarimeters, I:15.26–15.27
Mueller polarimeters, I:15.4
Mueller vectors, I:15.15
Mueller-Jones matrices, I:14.24, 14.27–14.29 (see 

also Nondepolarizing Mueller matrices)
Müller cells, III:8.20–8.21, 14.11
Muller convention, I:12.6
Müller zone model, III:11.65f, 11.84, 11.85f
Müller zone theories, III:11.6, 11.7f
Multichannel Bragg cells (MCBC), V:6.30–6.31
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Multichannel detectors, II:38.9
Multicomponent lens assemblies, II:6.5–6.11

drop-in, II:6.6, 6.6f
lathe, II:6.7–6.8, 6.8f
and lens adjustments, II:6.8–6.11, 6.10f
“poker chip,” II:6.8, 6.9f
tightlytoleranced, II:6.7, 6.7f

Multicomponent polarizers, IV:7.69
Multicore fibers, V:25.2, 25.22
Multidomain vertical alignment (MVA) cells, 

V:8.25, 8.27–8.28
Multielectron atoms, I:10.10–10.11
Multi-energy imaging, V:54.9–54.10
Multi-fiber push on (MPO) connectors, V:23.8
Multifocal lenses, I:23.12, 23.12f, 23.13f

contact lenses, III:14.28, 20.2
intraocular lenses, III:21.1, 21.14–21.18, 

21.15f, 21.16f, 21.16t, 21.18f
Multifoil Kirkpatrick-Baez optics, V:48.3f, 

48.3–48.4
Multifoil lobster-eye optics, V:48.2f, 48.2–48.4, 

48.3f
Multifoil optics (MFO), V:48.1–48.4, 48.2f, 

48.3f
Multilayer (ML) coatings, IV:7.96–7.98, 19.4
Multilayer Laue lenses (MLLs):

with curved interfaces, V:42.14, 42.15f
and hard x-rays, V:42.1–42.17

history of, V:42.2f, 42.2–42.4, 42.3f
instrumental beamline arrangement and 

measurements for, V:42.9f–42.12f, 
42.9–42.10

limitations of, V:42.15–42.17, 42.16f–42.17f
with magnetron-sputtered MLLs, 

V:42.5–42.7, 42.6f–42.8f
on MLLs with curved interfaces, V:42.14, 

42.15f
Takagi-Taupin calculations for, 

V:42.12–42.14
volume diffraction calculations for, 

V:42.4–42.5, 42.5f
with wedged MLLs, V:42.12–42.13, 42.13f, 

42.14f
history of, V:42.2f, 42.2–42.4, 42.3f
instrumental beamline arrangement and 

measurements of, V:42.9f–42.12f, 
42.9–42.10

limitations of, V:42.15–42.17, 42.16f–42.17f
magnetron-sputtered, V:42.5–42.7, 42.6f–42.8f
Takagi-Taupin calculations for, V:42.12–42.14

Multilayer Laue lenses (MLLs) (Cont.):
volume diffraction calculations for, 

V:42.4–42.5, 42.5f
wedged, V:42.12–42.13, 42.13f, 42.14f
and x-ray/neutron optics, V:26.10

Multilayer reflectors, IV:7.39–7.53
of absorbing materials, IV:7.37–7.38, 7.38f
all-dielectric broadband reflectors, IV:7.39, 

7.40f, 7.45f–7.47f, 7.45–7.47
coatings for ultrafast optics, IV:7.47–7.48, 7.48f
for far-infrared region, IV:7.52, 7.52f
graded reflectivity mirrors, IV:7.52
imperfections in, IV:7.40–7.43, 7.41f–7.43f
for interferometers and lasers, IV:7.39f–7.40f, 

7.39–7.40
narrowband reflection coatings, IV:7.43, 

7.44f
rejection filters, IV:7.48–7.50, 7.49f–7.51f
for soft x-ray and XUV regions, IV:7.53
in two-material periodic multilayers theory, 

IV:7.37–7.38, 7.38f
Multilayers, V:41.1–41.10

and calculation of multilayer properties, 
V:41.3–41.4

for diffractive imaging, V:41.9–41.10, 41.10f
fabrication and performance of, V:41.4–41.9, 

41.5f, 41.6t, 41.7t, 41.8f
matrix theory for, IV:7.6–7.10, 7.9f
periodic, V:42.5–42.6, 42.6f

[(0.5A)B(0.5A)]N, IV:7.35, 7.36f
nonabsorbing [AB]N and [AB]NA, 

IV:7.32–7.34, 7.33f–7.35f
[xH.(1-x)L]N.xH, IV:7.37

properties of, V:41.1–41.3, 41.2f
and x-ray diffraction, V:28.5, 28.5f

Multilongitudinal mode Fabry-Perot laser, 
V:9.7–9.8

Multimode fibers, for E-LEDs, V:13.40
Multimode interference (MMI) modulators, 

V:13.2, 13.35
Multimode interferometric Mach-Zehnder 

modulators, V:13.54f, 13.54–13.55
Multipath interference noise, V:15.13–15.14
Multiphase reflectors, II:39.39
Multiphonon absorption, IV:5.16–5.17, 5.17t, 

5.18f, 19.6
Multiphoton absorption:

of crystals and glasses, IV:2.15–2.17, 
2.16f, 2.17f

of solids, IV:8.30–8.31
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Multiphoton ionization (MPI), IV:21.10–21.12, 
21.11f

Multiphoton refraction, of crystals and glasses, 
IV:2.15–2.17, 2.16f, 2.17f

Multiple anti-Stokes scattering, IV:15.2t
Multiple beam interference, I:2.28–2.36

diffraction gratings, I:2.28–2.29, 2.29f, 2.30f
Fabry-Perot interferometers, I:2.33–2.36, 

2.34f, 2.35f
plane-parallel plates, I:2.30f, 2.30–2.33, 

2.32f, 2.33f
Multiple bound excitons, IV:5.26t
Multiple cavities, in polymeric optics, IV:3.10
Multiple Mirror Telescope (MMT), V:5.5
Multiple quantum well (MQW) lasers, 

V:13.24–13.25
Multiple quantum well (MQW) LEDs, 

II:18.1, 18.2f
Multiple quantum wells (MQWs), IV:12.22f, 

12.22–12.23; V:20.20
Multiple Raman scattering, IV:15.2–15.3, 

15.2t
Multiple Raman Stokes generation, 

IV:15.38–15.40, 15.40f
Multiple scattering, V:3.21, 3.21f
Multiple (volume) scattering, I:9.2, 9.3, 

9.8–9.17
analytical theory of, I:9.9f, 9.9–9.10
depolarization, I:9.16–9.17, 9.17f
effective-medium representation, I:9.8
radiative transfer, I:9.10–9.13, 9.11f, 9.13f
speckle patterns, I:9.15f, 9.15–9.16
weak localization, I:9.13–9.17, 9.14f

Multiple Stokes scattering, IV:15.2–15.3, 
15.2t, 15.3t

Multiple surface concentrators, II:39.16–39.17, 
39.17f

Multiple wafer transducers, II:22.18–22.19
Multiple-angle-of-incidence ellipsometry 

(MAIE), I:16.3
Multiple-beam Bragg diffraction (MBD), 

V:43.6–43.8, 43.7f
Multiple-Bragg-beam interference, V:43.1
Multiple-layer surfaces, IV:6.26, 6.26f–6.27f
Multiple-order retardation plates, 

I:13.47–13.48
Multiple-pass interferometers, II:13.13
Multiple-reflection filters, IV:7.111f–7.113f, 

7.111–7.113
Multiple-reflection interferometers, II:13.13

Multiple-resonant oscillators, IV:17.16–17.21
doubly-resonant, IV:17.16–17.17
pump-enhanced singly resonant, 

IV:17.17–17.20, 17.18f–17.20f
triply-resonant, IV:17.20–17.21, 17.21f

Multiple-segment LED displays, II:17.31
Multiple-track read-write with diode laser 

arrays, I:35.28
Multiplexed image scanning, I:30.23, 30.24f
Multiplexed sensors, for fiber interferometers, 

I:32.16
Multiplexers and multiplexing:

for networking, V:18.4, 18.10–18.11, 18.11f
optical add/drop, V:21.2, 21.8, 21.8f, 21.9f
in OTDM networks, V:20.1, 20.3–20.12, 

20.5f–20.11f, 20.13f
parallel, V:20.12
serial, V:20.12
spatial multiplexing, I:23.8
time-division, V:9.12, 20.3, 21.3
(see also Wavelength division multiplexing)

Multiplicative adaptation, III:2.26
Multiplier photodiodes, II:24.11
Multiplier phototubes [see Photomultiplier 

tubes (PMTs)]
Multiplier tubes, II:24.6
Multipliers, serial incoherent matrix-vector, 

I:11.17–11.18, 11.18f
Multipop (film exposure technique), II:30.22
Multiquantum well (MQW) lasers, II:19.14, 

19.15, 19.15f, 19.24, 19.25t
Multiquantum wells (MQWs), V:2.11, 19.7, 

19.11f, 19.21
Multiquantum-well buried heterostructure 

(MQW BH) lasers, II:19.25t
Multishot laser-induced damage, IV:19.4
Multispeed choppers, II:15.14
Multivapor arcs, II:15.29, 15.30f, 15.31f
Multiwire proportional counters (MWPCs), 

V:63.31–63.32
Multizone intraocular lenses, III:14.28–14.29
Munnerlyn’s equations, III:16.15
Murty’s lateral shear interferometer, II:12.14, 

13.12f
Musculoskeletal, III:23.3
Mutual coherence function (MCF), I:2.36f, 

2.36–2.38, 5.4, 5.10, 6.2–6.3; V:4.4, 4.7, 4.10
Mutual intensity, I:5.11, 6.3–6.4, 6.7, 6.8
Mutually incoherent beam couplers, 

IV:12.7, 12.8f
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Mutually pumped phase conjugators (MPPCs), 
IV:12.7

Mylar film, II:29.4
Myoid, III:8.2
Myopia (nearsightedness), III:1.6, 1.18, 12.4, 16.5

correction of, III:13.17–13.18, 16.7–16.8
defined, III:13.2, 19.1, 23.3
and early presbyopia, III:12.8
empty field, III:1.33
and focus of collimated light, III:12.3f
instrument, III:1.34–1.35
night (twilight), III:1.34
refractive surgery for, III:12.14

N (optical constant of water), IV:1.17, 1.17f
N on 1 annealing, IV:19.3, 19.4
N00N state, IV:23.9–23.12, 23.10f, 23.11f
Nakamura biplates, I:13.56
Nanofocusing, of hard x-rays (see Hard x-rays, 

nanofocusing of)
Nanofocusing lenses (NFLs), V:37.8–37.11, 

37.9f, 37.10f
Nano-optic-measuring (NOM) machine, V:46.5
Nanoplasma, in clusters, IV:21.34–21.35, 21.35f
Nanosecond fiber systems, V:25.30–25.32
Nanostructure semiconductors, IV:5.52
Nanostructuring, IV:6.55, 6.59f
Nanotubes, IV:6.55, 6.59f
Naperian absorption coefficient, III:8.9
Narrow linewidth fiber lasers, V:25.29–25.30
Narrowband filters, I:3.3
Narrowband reflection coatings (narrowband 

rejection filters), IV:7.43, 7.44f, 7.49
Narrow-bandpass filters, IV:7.78–7.83, 7.79f, 

7.80f, 7.82f–7.88f, 7.88–7.89, 7.89f
NAS polymer, IV:3.4t
National Physical Laboratory (NPL), II:15.4
National Search Engine for Standards, II:4.11
Natural broadening, emission-line, II:16.5, 16.6
Natural broadening, of lineshapes, I:10.7
Natural color (NC) film, II:30.27
Natural guide star (NGS) sensing, V:5.21
Natural line width, of spectral lines, V:56.4–56.5
Natural linewidth (of transition), II:16.5
Natural stop shift, of lenses, I:22.3
Natural waters, IV:1.3, 1.13–1.15
N-BaF10 glass (670472), IV:2.49t, 2.54t, 2.59t, 

2.67t
N-BaK4 glass (569560), IV:2.49t, 2.54t, 

2.59t, 2.66t

N-BaLF4 glass (580537), IV:2.49t, 2.54t, 
2.59t, 2.66t

N-BaSF64 glass (704394), IV:2.49t, 2.54t, 
2.59t, 2.67t

NbF1 glass (743492), IV:2.49t, 2.54t, 2.59t, 2.67t
N-BK7 glass (517642), IV:2.49t, 2.54t, 2.59t, 2.66t
NBS Black, IV:6.49–6.50, 6.50f
Near Bragg diffraction, V:6.8–6.9, 6.12
Near field, V:4.10
Near infrared (NIR) radiation, II:24.3, 25.2
Near triad, III:1.30
Near-field diffraction, V:27.2–27.3, 27.3f
Near-IR crystals, visible, IV:10.21t, 10.22t
Nearpoint, III:23.3
Nearsightedness (see Myopia)
Near-UV spectrum, semiconductor interactions 

with, IV:5.4f, 5.5
Negative color photographic films, 

II:30.25–30.28, 30.27t
Negative core-cladding index difference, of 

photonic crystal fibers, V:11.14f–11.17f, 
11.14–11.17

Negative hydrogen (H−) ions, V:2.3
Negative lenses, IV:3.13
Negative orders of radiation, V:40.1
Nematic phase, of liquid crystals, V:8.8, 8.11, 

8.11f 
Neodymium (Nd) glass lasers, II:16.32–16.33
Neodymium-doped fibers, V:25.23t, 

25.23–25.24
Neodymium-yttrium vanadate (Nd:VO4) 

lasers, II:16.33
Neodymium-yttrium-aluminum-garnet 

(Nd:YAG) lasers, II:16.32–16.33
Neodymium-yttrium-lithide-fluoride (Nd:YLF) 

lasers, II:16.33
Neon signs, II:40.39
Neoprene, IV:6.32f, 6.34f
Nernst glower, II:15.14, 15.15, 15.17, 15.17f, 

15.19, 15.19f
Nesonian illumination (see Abbe illumination 

system)
Net complex amplitude, I:2.5
Net irradiance, of water, IV:1.5t, 1.7f, 1.9
Networking, micro-optics-based components 

for, V:18.1–18.12
attenuators, V:18.2, 18.9
beam splitters, V:18.6, 18.6f
circulators, V:18.3, 18.3f, 18.10
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Networking, micro-optics-based components 
for (Cont.):

directional couplers, V:18.2, 18.3, 18.3f, 
18.9, 18.9f

Faraday rotators, V:18.7, 18.7f
filters, V:18.6
gratings, V:18.5–18.6, 18.6f
GRIN-rod lenses, V:18.7, 18.8, 18.8f
isolators, V:18.3, 18.10, 18.10f
mechanical switches, V:18.4, 18.5, 18.5f, 

18.11, 18.11f, 18.12f
MEMS mirrors and switches, V:18.8, 18.8f, 

18.11, 18.12f
multiplexers/demultiplexers/duplexers, 

V:18.4, 18.4f, 18.10–18.11
network functions, V:18.2–18.5
polarizers, V:18.7, 18.7f
power splitters, V:18.2f, 18.2–18.3, 18.9, 18.9f
prisms, V:18.5, 18.5f
(see also related topics, e.g.: Communication 

networks and systems)
Networks, 3D photonic crystals and, IV:9.4–9.5
Neumann’s principle, IV:2.5
Neural networks, IV:12.33–12.35
Neuronal receptive fields, resolving capacity of 

the eye and, III:4.6
Neutral arsenic antisite (AsGa0), IV:18.3
Neutral atoms, trapping of, IV:20.21–20.39

in atomic beam brightening, IV:20.27f, 
20.27–20.28

in atomic clocks, IV:20.28
in Bose-Einstein condensation, 

IV:20.35–20.37, 20.36f
in dark states, IV:20.37–20.39, 20.38f
with magnetic traps, IV:20.21–20.23, 20.22f
with magneto-optical traps, IV:20.24f, 

20.24–20.25, 20.26f
in optical lattices, IV:20.31–20.34, 

20.32f–20.34f
with optical traps, IV:20.23f, 20.23–20.24
in ultracold collisions, IV:20.28–20.31, 

20.30f, 20.31f
Neutral attenuators, IV:7.105, 7.105f
Neutral density filters, II:40.52
Neutral filters, IV:7.67, 7.67f–7.68f
Neutron attenuation, V:63.11–63.12
Neutron collimation, V:63.15–63.16
Neutron filters, V:63.18t, 63.18–63.19, 63.19f
Neutron gravity spectrometer, V:63.21f
Neutron guides, V:63.15–63.18, 63.17f

Neutron optics, V:63.3–63.34
detection in, V:63.31–63.34
devices for, V:63.15–63.19, 63.17f, 63.18t, 

63.19f
diffraction and interference in, 

V:63.23–63.27, 63.27f
grazing-incidence, V:64.1–64.7

diffractive scattering and mirror surface 
roughness, V:64.2–64.3

imaging focusing optics, V:64.3–64.7, 
64.4f–64.7f

materials of optical elements, V:64.7
total external reflection, V:64.1–64.2

and neutron physics, V:63.3–63.5
and neutron sources, V:63.12–63.15, 63.13f
polarization techniques for, V:63.27–63.30, 

63.30f
refraction and reflection in, V:63.19–63.23, 

63.21f, 63.23f
scattering lengths and cross sections, 

V:63.5–63.12, 63.6t, 63.10t
neutron attenuation, V:63.11–63.12
scattering length density, V:63.9–63.11, 

63.11f
and x-ray optics, V:26.5–26.11, 26.8f, 26.9f, 

26.11f, 36.2f
Neutron physics, V:63.3–63.5
Neutron polarization, V:63.27–63.29, 63.30f
Neutron production, fusion, IV:21.53
Neutron scattering, I:9.6
Neutron scintillators, V:63.33
Neutron zone plates, V:63.25
Neutrons:

epithermal, V:63.18
MCP detectors for, V:63.34
scattering cross sections of, V:63.6t, 

63.6–63.9, 63.10t
scattering length densities of, V:63.9–63.11, 

63.11f
scattering lengths of, V:63.5–63.9, 63.6t, 

63.10t
thermal, V:63.3
total integrated scatter of, V:64.2–64.3
(see also Neutron optics)

Newton interferometers, I:2.25
Newton ring method, I:29.22
Newtonian form, of Gaussian equations, I:18.4
Newtonian imaging equation, I:17.8
Newtonian objectives, I:29.6
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Newtonian viewing [see Optical generation of 
visual stimulus, free (newtonian) viewing]

Newton’s equation, for Gaussian focal lenses, 
I:1.49

Newton’s ring pattern, I:2.10, 2.19, 2.25–2.26
NeXT spacecraft, V:47.10
Nextel 2010, IV:6.35, 6.37
Nextel Suede Coating Series 3101-C10, IV:6.37, 

6.38f, 6.53f
N-F2 glass (620364), IV:2.49t, 2.54t, 2.59t, 2.67t
N-FKS glass (487704), IV:2.49t, 2.54t, 2.59t, 

2.66t
Nickel:

absorptance of, IV:4.41f, 4.48t, 4.50t, 4.51t
optical properties of, IV:4.16t–4.17t, 4.24f
penetration depth, IV:4.47f
physical properties of, IV:4.52t, 4.54t
reflectance of, IV:4.35t–4.36t, 4.41f, 4.47f
thermal properties of

coefficient of linear thermal expansion, 
IV:4.56t, 4.57f

elastic stiffness, IV:4.69t
moduli and Poisson’s ratio, IV:4.69t
at room temperature, IV:4.55t
specific heat, IV:4.65t, 4.67f
strength and fracture properties, IV:4.70t
thermal conductivity, IV:4.58f, 4.62f–4.63f

Nickel alloys, IV:4.47f
Nicol curtate prisms, I:13.16f, 13.17
Nicol-type polarizers, I:13.6, 13.6f, 13.10f, 

13.15–13.18
conventional, I:13.6f, 13.15–13.16
Glan-type vs., I:13.8–13.9
trimmed, I:13.16f, 13.16–13.18

Night (twilight) myopia, III:1.34
Nikon N8008s camera, I:25.7
Nikon Plan Apochromat, I:28.13, 28.14f
Niobium flint glass, IV:2.42t
Nipi modulators, V:13.62
Nipkow disk tandem-scanning confocal 

microscope, III:17.2, 17.4f, 17.5, 17.5f
Nipkow disks, I:28.50, 28.51f
Nippon Sheet Glass, I:24.2, 24.6, 24.7
Nit (unit), II:34.43, 36.7, 36.8t
Nitride LEDs, II:17.19, 18.3f
Nitrogen doping, II:17.16
Nitrogen-doped GaAsP, II:17.16, 17.21–17.22
N-K5 glass (522595), IV:2.49t, 2.54t, 2.59t, 

2.66t

N-KF9 glass (523515), IV:2.49t, 2.54t, 2.59t, 
2.66t

N-KzFS4 glass (613443), IV:2.49t, 2.54t, 2.59t, 
2.66t

N-LaF2 glass (744447), IV:2.49t, 2.54t, 2.59t, 
2.67t

N-LaF33 glass (754523), IV:2.49t, 2.54t, 2.59t, 
2.67t

N-LaK10 glass (720504), IV:2.49t, 2.54t, 2.59t, 
2.67t

N-LaSF31A glass (883409), IV:2.49t, 2.54t, 
2.59t, 2.67t

Nodal planes, of Gaussian lenses, I:1.48–1.49
Nodal plane-to-nodal plane conjugate 

matrices, I:1.69
Nodal points, of lenses, I:1.48, 1.48f, 

1.49, 17.7
Nodal rays, I:17.16
Nodal slide bench, II:12.22, 12.22f
Noether’s theorem, I:1.21
Noise, II:27.3–27.6

1/[function], II:27.4
ASE, V:19.3, 19.4f, 19.9, 19.18, 19.24, 19.35
atomic, II:23.34–23.35
avalanche photodiodes, V:13.72–13.73
in CCDs, II:32.20, 32.32
data, I:35.24
of EDFAs, V:14.6
excess, II:24.11
in fiber optic communication links, 

V:15.11–15.14, 15.16–15.17
fixed-pattern, I:26.11
generation, II:24.11
generation-recombination, II:24.11
ground loop, II:27.5, 27.6f
inductive pickup, II:27.5, 27.6f
laser, I:35.12, 35.24
of laser diodes, V:13.18–13.24, 13.20f
measurement, II:22.7–22.8
modal, V:15.16–15.17
mode partition, V:13.19–13.20, 15.11f, 

15.11–15.13
modulation, II:24.11
multipath interference, V:15.13–15.14
nonessential, II:27.4–27.6, 27.5f, 27.6f
and optical disk data, I:35.12, 35.23–35.24, 

35.24f
pattern, I:26.11–26.12, 26.12f; II:32.12
phase (linewidth), V:13.20–13.21, 13.21f
in photodetectors, II:24.19–24.20, 24.20f
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Noise (Cont.):
in photoemissive detectors, II:24.39, 24.40, 

24.41f
of pin diodes, V:13.70–13.71
relative intensity, V:13.18–13.19, 13.19f, 

15.14
resistive coupling, II:27.5, 27.6f
RMS, II:24.12
shot, I:26.11; II:24.12, 27.3, 27.3f, 32.12; 

IV:23.4–23.6, 23.5f
and signal detection, II:27.1
of SOAs, V:19.3, 19.4f, 19.9, 19.18, 19.20, 

19.24, 19.35
in solid-state cameras, I:26.11–26.12, 26.12f
spatial, II:33.26f, 33.26–33.27
and stimulated Raman scattering, 

IV:15.35–15.38, 15.39f
stray capacitance, II:27.5, 27.6f
temperature, II:24.12
thermal, II:24.13, 27.4, 32.20
[see also Signal-to-noise ratio (SNR)]

Noise (color vision), threshold contours for, 
III:11.20, 11.23f, 11.23–11.26, 11.25f

Noise equivalent BDSF (NEBDSF), for 
scatterometers, V:1.6, 1.8, 1.12–1.13

Noise equivalent exposure (NEE), I:26.10
Noise equivalent irradiance (NEI), II:24.11
Noise equivalent power (NEP), II:24.10, 24.12, 

24.14, 25.12, 28.2, 38.9, 38.10, 38.10t; 
V:1.13, 13.71

Noise equivalent quanta (NEQ), II:29.1, 29.23
Noise equivalent temperature difference 

(NETD), II:28.8–28.9, 33.2, 33.24–33.27, 
33.25f, 33.26f

Noise figure, of EDFAs, V:14.6
Noise masking (color vision):

defined, III:11.3
experiments in, III:11.56–11.57

Noise spectral density (NSD), II:33.2
Noise spectrum, II:24.11
Nomarski differential interference, V:46.4
Nomarski interferometers, I:32.4, 32.5f
Nomarski microscope, II:10.11, 10.11f; V:46.2
Nomarski prisms, I:28.40, 28.41
Nomogram, III:16.1
Nonabsorbing [AB]N and [AB]NA multilayers, 

IV:7.32–7.34, 7.33f–7.35f
Nonabsorbing mirrors (NAMs), II:19.23–19.24
Nonafocal lenses, I:1.46 (see also Focal lenses)
Nonblackbody radiation source, II:15.10

Noncalcite prisms, I:13.23–13.24
Nonchromogenic film, II:29.14
Noncircular pupils, II:11.4, 11.37, 11.39
Nonconcomitant movement of eyes, III:13.2
Noncosmological red shift, I:5.23
Noncritical phase matching (NCPM), IV:17.1
Noncritical phase-matching acousto-optic 

tunable filters (NPM AOTFs), V:6.37, 
6.38f, 6.39–6.42

angle of deflection, V:6.40
angular aperture, V:6.39
for mid-infrared, V:6.42
optical throughput, V:6.41
performance of, V:6.42–6.44, 6.43t
resolution, V:6.40
sidelobe suppression, V:6.41–6.42
transmission and drive power, V:6.41
tuning relation, V:6.32
for ultraviolet, V:6.42

Nondegenerate four-wave mixing (NDFWM), 
IV:14.28

Nondepolarizing Mueller matrices, 
I:14.24–14.25, 14.27–14.30

Non-diffraction-limited optics, II:8.6
Nondispersive prisms, I:19.1–19.29

Abbe’s, I:19.3t, 19.7, 19.7f–19.8f
Amici (roof), I:19.3t, 19.11, 19.12f
and beam deviation, I:19.2
and beam displacement, I:19.2
Brashear-Hastings, I:19.3t, 19.25, 19.25f
Carl Zeiss, I:19.3t, 19.16, 19.16f
Dove, I:19.3t, 19.9, 19.9f, 19.10, 19.10f
Frankford Arsenal, I:19.3t, 19.18f–19.24f, 

19.18–19.24
general deviation, I:19.3t, 19.28, 

19.28f–19.29f
Goerz, I:19.3t, 19.17, 19.17f
and image inversion/reversion, I:19.2
Leman, I:19.3t, 19.13, 19.13f
Pechan, I:19.3t, 19.11, 19.11f
penta, I:19.3t, 19.13, 19.14f
Porro, I:19.3, 19.3t, 19.5f, 19.6, 19.6f
retroreflectors, I:19.3t, 19.28, 19.28f
reversion, I:19.3t, 19.14, 19.14f
rhomboidal, I:19.3t, 19.25, 19.25f
right-angle, I:19.3, 19.3t, 19.4f
Risley, I:19.3t, 19.25, 19.25f–19.27f, 19.27
Schmidt, I:19.3t, 19.12, 19.12f
Wollaston, I:19.3t, 19.15, 19.15f

Nonequilibrium errors, II:34.25
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Nonessential noise, II:27.4–27.6, 27.5f, 27.6f
Nonessential ray tracing, II:40.20–40.21
Nonexudative (dry) age-related macular 

degeneration, III:14.1, 14.24–14.35
Nonfused fiber couplers, V:25.10
Nonhomogeneous polarization elements, 

I:14.25–14.26, 14.26f, 15.7, 15.20
Nonhomogeneous polarization elements 

(Mueller matrices), I:14.25–14.26, 14.26f
Nonideal aperture, II:34.35f, 34.35–34.36
Nonimaging concentrators (see Concentrators, 

nonimaging)
Nonimaging optics, II:39.1–39.41

about, II:39.1–39.2
aspheric lenses in, II:39.8, 39.9, 39.9f
calculations for, II:39.2–39.6

clipped Lambertian distribution, 
II:39.3–39.4

concentration, II:39.5, 39.6
dilution, II:39.6
etendue, II:39.2, 39.3, 39.4f
Hottel strings, II:39.4, 39.4f
Lambertian, II:39.3
luminance, II:39.3
projected solid angle, II:39.5, 39.5f
solid angle, II:39.5, 39.5f

concentration of, II:39.12–39.22
calculation, II:39.5, 39.6
compound elliptical collectors, II:39.14, 

39.15f
compound hyperbolic collectors, II:39.15, 

39.15f, 39.16f
compound parabolic collectors, II:39.13f, 

39.13–39.14, 39.14f
dielectric compound parabolic collectors, 

II:39.15, 39.16, 39.16f
edge rays, II:39.22
geometrical vector flux, II:39.21–39.22
inhomogeneous media, II:39.22
multiple surface concentrators, 

II:39.16–39.17, 39.17f
restricted exit angle concentrators with 

lenses, II:39.18, 39.18f
tapered lightpipes, II:39.12–39.13, 39.13f
q1/q2 concentrators, II:39.18–39.20, 39.19f
2D vs. 3D geometries, II:39.20f, 

39.20–39.21, 39.21f
conic reflectors in, II:39.11, 39.11f
Fresnel lenses in, II:39.9–39.10, 39.10f
involute reflectors in, II:39.11–39.12, 39.12f

Nonimaging optics (Cont.):
macrofocal reflectors in, II:39.11
software modeling of, II:39.6–39.8
spherical lenses in, II:39.8, 39.9f
terminology, II:39.2, 39.2t
uniform illumination of, II:39.22–39.41

classic projection system uniformity, 
II:39.23f, 39.23–39.24

faceted structures, II:39.39f, 39.39–39.41, 
39.40f

integrating cavities, II:39.24f, 39.24–39.27, 
39.25f, 39.27f

lens arrays, II:39.32–39.37, 39.33f–39.37f
lightpipes, II:39.27–39.32, 39.28f–39.31f
tailored reflectors, II:39.37–39.39, 39.38f

Nonimaging software modeling, II:39.6–39.8
Noninterferometric optical testing, II:13.1–13.7

Foucault test, II:13.2f, 13.2–13.3, 13.3f
Hartmann test, II:13.4–13.6, 13.5f
Hartmann-Shack test, II:13.6f, 13.6–13.7
Ronchi test, II:13.3f, 13.3–13.4, 13.4f

Noninterlaced monitors, III:23.3
Nonlinear absorption (NLA), IV:16.29

limiters of, IV:13.6f, 13.6–13.7
mechanisms of, IV:16.12–16.13, 16.13f
nondegenerate, IV:16.27
optical limiting by, IV:13.4f, 13.4–13.7, 13.5f
and third-order optical nonlinearities, 

IV:16.7–16.9
Nonlinear acoustic (NA) interaction, in 

acousto-optic devices, V:6.30
Nonlinear atom-field interactions, IV:11.10
Nonlinear distortion, V:9.17
Nonlinear effects:

of fiber lasers, V:25.6
four-wave mixing, V:10.2, 10.9–10.11, 10.11f
in integrated optics, I:21.12
in optical fibers, V:10.1–10.12
self- and cross-phase modulation, 

V:10.3–10.4
stimulated Brillouin scattering, V:10.1, 

10.7–10.9
stimulated Raman scattering, V:10.1, 

10.4–10.7, 10.5f
Nonlinear length, of solitons, V:22.3
Nonlinear optical coefficients, of crystals and 

glasses, IV:2.26–2.27, 2.27t
Nonlinear optical crystals, IV:10.19–10.20, 

10.20t–10.22t
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Nonlinear optical (NLO) effects, IV:19.5, 19.9f, 
19.9–19.11, 19.10f

Nonlinear optical frequency conversion, 
IV:14.24f, 14.24–14.28, 14.27f

Nonlinear optical loop mirrors (NOLM), 
V:20.22

Nonlinear optical properties (of 
semiconductors), IV:5.52–5.56

Maxwell’s equations and polarization power 
series expansion, IV:5.52–5.53, 5.54t

second-order, IV:5.53–5.55
third-harmonic generation, IV:5.56
third-order, IV:5.55
two-photon absorption, IV:5.56

Nonlinear optics, III:17.2, 17.3; IV:10.3–10.23
about, IV:10.4–10.5
conversion efficiencies, IV:10.14–10.16
crystals for, IV:10.19–10.20, 10.20t–10.22t
equations for, IV:10.4–10.5
microscopic origin of, IV:10.5–10.10, 

10.6f, 10.8f
and MKS systems, IV:10.21–10.23
optical parametric process in, 

IV:10.16–10.19, 10.17f–10.19f
phase-matching condition in second-order 

processes, IV:10.12f, 10.12–10.14, 10.13f
second-order susceptibility tensor in, 

IV:10.10–10.11
strong field, IV:21.27–21.31, 21.28f
third-order optical nonlinearities, 

IV:16.1–16.31
cascaded x(1):x(1) processes, 

IV:16.20–16.22, 16.21f
cascaded x(2):x(2) processes, IV:16.22–16.24, 

16.23f, 16.24f
four-wave mixing, IV:16.27–16.28, 16.28f
interferometry, IV:16.28–16.29
Kerr effect, IV:16.11–16.14, 16.13f, 16.14f
Kramers-Kronig dispersion relations, 

IV:16.9–16.11
nonlinear absorption and nonlinear 

refraction, IV:16.7–16.9
propagation effects, IV:16.24–16.26
and quantum mechanics, IV:16.4–16.7, 

16.5f
stimulated scattering, IV:16.14–16.19, 

16.15f, 16.17f
terms for, IV:16.1–16.3, 16.3t
third-harmonic generation, IV:16.14

Nonlinear optics, third-order optical 
nonlinearities (Cont.):
time-resolved excite-probe techniques, 

IV:16.26f, 16.26–16.27
two-photon absorption, IV:16.19–16.20
Z-scan, IV:16.29–16.30, 16.30f

ultrashort pulse generation, IV:18.1–18.23
Kerr effect, IV:18.11–18.15, 18.12f
saturable absorbers, IV:18.5–18.11, 

18.6f–18.8f
semiconductor ultrafast nonlinearities, 

IV:18.15–18.23, 18.16f, 18.17f, 18.22f
and ultrafast lasers, IV:18.3–18.5, 18.4f, 

18.5f
WDM networks and, V:21.18–21.20, 21.19f, 

21.20f
Nonlinear reflectivity, IV:18.6–18.7, 18.7f
Nonlinear refraction (NLR), IV:13.4f, 

13.7–13.8, 16.7–16.9, 16.29–16.30, 16.30f
Nonlinear scattering, IV:13.4f, 13.8
Nonlinear Schrödinger equation (NLSE), 

IV:16.25; V:10.4, 22.2
Nonlinear susceptibility, of crystals and glasses, 

IV:2.26
Nonlinear Thomson scattering, IV:21.8–21.9, 

21.9f
Nonlinear visual mechanisms, III:11.3
Nonlinearity correction factor, II:34.33
Nonlinearity measurement, II:34.34–34.35
Nonneutral (color) density, of photographic 

films, II:29.7–29.8
Nonnormal angle of incidence, antireflection 

coatings at, IV:7.28f–7.31f, 7.28–7.31
Nonnormal-incidence reflection:

in Brewster angle reflection polarizers, 
I:13.34–13.37, 13.34t–13.36t

in pile-of-plates polarizers, I:12.15–12.18, 
12.16f, 12.17f

in polarizing beam splitters, I:13.41–13.42
Nonnormal-incidence transmission:

in Brewster angle transmission polarizers, 
I:13.37–13.39, 13.38t–13.39t

in interference polarizers, I:13.39–13.41, 
13.40f

in pile-of plates polarizers, I:12.18–12.24, 
12.19t–12.20t, 12.21f

in polarizing beam splitters, I:13.41–13.42
Nonpolarizing beam splitters, IV:7.63, 7.

64f–7.65f, 7.65
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Nonpolarizing edge and bandpass filters, 
IV:7.66, 7.67f

Nonpolarizing elements, I:15.7
Nonpolarizing Mueller matrices, I:14.8
Nonradiating sources of light, I:5.18
Nonradiative recombination, II:17.2
Nonreacting interferometers, II:12.7
Nonreactive evaporation, IV:7.11
Nonrectilinear distortion, I:27.6
Nonresonant degenerate four-wave mixing, 

IV:16.27–16.28, 16.28f
Non-return-to-zero differential-phase-shift-

keying (NRZ-DPSK) format, V:21.28
Non-return-to-zero (NRZ) format, I:35.17

in OTDM networks, V:20.8, 20.9f, 20.12
in WDM networks, V:21.16, 21.29f, 21.32f

Non-return to zero inverted (NRZI) scheme, 
I:35.17

Non-return-to zero on-off keying (NRZ-OOK), 
V:21.34, 21.36t, 21.37t

Nonrotationally symmetric systems, I:1.74
Nonsequential ray tracing, II:39.6
Nonsequential surfaces data, II:3.6–3.7
Nonspherical particles, scattering by, 

I:7.15–7.17
Nonuniform rational B-splines (NURBS), 

II:39.6, 40.41
Nonuniformity, of radiation distribution, 

II:34.25, 34.28, 34.35
Nonzero dispersion-shifted fiber (NZDSF), 

V:21.21, 21.21f, 21.34f
No-phonon (NP) photoluminescence, 

IV:5.72, 5.73f
Normal congruence rays, I:1.10
Normal equations, II:3.18
Normal vectors, I:1.18, 1.19
Normal-incidence rotating-sample 

ellipsometers (NIRSE), I:16.18
Normalization, of Mueller matrices, I:14.19
Normalized detectivity, II:38.9
Normalized detector irradiance (NDI), II:7.22
Normalized detuning, IV:14.11f
Normalized spectrum, coherence functions for, 

I:5.5–5.6
Normalized vector potential, IV:21.6
Normalized water-leaving irradiance, 

IV:1.46–1.48, 1.48f
Notch filters, II:22.10f, 22.10–22.11, 22.11f; 

IV:7.43
Novelty filters, IV:12.32, 12.33f–12.35f

np silicon photodiodes, II:34.30
N-PK52A glass (497816), IV:2.49t, 2.54t, 

2.59t, 2.66t
N-PSK53A glass (618634), IV:2.49t, 2.54t, 

2.59t, 2.66t
N-SF6 (805254), IV:2.49t, 2.54t, 2.59t, 2.67t
N-SK10 glass (623570), IV:2.49t, 2.54t, 2.59t, 

2.67t
N-SSK5 glass (658509), IV:2.49t, 2.54t, 

2.59t, 2.67t
Nuclear cataract, III:7.5, 12.14, 14.8
Nuclear imaging, V:53.17, 53.18, 53.18f
Nuclear light sources, II:40.39
Nuclear medicine, V:32.1–32.4
Nuclear motion, in strong fields, IV:21.22–21.23, 

21.23t, 21.24f
Null correctors, optical, IV:3.16
Null ellipsometers, I:16.11, 16.12
Null optics, polymers and, IV:3.16–3.17
Nulling, in adjustment experiments, III:3.4
Nulling interferometers, I:32.20–32.21
Numeric displays, LED, II:17.30f, 17.30–17.31, 

17.31f
Numerical aperture, I:1.78, 1.79, 17.9; III:17.2
Numerical aperture (NA), II:34.20, 39.1; V:9.4, 

25.2, 25.18, 42.2
Numerically controlled machines (CNCs), 

II:12.11
NuSTAR spacecraft, V:47.6, 47.7, 47.10
Nutting’s law, II:29.6
Nyquist condition, II:13.27
Nyquist frequency, I:26.16–26.20, 26.17f; V:27.4
Nyquist frequency power, V:46.8–46.9, 46.11
Nyquist limit, III:2.6, 2.7, 2.11, 2.22–2.23
Nyquist noise, V:13.70 (see Thermal noise)
N-ZK7 glass (508612), IV:2.49t, 2.54t, 2.59t, 

2.66t

Oak Ridge, IV:6.51
Obedience to Abney’s law, III:10.44, 11.37 (see 

also Additivity)
Object counting, reflexive sensors for, II:17.34
Object relief distance, I:18.11–18.12, 18.12f
Object space, I:1.26, 1.83
Object space numerical aperture, I:1.78
Object space pupil diameter, I:18.6
Object transparencies, I:11.4–11.5, 11.5f
Objective amplitude of accommodation, 

III:1.32
Objective optics, I:30.30–30.33, 30.32f–30.33f
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Objective scanning, I:30.5, 30.28
Objective speckle, I:33.9
Objective tasks, III:2.15n
Objective tone reproduction, II:29.16–29.17, 

29.17f
Objectives:

for microscopes, I:28.9–28.15, 28.10t, 28.11t
in afocal systems, I:18.7
corrections for tube length, I:28.13, 28.13t
coverslip correction, I:28.10–28.11, 28.12f, 

28.13
design of, I:28.13–28.15, 28.14f–28.16f
field size, I:28.13
working distance, I:28.13

reflective and catadioptric (see Reflective and 
catadioptric objectives)

Schwarzschild, V:26.10, 51.1–51.3, 
51.2f–V:51.4f

for telescopes
afocal Cassegrain-Mersenne, I:29.9
afocal Gregorian-Mersenne, I:29.12
Ritchey-Chretien, I:29.8
three-mirror afocal, I:29.29–29.30

Object-space scanners, I:30.18–30.23, 
30.19f–30.23f

Object-to-image distance, I:1.51–1.52
Oblique effect (pattern discrimination), 

III:2.35
Oblique spherical aberrations, I:1.90, 29.15, 

29.21, 29.37
Obliquity factor, I:3.5
Obscurations, of reflective and catadioptric 

objectives, I:29.4f, 29.4–29.5
Observatories:

Chandra, V:33.2–33.4, 33.3t, 44.4, 44.10, 
47.1, 47.4f, 47.5, 47.10, 64.7

Constellation-X, V:33.4
Einstein, V:44.4, 44.10, 47.1, 47.5
ROSAT, V:47.5
SOHO, V:41.3
Suzaku, V:33.3t, 33.3–33.4
TRACE, V:41.3
W. M. Keck, V:5.27
XMM-Newton, V:33.3, 47.2, 47.4f, 47.6, 47.6f
XMM-Newton observatory, V:33.3t
x-ray, V:33.1–33.4, 33.3t

Ocean color, IV:1.46
Octocouplers, II:17.32f, 17.32–17.34
Octopus lenses, III:19.7, 19.7f
Ocular motility, III:23.3

Ocular parameters, III:1.4–1.6
Ocular radiation hazards, III:7.1–7.15

examples of, III:7.8–7.9
exposure limits, III:7.9–7.11

exceeding, III:7.11
guidelines for visible light, III:7.10
IR, III:7.10–7.11
UV, III:7.9–7.10

injury mechanisms, III:7.2–7.3
action spectra, III:7.2, 7.4f
exposure duration and reciprocity, 

III:7.2–7.3
lamp safety standards, III:7.14–7.15
laser hazards, III:7.11–7.14, 7.12f, 7.13f

accidents, III:7.12–7.14
and eye protectors, III:7.14
safety standards, III:7.12

retinal irradiance calculations, III:7.7–7.8, 7.8f
types of injury, III:7.3–7.7, 7.5f

cataract, III:7.5–7.6, 7.6f
droplet keratopathies, III:7.6, 7.7
infrared cataract, III:7.7
photokeratitis, III:7.4
photoretinitis, III:7.7
pterygium, III:7.6, 7.7

Ocular radiometry, III:1.11–1.12
Ocular wavefronts, III:16.6–16.7, 16.7t
Oculars, for microscopes, I:28.16–28.17
Off-axis, eccentric-pupil Paul-Gregorian 

objective, I:29.28–29.29
Off-axis angles, II:7.23
Off-axis chromatic aberrations, II:2.2–2.4, 

2.3f, 2.4f
Off-axis double-pass grating spectrograph, 

I:20.10, 20.13f
Off-axis image quality, III:1.18f, 1.18–1.19, 

1.26–1.27, 1.27f
Off-axis irradiance, II:34.16, 34.16f
Off-axis rejection (OAR), II:7.23
Office lighting, II:40.55, 40.56t
Offner compensators, II:13.24, 13.24f
Offner relay, I:29.33
Offset, thermocouple junctions as source of, 

II:27.6, 27.6f
Offset drift, II:27.11
Offset quantum wells, I:21.19
Offset subtraction error, II:34.32–34.33
Ohmic contact, II:17.13
Olympus water immersion microscope, 

III:17.10
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Omnidirectional reflectors, IV:9.2
On-axis aberrations, V:45.6–45.8
On-axis objective optics, I:30.30
On-axis optics, V:64.3
On-axis tangential phase matching, V:6.25–6.26
On-blaze condition, V:38.2
One mode components analysis, III:10.34
1 × N power splitters, V:16.1, 16.4
1/[ f ] noise, II:25.12, 27.4
1D profilometry, V:46.6
One-dimensional optical molasses, IV:20.15f, 

20.15–20.16
One-electron atoms, I:10.7–10.9, 10.8f, 10.9f
One-electron transitions, IV:5.7
135° linear polarizers, Mueller matrices for, 

I:14.10t
135° half-wave linear retarders, Mueller 

matrices for, I:14.12t
135° quarter-wave linear retarders, Mueller 

matrices for, I:14.12t
110 photographic film, II:30.21, 30.25
On-off keying (OOK), in WDM networks, 

V:21.29, 21.30, 21.34, 21.36t, 21.37t
Open aperture Z-scan, IV:16.30
Open arcs, II:15.22
Open fiber control (OFC), for Fibre Channel 

standard, V:23.4
Open systems, IV:11.17f, 11.17–11.18, 11.18f
Open-loop gain function, II:22.9f, 22.9–22.10
Open-tube diffusion, II:17.24
Ophthalmic polarimetry, I:15.39, 15.41
Ophthalmoheliosis, III:7.1, 7.5
Ophthalmoscopes:

defined, III:15.1
flood-illuminated AO, III:15.3, 15.16–15.17
scanning laser, III:15.2, 15.3, 15.17–15.19, 

15.18f, 15.19f
Ophthalmoscopic (double-pass) methods 

(retinal image quality), III:1.22–1.23
Opponent color spaces, III:10.18–10.19
Opponent-colors theory, III:11.3, 11.5, 11.6f, 

11.62–11.63
Optic axis, of calcite crystals, I:13.2, 13.2f, 

13.3f, 13.3n
Optic disc, III:1.3f
Optic fiber, defined, III:19.1
Optic flow, III:13.4

and bifocal jump, III:13.15, 13.16
defined, III:13.2

Optic flow fields, III:2.38–2.39, 2.39f

Optic nerve head, III:18.2
Optical aberrations:

categories of, III:17.2
in human eyes [see Aberrations (in human 

eye)]
Optical absorption, measurements of, 

V:2.2–2.13, 2.4f, 2.6f–2.8f, 2.10f, 2.12f
Optical absorption spectrometers, I:31.2–31.5, 

31.5f
Optical add/drop multiplexers (OADMs), 

V:21.2, 21.8, 21.8f, 21.9f, 21.12
Optical amplifiers:

communications applications for, V:9.14
semiconductor vs. fiber, V:9.13–9.14
in WDM networks, V:21.37f, 21.37–21.44

EDFA, V:21.38f–21.42f, 21.38–21.41
Raman, V:21.42f–21.44f, 21.42–21.44

(see also Optical fiber amplifiers)
Optical analysis software, II:40.20
Optical athermalization, II:8.12–8.15, 

8.13t–8.15t
Optical axes, I:1.32, 14.8, 18.2, 29.5, 29.37
Optical axis, III:1.3f
Optical Bloch equations (OBEs), IV:11.3–11.6, 

20.3, 20.6
Optical burst switching (OBS), V:21.11
Optical cavities, II:19.18, 19.19f
Optical cavity technique, II:12.20, 12.20f
Optical cavity-based frequency discriminators, 

II:22.14–22.16, 22.17f
Optical center point, of lenses, I:17.16, 17.17
“Optical Characterization in Microelectronics 

Manufacturing” (S. Perkowitz, D. G. Seiler, 
W. M. Duncan), IV:5.61–5.62

Optical choppers, II:27.14
Optical circulator, III:18.2
Optical circulators, V:17.8f, 17.9
Optical clock recovery, V:20.21f, 20.21–20.22
Optical coherence microscopy (OCM), 

I:28.44
Optical coherence tomography (OCT), I:22.2, 

22.39, 22.40f, 28.43–28.44; III:15.3, 15.19, 
18.1–18.30

at 1050 nm, III:18.15f–18.17f, 18.15–18.17
autocorrelation noise, III:18.11–18.12
combined with adaptive optics, 

II:15.19–15.21, 15.20f, 15.21f
defined, III:15.2, 18.2
depth dependent sensitivity, III:18.13f, 

18.13–18.14, 18.14f
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Optical coherence tomography (OCT) (Cont.):
Doppler OCT, III:18.18, 18.18f–18.20f, 

18.18–18.19
fringe washout, III:18.15
motion artifacts, III:18.15
optical frequency domain imaging, III:18.7f, 

18.7–18.9, 18.8f
polarization sensitive OCT, III:18.18, 

18.20–18.27, 18.21f, 18.23f, 
18.25f–18.27f

shot-noise-limited detection, III:18.12–18.13
signal to noise ratio, III:18.11
spectral domain OCT, III:18.5f, 18.5–18.7, 

18.6f, 18.9
noise analysis of, III:18.9–18.10, 18.12f
retinal imaging with, III:18.27–18.29, 

18.28f, 18.29f
sensitivity advantage of, III:18.9

Stratus OCT 3, III:15.20–15.21, 15.21f
time domain OCT, III:18.3–18.5, 18.4f

Optical communication systems, II:19.3
Optical components:

purchasing of, II:9.9
specifications for systems vs., II:4.3

Optical confinement factor, II:19.11
Optical constants, I:7.12, 12.4–12.6, 16.5

for coatings, IV:7.13
and dielectric function, IV:5.8–5.9
of metals, IV:4.11, 4.12t–4.19t, 

4.20f–4.26f
of solids, IV:8.6–8.7, 8.15
of water, IV:1.17, 1.17f

Optical crossconnects (OXCs), V:21.5f, 21.6, 
21.8, 21.8f, 21.10, 21.10f

Optical damage, V:13.54, 25.6
Optical density, of photographic films, 

II:29.6–29.8, 29.7f
Optical design:

binocular vision factors in, III:13.1–13.35
and refractive errors, III:12.1–12.17

assessment of, III:12.5–12.8
binocular factors, III:12.15–12.17
correction of, III:12.8–12.15
types of, III:12.4–12.5

Optical design software, II:3.1–3.24, 
40.20–40.21

about, II:3.2
and computing environment, II:3.21
data entry for, II:3.2–3.8
design process flowchart, II:3.3f

Optical design software (Cont.):
evaluation function of, II:3.8–3.16

aberrations, II:3.9–3.11
paraxial analysis, II:3.8–3.9, 3.9f
ray tracing, II:3.11–3.13, 3.12f
spot-diagram analysis, II:3.13–3.16

global optimization with, II:3.21
optimization function of, II:3.16–3.21
programming considerations for, II:3.7–3.8
purchasing of, II:3.22–3.24
setup routine in, II:3.7
simulation with, II:3.21

Optical disk data storage, I:35.1–35.30
alternative storage media, I:35.29, 35.30
automatic focusing, I:35.12–35.14, 35.13f
automatic tracking, I:35.14f–35.16f, 

35.14–35.17
data format and layout for, I:35.2–35.7, 

35.3f–35.5f
developments in, I:35.28–35.30
diffractive optics, I:35.28, 35.28f, 35.29
direct overwrite, I:35.30, 35.30f
materials for recording, I:35.25–35.28, 

35.26f, 35.27f
multiple-track read-write with diode laser 

arrays, I:35.28
and optical path, I:35.7f, 35.7–35.12, 

35.9f–35.11f
readout, I:35.21–35.24, 35.22f, 35.24f
thermomagnetic recording process, 

I:35.17–35.20, 35.18f–35.20f
Optical electric field, bulk modulators and, 

V:7.18
Optical errors, in head mounted display systems, 

III:13.34–13.35
Optical extent (étendue), I:1.22, 1.81, 13.7
Optical fiber amplifiers, V:14.1–14.11

categories and features of, V:14.1–14.2, 14.2t
erbium-doped

energy levels, V:14.4
fast power transients, V:21.39f, 

21.39–21.41, 21.40f
gain flattening, V:14.6–14.7, 21.38–21.39, 

21.39f
gain formation, V:14.4–14.5, 14.5f
gain peaking, V:21.38, 21.38f
noise, V:14.6
pump wavelength options, V:14.5–14.6
semiconductor amplifiers vs., V:9.13, 9.14, 

14.1, 14.2t
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Optical fiber amplifiers, erbium-doped (Cont.):
static gain dynamic and channel power 

equalization, V:21.41, 21.41f–21.42f
in WDM networks, V:21.2f, 21.2–21.3

erbium/ytterbium-doped, V:14.7–14.8
parametric, V:14.10–14.11
praseodymium-doped, V:14.7
Raman fiber, V:14.8f, 14.8–14.9, 14.10f
rare-earth-doped, V:14.2–14.4, 14.3f
ytterbium-doped, V:14.7

Optical fiber perform, III:19.1
Optical fiber sensors, V:24.1–24.13

extrinsic Fabry-Perot interferometric, 
V:24.2f, 24.2–24.4, 24.3f

fiber Bragg grating, V:24.5–24.8, 24.6f–24.7f
intrinsic Fabry-Perot interferometric sensors, 

V:24.4f, 24.4–24.5
long-period grating sensors, V:24.8–24.13, 

24.9f–24.12f, 24.11t, 24.13t
Optical fibers, III:5.10, 5.11, 19.4

in communication systems, V:9.3–9.17
analog transmission, V:9.15–9.17
bit rate, V:9.12
distance limits, V:9.12–9.13
fiber for, V:9.4–9.7, 9.5f, 9.6f
fiber-optic networks, V:9.14–9.15
optical amplifiers, V:9.13–9.14
photodetectors, V:9.8
receiver sensitivity, V:9.8–9.11
repeater spacing, V:9.12–9.13
technology, V:9.4–9.8
transmitting sources, V:9.7–9.8

infrared, V:12.1–12.13
applications, V:12.13
categories and properties of, V:12.1–12.3, 

12.2f, 12.2t, 12.3t
crystalline, V:12.2t, 12.3t, 12.7–12.10, 

12.8f, 12.10f
heavy-metal oxide glass in, V:12.2t–12.4t, 

12.3–12.7, 12.5f–12.7f
hollow waveguides, V:12.2t, 12.3t, 

12.10–12.13, 12.12f
nonlinear effects in, V:10.1–10.12

four-wave mixing, V:10.2, 10.9–10.11, 10.11f
self- and cross-phase modulation, 

V:10.3–10.4
stimulated Brillouin scattering, V:10.1, 

10.7–10.9
stimulated Raman scattering, V:10.1, 

10.4–10.7, 10.5f

Optical fibers (Cont.):
polarizers for, I:13.57
[see also related topics, e.g.: Photonic crystal 

fibers (PCFs)]
Optical frequency domain imaging (OFDI), 

III:18.3, 18.7f, 18.7–18.9, 18.8f
at 1050 nm, III:18.15–18.17
defined, III:18.2
SD-OCT vs., III:18.9

Optical frequency synthesis, IV:17.28, 17.29
Optical generation of visual stimulus, 

III:5.1–5.25
building an optical system, III:5.8–5.18

alternating of source and retinal planes, 
III:5.8–5.9

calibration, III:5.17f, 5.17–5.19
combining lights, III:5.9f, 5.9–5.11, 5.10f
controlling intensity, III:5.13–5.15
controlling wavelength, III:5.11–5.13, 5.12t
field quality, III:5.11
generating complex patterns, III:5.16, 5.16f
lenses, III:5.11
turning field on/off, III:5.13, 5.13t

coherent radiation, III:5.19, 5.21
detectors, III:5.21, 5.22t
free (newtonian) viewing, III:5.2–5.4, 5.3f

limitations of, III:5.4
retinal illuminance, III:5.2–5.3, 5.3f
the troland, III:5.3–5.4

light exposure and optical safety, III:5.18f, 
5.18–5.19

light sources, III:5.19, 5.19t, 5.20t
Maxwellian viewing, III:5.4–5.8, 5.5f

advantages of, III:5.7
control of focus, III:5.4–5.5, 5.5f
interferometers, III:5.24
positioning of pupil in, III:5.9
retinal conjugate plane, III:5.5f
retinal illuminance, III:5.6–5.7
size, III:5.5–5.6
spatial frequency content of stimuli, 

III:5.8
two-channel, III:5.21, 5.23f, 5.23–5.24

size of stimulus, III:5.2
Optical holeburning (OHB), I:10.18; V:2.13, 

2.14f
Optical holeburning (OHB) spectroscopy, 

I:31.24f–31.26f, 31.24–31.26
Optical image transformers, II:39.21
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Optical indicatrix (index ellipsoid), of crystals 
and glasses, IV:2.18–2.19, 2.19f

Optical insertion loss, of electro-optic 
modulators, V:7.36

Optical interconnects, IV:12.31, 12.31f
Optical invariants, I:18.7
Optical Kerr effect (OKE), IV:16.11–16.14, 

16.13f, 16.14f; V:7.11
Optical lattices, IV:20.31–20.34, 20.32f–20.34f
Optical limiters, IV:12.32
Optical lithography (OL), V:34.1
Optical matched filtering, for pattern 

recognition, I:11.12–11.14, 11.13f
Optical metrology, I:15.35
Optical mode conditioners, V:23.7
Optical modes, of crystals and glasses, 

IV:2.68t–2.76t
with cesium chloride structure, IV:2.68t
with chalcopyrite structure, IV:2.74t
with corundum structure, IV:2.70t
with cubic perovskite structure, IV:2.73t
with diamond structure, IV:2.68t
with fluorite structure, IV:2.69t
other structures, IV:2.74t–2.76t
with a-quartz structure, IV:2.71t
with rutile structure, IV:2.71t
with scheelite structure, IV:2.72t
with sodium chloride structure, IV:2.69t
with spinel structure, IV:2.73t
with tetragonal perovskite structure, IV:2.73t
with trigonal selenium structure, IV:2.70t
with wurtzite structure, IV:2.70t
with zincblende structure, IV:2.69t

Optical molasses (OM), IV:20.13–20.17
defined, IV:20.3, 20.10
Doppler cooling, IV:20.13–20.15, 20.14f
one-dimensional, IV:20.15f, 20.15–20.16
three-dimensional, IV:20.16f, 20.16–20.17

Optical monitoring, in thin film manufacturing, 
IV:7.11

Optical multichannel analyzers (OMAs), 
II:31.27–31.28

Optical parametric amplifiers (OPAs), 
IV:23.13–23.14

Optical parametric chirped pulse amplification 
(OPCPA), IV:21.5

Optical parametric oscillators (OPOs), II:20.20f, 
20.20–20.22, 20.21f; IV:10.18–10.19, 
10.19f, 14.15 [see also Continuous-wave 
optical parametric oscillators (cw OPOs)]

Optical parametric (OP) process, IV:10.16–10.19, 
10.17f–10.19f

Optical path, of optical disks, I:35.7f, 35.7–35.12, 
35.9f–35.12f

Optical path difference (OPD), I:2.7, 
28.33–28.34, 28.35f, 28.36; II:2.1, 2.6, 
3.12f, 3.12–3.13, 8.1, 8.7, 13.14–13.15

Optical path length (OPL), I:1.11, 2.5
Optical phonons, IV:5.14
Optical power (of cornea), III:16.2 [see Radiant 

flux (power)]
Optical power dependence, of electroabsorption 

modulators, V:13.59–13.60
Optical power penalties, for fiber optic 

communication links, V:15.8–15.17, 
15.10f, 15.11f

Optical processing systems, for synthetic 
aperture radar data, I:11.7–11.8

Optical pulse(s), II:20.2–20.15
coupling of circulating, II:20.12f, 

20.12–20.15, 20.15f
in high gain oscillators, II:20.10–20.12, 

20.11f
in ideal cavity, II:20.6–20.7
and pulse train, II:20.2–20.9
single, II:20.2–20.3, 20.3f
toward steady-state, II:20.9–20.12

Optical pumping, II:16.16f, 16.16–16.19, 
16.17f, 16.18f

Optical radar, II:12.4, 12.5
Optical Ramsey fringes, IV:11.20–11.22, 

11.21f
Optical responses, classification of, IV:5.12, 

5.13t
Optical safety, III:5.18f, 5.18–5.19
Optical signal-to-noise ratio (OSNR):

of SOAs, V:19.24–19.27
for WDM networks, V:21.20, 21.28, 

21.34
Optical sine theorem, I:17.5
Optical software (for stray light suppression), 

II:7.24–7.27
advantages/disadvantages of, II:7.29, 7.29f
ASAP, II:7.25
CODE V, II:7.26
FRED, II:7.25–7.26
LightTools, II:7.26
SPEOS, II:7.27
TracePro, II:7.27
ZEMAX, II:7.26–7.27
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Optical specifications, II:4.1–4.12
about, II:4.1–4.2
element description, II:4.8–4.10
environmental, II:4.10
image, II:4.3, 4.6–4.8, 4.8f
mechanical vs., II:4.2
preparing, II:4.5–4.6, 4.6t
presentation of, II:4.10–4.11
problems with writing, II:4.11–4.12
for systems vs. components, II:4.3
wavefront, II:4.3–4.5, 4.5t

Optical spectrometers (see Spectrometers)
Optical spectroscopy, IV:11.2 (see 

Spectroscopy)
Optical spectrum analyzers (OSAs), V:19.18
Optical Stark effect, IV:16.13
Optical Stiles-Crawford effect, III:9.2
Optical strength, of turbulence (C2

n), V:5.6–5.8, 
5.7f, 5.8f

Optical tank circuits, V:20.21, 20.21f
Optical theorem, I:7.8
Optical throughput, of NPM AOTFs, V:6.41
Optical time-division multiplexed (OTDM) 

communication networks:
and all-optical switching for demultiplexing, 

V:20.22, 20.23f
device technology, V:20.12–20.24
direct and indirect modulation in, V:20.17f, 

20.17–20.18
external modulation in, V:20.18–20.20, 

20.19f, 20.20f
history of, V:20.3
multiplexing in, V:20.1, 20.3–20.12, 

20.5f–20.11f, 20.13f
and optical clock recovery, V:20.21f, 

20.21–20.22
serial vs. parallel, V:20.12, 20.13f
transmitters in, V:20.12–20.17, 20.14f–20.16f
ultrahigh-speed OTDM, V:20.23–20.24, 

20.24f
and WDM, V:21.2

Optical tolerances (see Tolerances)
Optical train, in microscopes, I:28.3–28.5, 28.5f
Optical transfer function (OTF), II:29.17; 

III:2.21–2.22, 2.22f
and adaptive optics, V:5.19–5.20, 5.20f
and atmospheric turbulence, V:4.3, 4.6–4.7
calculations of, I:4.3, 4.5
and camera lens performance, I:27.3f–27.5f, 

27.7f–27.16f, 27.18f–27.22f, 27.24

Optical transfer function (OTF) (Cont.):
defined, III:4.1
for human eye, III:1.21–1.22
measurements of, I:4.6–4.7
in ophthalmoscopic methods, III:1.23
and optical quality of IOLs, III:21.14
of systems with annular pupils, V:4.10–4.13, 

4.12f, 4.13f
with visual instruments, III:1.27

Optical transmission, atmospheric, 
V:3.22f–3.27f, 3.22–3.26

Optical traps, IV:20.23f, 20.23–20.24
Optical tube length, I:17.10
Optical tweezers, I:28.55; IV:20.23
Optical zone diameter (OZD):

for contact lenses, III:20.5
defined, III:20.2

Opticaldiagnostics.com, III:12.17
Optical-electrical field overlap parameter, of 

electro-optic effect, V:13.50
Optically detected magnetic resonance 

(ODMR), I:31.21–31.23, 31.22f, 31.23f; 
V:2.23–2.24, 2.24f

Optically generated plasmas, IV:16.20
Optically polished solid spacers, IV:7.88–7.89
Optically rotated tangential phase matching, 

V:6.26f, 6.27
Optically-induced phase charge, IV:13.4f, 13.9
Optimization function (of optical software), 

II:3.16–3.21
by damped least-squares method, 

II:3.17–3.19
and error functions, II:3.19–3.20
global, II:3.21
multiconfiguration, II:3.20
by orthonormalization, II:3.19
by simulated annealing, II:3.19
and tolerancing, II:3.20–3.21

OPTIS (simulation software), II:7.27
Optoelectronic integrated circuit (OEIC), 

I:21.2
Optoelectronic integrated circuit (OEIC) chip, 

II:25.15
Optokinetic nystagmus, III:1.44
Optokinetic reflex, III:13.20
Optronic Laboratories, Incorporated, II:15.49
Orange peel, of polymers, IV:3.11
Order selecting aperture (OSA), of zone plates, 

V:40.4, 40.5
Ordered dye-doped polymers, V:7.34
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Ordered subsets expectation maximum 
(OSEM), in SPECT imaging, V:32.2

Ordinary rays, II:3.12
Organ of Corti, III:8.2, 8.24–8.26
Organic black dye, IV:6.15
Organic crystals, IV:12.23–12.25, 12.26t–12.27t; 

V:7.33–7.34
Organic dye lasers, II:16.31–16.32, 16.32f
Organic LEDs (OLEDs), II:40.37–40.39
Organic matter:

absorption by, IV:1.22–1.23, 1.23t, 1.25–1.27, 
1.25t, 1.26f

passive limiting in, IV:13.10
in water, IV:1.14

Organic-inorganic composites, hybrid, 
IV:12.27t

Organometallic vapor phase deposition 
(OMVPE), II:19.6–19.7, 19.20t, 19.23

Orlando Black optical coating, IV:6.54, 6.55f
Orlando Black surface, IV:6.8f
Orthogonal matrices, I:14.11
Orthokeratology, III:12.12
Orthonormal polynomials, II:11.3–11.40

and aberration balancing, II:11.30, 
11.35–11.36, 11.36t

about, II:11.4–11.5
circle, for noncircular pupils, II:11.37, 11.39
defined, II:11.5–11.6
discussion of, II:11.39–11.40
elliptical, II:11.21, 11.25–11.27, 11.26t–11.27t
hexagonal, II:11.21, 11.22t–11.25t
isometric, interferometric, and PSF plots for 

orthonormal aberrations, 
II:11.36–11.37, 11.37f, 11.38f

rectangular, II:11.27–11.28, 11.28t, 11.29t
slit, II:11.30, 11.35t
square, II:11.30, 11.31t–11.34t
Zernike annular, II:11.13–11.21, 11.14f, 

11.16f, 11.17t–11.21t
Zernike circle, II:11.6–11.12, 11.8t–11.9t, 

11.9f–11.11f, 11.12t
Orthonormalization, II:3.19
Orthorhombic crystals, IV:2.7t, 2.18, 2.46t, 

8.9t, 8.10, 8.19t
Orthoscopic imaging, I:28.8
Orthotomic systems, I:1.10, 1.12
Oscillation(s):

relaxation, II:16.12, 19.31f, 19.31–19.34
wavelength interval between, I:12.10

Oscillator models, of optical nonlinearity, 
IV:10.5–10.9, 10.6f, 10.8f

Oscillator strength, V:56.3–56.4
Oscillators, IV:12.7–12.9, 12.8f–12.9f (see also 

specific oscillators, e.g.: Raman oscillators)
and fiber lasers, V:25.13, 25.14f, 25.30–25.33
high-gain, II:20.10–20.12, 20.11f
high-power USP, V:25.32–25.33
local, V:9.13
optical-parametric, II:20.20f, 20.20–20.22, 

20.21f
parametric, V:11.23, 11.24
Q-switched, V:25.30–25.31
voltage-controlled, V:20.11, 20.11f
[see also Master oscillator power amplifier 

(MOPA) systems]
Osculating planes, of space curves, I:1.18, 1.19
Outer ionization, of cluster, IV:21.32–21.33
Outer product processors, I:11.19
Outer scale of turbulence, V:4.7
Outgassing:

of black surfaces, IV:6.17
of polymers, IV:3.4

Out-of-band radiation errors, II:34.36
Out-of-plane coupling, IV:9.11–9.12
Out-of-plane profile, of emitted light, V:13.11
Output amplifier noise, in CCDs, II:32.20
Output circuits, direct readout architectures, 

II:33.18
Output coupling mirror, II:16.11
Output gate (OG), II:32.14
Output planes, conjugate matrices for, I:1.68
Output windows, in proximity-focused MCP 

IIs, II:31.9, 31.9f
Outside vapor deposition (OVD), V:25.2, 25.26
Overall diameter (OAD):

for contact lenses, III:20.5
defined, III:20.2

Overdense plasmas, strong field interactions 
with, IV:21.46–21.52

high harmonic generation, IV:21.50–21.52, 
21.51f

j ë B heating and anomalous skin effect, 
IV:21.49

ponderomotive steepening and hole boring, 
IV:21.49–21.50, 21.50f

relativistic effects and induced transparency, 
IV:21.52

resonance absorption, IV:21.47f, 21.47–21.48
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Overdense plasmas, strong field interactions 
with (Cont.):

structure of irradiated plasma, IV:21.46f, 
21.46–21.47

vacuum heating, IV:21.47f, 21.48–21.49
Overhead lighting, II:40.12, 40.13f, 40.14, 

40.46f
Overillumination, I:30.14
Overlapping integral, of acousto-optic 

interaction, V:6.15
Overloosening and overtightening (tolerancing 

problems), II:5.11
Overscan, in color CRTs, III:22.12
Oxide layer, aluminum reflectance and, IV:4.44f
Oxide stripe lasers, II:19.8, 19.9f
Oxides, thin film, I:21.13–21.14
Oxygen permeability (Dk), III:20.2

Pacific Northwest National Laboratory program, 
V:3.26

Package-induced laser-induced damage, 
IV:19.4–19.5

Packages and packaging:
HB-LED, II:18.5f, 18.5–18.6, 18.6f
of photodetectors, II:26.9–26.10, 26.10f, 

26.11f
reliability of LED, II:17.25–17.26
of SOAs, V:19.17, 19.17f

Packet-switched networks, V:21.7, 21.10f–21.11f, 
21.10–21.11

Paint modeling, II:40.17
Painted surfaces, IV:6.2t–6.3t
Paints and surface treatments, IV:6.35–6.58, 

6.37f, 6.43f, 6.53f
Acktar black coatings, IV:6.55
Aeroglaze Z series, IV:6.36f, 6.37, 6.37f, 6.39, 

6.39f–6.42f
Akzo Nobel paints, IV:6.39, 6.42f, 6.43f
anodized processes, IV:6.44–6.49, 6.47f, 

6.48f, 6.51f, 6.53f
black glass, IV:6.57
Black Kapton, IV:6.57, 6.57f
carbon nanotubes and nanostructured 

materials, IV:6.55, 6.59f
Cardinal Black, IV:6.36f, 6.39, 6.44f
Cat-a-lac Black, IV:6.39, 6.42f, 6.53f
conductive/nonconductive, IV:6.12, 6.12t
DeSoto Black, IV:6.37f, 6.39
DURACON, IV:6.55–6.56
electrically conductive black paint, IV:6.56

Paints and surface treatments (Cont.):
electrodeposited surfaces, IV:6.53–6.54, 

6.54f, 6.55f
etching of electroless nickel, IV:6.49–6.50, 

6.50f, 6.51f, 6.53f
flame-sprayed aluminum, IV:6.57
Floquil, IV:6.44
gold blacks, IV:6.57
high-resistivity coatings, IV:6.56
IBM Black (tungsten hexafluoride), IV:6.56
ion beam-sputtered surfaces, IV:6.53
Parson’s Black, IV:6.44, 6.53f
plasma-sprayed surfaces, IV:6.50–6.52, 

6.51f–6.53f
silicon carbide, IV:6.56
SolarChem, IV:6.44, 6.48f, 6.53f
specular metallic anodized surfaces, 

IV:6.57, 6.58f
sputtered and CVD surfaces, IV:6.56
3M paints and derivatives, IV:6.35–6.37, 

6.36f, 6.38f, 6.53f
ZO-MOD BLACK, IV:6.56

Pancharatnam phase, I:32.11
Panoramic cameras, I:25.26f, 25.25
Panum’s fusional area (PFA), III:12.15, 

13.12, 25.5
Parabasal optics, I:1.43
Parabolic louver, III:23.3
Parabolic reflectors, for neutron beams, V:64.3, 

64.4, 64.4f
Paraboloid objective, I:29.6
Parallax stereogram, I:25.24
Parallel beams, and x-ray tube sources, V:54.16
Parallel matrix-vector multipliers, I:11.18f, 

11.18–11.19
Parallel multiplexing, V:20.12
Parallel-beam scanners, I:30.23–30.25, 

30.24f–30.25f
Parallel-hole collimators, V:32.3
Paralyzing glare, II:40.9
Parametric amplification, IV:10.17–10.18, 16.3t
Parametric amplifiers and oscillators, V:11.23, 

11.24, 14.2, 14.10–14.11
Parametric downconversion, II:23.14
Parametric oscillators, IV:10.18f, 10.18–10.19, 

10.19f
Parasol ganglion cells, III:2.10n
Paratellurite (TeO2), IV:2.40t, 2.45t, 2.48t, 

2.52t, 2.58t, 2.65t, 2.76t
Paraxial chief rays, I:1.75
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Paraxial curvature, I:1.32–1.33
Paraxial invariant, I:1.41, 1.77
Paraxial limit, of systems of revolution, I:1.38
Paraxial matrices, for geometrical optics, 

I:1.65–1.74
angle instead of reduced angle, I:1.72
arbitrary systems, I:1.67
and characteristic functions, I:1.74
conjugate matrices, I:1.68–1.71, 1.73
linearity, I:1.66
nonrotationally symmetric systems, I:1.74
operation on two rays, I:1.68
possible zeros, I:1.68
power matrix, I:1.67
skew rays, I:1.73
transfer matrices, I:1.66
two-ray specification, I:1.72
unit determinants, I:1.67

Paraxial models (of human eye), III:1.36–1.37, 
1.37f

Paraxial optics (generally), I:1.29, 1.37
Paraxial optics (of systems of revolution), 

I:1.37–1.43
angle of incidence at a surface, I:1.39
axial object and image locations, I:1.40
image location and magnification, I:1.42
linearity of, I:1.41
paraxial limit, I:1.38
principal focal lengths of surfaces, 

I:1.39–1.40
ray tracing, I:1.40
reflection and refraction, I:1.38
switching axial objects and viewing 

positions, I:1.43
three-ray rule, I:1.42
transfer, I:1.38
two-ray paraxial invariant, I:1.41

Paraxial pupils, I:1.77
Paraxial ray tracing, II:3.5, 3.8–3.9, 3.9f
Paraxial rays, I:1.35; II:3.3
Parseval’s theorem, V:46.8
Parson’s Black, IV:6.44, 6.53f
PART (stray light analysis program), II:7.11
Part active, part passive athermalization, 

II:8.11–8.12, 8.12f
Partial coherence, in Maxwellian viewing, 

III:6.12–6.14
Partial coherence interferometry, III:21.7
Partial coherence length, V:4.10
Partially polarized light, I:15.7

Particle hypothesis, Einstein’s, II:23.7
Particle pumping, II:16.14–16.16, 16.15f, 16.16f
Particle-induced x-ray emission (PIXE), V:29.4
Particles:

scattering by, I:7.1–7.17
coherent vs. incoherent arrays, I:7.2–7.3
concepts of, I:7.4–7.5, 7.6f–7.7f, 7.8–7.10, 

7.9f, 7.10f
isotropic homogenous spheres, I:7.11–7.14
Mie, I:7.11, 7.12
nonspherical particles, I:7.15–7.17
regular particles, I:7.14–7.15
single particles, I:7.2–7.3
theories of, I:7.3–7.4

surface coatings and generation of, 
IV:6.17–6.18

in water
particle size distributions, IV:1.15–1.16, 

1.16f
refraction index of, IV:1.20
scattering by, IV:1.30–1.35, 1.31t, 1.32f, 

1.33f, 1.34t–1.35t
Particulate matter:

in standard atmosphere, V:3.6–3.7, 3.9–3.11, 
3.10f, 3.11f

in water, IV:1.14–1.15
Parts per million (ppm), II:17.25
Parvocellular laminae, III:2.12, 2.13, 2.13f
Paschen-Runge configuration, I:20.7, 20.11f, 

20.14t
Passband region, transmission in, IV:7.53, 7.54
Passbands, V:20.1
Passivation, in wafer processing, II:17.23
Passive athermalization, II:6.22, 6.23f, 6.24, 

8.8f–8.10f, 8.8–8.10
Passive autofocus systems, for cameras, I:25.12
Passive devices, for integrated optics, 

I:21.21–21.25, 21.22f–21.25f
Passive mode locking, V:20.17
Passive modelocking, IV:18.8f, 18.8–18.9, 

18.12–18.15
Passive nonlinear optical phenomena, IV:5.54, 

5.54t
Passive optical limiting, IV:13.1–13.12

active vs., IV:13.1–13.3, 13.2f, 13.3f
in materials, IV:13.9–13.12, 13.10f–13.12f
by nonlinear absorption, IV:13.4f–13.6f, 

13.4–13.7
by nonlinear refraction, IV:13.4f, 13.7–13.8
by nonlinear scattering, IV:13.4f, 13.8
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Passive optical limiting (Cont.):
optically-induced phase charge, IV:13.4f, 

13.9
by photorefraction, IV:13.8–13.9

Path function, for gratings and monochromators, 
V:38.3f, 38.3–38.5, 38.4t–38.5t

Pattern discrimination, III:2.35–2.36
Pattern effect, of light pulses, II:19.32, 19.32f
Pattern noise, I:26.11–26.12, 26.12f; II:32.12
Pattern recognition:

by matched filtering, IV:12.28–12.29, 
12.29f, 12.30f

optical matched filtering for, I:11.12–11.14, 
11.13f

Patterned vertical alignment (PVA) cells, 
V:8.27–8.28, 8.28f

Paul objectives, I:29.28–29.29
Pauli exclusion principle, V:56.2
Pauli spin matrices, I:14.24, 14.41
Pearson IV function, V:56.7–56.8
Pearson VII function, V:56.7, 56.8
Pechan prisms, I:19.3t, 19.11, 19.11f
Pedestal contrast, III:2.31
Pedestal control, in CRTs, III:22.8
Pedestal effects (color vision), III:11.60f

and chromatic discrimination, III:11.69
in crossed conditions, III:11.59
defined, III:11.3
and gap effect, III:11.72, 11.74
in uncrossed conditions, III:11.59, 11.61

Pedestal experiments, III:3.2, 11.59–11.62, 
11.60f

Pedicules (cones), III:8.2, 8.20
Pellin-Broca prisms, I:20.6f
Penalty function method, II:3.18, 3.19
Pendellösung interference, V:63.26
Pendular states, IV:21.23
Penetration depth, of metals, IV:4.47f
Pen-Ray, II:15.36f
Penta prisms, I:19.3t, 19.13, 19.14f
Pentaprisms, II:6.14f, 6.15f, 12.12, 12.12f
Percept rivalry suppression, III:13.14
Perception:

of color, III:14.17
defined, III:13.2, 23.3
of direction, III:13.7–13.10

corresponding retinal points, III:13.8
horopter, III:13.8–13.9, 13.9f, 13.10f
vertical horopter, III:13.9

of distance, III:13.24

Perception (Cont.):
Gestalt principles in, III:24.8
of imaging artifacts in vision, III:24.2–24.6

early color vision, III:24.5
embedding digital watermarks, III:24.5
image quality and compression, 

III:24.3–24.4
limitations of early vision models, 

III:24.5–24.6
rendering and halftoning, III:24.4
target detection in medical images, 

III:24.5
of lit environment, II:40.1–40.2, 40.4f, 

40.4–40.6
measuring (see Psychophysical measurement)
of size, III:13.19
of space, III:13.3–13.7

binocular cues, III:13.7
distortion of, III:13.16–13.19
extraretinal information for eye move-

ments, III:13.7
kinetic cues, III:13.4–13.7, 13.5f, 13.6f
monocular cues, III:13.3–13.7

and visual effects created by artists, 
III:24.10

Percepts:
3-D, III:13.3
defined, III:13.2

Perceptual constancy, II:40.5
Perceptual Subband Image Coder (PIC), 

III:24.4
Perceptually based image compression, 

III:24.4
Percus-Yevick approximation, I:9.5
Perfect crystal interferometers, V:63.26–63.27, 

63.27f
Perfect diffuse reflectors (PDRs), 

IV:6.7f, 6.27f
Perfect lens, II:4.4
Perfect mirrors, IV:7.47
Perfect reflecting diffusers, II:37.8
Perfect transmitting diffusers, II:37.8
Perfectly reflecting (PEC) surfaces, I:8.10
Performance, measuring (see Psychophysical 

measurement)
Periclase (MgO), IV:2.44t, 2.48t, 2.52t, 2.57t, 

2.63t, 2.69t
Perimetry, III:14.21
Periodgram estimator, for 1D profiles, 

V:46.8
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Periodic multilayers:
[(0.5A)B(0.5A)]N, IV:7.35, 7.36f
of MLLs, V:42.5–42.6, 42.6f
nonabsorbing [AB]N and [AB]NA, 

IV:7.32–7.34, 7.33f–7.35f
[xH.(1-x)L]N.xH, IV:7.37

Periodically poled lithium niobate (LiNbO3) 
(PPLN), IV:17.1, 17.4–17.13, 17.6f–17.11f

Periodically poled lithium tantalate (LiTaO3) 
(PPLT), IV:17.14–17.15, 17.15f

Periodically poled potassium titanyl phosphate 
(KTiOPO4) (PPKTP), IV:17.2, 17.28, 
17.29f, 17.30f

Peripheral field, III:1.3
and retinal illuminance, III:1.12
TCA in, III:1.20

Peripheral retina, III:13.3, 14.10
Periphery cameras, I:25.22
Periscopes, II:1.10, 1.10f
Periscopic lenses, I:17.27, 17.27f, 18.19, 18.19f
Permittivity, of water, IV:1.16
Perovskite, IV:2.73t
Perpendicular magnetic anisotropy, I:35.26
Perpendicular-incidence ellipsometers (PIEs), 

I:16.17–16.18, 16.18f
Perspective:

defined, III:13.2
distorted, with monocular magnification, 

III:13.13, 13.14f
Petawatt lasers, IV:21.5
PETRA III (synchrotron source), V:37.10
Petzold volume scattering functions, 

IV:1.33, 1.33f
Petzval (field) curvature:

in gradient index optics, I:24.4, 24.6, 24.7
of reflective and catadioptric objectives, 

I:29.7, 29.11, 29.14, 29.15, 29.32
as wavefront aberration, I:1.91

Petzval lenses, I:17.10, 17.28, 17.28f, 17.35f
Petzval sums, I:28.15, 29.37; IV:3.8
Petzval surface, II:2.4, 2.5
Pfund configuration, of dispersive prisms, 

I:20.8f, 20.10, 20.13f
Pfund objectives, I:29.6
Phacoemulsification, III:12.14, 21.2, 

21.4, 21.5
Phakia, III:14.2
Phakic lenses:

defined, III:21.2
intraocular, III:16.9, 21.19

Phase aberration function:
correction of, V:4.28–4.30
modal expansion of, V:4.17f–4.18f, 

4.17–4.20, 4.19t, 4.20t
Phase array beam steering, V:6.27–6.29, 6.28f
Phase charge, optically-induced, IV:13.4f, 13.9
Phase coatings, IV:7.101, 7.101f–7.104f, 7.102
Phase conjugate interferometry, IV:12.32, 

12.33f, 12.34f
Phase conjugate mirrors, IV:12.7, 12.8f–12.9f, 

12.33–12.35
Phase conjugated coupling, II:20.14
Phase conjugation:

Brillouin, IV:15.48, 15.52f–15.54f, 
15.52–15.54

photo echo and geometry of, IV:11.19–11.22, 
11.20f, 11.21f

Phase contrast microscopy, I:28.28–28.29, 
28.29f

Phase diffusion coefficient, II:23.29
Phase discrimination, III:2.36
Phase dispersion filters, IV:7.89, 7.89f
Phase distortion, nonlinearly induced, 

IV:16.28–16.29
Phase errors, phase-shifting interferometry 

and, II:13.22
Phase fluctuations, adaptive optics and, 

V:5.18–5.19
Phase mask method, of FBG fabrication, 

V:17.5–17.6, 17.6f, 17.8, 24.7, 24.7f
Phase matching:

for acousto-optic devices, V:6.9–6.12, 6.10f
in attosecond optics, II:21.4
birefringent tangential, V:6.25
and harmonic yield, IV:21.30
in integrated optics, I:21.12
and Maxwell-Bloch equations, IV:11.6
noncritical, IV:17.1
on-axis tangential, V:6.25–6.26
optically rotated tangential, V:6.26f, 6.27
QPM materials, IV:17.1, 17.13–17.14
in second-order processes, IV:10.12f, 

10.12–10.14, 10.13f
and stimulated Raman scattering, IV:15.7, 

15.34, 15.34f
tangential, V:6.12, 6.13, 6.17, 6.25–6.27, 6.26f

Phase modulation, V:7.18–7.20, 13.51 (see 
also Cross-phase modulation; Self-phase 
modulation)

Phase modulation index, II:22.4; V:7.19
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Phase noise, V:9.8, 13.1, 13.20–13.21, 13.21f
Phase plates, I:28.28
Phase plates, for circular polarization, V:43.5f, 

43.5–43.6
Phase pulling, of transient Raman scattering, 

IV:15.26–15.27, 15.27f
Phase response, frequency vs., II:22.6f, 

22.6–22.7, 22.7f
Phase retardation, I:12.24; III:18.2
Phase retarders, V:41.9, 43.6
Phase retarding reflectors, IV:7.101–7.102, 

7.102f, 7.103f
Phase shifter, cross-Kerr, IV:23.11
Phase space, II:39.3
Phase stability, Doppler OCT and, 

III:18.18f–18.20f, 18.18–18.19
Phase stability margin, II:22.9
Phase structure function, V:4.5, 5.9, 5.10
Phase transfer function (PTF):

in diffraction-limited eye, III:1.13
and off-axis image quality, III:1.26, 1.27
in ophthalmoscopic methods, III:1.23

Phase transfer functions (PTF), I:4.3, 4.7
Phase transitions, of liquid crystals, 

V:8.13–8.14, 8.13f, 8.14f
Phase velocity indices of refraction, 

V:7.15–7.16, 7.16f
Phase zone plates, V:40.5–40.7, 40.7f
Phase-conjugate interferometers, I:32.17, 32.18, 

32.18f
Phased-arrays, for agile beam steering, 

I:30.52–30.57, 30.53f, 30.62–30.63
Phase-interrruption broadening, emission-line, 

II:16.5
Phase-lock phase shifting, II:13.23
Phase-locked interferometers, I:32.11–32.12, 

32.12f
Phase-locked laser arrays, II:19.26, 19.27, 

19.28f, 19.28t
Phase-locked loops (PLLs), V:20.11, 20.11f
Phase-measuring interferometers (PMIs), V:46.2
Phase-sensitive detection (PSD), I:31.8f, 

31.8–31.11
Phase-shifting interferometers, I:32.10–32.11, 

32.11f
Phase-shifting interferometry, II:13.18f–13.20f, 

13.18–13.23
heterodyne interferometer, II:13.22
integrating bucket method, II:13.21, 13.21f
phase errors, II:13.22

Phase-shifting interferometry (Cont.):
phase-lock method, II:13.23, 13.23f
phase-stepping method, II:13.20, 13.20f
simultaneous measurement, II:13.22
two-steps-plus-one method, II:13.21, 13.22

Phasesonium, IV:14.3
Phase-space acceptance, by gratings and 

monochromators, V:38.7
Phase-stepping phase shifting, II:13.20, 13.20f
Phase-transition temperatures, of crystals and 

glasses, IV:2.32, 2.33
Phasors, I:5.2
Phonon broadening, emission-line, II:16.5
Phonon coupling, II:17.16
Phonons, IV:2.11

acoustic, IV:5.14–5.16
coupled plasmon and, IV:5.35, 5.36, 5.36f, 

5.37f
lattice absorption by, IV:5.13–5.16, 5.15f
optical, IV:5.14
and Raman scattering, IV:5.79f–5.81f, 

5.79–5.81
transverse optical (TO), IV:8.16–8.18

Phoria, III:13.21–13.22
defined, III:13.2
effect of lenses and prisms on, III:13.25–13.27

Phoropter, III:12.6
Phosphate crown glass, IV:2.41t
Phosphates, for fiber lasers, V:25.27t, 25.28
Phosphor, III:23.3
Phosphor salts, II:40.31
Phosphor screens:

of image intensifiers, II:31.14–31.16, 31.14t, 
31.15f

in proximity-focused MCP IIs, II:31.9, 31.9f
Phosphor x-ray detectors, V:60.7–60.8, 60.10t
Phosphor-type designation system, II:31.14t
Phot (unit), II:34.43, 36.7, 36.7t
Photo cell (see Photodiodes)
Photo gain, in photoconductors, II:25.5f, 

25.5–25.6
Photoabsorption, V:36.1
Photoacoustic spectroscopy (PAS), 

IV:17.22f–17.24f, 17.22–17.26, 17.26f
Photo-activated localization microscopy 

(PALM), I:28.23
Photo-associative spectroscopy (PAS), 

IV:20.30–20.31, 20.31f
Photocapacitors, MOS (see Metal-oxide-

semiconductor capacitors)
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Photocathodes, II:27.6, 27.7f, 31.9, 31.9f
assemblies of, II:31.10–31.12, 31.11f, 31.12f
internally and remotely processed, II:31.10, 

31.24
Photochemical blue-light hazard, II:36.17
Photocoagulation, III:7.4
Photoconductive (PC) arrays, II:33.4
Photoconductive gain, II:24.11
Photoconductors (PCs), II:24.7f, 24.7–24.8; 

IV:5.61
electronics of, II:38.10
fabrication of, II:32.2
image sensing with, II:32.8–32.9
operating principles of, II:25.4f, 25.4–25.6, 

25.5f
photo gain in, II:25.5f, 25.5–25.6
types of, II:25.5, 25.5f
(see also specific photoconductors, e.g.: 

Amorphous silicon photoconductors)
Photocopolymerization, I:24.8
Photocopying, I:24.6
Photodetection, II:25.1–25.17

about, II:25.2–25.3
applications for, II:25.11–25.12
future directions in, II:25.15f–25.17f, 

25.15–25.17
materials for, II:25.3t
operating principles of, II:25.3f, 25.3–25.11, 

25.4f
extended wavelength photodetectors, 

II:25.10, 25.10t
photoconductors, II:25.4f, 25.4–25.6, 25.5f
photogate, II:25.10, 25.11, 25.11f
pin photodiodes, II:25.6–25.10, 25.7f, 

25.9f
reliability of, II:25.13–25.14, 25.13t

Photodetectors, II:24.3–24.101; V:9.8
AlGaN alloy photovoltaic detectors, II:24.46
CdS photoconductors, II:24.49–24.52, 

24.51f–24.53f
CdSe photoconductors, II:24.49–24.52, 

24.52f
CdTe detectors, II:24.52, 24.54, 24.54f
CdZnTe detectors, II:24.52
GaAsP photodiodes, II:24.49, 24.49f, 24.50f
GaN photovoltaic detectors, II:24.42, 24.43, 

24.45f, 24.46, 24.46f, 24.47
GaP photodiodes, II:24.47–24.49, 24.48f
Ge intrinsic photodetectors, II:24.70f–24.73f, 

24.70–24.73

Photodetectors (Cont.):
Ge low-temperature bolometers, 

II:24.31–24.32, 24.32f, 24.33f
Ge:Au detectors, II:24.83–24.85, 

24.84f–24.86f
Ge:Cu detectors, II:24.84f, 24.85f, 24.96, 

24.97, 24.97f–24.99f
Ge:Ga infrared detectors, II:24.100
Ge:Hg detectors, II:24.84f, 24.92–24.95, 

24.93f–24.95f
Ge:Zn detectors, II:24.84f, 24.98–24.100, 

24.99f
HgCdTe detectors, II:24.86f–24.92f, 

24.86–24.92
InAs photovoltaic detectors, II:24.75, 

24.77f–24.79f, 24.77–24.78
InGaAs detectors, II:24.65–24.70, 

24.66f–24.69f
InGaAs photodiodes, II:34.31
InSb hot-electron bolometers, II:24.29, 

24.30, 24.30f, 24.31f
InSb intrinsic photovoltaic detectors, 

II:24.80–24.83, 24.82f, 24.83f
life test for, II:25.13, 25.14, 25.14f, 25.15f
manufacturers’ specifications for, 

II:24.21–24.101, 24.21t
noise, impedance, dark and leakage current 

in, II:24.19–24.20, 24.20f
PbS photoconductors, II:24.73–24.74, 

24.74f–24.77f, 24.74t
PbSe detectors, II:24.76f, 24.78, 24.79, 

24.79f–24.82f
PbSnTe photovoltaic detectors, II:24.92, 

24.93f
performance/sensitivity of, II:24.13–24.18

background-limited case, II:24.14–24.17, 
24.16f, 24.16t, 24.17f

strong-signal case, II:24.14
thermal detectors, II:24.17, 24.18f

photoemissive detectors, II:24.32–24.42, 
24.33f, 24.35f–24.41f, 24.43f, 24.44f

photographic emulsions, II:24.100, 24.101f
planar, II:25.14, 25.15f
pyroelectric detectors, II:24.26f–24.29f, 

24.26–24.29
quantum, II:24.6–24.10, 24.7f–24.9f
quantum well, II:25.16f, 25.16–25.17, 25.17f
quantum well infrared, II:25.15
responsivity and quantum efficiency of, 

II:24.18, 24.19
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Photodetectors (Cont.):
Si photovoltaic detectors, II:24.52f, 

24.54–24.65, 24.55f–24.66f
Si:B detectors, II:24.95f, 24.96
SiC UV detectors, II:24.47, 24.47f
Si:Ga infrared detectors, II:24.95, 24.95f, 

24.96, 24.96f
and signal detection, II:27.2
spectral response of, II:24.18, 24.19f
speed of, II:24.20, 24.21
stability of, II:24.21, 24.21f
terminology, II:24.10–24.13
thermal detectors, II:24.4f–24.6f, 24.4–24.6
thermistor bolometers, II:24.24f, 2

4.24–24.25, 24.25f, 28.7t
thermocouples, II:24.22f, 24.22–24.23
thermopiles, II:24.23f, 24.23–24.24
TiO2 UV detectors, II:24.47, 24.48f
types of, II:25.3, 25.4f
uniformity of, II:24.20
(see also specific photodetectors, e.g.: 

Avalanche photodetectors)
Photodiode CCDs (PD-CCDs), II:33.11f, 33.12
Photodiode linear arrays (PDAs), II:38.9, 38.10, 

38.10t
Photodiode MOSs (PD-MOSs), 

II:33.11f, 33.13
Photodiodes (PDs):

avalanche, V:13.63, 13.71–13.73
CCD, II:33.11f, 33.12
defined, II:24.11
electronics of, II:38.10
GaAsP, II:24.49, 24.49f, 24.50f
GaP, II:24.47–24.49, 24.48f
Ge avalanche, II:24.70f, 24.72f, 24.72–24.73, 

24.73f
GeGaAs, II:34.31
InGaAs, II:34.31
InGaAs avalanche, II:24.66f–24.69f, 

24.66–24.70
junction, II:32.3–32.6, 32.4f, 32.6f
MOS, II:33.11f, 33.13
pin, V:13.64–13.66
pin (see pin photodiodes)
p+np, II:32.8
resonant, V:13.65
Schottky, V:13.63, 13.73
silicon, II:34.29, 34.30
silicon avalanche, II:24.62–24.65, 

24.63f–24.66f

Photodiodes (PDs) (Cont.):
silicon pn, II:24.52f, 24.55f–24.59f, 

24.55–24.58
unitraveling-carrier, V:13.68f, 13.68–13.69
UV-enhanced, II:24.55f, 24.61f, 24.61–24.62, 

24.62f
(see also specific photodiodes, e.g.: Avalanche 

photodiodes)
Photoelastic coefficients, of crystals and glasses, 

IV:2.24
Photo-elastic modulators (PEMs), I:15.21, 

16.13
Photoelectromagnetic (PEM) detectors, II:24.9, 

24.9f
Photoemissive detectors, II:24.6, 24.7f

gallium phosphide dynodes, II:24.42, 24.44f
linearity of, II:24.41
manufacturers of, II:24.42
noise from, II:24.39, 24.40, 24.41f
operating temperature of, II:24.40
photon counting for, II:24.42, 24.43f, 24.44f
quantum efficiency of, II:24.35f–24.38f, 

24.36–24.38
recommended circuit for, II:24.42, 24.43f
response time of, II:24.40
responsivity of, II:24.35f, 24.38
sensitive area of, II:24.41
sensitivity of, II:24.34, 24.35f–24.39f
sensitivity profile of, II:24.41
short-wavelength considerations for, 

II:24.34, 24.40f
specifications for, II:24.32–24.42, 24.33f
stability of, II:24.41

Photoexcitation, II:25.5; IV:5.70f
Photogates, II:25.10, 25.11, 25.11f
Photographic detectors, II:24.9–24.10
Photographic dyes, II:30.10f, 30.10–30.13, 

30.12f
Photographic emulsions, II:24.100, 24.101f, 

29.4, 30.7
Photographic film(s), II:29.3–29.16, 30.18–30.28

about, II:30.2–30.3
black-and-white (B&W) film, 

II:30.24–30.25, 30.25t
color, II:29.12–29.15, 29.13f, 29.14f
color negative film, II:30.25–30.28, 30.27t
color reversal film, II:30.22–30.24, 30.23t
development effects on, II:29.12, 29.13f
D-log H curve for, II:29.8f, 29.8–29.10, 29.10f
exposure of, II:29.5–29.6
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Photographic film(s) (Cont.):
grain element of, II:29.5
granularity of, II:30.19
high-speed vs. low-speed, II:30.18–30.20
and light scattering by silver halide crystals, 

II:30.5–30.7, 30.6f
microdensitometers, II:29.15f, 29.15–29.16
neutron detection with, V:63.33, 63.34
optical density of, II:29.6–29.8, 29.7f
processing of, II:29.5
professional vs. amateur film, II:30.20–30.22
reciprocity failure of, II:29.11–29.12
spectral sensitivity of, II:29.11, 29.11f
speed of, II:30.18–30.20
structure of color, II:30.3f, 30.3–30.5
structure of silver halide photographic layers 

in, II:29.4
Photographic film speed, II:29.9–29.10

in Advanced Photo System, II:30.26
in color negative film, II:30.25
and granularity, II:30.19
high vs. low, II:30.18–30.20
and sensitivity to high-energy radiation, 

II:30.19–30.20
Photographic materials, II:30.1–30.28

about, II:30.1–30.2
dyes, II:30.10–30.13

about, II:30.10, 30.10f
excited state properties, II:30.11–30.12, 

30.12f
light stabilization methods, II:30.12–30.13
photochemistry of azomethine dyes, 

II:30.11
films, II:30.18–30.28

black-and-white film, II:30.24–30.25, 
30.25t

color negative film, II:30.25–30.28, 30.27t
color reversal film, II:30.22–30.24, 30.23t
professional vs. amateur film, 

II:30.20–30.22
speed, II:30.18–30.20

optics of, II:30.2–30.7
about, II:30.2–30.3
light scatter by silver halide crystals, 

II:30.5–30.7, 30.6f
structure of color films, II:30.3f, 30.3–30.5
structure of color papers, II:30.5

and photographic spectral sensitizers, 
II:30.13–30.18

about, II:30.13–30.14, 30.14f

Photographic materials, and photographic 
spectral sensitizers (Cont.):
color science, II:30.15–30.18, 30.16f, 30.17f
photophysics of spectral sensitizers on 

silver halide surfaces, II:30.14–30.15, 
30.15f

silver halide light detectors, II:30.7–30.9, 30.8f
Photographic papers:

about, II:30.2–30.3
and light scattering by silver halide crystals, 

II:30.5–30.7, 30.6f
structure of color, II:30.5

Photographic plates, I:3.3
Photographic recording, in ophthalmoscopic 

methods, III:1.23
Photographic spectral sensitizers (see Spectral 

sensitizers, photographic)
Photographic systems, II:29.16–29.25

acutance of, II:29.17–29.19, 29.18t, 29.19f
detective quantum efficiency of, II:29.23
graininess in, II:29.19–29.22, 29.21f
image structure of, II:29.17
information capacity of, II:29.24
manufacturers of, II:29.25
performance of, II:29.16–29.17, 29.17f, 29.18t
resolving power of, II:29.24
sharpness in, II:29.22
signal-to-noise ratio of, II:29.22–29.23

Photography, wide-angle, I:25.25
Photoionization detectors, II:24.10
Photoionization devices, II:34.29
Photoionization yield, II:34.29
Photokeratitis, III:1.9, 7.4f

defined, III:7.1
from radiation, III:7.4
UV, III:7.3

Photoluminescence (PL), IV:5.70f, 5.70–5.75, 
5.72f–5.75f

Photoluminescence decay time, I:31.12–31.15, 
31.13f, 31.14f

Photoluminescence excitation (PLE)
 spectroscopy, IV:5.75, 5.75f

Photometric efficiency (PE) factor, III:9.3
Photometric ellipsometers, I:16.12–16.14, 

16.13f, 16.14f
Photometry, II:34.37–34.44, 36.1–36.17, 36.3f, 

36.3t; III:9.1–9.15, 10.10, 10.43–10.45, 
11.37

about, II:36.2–36.4
approximations, II:36.10, 36.10f, 36.11f
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Photometry (Cont.):
basis of physical, II:37.1–37.2, 37.2f
calibrations in, II:34.42–34.43
concepts/terminology of, II:34.10–34.11, 

34.38t, 34.39–34.40, 34.43–34.44, 39.2, 
39.2t

conversion between radiometric and 
photometric quantities, II:34.12t, 
36.11–36.12, 36.12f, 36.12–36.14, 
36.13f, 36.14f

defined, II:34.37, 37.1
and human eye, II:36.8f, 36.8–36.10, 36.9f
illuminance-luminance relationship, II:37.9, 

37.9f
integrating sphere device, II:37.9–37.10, 

37.10f
inverse square law, II:37.8
Lambert’s cosine law, II:37.8, 37.8f
normalization, II:36.14–36.17, 36.15t, 36.16f
and photopic/scotopic/mesopic vision, 

II:34.37–34.39, 34.38t
practice in, II:37.11
quantities and units in, II:37.4–37.8, 37.4t, 

37.5f, 37.7t
radiometry vs., II:34.6
retinal illuminance, II:34.40–34.42
symbols/nomenclature of, II:36.5–36.10, 

36.6t–36.8t
weighting functions, II:36.17

Photomicrographic lamps, II:15.47–15.49, 
15.48f, 15.49f

Photomultiplier tubes (PMTs), II:24.11, 
24.32–24.34, 24.33f, 24.38f, 24.38–24.42, 
24.39f, 24.43f, 38.9, 38.9t; IV:5.61; V:31.5

applications for, II:27.6–27.10, 27.7f
base design of, II:27.8–27.10
electronics of, II:38.10

Photon(s), II:23.6–23.14, 25.2, 34.30, 36.4
Einstein’s light quanta, II:23.6–23.9, 23.8f
photon-photon correlations, II:23.13f, 

23.13–23.14
quantum electrodynamics, II:23.9–23.13

Photon absorption (PA), IV:19.9, 19.10, 19.10f
Photon correlation spectroscopy (PCS), I:9.8
Photon counting, II:27.15

defined, II:24.12
of modulated signal sources, II:27.14
in photoemissive detectors, II:24.42, 24.43f, 

24.44f
Photon density, II:19.30–19.35

Photon detectors:
background-limited case of, II:24.14–24.17, 

24.16f, 24.16t, 24.17f
strong-signal case of, II:24.14

Photon dose, II:34.6, 34.11
Photon echo, IV:11.11–11.19

about, IV:11.11–11.15, 11.12f, 11.13f, 11.15f
stimulated, IV:11.15–11.19, 11.16f–11.19f

Photon echo spectroscopy, IV:11.26–11.27
Photon Engineering, II:7.25
Photon flux, II:34.5, 34.11
Photon infrared detectors, II:33.7, 33.8f
Photon loss, IV:23.14–23.15
Photon migration approach, to radiative 

transfer, I:9.12
Photon noise, III:2.4
Photon transfer, I:26.12
Photon-flux irradiance (retina), III:2.4, 2.7
Photonic bandgaps (PBGs), IV:9.1–9.17; 

V:11.2–11.3, 11.8, 11.8f, 11.10f, 11.11, 
11.11f, 11.14

fibers with, IV:2.23
Maxwell’s equations, IV:9.2–9.3
in 3D photonic crystals, IV:9.4–9.12

criteria for, IV:9.4–9.5
examples of, IV:9.5, 9.5f
microcavities in, IV:9.6–9.12, 9.7f, 9.8f

2D periodicity in microcavities of, 
IV:9.8–9.12, 9.9f

in-plane coupling, IV:9.10–9.11
out-of-plane coupling, IV:9.11–9.12

and waveguides, IV:9.12–9.17
in photonic crystals with 2D periodicity, 

IV:9.13f, 9.13–9.14
waveguide bends, IV:9.14–9.16, 9.15f, 9.16f
waveguide intersections, IV:9.16–9.17, 9.17f

Photonic crystal fibers (PCFs), V:11.1–11.28, 
25.2

all solid-core, V:25.21
Bragg fibers, V:11.4
in cladding, V:11.7–11.11, 11.8f–11.11f
cleaving and splicing of, V:11.26
design and fabrication of, V:11.4–11.6, 11.5f
endlessly single-mode, V:11.12, 11.13, 11.21, 

11.21f
in fiber lasers, V:25.19f, 25.20–25.21, 25.27
and guidance

attenuation mechanisms, V:11.19–11.22, 
11.20f, 11.20–11.22, 11.21f

birefringence, V:11.17
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Photonic crystal fibers (PCFs), and guidance 
(Cont.):
core-cladding index difference, 

V:11.12f–11.17f, 11.12–11.17
group velocity dispersion, V:11.18, 11.18f, 

11.19f
Kerr nonlinearities, V:11.22–11.24, 

11.24f
resonance and antiresonance, V:11.12
scattering, V:11.24–11.26, 11.25f

history of, V:11.2–11.4, 11.3f
in-fiber devices for, V:11.27, 11.28
mode transformers, V:11.26–11.27, 11.27f
modeling and analysis of, V:11.6–11.7

Photonic crystals, IV:9.3
Photonic exitation, II:25.3, 25.3f
Photonic integrated circuits (PICs), 

V:19.1, 19.36
of III-V materials, I:21.17–21.20
in integrated optics, I:21.2
in WDM systems, I:21.37, 21.38

Photonic resonance, IV:22.9–22.13, 22.10f, 
22.12f

Photonics Directory of Optical Industries, 
II:15.14

Photon-number eigenstates, IV:23.7–23.8
Photons:

energies of, V:36.7t–36.8t
lifetimes of, V:20.1
mass attenuation coefficients for, IV:4.48, 

4.48t, 4.49
Raman interaction with, IV:15.21–15.22
and water, IV:1.11

Photophobia, III:23.3
Photopic luminosity function, III:10.1, 10.4t
Photopic luminous efficiency function, 

III:10.44
Photopic retinal illuminance, III:2.4
Photopic troland, III:9.2
Photopic vision, II:34.37–34.39, 34.38t, 

36.8f–36.10f, 37.2, 40.3
accommodation response, III:1.32–1.34, 

1.33f, 1.34f
age-related changes in, III:14.15, 14.16f
color, III:10.3
Stiles-Crawford effect, III:1.10, 1.10f

Photopigment opsin genes, III:10.14
in color-deficient observers, III:10.16
and variations in color matching, 

III:10.15

Photopigment optical density:
and adjustment of cone spectral sensitivities, 

III:10.17
adjustments for individual differences, 

III:10.18
and color matches, III:10.9

Photopigments:
absorption spectra of, III:2.7
adjustments for individual differences, 

III:10.18
and color matches, III:10.9
in color-deficient observers, III:10.16
time constant of regeneration, III:2.7
variability in, III:10.15

Photopolarimeters, I:16.13–16.16, 16.14f–16.16f
Photoreactive scattering, IV:12.9
Photoreceptors, III:10.3, 10.4

biological waveguide models of, III:8.8–8.9, 
8.9f, 8.10f, 8.12–8.15

and color appearance, III:11.62
and contrast detection, III:2.22–2.23
defined, III:15.2
directional sensitivity of, III:8.5
dynamic range of, III:2.9
image sampling by, III:2.4–2.9
inhomogeneous, III:10.16
length of outer segments, III:2.7–2.8
modal patterns in, III:8.16f, 8.18f, 8.19–8.24, 

8.22f
for neighboring waveguides, III:8.22
radial distribution of transmitted energy, 

III:8.22–8.23, 8.23f
Snyder and Pask cone model, III:8.21f
transfer function, III:8.24f

optical waveguide properties of, III:14.11
optics of, III:8.3, 8.10f
orientation and alignment of, III:8.5–8.8, 

8.6f, 8.7f
quantitative observations of, III:8.15, 8.16f, 

8.17, 8.18f, 8.19f
and resolving capacity of the eye, 

III:4.5, 4.6f
schematic diagram of, III:8.9f
temporal response properties of, III:2.8–2.9
types and functions of, III:2.4, 2.6
waveguiding in, III:8.3–8.5
in xerographic systems, I:34.1, 34.2f, 

34.2–34.4, 34.3f
(see also Cones; Rods)

Photoreflectance (PR), IV:5.66t, 5.67
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Photorefraction:
optical limiting by, IV:13.8–13.9
of third-order optical nonlinearities, 

IV:16.22
Photorefractive effect, IV:12.1–12.38

beam spatial profiles, IV:12.10
devices using, IV:12.28–12.38

associative memories and neural networks, 
IV:12.33–12.35

gain and two-beam coupling, 
IV:12.29–12.32, 12.31f

holographic data storage, IV:12.37
holographic storage, IV:12.36–12.37
loss and two-beam coupling, 

IV:12.31–12.32, 12.33f–12.35f
phase conjugate interferometry, IV:12.32, 

12.33f, 12.34f
real-time holography, IV:12.28–12.29, 

12.29f, 12.30f
solitons, IV:12.38
thresholding, IV:12.35–12.36, 12.36f
waveguides, IV:12.37

grating formation, IV:12.1–12.3, 12.2f
oscillators and self-pumped mirrors, 

IV:12.7–12.9, 12.8f–12.9f
standard rate equation model, IV:12.3–12.4
stimulated photoreactive scattering, 

IV:12.9
time-dependent effects, IV:12.10
wave interactions, IV:12.4–12.7

anisotropic scattering, IV:12.7
four-wave mixing, IV:12.6f, 12.6–12.7
two-beam coupling, IV:12.4f, 12.4–12.6

Photorefractive keratectomy (PRK), III:12.14, 
16.11f, 16.11–16.12, 16.12f

Photorefractive materials, IV:12.10–12.25
bulk compound semiconductors, 

IV:12.20–12.21, 12.20t, 12.21f
comparison of, IV:12.13, 12.13t
cubic oxides (sillenites), IV:12.17–12.19, 

12.18t, 12.19f
features of, IV:12.10–12.11
ferroelectric, IV:12.13–12.17, 12.13t

barium titanate, IV:12.15–12.16, 12.16f
lithium niobate and lithium tantalate, 

IV:12.14
potassium niobate, IV:12.16–12.17
strontium barium niobate and related 

compounds, IV:12.17
tin hypothiodiphosphate, IV:12.17, 12.18t

Photorefractive materials (Cont.):
figures of merit for, IV:12.11–12.13

steady-state performance, IV:12.11–12.12
transient performance, IV:12.12, 12.13

multiple quantum wells, IV:12.22f, 
12.22–12.23

organic crystals and polymer films, 
IV:12.23–12.25, 12.26t–12.27t

passive limiting in, IV:13.11, 13.12f
Photorefractive self-oscillation, IV:12.7, 12.9
Photorefractivity, of lithium niobate 

modulators, V:13.54
Photorelaxation, IV:5.70f
Photoresist, for extreme ultraviolet lithography, 

V:34.2, 34.6
Photoresponse nonuniformity (PRNU), 

I:26.11–26.12, 26.12f
Photoretinitis, III:7.1, 7.7
Photosensitive compounds, in microscopy, 

I:28.55
Photosensitivity, of fiber Bragg gratings, 

V:17.2–17.3
Photostimulable phosphors, 

V:63.34
Photosynthetically available radiation (PAR), 

IV:1.5t, 1.7f, 1.9
Phototropism, III:8.2
Photovoltage, IV:5.66t
Photovoltaic (PV) arrays, II:33.4
Photovoltaic detectors, II:24.8, 24.8f, 24.9

aluminum gallium nitride, II:24.46
gallium nitride, II:24.42, 24.43, 24.45f, 24.46, 

24.46f, 24.47
indium antimonide, II:24.80–24.83, 24.82f, 

24.83f
indium arsenide, II:24.75, 24.77f–24.79f, 

24.77–24.78
lead tin telluride, II:24.92, 24.93f
mercury cadmium telluride, II:24.86f, 24.88f, 

24.90–24.92, 24.91f, 24.92f
silicon, II:24.52f, 24.54–24.65, 

24.55f–24.66f
Photovoltaic Schottky barrier detectors (SBDs), 

II:33.7, 33.8f
Physical constants, for crystals and glasses, 

IV:2.8t
Physical layer (PHY) implementation, of FDDI 

connectors, V:23.2–23.3
Physical optics, II:3.16
Physical photometry, II:34.37, 36.4, 37.2
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Physical properties:
of crystals and glasses, IV:2.37, 2.38t–2.43t

classes and symmetry properties, IV:2.7t
composition, structure, and density, 

IV:2.38t–2.41t
physical constants, IV:2.8t
specialty, and substrate materials, IV:2.43t
symmetry properties, IV:2.5, 2.6t–2.8t

of metals, IV:4.6, 4.49, 4.52t–4.54t
of polymers, IV:3.2–3.5, 3.4t

Physical vapor deposition (PVD), V:61.6
Physically realizable Mueller matrices, 

I:14.40–14.42
Physiological optics, III:2.2
Phytoplankton:

absorption by, IV:1.23–1.25, 1.24f–1.25f, 1.28
in water, IV:1.14

Pickups, II:3.6
Picosecond (unit), IV:5.7; V:20.1
Picosecond and sub-picosecond relaxation, 

I:31.14, 31.14f
Picosecond solid-state lasers, IV:18.10
Pictures, instant, I:25.8
Piezoelectric transducer (PZT), I:15.21, 15.24

amplifier strategies for, II:22.18
disk vs. tube, II:22.17–22.18

Piezoelectric-based (PZT-based) systems, 
II:22.1

Piezo-optic coefficients, for crystals and glasses, 
IV:2.21

Pig lenses, III:19.11, 19.12f
Pigments:

macular, III:1.9, 1.11, 14.9–14.10
of the retina, III:14.9–14.11

Pigtail connection, fiber, V:13.8
Pikhtin-Yas’kov formula, IV:2.22
Pile-of-plates polarizers:

nonnormal-incidence reflection, 
I:12.15–12.18, 12.16f, 12.17f

nonnormal-incidence transmission, 
I:12.18–12.24

Pin diodes, V:13.2, 13.63–13.71, 13.66t
dark current, V:13.69
geometry of, V:13.64f, 13.64–13.65
noise, V:13.70–13.71
sensitivity, V:13.65–13.66, 13.66f
speed, V:13.67–13.68
unitraveling-carrier (UTC) photodiodes, 

V:13.68f, 13.68–13.69
Pin holes, in neutron and x-ray optics, V:26.7

pin junctions, II:26.3; V:13.59
pin photodetectors:

biased, II:26.6f
high-speed, II:26.10, 26.12f, 26.12–26.15, 

26.14f, 26.15f
lateral, II:25.15f, 25.15–25.16

pin photodiodes, II:24.54, 24.55f–24.60f, 
24.58–24.61, 25.4f, 25.6–25.10, 25.7f, 
32.4f; V:13.64–13.66

absorption coefficient of, II:25.8, 25.9f
avalanche photodiodes, II:25.8–25.10, 25.9f
dark current in, II:25.7–25.8
diffusion current of, II:25.7
equivalent circuit of, II:26.7, 26.7f
generation-recombination current of, 

II:25.7–25.8
germanium, II:24.70f–24.72f, 24.70–24.71
InGaAs, II:24.66, 24.67f
operating principles of, II:25.6–25.10, 

25.7f, 25.9f
quantum efficiency of, II:25.8
resonant, II:26.15, 26.15f
responsivity of, II:25.8
silicon, II:24.55f–24.57f, 24.58–24.61, 24.59f, 

24.60f
tunneling current of, II:25.8
vertically-illuminated, II:26.3, 26.4f, 26.5, 

26.10, 26.12f, 26.12–26.13
waveguide, II:26.13–26.14, 26.14f

Pin waveguides, V:13.68
Pinch plasma, V:57.1–57.5, 57.2f, 57.3t, 57.4f
Pincushion distortion, I:1.91
Pinhole apertures, for SPECT imaging, V:32.3
Piston error, I:1.91
Pitch, of liquid crystals, V:8.10
Pitch-based edging (fabrication step), II:9.6
Pixel summation, II:38.10
Pixels, I:30.8; III:23.3
Planar buried heterostructure (PBH) lasers, 

II:19.24, 19.25f, 19.34f; V:13.6
Planar diffused silicon photodiodes, II:24.56f
Planar lenses, I:17.28
Planar objects, transmissive, I:6.3
Planar photodetectors, II:25.14, 25.15f
Planar secondary source of light, I:5.9
Planckian radiation (see Blackbody radiation)
Planck’s law, II:23.6, 23.7, 34.23, 34.24, 

37.10–37.11; V:3.18, 3.20
Plane diffusers, II:38.14, 38.14f, 38.15f
Plane mirrors, I:1.25
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Plane of incidence, I:1.23, 12.6
Plane of polarization, I:12.6n
Plane wave analysis, for acousto-optic 

interaction, V:6.6–6.9
Plane waves, I:2.4, 2.5f, 3.3, 3.17

decomposition of, I:3.23
interference of, I:2.8–2.9, 2.9f
and spherical waves, I:2.9–2.11, 2.10f

Plane-parallel plates, I:2.19, 2.20f, 2.30f, 
2.30–2.33, 2.32f, 2.33f

Planes of vibration, I:12.6
Plano optics fabrication, II:9.7
Plant tissues, fiber-optic, III:8.26–8.28
Plasma(s), IV:21.3–21.4

and atomic spectroscopy, V:2.4–2.5
for extreme ultraviolet lithography, V:34.5
in fast ignition, IV:21.54f, 21.54–21.55, 

21.55f
in femtosecond x-ray production, 

IV:21.52–21.53, 21.53f
in fusion neutron production, IV:21.53
in high magnetic field production, IV:21.53
laser-generated, V:56.1–56.10

Bremsstrahlung, V:56.8–56.10
and characteristic radiation, 

V:56.2–56.10
recombination radiation, V:56.10
spectral line broadening, V:56.2–56.8

in MeV proton acceleration, IV:21.54
nano-, IV:21.34–21.35, 21.35f
optically generated, IV:16.20
overdense, IV:21.46–21.52

high harmonic generation, 
IV:21.50–21.52, 21.51f

irradiated plasma, IV:21.46f, 
21.46–21.47

j ë B heating and anomalous skin effect, 
IV:21.49

ponderomotive steepening and hole 
boring, IV:21.49–21.50, 21.50f

relativistic effects and induced 
transparency, IV:21.52

resonance absorption, IV:21.47f, 
21.47–21.48

vacuum heating, IV:21.47f, 21.48–21.49
wakefield generation and electron 

acceleration, IV:21.39–21.42, 
21.40f, 21.42f

pinch, V:57.1–57.5, 57.2f, 57.3t, 57.4f
in Raman amplification, IV:21.55

Plasma(s) (Cont.):
underdense, IV:21.36–21.46

direct laser acceleration and betatron 
resonance, IV:21.42–21.43

intense laser pulses, IV:21.38f, 21.38–21.39
inverse Bremsstrahlung heating, IV:21.37, 

21.37f
ionization-induced defocusing, IV:21.43f, 

21.43–21.44
ponderomotive channel formation, 

IV:21.42
self-channeling and self-phase 

modulation, IV:21.44–21.46, 21.45f
Plasma beat wave acceleration, IV:21.41
Plasma focus, for z-pinch radiation, V:57.3, 57.3t
Plasma frequency, IV:2.15, 8.21
Plasma-based EUV lasers, V:58.2–58.4, 58.3f
Plasma-ion-assisted deposition, IV:7.11
Plasma-sprayed surfaces, IV:6.50–6.52, 

6.51f–6.52f
Plasmons, IV:5.33–5.36, 5.35f–5.37f, 5.58, 

8.23–8.24
Plastic, as photographic film emulsion, II:29.4
Plastic lenses, for spectacles, III:12.9
Plastic spacers, for bandpass filters, IV:7.89
Plastic-packaged LEDs, II:17.25–17.26
Plate equations, mirror design and, IV:4.8–4.9
Plate polarizers, IV:7.69–7.70, 7.70f
Platings, diamond turning of, II:10.5
Platinum:

absorptance of, IV:4.41f, 4.48t, 4.50t, 4.51t
optical properties of, IV:4.17t, 4.25f
physical properties of, IV:4.54t
reflectance of, IV:4.36t–4.37t, 4.41f
thermal properties of, IV:4.69t, 4.70t

Platinum silicon (PtSi) infrared detectors, 
II:33.7, 33.8f, 33.29, 33.29t

Pluecker spectrum tubes, II:15.47, 15.47f, 15.47t
pn junctions, II:24.8, 24.8f; V:20.1
pn photodetectors, II:24.70f–24.72f, 

24.70–24.71
pn photodiodes, II:24.52f, 24.54–24.58, 

24.55f–24.59f, 34.30
p+np photodiodes, II:32.8
Pockels cells, I:28.45, 31.9; V:7.33
Pockels effect, I:15.23, 21.9 (see also Linear 

electro-optic effect)
for crystals and glasses, IV:2.26
and electro-optic modulators, V:7.6–7.11, 

7.8t, 7.11
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Pockels effect (Cont.):
and liquids, V:7.34
in OTDM networks, V:20.1, 20.18, 20.19

Pockels’ theory, elasto-optic effect and, V:6.5, 6.7
Poincaré spheres, I:12.27–12.29, 14.4–14.6, 

14.5f, 14.26f, 28.45; III:18.2; V:19.18–19.19
Point characteristic function, I:1.11, 1.14
Point defects, IV:9.12–9.13
Point diffraction interferometers, II:13.11f
Point eikonal, I:1.14, 1.17
Point images, aberrations of, I:1.85–1.92, 1.86f
Point objects, image planes of, I:28.19
Point source irradiance transmittance (PSIT), 

II:7.23
Point source normalized irradiance transmit-

tance (PSNIT), II:7.22–7.23
Point source power transmittance (PSPT), 

II:7.23
Point source transmittance (PST), II:7.5, 7.6f, 

7.22–7.23
Point spread function (PSF), II:3.16, 

11.36–11.37, 11.37f, 11.38f
Point spread matrix, I:15.36, 15.36f
Point-angle characteristic function, I:1.15–1.17
Point-by-point technique, for fiber Bragg grat-

ings, V:17.8
Points, images of, I:1.27
Point-spread function (PSF), V:4.1, 4.34f, 

4.34–4.36, 44.13, 44.14, 44.15f, 64.2
Point-spread function (PSF), in human eye, 

III:1.21
defined, III:4.1, 15.2
in diffraction-limited eye, III:1.12–1.14
direct measurements of, III:2.3–2.4
and image formation, III:2.3
and resolving capacity of the eye, III:4.4, 4.5

Point-to-point approximation (of radiant flux 
transfer), II:34.14

Point-to-point links, in WDM networks, 
V:21.3f, 21.4

Poisson distribution, V:9.10
Poisson-effect cross coupling, V:24.3
Poisson’s equation, IV:8.5; V:5.36
Poisson’s ratio:

for crystals, IV:2.31
for metals, IV:4.7, 4.69t

“Poker chip” assembly, II:6.8, 6.9f
Polacoat dichroic polarizers, I:13.25, 13.26, 

13.28
Polanret system, I:28.29

Polar angles, II:35.5
Polar decomposition, of Mueller matrices, 

I:14.39–14.40
Polarimeters, I:15.3–15.6

AxoScan Mueller matrix, I:15.33
classes of, I:15.5
complete and incomplete, I:15.4
defined, I:15.7
design metrics for, I:15.24–15.25
division-of-amplitude, I:15.5–15.6
division-of-aperture, I:15.5
dual rotating retarder, I:15.16
dual rotating retarder polarimeters, I:15.16, 

15.16f
imaging, I:15.6
light-measuring, I:15.3–15.4, 15.11–15.13
Mueller, I:15.4
Mueller matrix, I:15.26–15.27
polarization modulation, I:15.5
sample-measuring, I:15.4

incomplete, I:15.16–15.17
for Mueller matrix elements, I:15.13f, 

15.13–15.14
spectropolarimeters, I:15.6
Stokes, I:15.4, 15.5, 15.25
time-sequential, I:15.5
(see also Photopolarimeters)

Polarimetric data-reduction equations, 
I:15.14–15.15

Polarimetric measurement equation, I:15.12, 
15.14–15.15

Polarimetry, I:15.3–15.41
applications of, I:15.29–15.41

ellipsometry, I:15.30–15.32, 15.31f, 15.32
liquid crystal cell and system testing, 

I:15.32f, 15.32–15.35, 15.33f, 15.34t
ophthalmic polarimetry, I:15.39, 15.41
polarization aberrations, I:15.35f–15.37f, 

15.35–15.37
polarization light scattering, 

I:15.38f–15.40f, 15.38–15.39, 
15.40f

remote sensing, I:15.37–15.38
error analysis in, I:15.27–15.29, 15.29f
instruments for (see Polarimeters)
Mueller matrices in, I:15.8–15.9, 15.11

elements of, I:15.13–15.14
in error analysis, I:15.28
singular value decomposition, 

I:15.25–15.27
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Polarimetry (Cont.):
polarimetric data-reduction equations, 

I:15.14–15.15
polarimetric measurement equation, 

I:15.14–15.15
and polarization elements, I:15.17, 

15.19–15.20
polarization generators and analyzers, 

I:15.4–15.5
polarization (retardance) modulators, 

I:15.20–15.24, 15.22f
Stokes vectors in, I:15.8–15.10
terms in, I:15.6–15.7

Polariscopes, Sénarmont, I:12.30
Polaritons, IV:5.29
Polarity, III:23.3
Polarizance, I:12.14n, 14.18
Polarization, I:12.3–12.30

average degree of, I:14.32–14.33
circular, V:43.5–43.8, 43.7f

phase plates for, V:43.5f, 43.5–43.6
and synchrotron radiation, V:55.6–55.9, 

55.7f
and coherence theory, I:5.22
concepts and conventions, I:12.4–12.6
defined, I:15.8
degree of, I:12.14–12.15
of dichroic polarizers, I:13.33
eigen-, V:7.13–7.16, 7.14f, 7.16f
false, I:15.38
Fresnel equations for, I:12.6–12.13

for absorbing materials, I:12.10–12.13, 
12.13f

coordinate system for, I:12.6–12.7, 12.7f
for nonabsorbing materials, I:12.8–12.10, 

12.9f
generators and analyzers of, I:15.4–15.5
and inelastic scattering, IV:1.49
of insertion devices, V:55.15–55.16
instrumental, I:12.15
at interface of solid, IV:8.12–8.13, 8.13f
of laser diodes, V:13.13
of light entering eye, III:1.10
linear, V:43.2–43.4, 43.3f, 43.4f, 43.6, 43.8
magnetic circular, I:31.21
matrix methods for computing, 

I:12.27–12.30
and Mueller matrices, I:14.7, 14.8, 

14.25–14.27, 14.33
neutron, V:63.27–63.29, 63.30f

Polarization (Cont.):
pile-of-plates polarizers, I:12.15–12.24

nonnormal-incidence reflection, 
I:12.15–12.18, 12.16f, 12.17f

nonnormal-incidence transmission, 
I:12.18–12.24, 12.19t–I:12.20t, 12.21f

plane of, I:12.6n
relations for polarizers, I:12.14–12.15
retardation plates, I:12.24–12.27, 12.25f, 

12.26f
and size of electric field, IV:10.4–10.5
Stokes-Poincaré parameters for, V:43.2
transverse electric, V:19.7
transverse magnetic, V:19.7
and VCSELs, V:13.48
of x-rays, V:43.1–43.2
(see also related topics)

Polarization aberration function (PAF), 
I:15.35

Polarization aberrations, I:15.35f–15.37f, 
15.35–15.37

Polarization analyzers, I:15.11; V:43.4, 43.4f, 
43.6–43.8, 43.7f

Polarization and Directionality of Earth’s 
Reflectances (POLDER) instrument, 
I:15.37

Polarization artifacts, I:15.38
Polarization coupling, I:15.8
Polarization critical region, I:15.28
Polarization dependence, IV:15.41–15.42, 

15.42t; V:13.58–13.59, 19.7, 19.7f, 19.32
Polarization gating, II:21.7–21.8
Polarization gradient cooling, IV:20.17–20.18, 

20.18f, 20.19f
Polarization independence, V:6.44, 13.53
Polarization instruments, I:12.29
Polarization interferometers, I:32.4, 32.5f
Polarization light scattering, I:15.38f–15.40f, 

15.38–15.39
Polarization modulation (dynamic retardation), 

V:7.20f, 7.20–7.22, 7.21f
Polarization modulation polarimeters, I:15.5
Polarization (retardance) modulators, 

I:15.20–15.24, 15.22f
Polarization power series expansion, 

IV:5.52–5.53, 5.54t
Polarization scrambling, V:19.18
Polarization sensitive OCT (PS-OCT), 

III:18.18, 18.20–18.27, 18.21f, 18.23f, 
18.25f–18.27f
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Polarization spectrometers, I:31.15–31.23
optically detected magnetic resonance, 

I:31.21–31.23, 31.22f, 31.23f
polarized absorption by, I:31.15f, 

31.15–31.17, 31.18f
polarized absorption/luminescence 

techniques, I:31.17, 31.19f, 31.19–31.21
principles of, I:31.15, 31.15f

Polarization spectroscopy, V:2.21, 2.22, 2.23f
Polarization splitting, IV:7.93, 7.93f
Polarization state detectors (PSDs), I:16.10
Polarization state generators (PSGs), I:16.10
Polarization-dependent gain (PDG), V:14.9, 

19.18–19.20, 21.18
Polarization-dependent loss (PDL), I:14.17; 

V:19.18, 21.18
Polarization-dependent systems, II:34.33
Polarization-maintaining (PM) fibers, V:25.3, 

25.12
Polarization-mode dispersion (PMD), 

V:21.16–21.18, 21.17f–21.18f
Polarized absorption, I:31.15f, 31.15–31.21, 

31.18f, 31.19f
Polarized light, I:15.8
Polarizer-compensator-sample analyzer 

(PCSA) ellipsometer arrangement, 
I:16.10–16.14, 16.11f

Polarizers, I:13.1–13.57
beam-splitter prisms as, I:13.6, 13.18–13.22

Foster, I:13.7, 13.18f, 13.21–13.22
Glan-Thompson, I:13.18f, 13.22
Rochon, I:13.7, 13.18f, 13.18–13.21, 

13.19f, 13.24
Sénarmont, I:13.7, 13.18, 13.18f, 13.21
Wollaston, I:13.7, 13.18, 13.18f, 13.21, 

13.24
circular, I:15.17–15.19
compensators, I:13.53–13.56, 13.54f, 13.55f
Cotton, I:13.21
defined, I:15.8
dichroic and diffraction-type, I:13.24–13.33, 

13.26f, 13.27f
dichroic polarizing coatings, I:13.28
measuring polarization of, I:13.33
pyrolytic-graphite polarizers, 

I:13.28–13.29, 13.29f
sheet polarizers, I:13.25–13.28
wire-grid and grating polarizers, 

I:13.30–13.33, 13.31f, 13.32t
elliptical, I:15.17–15.18

Polarizers (Cont.):
embedded, IV:7.70–7.71, 7.71f, 7.72f
Feussner prisms, I:13.6, 13.7, 13.22f, 

13.22–13.23
fiber-based couplers as, V:16.5–16.6
Glan-Foucault prisms, I:13.7, 13.9, 13.11f, 

13.12–13.14
Glan-type prisms, I:13.6, 13.6f, 13.8–13.15

Frank-Ritter-type, I:13.6, 13.6f, 13.13–13.14
Glan-Foucault, I:13.7, 13.9, 13.11f, 

13.12–13.14
Glan-Thompson type, I:13.6f, 13.9–13.12, 

13.10f, 13.11f, 13.27
Lippich-type, I:13.6, 13.6f, 13.7, 13.9n, 

13.10f, 13.10–13.14, 13.11f, 
13.12–13.13

half-shade devices, I:13.56–13.57
ideal, I:14.8–14.10, 14.10t, 15.7
imperfect, I:13.33
interference, IV:7.69–7.73, 7.70f–7.72f
linear, V:43.2–43.3
MacNeille, IV:7.70–7.72, 7.71f, 7.72f, 7.75f
miniature, I:13.57
multicomponent, IV:7.69
multilayers, V:41.9
for networking, V:18.7, 18.7f, 18.10
Nicol-type, I:13.6, 13.6f, 13.10f, 13.15–13.18

conventional, I:13.6f, 13.15–13.16
Glan-type vs., I:13.8–13.9
trimmed, I:13.6f, 13.7, 13.16f, 13.16–13.18

noncalcite prisms as, I:13.23–13.24
nonnormal-incidence reflection by

Brewster angle reflection polarizers, 
I:13.34–13.37, 13.34t–13.36t

pile-of-plates polarizers, I:12.15–12.18, 
12.16f, 12.17f

polarizing beam splitters, I:13.41–13.42
nonnormal-incidence transmission by

Brewster angle transmission polarizers, 
I:13.37–13.39, 13.38t–13.39t

interference polarizers, I:13.39–13.41, 13.40f
pile-of-plates polarizers, I:12.18–12.24, 

12.19t–12.20t, 12.21f
polarizing beam splitters, I:13.41–13.42

plate, IV:7.69–7.70, 7.70f
prism, I:13.2f–13.3f, 13.2–13.8, 13.4t–13.5t, 

13.6f
relations for, I:12.14–12.15
retardation plates as, I:13.43–13.53, 

13.43t–13.44t, 13.50f, 13.53t
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Polarizing angle, I:12.12, 12.15
Polarizing beam splitter (PBS) prisms, I:13.6, 

13.41–13.42
Polarizing beam splitters (PBSs), I:13.41–13.42, 

35.22f, 35.22–35.23; IV:7.70f–7.72f, 
7.70–7.73, 7.74f–7.75f

Polarizing coatings, dichroic, I:13.28
Polarizing crystal optics, V:43.1–43.8

circular polarization analyzers, V:43.6–43.8, 
43.7f

linear polarization analyzers, V:43.4, 43.4f
linear polarizers, V:43.2–43.3, 43.3f
phase plates for circular polarization, 

V:43.5f, 43.5–43.6
and polarization of x-rays, V:43.1–43.2

Polarizing mirrors, V:63.28
Polaroid Corporation, II:29.12, 29.25
Polaroid dichroic polarizers, I:13.25–13.28, 

13.26f
Polaroid Instant Color Film, II:29.14
Polaroid “One Film,” II:29.14
Polarons, in magnetic field, IV:5.50
Pole-mounted luminaires, II:40.62, 40.63t
Poling process, IV:12.14
Polishers, continuous, II:9.7
Polishing, of optical surfaces, IV:19.3
Polishing step (of optics fabrication), 

II:9.5–9.6, 9.8
Polyallyl diglycol carbonate, IV:3.4t
Polyamide (Nylon), IV:3.4t
Polyarylate, IV:3.4t
Polycapillary optics, V:53.1–53.19

alignment and measurement in, V:53.5–53.8, 
53.6f, 53.7f

applications of, V:53.10–53.19, 53.11f–53.18f
and brightness of x-ray tube sources, V:54.16
collimating, V:53.14, 53.14f
collimation, V:53.8f–53.9f, 53.8–53.9
focusing, V:53.9–53.10, 53.10t
history of, V:53.1–53.3, 53.2f
and neutron optics, V:63.21–63.22
radiation resistance in, V:53.5
simulations and defect analysis in, 

V:53.3f–53.5f, 53.3–53.5
x-ray diffraction, V:28.5

Polycarbonate, IV:3.4t, 3.6, 3.6t, 3.7t, 3.12
Polycarbonate lenses, for spectacles, III:12.9
Polychloro-trifluoroethylene, IV:3.4t
Polychromatic radiation, II:34.9–34.10

Polycrystalline (PC) fibers, V:12.2, 12.3t, 12.8f, 
12.8–12.9

Polycrystalline materials, IV:2.3 (see also Crystals)
Polycyclohexyl methacrylate (PCHMA), 

IV:3.4t, 3.6, 3.6t, 3.7t
Poly-diallylglycol (CR-39) resin, IV:3.11
Polyetherimide (PEI), IV:3.4t, 3.6, 3.6t, 3.7t
Polyethersulfone, IV:3.4t
Polyethylene terephthalate film, II:29.4
Polygon scanners, I:30.34f, 30.34–30.38, 30.35f
Polymer composites, IV:12.26t
Polymer films, IV:12.24
Polymer stabilized cholesteric texture (PSCT), 

of liquid crystals, V:8.37, 8.37f
Polymer sustained alignment (PSA) technique, 

for LC cells, V:8.28
Polymer-dispersed liquid crystals (PDLCs), 

V:8.36, 8.36f
Polymeric optics, IV:3.1–3.18

coatings on, IV:3.17–3.18
design of, IV:3.7–3.11

aberration control, IV:3.8
aspheric surfaces, IV:3.8–3.9
athermalization, IV:3.9
dimensional variations, IV:3.10
manufacturing error budget, IV:3.10
material selection, IV:3.8
multiple cavities, IV:3.10
optical figure variations, IV:3.10
processing considerations, IV:3.9
specification, IV:3.10–3.11
strategy, IV:3.7–3.8

materials for
forms of, IV:3.2
optical properties, IV:3.5–3.7, 3.6t, 3.7f
physical properties, IV:3.2–3.5, 3.4t
selection, IV:3.1–3.2

processing of, IV:3.11–3.17
abrasive forming, IV:3.11–3.12
casting, IV:3.11
compression molding, IV:3.12
geometry considerations, IV:3.13–3.14
injection molding, IV:3.12–3.13
mechanical assembly, IV:3.14f, 3.14–3.16, 

3.15f
null optics, IV:3.16–3.17
shrinkage, IV:3.14
single-point turning, IV:3.12
testing and qualification, IV:3.16
vendor selection, IV:3.13
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Polymer/liquid crystal composites, 
V:8.36f–8.37f, 8.36–8.37

Polymers, fully functional, IV:12.27t
Polymer-stabilized liquid crystals (PSLCs), 

V:8.35, 8.35f, 8.36
Polymethyl pentene, IV:3.4t
Polymethylmethacrylate (PMMA), 

III:12.11–12.12, 20.3; IV:3.4t, 3.6, 3.6t, 
3.7t, 3.12

Polymorphs, IV:2.27
Polynomial numbering, II:11.39
Polynomial-ordering number, II:11.7
Polynomials:

Chebyshev, V:46.6
Legendre, V:46.6
Legendre-Fourier, V:45.6
orthonormal (see Orthonormal polynomials)
Zernike, V:4.17–4.20, 4.20t, 5.10, 46.6

Polystyrene, IV:3.4t, 3.6, 3.6t, 3.7t
Polystyrene co-butadiene, IV:3.4t
Polysulfone, IV:3.4t
Polytetrafluoroethylene (PTFE, Teflon), 

II:35.13, 38.12–38.13; IV:6.27
Polyvinylidene fluoride, IV:3.4t
Ponderomotive channel formation, IV:21.42
Ponderomotive force, IV:21.5–21.6
Ponderomotive potential, II:21.3
Ponderomotive steepening, IV:21.49–21.50, 

21.50f
Population inversions, II:16.8–16.10, 

16.12–16.13
amplification and, V:19.2
described, II:16.8–16.10
mechanism for achieving, II:16.12–16.13, 

16.13f, 16.14f
optical pumping for, II:16.16f–16.18f, 

16.16–16.19
particle pumping for, II:16.14–16.16, 16.15f, 

16.16f
semiconductor diode laser pumping for, 

II:16.19
Population trapping, velocity-selective 

coherent, IV:20.37
Porcine lenses, III:19.11, 19.12f
Pore optics, V:49.1–49.7, 49.2f–49.6f
Porro prisms, I:19.3, 19.3t, 19.5f, 19.6, 19.6f
Positive core-cladding index difference, for 

PFCs, V:11.12f, 11.12–11.14, 11.13f
Positive image (in photography), II:29.9
Positive orders of radiation, V:40.1

Positive-intrinsic-negative (PIN) receivers, 
V:9.8–9.10

Positive-powered lenses, IV:3.13
Positron emission tomography (PET), V:32.1
Posterior capsule opacification (PCO):

defined, III:21.2
with intraocular lenses, III:21.21–21.22

Posterior chamber, III:14.5, 14.6, 16.3
Posterior limiting lamina (see Descemet’s 

membrane)
Posterior peripheral curve (contact lenses), 

III:20.5, 20.6, 20.23–20.24, 20.24t
Posterior subcapsular cataract, III:14.8
Postobjective scanning, I:30.5, 30.29, 30.29f, 

30.30f
Postprocessing, of SOAs, V:19.16, 19.17
Posttreated Martin Black, IV:6.47
Potassium bromide (KBr), IV:2.39t, 2.44t, 

2.48t, 2.51t, 2.56t, 2.62t, 2.69t, 2.77t
Potassium dihydrogen phosphate (KH2PO4) 

(KDP), II:10.2; IV:2.39t, 2.45t, 2.48t, 2.51t, 
2.56t, 2.62t, 2.75t

Potassium iodide (KI), IV:2.39t, 2.44t, 2.48t, 
2.51t, 2.56t, 2.62t, 2.69t, 2.77t

Potassium niobate (KNbO3), IV:2.39t, 2.46t, 
2.48t, 2.51t, 2.56t, 2.62t, 2.75t, 12.16–12.17

Potassium tantalate (KTaO3), IV:2.39t, 2.44t, 
2.48t, 2.51t, 2.56t, 2.62t, 2.73t

Potassium titanyl arsenate (KTiOAsO4) (KTA), 
IV:17.1

Potassium titanyl phosphate (KTiOPO4) 
(KTP), IV:2.39t, 2.46t, 2.51t, 2.56t, 2.63t, 
2.75t, 17.1, 17.2, 17.28, 17.29f, 17.30f

Pound-Drever-Hall (PDH) technique, IV:17.18
Powder cloud development, in xerographic 

systems, I:34.9, 34.9f
Powder diffraction, in polycapillary x-ray 

optics, V:53.14, 53.14f
Powelite (CaMoO4), IV:2.38t, 2.45t, 2.47t, 

2.50t, 2.55t, 2.61t, 2.72t, 2.77t
Power:

ASE, V:19.20
channel, for EDFAs, V:21.41, 21.42f
and dispersion-managed solitons, V:22.12
for extreme ultraviolet lithography, V:34.5
of Gaussian lenses, I:1.46–1.47, 1.47f
incident, of scatterometers, V:1.14–1.15
input saturation, V:14.3
insertion device, V:55.15
noise equivalent, V:1.13, 13.71
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Power (Cont.):
of NPM AOTFs, V:6.41
Nyquist frequency, V:46.8–46.9, 46.11
saturation output, V:14.3, 14.4
Stokes, V:14.9
of synchrotron radiation, V:55.8f, 55.8–55.9

Power amplifiers, V:14.4
Power density, I:30.25
Power dependence, of electroabsorption 

modulators, V:13.59
Power exponential (PEX) model, of surface 

finish, I:8.15
Power handling capability, of cw lasers, IV:7.14
Power loss, V:21.13–21.14
Power matrix, I:1.67
Power measurement, for lasers, II:34.32
Power penalties, of fiber optic devices, V:9.11, 

15.8–15.17
Power per pixel, I:1.80
Power per unit bandwidth, V:7.34–7.35
Power spectra, for surface scattering, 

I:8.12–8.13, 8.13f
Power spectral density (PSD) function, V:41.6, 

41.7, 46.7–46.9
Power spectrum of granularity, II:29.21
Power splitters, V:16.1, 16.4, 18.2f, 18.2–18.3, 

18.3f, 18.9, 18.9f
Power supply, high-voltage, II:31.9, 31.10f
Power transfer, I:30.25–30.28, 30.27f, 30.28f
Poynting vector, IV:8.7
Poynting vectors, I:1.8, 3.3; V:7.3, 7.5, 42.2
Praseodymium, IV:14.34–14.35, 14.35f, 14.36f
Praseodymium-doped fiber amplifiers 

(PDFAs), V:14.2, 14.2t, 14.7
Pre-amp semiconductor optical amplifiers 

(SOAs), V:19.23
Predictable quantum efficiency (PQE) devices, 

II:34.29–34.30
Preflash, of cameras, I:25.16, 25.17
Prefocusing, with refractive x-ray lenses, V:37.8
Preform manufacture, of fiber lasers, 

V:25.26–25.27
Preloads, II:6.2
Prentice’s rule, III:12.16, 13.15, 13.18, 13.28, 20.31
Preobjective scanning, I:30.5, 30.28, 30.29f
Presbyopia (old eye/old sight), III:1.7, 12.3, 16.5

accommodation restoration for, 
III:14.29–14.30

as age-related, III:14.8, 14.9f
assessment of, III:12.7–12.8

Presbyopia (old eye/old sight) (Cont.):
clinical onset of, III:12.3, 12.7–12.8
correction of, III:14.27–14.30

accommodation restoration, III:14.29–14.30
bifocals for, III:12.8
contact lenses for, III:12.13–12.14, 

14.27–14.28
hyperchromatic lens design for, III:14.14
intraocular lenses for, III:14.28–14.29
noncataract related refractive surgeries for, 

III:14.29
spectacles for, III:12.10–12.11, 14.27

defined, III:12.1, 14.2, 21.2, 23.3
as problem with computer work, 

III:23.11–23.12
and UV radiation exposure, III:14.23

Pressure broadening, of spectral lines, 
V:56.5–56.6

Pressure force, IV:20.7
Prewhitening techniques, in x-ray mirror 

metrology, V:46.9
Primaries (colors stimuli), II:30.16
Primary focal length (term), I:3.12
Primary lights (primaries), III:10.4

additive mixing of, III:10.4, 10.5f
CMFs for, III:10.10, 10.11
in color matching, III:10.6, 10.7
defined, III:10.1, 10.4t
for DKL color space, III:10.19
imaginary, III:10.10
in Maxwell’s matching method, III:10.8, 10.8f
perceptual vs. physical matches of, III:10.7
for stimulus spaces, III:10.11
in trichromatic color matching, III:10.7, 10.8
and vector representations, III:10.27–10.29

Primary position, III:1.42, 13.2
Primary visual cortex, III:2.12, 2.14
Primate eye lens, III:19.13f, 19.14, 19.14f
Principal plane-to-principal plane conjugate 

matrices, I:1.69
Principal rays, II:1.4, 1.11f, 1.12
Principal rays (term), I:1.75, 17.8
Principal transmittance (term), I:12.14–12.16
Principle dispersion (term), IV:2.23
Prism(s), II:40.45f, 40.46; V:18.5, 18.5f, 63.22 

(see also Dispersive prisms and gratings; 
Nondispersive prisms)

angle measurement in, II:12.14–12.16, 
12.15f–12.17f

axis wander of, I:13.15
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Prism(s) (Cont.):
beam-splitter, I:13.7, 13.18f, 13.18–13.22
Bertrand-type Feussner, I:13.23
Brewster angle, I:13.13
of calcite, I:13.20, 13.23
in contact lenses, III:20.2
distortion from interocular aniso-

magnification, III:13.16–13.17, 13.17f
effects on vergence and phoria, 

III:13.25–13.27
errors of alignment with, III:13.27–13.29
Feussner, I:13.6, 13.7, 13.22f, 13.22–13.23
Foster, I:13.7, 13.18f, 13.21–13.22
Foucault, I:13.7, 13.17
Frank-Ritter-type, I:13.6, 13.6f, 13.13–13.14
Fresnel’s biprism, I:2.16, 2.16f
Glan-Foucault, I:13.7, 13.9, 13.11f, 13.12–13.14
Glan-Taylor, I:13.7, 13.9n, 13.10f, 

13.10–13.14, 13.11f
Glan-Thompson, I:13.6, 13.6f, 13.9–13.12, 

13.10f, 13.18f, 13.22
field angle of, I:13.12
sheet polarizers vs., I:13.27
transmission by, I:13.9–13.10, 13.11f

Glan-type, I:13.6, 13.6f, 13.8–13.15
Glazebrook, I:13.6, 13.9
Halle, I:13.16f, 13.17
Hartnack-Prazmowski, I:13.16f, 13.17
Jellett-Cornu, I:13.56
length-to-aperture (L/A) ratio, I:13.7
Lippich-type, I:13.6, 13.9n, 13.10f, 13.11f, 

13.12–13.14, 13.12n, 13.56
Marple-Hess, I:13.12, 13.13
mounting of, II:6.11–6.17

bonded mountings, II:6.13–6.15, 6.15f, 
6.16f

flexure mountings, II:6.15–6.17, 6.16f
mechanically clamped mountings, 

II:6.12, 6.13f
spring-loaded mountings, II:6.13, 6.14f

Nicol curtate, I:13.16f, 13.17
Nomarski, I:28.40, 28.41
noncalcite, I:13.23–13.24
nonuniform magnification of, III:13.10f
penta-, II:6.14f, 6.15f, 12.12, 12.12f
polarizing beam splitter, I:13.6, 13.41–13.42
right-angle, II:12.15, 12.16, 12.16f, 12.17f
Risley, II:12.4, 12.4f
Rochon, I:13.7, 13.18f, 13.18–13.21, 13.19f, 

13.19–13.20, 13.24

Prism(s) (Cont.):
rotating glass block, II:12.4, 12.4f
semifield angle of, I:13.7
Sénarmont, I:13.7, 13.18, 13.18f, 13.21
sliding, II:12.4, 12.4f
Steeg and Reuter Nicol, I:13.17
stimulus value of, III:13.21
Wollaston, I:13.7, 13.18, 13.18f, 13.21, 13.24, 

28.39, 28.40, 32.4
Zerodur, II:6.16, 6.16f

Prism diopter, III:12.2, 25.1
Prism polarizers, I:13.2f–13.3f, 13.2–13.8, 

13.4t–13.5t, 13.8f (see also specific types)
Prism spectrometers, I:20.2–20.3, 20.3f
Prismatic effects, III:12.8

and bifocal jump, III:13.15
with contact lenses, III:20.30–20.31

prism-ballasted contacted lenses, III:20.30
unintentional (induced) prism, III:20.31

with corrected ametropia, III:12.16
defined, III:12.2

Prismatic facets, I:30.34–30.35
Prism-ballasted contacted lenses, III:20.30
Prism-based monochromators, IV:5.59
Procedural programs (optical software), II:3.7
Processors, real-time, V:5.34f, 5.34–5.35, 5.35f
Profile analysis, in x-ray mirror metrology, 

V:46.6–46.12, 46.7f, 46.10f
Profile errors, in polycapillary x-ray optics, 

V:53.3, 53.3f
Profilometry:

height, V:46.3
1D, 2D, and 3D, V:46.6
slope, V:46.3–46.6, 46.5f

Progressive addition lenses (PALs), 
III:12.10–12.11, 12.11f

Projected area, in photometry/radiometry, 
II:36.3f, 36.3–36.4, 36.3t

Projected solid angle (PSA), II:39.5, 39.5f
Projection density, II:29.7, 29.7f
Projection lenses, II:6.6f
Projection systems, II:39.23f, 39.23–39.24
Projective transformation, I:1.56 (see also 

Collineation)
Propagation effects, on third-order optical 

nonlinearities, IV:16.24–16.26
Propagation of light, coherence theory and, 

I:5.13–5.19, 5.14f–5.16f
Propagation of mutual intensity, I:6.4
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Proportional counters, x-ray detectors and, 
V:60.4–60.5, 60.9t, 60.10t

Proportional integral derivative (PID) 
controllers, II:22.10f, 22.10–22.12, 22.11f

Proportional-integral (PI) amplifier circuit, 
II:22.6f

Proportionality (color matching), III:10.8
Protanopes, III:10.16
Proton stripe lasers, II:19.35f
Proton-bombardment-defined lasers, II:19.41
Proustite (Ag3AsS3), IV:2.38t, 2.46t, 2.47t, 2.50t, 

2.55t, 2.60t
Proximal (psychic) convergence, III:1.35
Proximal stimuli (human vision), III:4.2
Proximity-focus electronic lens, II:31.8, 31.23f, 

31.23–31.24, 31.24f
Proximity-focused MCP IIs, II:31.9, 31.9f, 

31.16–31.18, 31.17t, 31.18f, 31.19f
Pseudoaccommodation, III:14.27, 14.29, 14.30
Pseudo-Brewster angle, I:12.13
Pseudophakia, III:12.15, 14.28

correction of, III:12.14–12.15
defined, III:14.2, 21.2

Psychic convergence, III:1.35
Psychophysical comparison method (retinal 

image quality), III:1.22
Psychophysical measurement, III:3.1–3.10

of adjustment tasks, III:3.4–3.5
magnitude production, III:3.5
matching, III:3.4–3.5
nulling, III:3.4
threshold, III:3.4, 3.5f

definitions related to, III:3.2–3.3
of judgment tasks, III:3.6–3.8

ideal observer, III:3.6
rating scale, III:3.6–3.8, 3.7f
response time for, III:3.8
two-alternative forced choice (2afc), 

III:3.8
yes-no, III:3.6

magnitude estimation in, III:3.8
professional tips for, III:3.10
stimulus sequencing in, III:3.9

method of constant stimuli, III:3.9
sequential estimation methods, III:3.9

of visual acuity, III:4.6–4.7
visual stimuli, III:3.3–3.4

Psychophysical photometry, II:34.37
Psychophysical test method (color vision), 

III:11.9, 11.11, 11.12

Psychophysics, III:4.1, 15.2
Pterygium, III:7.1, 7.6, 7.7
P-type impurities, II:17.23
Pulse amplification, chirped, V:25.2, 25.32, 

25.33
Pulse area, IV:11.8
Pulse code modulation, V:20.8
Pulse excitation, chirped, IV:11.25–11.26
Pulse generation, IV:18.4, 21.31
Pulse height, of photomultipliers, II:27.7–27.8
Pulse propagation, IV:14.20–14.22
Pulse train interferometry, II:20.12, 20.12f
Pulse trains:

about, II:20.3–20.5, 20.4f, 20.5f
attosecond, II:21.6, 21.7
and backscattering, II:20.13–20.15, 20.15f
soliton solution and steady-state, 

II:20.5–20.9
Pulse width modulation (PWM), in 

thermomagnetic recording, I:35.18–35.19
Pulsed lasers, II:23.18; IV:14.15–14.16, 14.16f
Pulsed transient Raman scattering, 

IV:15.22–15.25, 15.24f–15.26f, 15.24t
Pulsed-dye lasers, V:5.32
Pump (incident light), IV:15.1
Pump cladding, V:25.3
Pump depletion, IV:15.9, 15.10, 15.15, 15.20, 

15.20f
Pump wavelength, EDFAs and, V:14.5–14.6
Pump-enhanced singly resonant oscillators 

(PE-SROs), IV:17.2–17.4, 17.3f, 17.4f, 
17.17–17.20, 17.18f–17.20f, 17.27–17.28

Pumping:
for cw SROs, IV:17.2–17.4
for population inversions, II:16.14–16.19

optical, II:16.16f–16.18f, 16.16–16.19
particle, II:16.14–16.16, 16.15f, 16.16f
semiconductor diode laser, II:16.19

Pumping techniques, for fiber lasers, 
V:25.9–25.13, 25.11f, 25.12f

Pump-probe (excite-probe) measurements, 
IV:16.26–16.27, 16.27f

Pump-probe spectroscopy, IV:18.18–18.19
Pump-probe techniques, IV:18.6, 18.6f
Pump-resonant singly resonant oscillators, 

IV:17.17–17.20, 17.18f–17.20f
Pumps, for rare-earth-doped amplifiers, 

V:14.2–14.3, 14.3f
Punch through (in color films), II:30.4
Punctum remotum, III:12.8
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Pupil(s):
annular, V:4.10–4.16, 4.11f–4.15f, 4.15t
center of, III:1.20
defined, III:6.1
diameter of (see Pupil diameter/size)
interpupillary distance, III:1.39–1.41, 1.40f
of lenses, I:1.76f, 1.76–1.79, 1.78f, 17.8–17.9
in Maxwellian viewing, III:5.9
noncircular, II:11.4
in ophthalmoscopic methods, III:1.23
and retinal illuminance, III:1.12
true area of, III:1.10
and visual acuity, III:4.9
and visual instruments, III:1.27–1.28
(see also Entrance pupil; Exit pupil)

Pupil aberrations, I:1.76
Pupil angular magnification, I:1.78
Pupil conjugate plane:

in Maxwellian viewing, III:5.8–5.9
rotating a mirror in, III:5.16, 5.16f
shutters at, III:5.13, 5.13t

Pupil diameter/size, III:1.8f, 1.8–1.9
age-related changes in, III:1.18, 14.6–14.7, 

14.7f, 14.14
change in, III:16.3
and correction for refractive error, 

III:1.23, 1.24
and correction for SCE-1, III:9.4, 9.13
and depth-of-focus, III:1.29, 1.30f
in Maxwellian viewing, III:6.3–6.5, 6.7–6.12

coherent illumination, III:6.9–6.12, 6.11t
incoherent target, III:6.7–6.9, 6.8f, 6.9t

optimal, III:15.22
and RMS wavefront error, III:1.15–1.16
and Stiles-Crawford effect, III:1.10
variation in parameters as function of, 

III:1.13
Pupil distortion, I:1.78
Pupil function, OTF and, III:1.21
Pupil imaging, I:1.76
Pupil magnification, I:1.76
Purcell-Pennypacker method, I:7.15
Pure diattenuators, I:15.8
Pure retarders, I:15.8
Purity:

in color CRTs, III:22.9
of optical materials, IV:2.5

Pursuit movements, III:1.43
Push processing (of film), II:30.22
Pushbroom scan, I:30.18

Pyramidal error, II:12.14, 12.15, 12.15f
Pyramidal facets, I:30.34f, 30.34–30.35, 30.35f
Pyrex glass, IV:2.43t, 2.49t, 2.54t
Pyroelectric detectors, II:24.6, 24.6f, 

24.26f–24.29f, 24.26–24.29, 28.2, 28.6, 
28.6f, 28.7, 28.7t, 33.10

Pyroelectric electrical substitution radiometers, 
II:34.27–34.28

Pyroelectric hybrid arrays, II:28.11f, 
28.11–28.12, 28.12f

Pyrolytic-graphite polarizers, I:13.28–13.29, 
13.29f

Q factor, for OTDM networks, V:20.11
Q-switched lasers, II:16.26–16.27, 16.27f
Q-switched modelocking, IV:18.4, 18.5, 18.5f
Q-switched oscillators, V:25.30–25.31
Quadratic (Kerr) electro-optic effect, V:7.6, 

7.9t–7.10t, 7.11
Quadratic Stark effect, V:56.6
Qualification, of polymers, IV:3.16
Quality, image, II:4.6–4.7
Quality Assurance of Ultraviolet Measurements 

in Europe (QASUME), II:38.5
Quality factor (of microcavities), 

IV:9.7–9.8, 9.8f
Quantitative phase microscopy, I:28.27
Quantized center-of-mass motion, of atoms, 

II:23.45
Quantum box, II:19.18
Quantum cascade lasers, II:16.36
Quantum coherence theory, I:5.2
Quantum coherence tomography, IV:23.13
Quantum detection efficiency (QDE), 

V:60.7, 61.2–61.3
Quantum dots, II:16.7, 19.18, 26.4f, 26.5; 

IV:12.25; V:19.12, 19.21
Quantum efficiency (QE), II:25.3, 25.4, 34.29

defined, II:24.12
detective, II:29.23
of photodetectors, II:24.18, 24.19
of photoemissive detectors, II:24.35f–24.38f, 

24.36–24.38
of photomultipliers, II:27.7
of pin photodiodes, II:25.8; V:13.65, 13.66

Quantum electrodynamic (QED) shifts, 
I:10.4

Quantum electrodynamics (QED), II:9.6, 
23.9–23.13
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Quantum entanglement, in optical 
interferometry, IV:23.1–23.15

concepts and equations for, IV:23.1–23.4, 
23.2f, 23.4f

digital approaches to, IV:23.7–23.9
Heisenberg limit, IV:23.6–23.7
N00N state, IV:23.9–23.12, 23.10f, 23.11f
and quantum imaging, IV:23.13–23.14
and remote sensing, IV:23.14–23.15
shot-noise limit, IV:23.4–23.6, 23.5f

Quantum fluctuations, IV:15.38, 15.39f, 
23.5, 23.5f

Quantum imaging, IV:23.13–23.14
Quantum interferences, IV:14.8
Quantum limit, of digital on-off keying 

receivers, V:9.9
Quantum limited imaging (QLI), 

II:31.3–31.4
Quantum mechanical model, for solids, 

IV:8.4, 8.24–8.25
Quantum mechanics, third-order optical 

nonlinearities and, IV:16.4–16.7, 16.5f
Quantum photodetectors, II:24.6–24.10, 

24.7f–24.9f
Quantum remote sensing, IV:23.14–23.15
Quantum resonance absorption, II:22.16, 22.17
Quantum sensitivity, II:30.9
Quantum theory of lasers, II:23.14–23.35

about, II:23.5–23.6
density-operator approach to, II:23.14–23.33

derivation of Scully-Lamb master equation, 
II:23.17–23.22, 23.19f

photon statistics, II:23.22–23.27, 23.23f, 
23.25f, 23.27f

spectral properties, II:23.28–23.33, 23.30f
spectrum, II:23.28–23.33
time evolution of the field in Jaynes-

Cummings model, II:23.15f, 
23.15–23.17

Heisenberg-Langevin approach to, 
II:23.33–23.35

Quantum theory of nonlinear optical 
susceptibility, IV:10.9–10.10

Quantum trajectories, in attosecond optics, 
II:21.3–21.4

Quantum well (QW) detectors, II:26.4f, 26.5
Quantum well infrared photodetectors 

(QWIPs), II:25.15–25.17, 25.16f, 
25.17f, 33.9

Quantum well (QW) lasers, II:16.7, 19.9–19.18, 
19.20t; V:13.24–13.28, 13.25f, 13.26f

GRIN SCH single, II:19.14, 19.14f
long wavelength, II:19.17f, 19.17–19.18
schematic of, II:19.10f
strained, II:19.15–19.17, 19.16f
threshold modal gain, II:19.12f, 19.12–19.15, 

19.13f, 19.15f
Quantum well (QW) photodetectors, II:25.16f, 

25.16–25.17, 25.17f
Quantum wells (QWs), V:20.1

coupled, V:13.58
and EA modulators, V:20.20
and electrorefractive modulators, V:13.62
in fiber optic systems, V:13.4
and SOAs, V:19.7, 19.11, 19.12
and VCSELs, V:13.43

Quantum wire, II:16.7, 19.18, 26.4f, 26.5
Quantum-confined Stark effect (QCSE), 

I:21.11–21.12, 21.32; V:13.2, 13.56, 
13.56t, 20.1

Quantum-well intermixing, I:21.19, 21.20
Quart-enhanced photoacoustic spectroscopy 

(QEPAS), IV:17.25–17.26, 17.26f
Quarter pitch length, of the rod, I:24.6
Quarter-wave circular retarders, Mueller 

matrices for, I:14.12t
Quarter-wave linear retarders, Mueller matrices 

for, I:14.11, 14.12t
Quarter-wave phase plates, V:43.6
Quarter-wave plates, I:12.25–12.27, 12.26f
Quarter-wavelength-shifted gratings, V:13.31f, 

13.31–13.32
a-Quartz (SiO2), IV:2.40t, 2.46t, 2.48t, 2.52t, 

2.57t, 2.64t, 2.71t
Quartz retardation plates, I:13.46–13.48
Quartz-envelope lamps, II:15.20, 15.21
Quasi-homogeneous sources of light, 

I:5.11–5.12, 5.19
Quasi-monochromatic sources of light, 

I:5.11
Quasi-phase-matched (QPM) nonlinear 

materials, IV:17.1, 17.13–17.14
Quasi-plane-wave solution (to transverse 

profile problem), IV:12.10
Quaternary structure, of fiber optic devices, 

V:13.2
QUEST, III:3.9
QW ridge (QWR) waveguide lasers, 

II:19.19, 19.20t
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Rabbit lenses, III:19.8
Rabi cycles and Rabi cycling, II:23.21

defined, II:20.24
off resonance, II:20.27
on resonance, II:20.26f, 20.26–20.27, 20.27f

Rabi frequency, IV:11.4
Racah parameters, for ion energy levels, I:10.12
Rack-stack laser arrays, II:19.29, 19.30f
Radar, synthetic aperture, I:11.6–11.8, 

11.7f–11.8f
Radial circle polynomial, II:11.7, 11.9f–11.10f
Radial edge lift, III:20.2
Radial gradients, I:24.5f, 24.5–24.8, 24.7f; 

III:19.3–19.5, 19.4f, 19.5f
Radial keratotomy, III:12.14, 16.9–16.10, 16.10f
Radial shearing interferometers, II:13.12, 13.13f
Radial symmetry, of scanners, I:30.5
Radian (rad), II:36.3
Radiance, I:5.8; II:34.9, 34.9f, 37.4t, 37.5, 38.2, 

38.11t, 38.13f–38.16f, 38.13–38.16, 39.2t
thermal spectral, V:3.18, 3.20, 3.20f
of water, IV:1.5t, 1.6, 1.7f

Radiance conservation theorem, II:34.12–34.13
Radiance temperature (unit), II:37.4t, 37.6
Radiance units, II:34.24
Radiant emittance, I:5.7–5.8
Radiant energy, II:34.7, 37.4t, 37.6
Radiant exitance (emittance), II:15.4–15.6, 

15.5t, 15.6f, 35.3, 37.4t, 37.5, 37.5f
Radiant exposure, II:37.4t, 37.6
Radiant flux (power), II:34.7, 34.11, 34.17–34.18, 

36.4, 36.6t, 37.3, 37.4t, 37.6, 38.2
Radiant incidence (see Irradiance)
Radiant intensity, I:5.8; II:36.4, 37.4, 37.4t, 39.2t
Radiant power transfer, II:34.12–34.13, 34.13f
Radiant transfer approximations, 

II:34.13–34.20
approximate radiance at an image, 

II:34.19–34.20
lambertian, II:34.14–34.18, 34.15f, 34.16f
point-to-point, II:34.14
radiometric effect of stops and vignetting, 

II:34.18–34.19, 34.19f
Radiation, II:34.23–34.27

actinic effects of, II:34.6, 34.7
artificial souces of [see Artificial sources (of 

radiation)]
baseline standard of, II:15.9, 15.9f, 15.10f, 15.12f
from blackbodies, II:34.23–34.24
from blackbody simulators, II:34.24–34.26

Radiation (Cont.):
Bremsstrahlung, V:31.3

continuous, V:54.4–54.6, 54.5f
from laser-generated plasmas, V:56.1, 

56.8–56.10
from pinch plasma sources, V:57.1
and x-ray fluorescence, V:29.3, 29.5, 29.6, 

29.11
characteristic

Bremsstrahlung radiation as, V:56.8–56.10
from laser-generated plasmas, V:56.2–56.10
recombination radiation as, V:56.10
spectral lines as, V:56.2–56.8
from x-ray tube sources, V:54.6–54.8, 54.7f

between circular source and detector, 
II:34.15f, 34.15–34.16

coherent, I:30.2, 30.25–30.26
commercial souces of [see Commercial 

sources (of radiation)]
Compton sources of, V:55.2–55.3, 55.3t
incandescent souces of [see Incandescent 

sources (of radiation)]
incoherent, I:30.2, 30.26, 30.27
infrared, I:13.47 [see Infrared (IR) radiation]
ionizing, V:15.17
lab-based sources of, V:50.2–50.7, 50.4f, 

50.6f, 50.8f
from laser-generated plasmas, V:56.2–56.10
and lasers, II:16.4
negative orders of, V:40.1
photographic film speed and sensitivity to 

high-energy, II:30.19–30.20
Planck radiation law, V:3.18, 3.20
polychromatic, II:34.9–34.10
positive orders of, V:40.1
recombination, V:56.10
from synchronotrons, II:34.26–34.27
synchrotron sources of (see Synchrotron 

radiation sources)
through absorbing media, II:34.13
transfer of, II:7.21–7.22
ultraviolet [see Ultraviolet (UV) radiation]
Unruh, V:58.2
working standards of, II:15.9–15.13, 15.10f, 

15.12f, 15.13f
X-pinch sources of, V:57.3, 57.3t, 57.4
zero order of, V:40.1

Radiation damage, life-span, III:14.22–14.23
Radiation fields, coherence theory and, I:5.15f, 

5.15–5.16, 5.16f
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Radiation hazards (see Ocular radiation hazards)
Radiation induced loss, V:15.17
Radiation law, II:15.4–15.7, 15.5f, 15.5t, 15.6f
Radiation modes, of optical waveguides, I:21.4
Radiation pressure force, IV:20.7
Radiation resistance, of polycapillary x-ray 

optics, V:53.5
Radiation resistance, of polymers, IV:3.5
Radiative escape, IV:20.29
Radiative lifetime, I:31.12–31.13, 31.13f
Radiative lifetimes, II:16.4, 17.4
Radiative quantum efficiency, of PDFAs, V:14.7
Radiative recombination, II:17.2
Radiative transfer, in volume scattering, 

I:9.10–9.13, 9.11f, 9.13f
Radiative transfer theory, IV:1.4
Radiators, blackbody, II:34.23–34.24
Radio astronomy, I:5.23
Radio frequency (rf) modulation, II:22.14
Radiography, V:31.1–31.4, 31.2f–31.4f, 62.1
Radiometers and radiometry, II:34.3–34.37, 

36.1–36.17, 36.3f, 36.3t
about, II:34.5–34.7, 36.2–36.4
approximate (see Radiant transfer 

approximations)
cavity-shaped, II:34.28
for color matching, III:10.12
concepts/terminology of, II:34.7, 39.2, 39.2t
conversion between radiometric and 

photometric quantities, II:34.12t, 
36.11–36.14, 36.12f–36.14f

correction for SCE-1 in, III:9.1–9.15
defined, II:37.1
electrical substitution, II:34.27–34.29
geometrical concepts of, II:34.8–34.9, 34.9f
of II electronic imaging, II:31.4–31.5
illuminance-luminance relationship, II:37.9f
infrared fibers for radiometry, V:12.3t
integrating sphere device, II:37.9–37.10, 

37.10f
laser as characterization tool for, II:34.32
normalization, II:36.14–36.17, 36.15t, 36.16f
ocular radiometry, III:1.11–1.12
photometry vs., II:34.6
Planck’s law, II:37.10–37.11
quantities and units in, II:37.3–37.7, 37.4t, 

37.5f, 37.7t
spectral dependence of, II:34.9–34.10
statistical radiometry, I:5.22
Stefan-Boltzmann’s law, II:37.11

Radiometers and radiometry (Cont.):
symbols/units/nomenclature of, 

II:36.4–36.5
thermopile-based, II:34.27
weighting functions, II:36.17
Wien’s displacement law, II:37.11

Radiometric quantities, of water, IV:1.4–1.9, 
1.5t, 1.7f

Radius of torsion (space curves), I:1.19
Rainbows, V:3.41, 3.41f
Raman amplification, IV:21.55
Raman amplifiers, IV:15.4, 15.4f, 22.15; 

V:19.27, 21.42f–21.44f, 21.42–21.44
Raman bands, of glass, V:11.24
Raman cooling, IV:20.21
Raman cross sections, IV:15.5
Raman effect, inverse, V:10.5, 10.6, 14.9
Raman fiber amplifiers, V:14.1, 14.2, 14.2t, 

14.8f, 14.8–14.9, 14.10f
Raman gain, V:10.5, 10.6, 21.42f
Raman gain coefficients, IV:15.16t–15.18t
Raman generators, IV:15.4, 15.4f
Raman induced Kerr effect (RIKE), IV:16.3t, 

16.12, 16.17
Raman linewidths, IV:15.9, 15.10f, 

15.11t–15.20t
Raman microspectroscopy, III:19.1
Raman modes, of crystals and glasses, 

IV:2.11
Raman oscillators, IV:15.4, 15.4f
Raman resonance, V:14.8
Raman scattering, I:31.30–31.31, 31.31f; 

IV:15.1–15.43
anti-Stokes, IV:15.4, 15.4f, 15.32–15.34, 

15.33f, 15.35f, 15.42, 15.42t, 15.43f
and atmospheric optics, V:3.12, 3.21
backward, IV:15.41, 21.38f, 21.38–21.39
Brillouin vs., IV:15.1
coherent, IV:15.3, 15.4, 15.4f, 15.34, 15.42, 

15.42t, 15.43f
and configurational relaxation of solids, 

V:2.15–2.17, 2.18f
for crystals and glasses, IV:2.27
forward, IV:21.38f, 21.38–21.39
measurement with, IV:5.76f, 5.76–5.83, 

5.78f–5.82f
and Raman interactions, IV:15.2–15.3, 15.3t
regimes of, IV:15.3
in solids, IV:8.16, 8.18, 8.19t–8.20t
spontaneous, IV:15.3, 15.5
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Raman scattering (Cont.):
stimulated, V:25.6 (see Stimulated Raman 

scattering)
and fiber optic communication links, 

V:15.8
and optical fiber amplifiers, V:14.2, 14.8
in optical fibers, V:10.1, 10.4–10.7, 10.5f
and photonic crystal fiber guidance, 

V:11.23, 11.24, 11.26
and WDM networks, V:21.20

transient, IV:15.22–15.32
broadband effects, IV:15.28–15.32, 15.29f
phase pulling, IV:15.26–15.27, 15.27f
pulsed, IV:15.22–15.25, 15.24f–15.26f, 

15.24t
solitons, IV:15.27–15.28, 15.29f
spectral properties, IV:15.32

by water, IV:1.48, 1.49, 1.49f
Raman shifts, IV:15.2
Raman sidebands, generation of, IV:14.31, 

14.32f
Raman spectroscopy, IV:5.57–5.58, 7.48, 7.66, 

7.83, 7.96, 7.97f, 7.98
Raman susceptibility, IV:15.5–15.6
Raman threshold, IV:15.38; V:10.7
Raman transition frequencies, IV:15.11t–15.15t
Raman-Nath diffraction, I:11.9, 11.9f
Raman-Nath diffraction regime, V:6.4, 6.6
Raman-Nath equations, V:6.6–6.7
Ramsden disk, I:28.8, 28.16
Ramsey fringes, IV:11.20–11.22, 11.21f
Random Device Slope Scanner, V:46.3
Random-dot stereograms, III:2.40
Range finders, II:12.3f, 12.3–12.4, 12.4f
Range gating, II:31.28–31.30
Range of focus, I:1.85
Rapid adiabatic passage (RAP), IV:14.1
Rapid Rectilinear lenses, I:17.27
Rare-earth ions, I:10.16–10.18, 10.16t, 10.17f; 

V:2.7–2.8, 2.11
Rare-earth-doped fiber lasers, V:25.22–25.26, 

25.23t
Rare-earth-doped optical fiber amplifiers, 

V:14.1, 14.2–14.4, 14.3f
Raster CRTs, III:22.9–22.13, 22.13f
Raster output scanning (ROS) systems, I:34.4
Raster scanning, to despeckle light sources, 

III:5.21
Rat lenses, III:19.7–19.8
Rating scale judgments, III:3.6–3.8, 3.7f

Ray aberrations, I:1.87–1.88
Ray densities, I:1.88
Ray displacement, II:3.12
Ray equation, I:1.20
Ray fans, I:1.35
Ray intercept curves, II:2.2–2.4, 3.13
Ray intercept diagrams, I:1.87
Ray optics, I:1.8; III:8.15
Ray paths, I:1.10–1.13, 24.2
Ray sets, II:3.20
Ray tracing, II:1.4f, 1.4–1.5, 3.11–3.13, 3.12f; 

III:19.1
for binary optics, I:23.4, 23.6
in lighting simulation, II:40.20
nonsequential, II:39.6
in optical design software, II:3.11–3.13
paraxial, II:3.5, 3.8–3.9, 3.9f
in systems of revolution, I:1.35–1.37, 

1.36f, 1.40
for x-ray optics, V:35.1–35.6, 35.4f, 35.5f

Rayleigh backscattering, V:10.8, 14.3
Rayleigh beacons, V:5.29–5.31, 5.31f
Rayleigh criterion, I:17.37, 28.6, 28.18; V:7.26, 

34.1, 40.3, 42.2, 51.3
Rayleigh criterion of resolving power, I:3.26
Rayleigh index, I:8.6
Rayleigh radius value, I:30.10
Rayleigh range, inverse Compton scattering 

and, V:59.1, 59.2
Rayleigh range of origin, I:5.14, 5.16
Rayleigh resolution, I:30.56, 33.17
Rayleigh resolution limit, V:11.13
Rayleigh scattering, I:7.11, 9.17, 31.30

in crystals and glasses, IV:2.10, 2.27
in glass, V:11.21
and green flashes, V:3.43
for HMFG fibers, V:12.4
and laser beacons, V:5.27, 5.30, 5.32
and MXRF, V:29.5, 29.8f
and optical fibers, V:9.4, 9.12
and Raman fiber amplifiers, V:14.9
and scattering by sea water, IV:1.30
in theory of interaction of light and 

atmosphere, V:3.12, 3.15–3.16
in third-order optical nonlinearities, 

IV:16.14–16.15
and x-ray optics, V:26.7

Rayleigh scattering extinction coefficient, V:3.16
Rayleigh units, III:1.13, 1.29
Rayleigh’s diffraction integral, I:5.13
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Rayleigh-Gans approximation, I:7.9, 7.9f
Rayleigh-Rice (RR) approximation, I:8.4, 8.9–8.11
Rayleigh-Sommerfeld diffraction, I:3.9, 3.10, 

3.23, 3.29
Rayleigh-wing scattering, IV:16.13
Rays, I:1.8–1.13

axial rays, II:1.4, 1.11f, 1.12
chief, I:1.75, 17.8, 29.20, 29.37
for collineation, I:1.61
dashed rays, II:1.12, 1.12f
defined, I:1.8–1.9
differential geometry of, I:1.19–1.21
direction of, I:1.10
edge rays, II:39.22, 39.38
exact, II:3.3, 3.11–3.12
expansions about, I:1.16
fields of, I:1.13
finite, I:1.35
groups of, I:1.10
hamiltonian rays, II:3.12
Hamilton’s equations for, I:1.21
in heterogeneous media, I:1.9, 1.18–1.22
image-forming, I:1.74
images about known rays, I:1.43–1.44, 1.44f
invariance properties of, I:1.10
iterated rays, II:3.12
lagrangian rays, II:3.12
in lenses, I:1.35
marginal, I:1.75
meridianal, I:1.37
meridional, I:1.35
meridional rays, II:3.3
nodal, I:17.16
normal congruence, I:1.10
ordinary, II:3.12
paraxial, I:1.35, 1.75; II:3.3
paraxial matrices for, I:1.68, 1.73
paths of, I:1.10–1.13
principal, I:1.75, 17.8
principal index of, I:13.3
principal rays, II:1.4, 1.11f, 1.12
real and virtual, I:1.10, 1.35
reversibility of, I:1.9
skew, I:1.35, 1.73
variational integral of, I:1.19

RC time constant, II:26.7f, 26.7–26.8
Reabsorption, of spectral lines, V:56.8
Reactive evaporation, IV:7.11
Reactive force, IV:20.8

Reactive ion etching (RIE), I:21.18–21.19; 
II:18.3, 19.39

Readout, from optical disk data storage, 
I:35.21–35.24

Readouts (of visible array detectors), 
II:32.12–32.21

CCD, II:32.12–32.20, 32.13f, 32.15f–32.18f
MOS, II:32.20–32.21

Real pupils, I:1.76
Real rays, I:1.10, 1.35
Real transitions, IV:16.4
Real-space critical objects, II:7.2–7.4, 7.3f, 7.4f
Real-time holography, IV:12.28–12.29, 12.29f, 

12.30f
Real-time processors, for adaptive optics, 

V:5.34f, 5.34–5.35, 5.35f
Rear focal lengths, I:1.40
Rear focal points, I:1.40, 1.47
Rear principal plane, of Gaussian focal lenses, 

I:1.48
Reasonableness, of layout, II:1.13–1.14
Received images, I:1.26
Receiver operating characteristic (ROC) curves, 

III:3.7f, 3.7–3.8
Receivers:

avalanche photodiode, V:9.8, 9.10–9.11
digital on-off-keying, V:9.9–9.11
ideal, V:9.9
in OTDM networks, V:20.7–20.8
positive-intrinsic-negative, V:9.8–9.10
in scatterometers, V:1.9f, 1.9–1.10
sensitivity of fiber optic, V:9.8–9.11

Receiving surfaces, in imaging, I:1.26
Receptors, image, V:31.4, 31.4f
Recessed lighting, II:40.13f
Reciprocal linear dispersion, V:38.7
Reciprocity failure, of photographic films, 

II:29.11–29.12
Reciprocity theorem, coherence theory and, 

I:5.17–5.18
Reciprocity theorem of optics (Helmholtz), 

III:8.25, 8.27
Recoil limit, IV:20.5
Recombination:

combined, II:17.3
exciton, II:17.6
in GaAs, II:17.8, 17.9, 17.9f
minority-carrier, II:17.2
nonradiative, II:17.2
radiative, II:17.2
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Recombination radiation, V:56.10
Reconfigurability, of WDM networks, V:21.12f, 

21.12–21.13, 21.13f
Reconfigurable optical add/drop multiplexers 

(ROADMs), V:21.12
Reconstruction of attosecond beating by 

interference of two-photon transition 
(RABITT), II:21.9

Recorded images, I:1.26
Recording, of optical disk data, I:35.25–35.28, 

35.26f, 35.27f
Rectangular apertures, I:3.19–3.20, 3.20f, 3.25, 

3.26
Rectangular polynomials, II:11.27–11.28, 

11.28t, 11.29t, 11.36t
Rectilinear distortion correction, I:27.6, 

27.13f, 27.14f
Red eye, cameras and, I:25.6
Red light, and color film, II:29.13, 29.13f
Red shift:

noncosmological, I:5.23
in peak gain wavelength, V:25.24

Red to far-red (R/FR) ratio, III:8.28
Rediagonalization, of index ellipsoid equation, 

I:21.10
Redistribution force, IV:20.8
Redspot Paint and Varnish, IV:6.35
Reduced eye model, III:1.36, 1.37, 2.3, 2.4
Reduction scanners, in linear sensors, II:32.21, 

32.22f
Reference method (scatterometer calibration), 

V:1.15
Reference spheres, for wavefronts, I:1.86
Reflectance, I:12.17

classification of materials by, II:35.4t
defined, II:35.4–35.5
geometrical definitions of, II:35.6f
and illuminance/luminance, II:37.9
in interaction of light and atmosphere, 

V:3.21, 3.21f
at interface of solid, IV:8.12
measurement of, II:35.10f–35.12f, 35.10–35.13
of metals, IV:4.5, 4.11, 4.27t–4.39t, 4.39, 

4.40f–4.47f
nomenclature for, II:35.5t, 35.6t
nonabsorbing [AB]N and [AB]NA multilayers, 

IV:7.32–7.34, 7.33f–7.35f
of optical coatings, IV:7.12–7.13
retinal, III:1.11
in solids, IV:8.22f, 8.23

Reflectance (Cont.):
spectral, II:38.2, 38.17–38.18, 38.18f
specular, of black coatings, IV:6.26f
standards of, II:35.14t
and surface coatings, IV:6.20t
and transmittance/absorptance, II:35.7, 35.8, 

35.8t
Reflecting afocal lenses, I:18.19–18.21, 18.20f
Reflecting telescopes, II:11.4
Reflection(s):

actual/idealized, II:35.2f
from all-dielectric broadband reflectors, 

IV:7.47
Bragg

of crystals, V:40.9
in interferometers, V:63.26, 63.27
and linear polarization, V:43.2–43.4, 43.3f, 

43.4f, 43.6, 43.8
and liquid crystals, V:8.10
in monochromators, V:63.24
and multilayers, V:41.2
simultaneous, V:43.7 [see also Multiple-

beam Bragg diffraction (MBD)]
and x-ray absorption spectroscopy, 

V:30.2, 30.4
of coatings on substrate, IV:7.3
from computer screens, III:23.5–23.6
defined, II:35.4
enhancement of, for filters and coatings, 

IV:7.108–7.109, 7.109f–7.110f
in fiber-optic plant tissues, III:8.26, 8.28
filters with low, IV:7.104f–7.105f, 7.104–7.106
Fresnel, V:13.6, 13.53, 17.3, 25.8
in Gaussian lens systems, I:1.55
grazing-angle, V:63.21
in homogeneous media, I:1.25
magnetoreflection, IV:5.43, 5.44, 5.44f
magnitude of, IV:9.2
measurement of, IV:5.62–5.64, 5.63f
Mueller matrices for, I:14.21–14.22
in neutron and x-ray optics, V:26.8–26.9, 

63.20–63.21, 63.21f
nonnormal-incidence, I:12.15–12.18
and optical performance, IV:7.15–7.16, 7.16f
and phase change of nonabsorbing periodic 

multilayers, IV:7.34
and phase changes, I:12.12–12.13
photoreflection, IV:5.66t, 5.67
and ray tracing, I:1.37
reference, for Fabry-Perot sensors, V:24.2
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Reflection(s) (Cont.):
retro-, V:13.6–13.7
sensing, for Fabry-Perot sensors, V:24.2
of systems of revolution, I:1.38, 1.39
total external, V:64.1–64.2
total internal, I:13.20, 21.3; IV:8.13; V:11.2, 

11.3, 11.14, 11.15
unfolded, I:1.32
upon interfaces separating different media, 

III:8.14f, 8.14–8.15
veiling, II:40.12
volumetric, I:7.7f

Reflection coatings, IV:7.106f–7.113f, 7.106–7.113
at angles close to grazing incidence, IV:7.111
enhancement of reflection, IV:7.108–7.109, 

7.109f–7.110f
metallic reflectors, IV:7.106f–7.109f, 

7.106–7.108
Reflection coefficient, for optical constants, 

IV:5.9–5.10
Reflection density, of photographic films, 

II:29.8
Reflection filters, IV:7.5, 7.5f, 7.111f–7.113f, 

7.111–7.113
Reflection model, III:10.32
Reflective and catadioptric objectives, 

I:29.1–29.38
afocal telescope designs

Cassegrain-Mersenne, I:29.9
Gregorian-Mersenne, I:29.12
three-mirror, I:29.29–29.30

Altenhof, I:29.32–29.33
anastigmatic designs, I:29.12–29.13
aplanatic designs, I:29.11–29.13
Baker-Nunn, I:29.22
Cassegrain designs, I:29.6, 29.7

afocal Cassegrain-Mersenne telescope, I:29.9
dual magnification, I:29.9–29.10
with field corrector and spherical 

secondary, I:29.8–29.9
Houghton-Cassegrain, I:29.22–29.23
Mangin-Cassegrain with correctors, I:29.24
reflective Schmidt-Cassegrain, I:29.17
Schmidt-Cassegrain, I:29.16–29.17
Schmidt-meniscus Cassegrain, I:29.21
with Schwarzschild relay, I:29.32
solid Makutsov-Cassegrain, I:29.19
spherical-primary, with reflective field 

corrector, I:29.9
three-mirror, I:29.30

Reflective and catadioptric objectives (Cont.):
Cook three-mirror, I:29.31
correctors, in designs

aplanatic, anastigmatic Schwarzschild 
with aspheric corrector plate, I:29.13

Cassegrain with spherical secondary and 
field corrector, I:29.8–29.9

Mangin-Cassegrain with correctors, 
I:29.24

Ritchey-Chretien telescope with two-lens 
corrector, I:29.8

spherical-primary Cassegrain with 
reflective field corrector, I:29.9

three-lens prime focus corrector, I:29.10
Couder, I:29.12
Dall-Kirkham, I:29.8
Eisenburg and Pearson two-mirror, three 

reflection, I:29.25
features of, I:29.2–29.5, 29.3f–29.5f
field-of-view plots, I:29.34–29.35, 29.35f, 

29.36f
flat-medial-field designs, I:29.11
Gabor, I:29.20
glass varieties for, I:29.2, 29.2t
Herschelian catadioptric, I:29.27
Houghton designs, I:29.22–29.23
Korsch designs, I:29.30–29.32, 29.34
Maksutov designs, I:29.19, 29.20
Mangin designs, I:29.7, 29.24
Mersenne designs, I:29.9, 29.12
Paul designs, I:29.28–29.29
Ritchey-Chretien with two-lens corrector, 

I:29.8
Schmidt designs, I:29.14

Baker super-Schmidt, I:29.21
field-flattened, I:29.14–29.15
reflective, I:29.15
reflective Schmidt-Cassegrain, I:29.17
Schmidt-Cassegrain, I:29.16–29.17
Schmidt-meniscus Cassegrain, I:29.21
Shafer-relayed-virtual, I:29.17–29.18, 29.18f
solid, I:29.16

Schwarzschild designs, I:29.12–29.13, 29.32
SEAL, I:29.27–29.28
Shafer designs

five mirror unobscured, I:29.33–29.34
four mirror unobscured, I:29.33
Shafer relayed virtual Schmidt, 

I:29.17–29.18, 29.18f
two-mirror three reflection, I:29.25
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Reflective and catadioptric objectives (Cont.):
spherical primaries in designs, I:29.9, 29.11, 

29.18, 29.30
for telescopes

afocal Cassegrain-Mersenne, I:29.9
afocal Gregorian-Mersenne, I:29.12
Ritchey-Chretien, I:29.8
three-mirror afocal, I:29.29–29.30

terminology, I:29.36–29.38
three-mirror designs, I:29.28–29.32, 29.34
Wetherell and Womble three-mirror, I:29.31
Wright, I:29.15
Yolo, I:29.26

Reflective apertures, III:5.10
Reflective compensators, for spherical 

aberrations, II:13.24, 13.24f, 13.25
Reflective LCDs, V:8.31f, 8.31–8.32
Reflective Schmidt objective, I:29.15
Reflective Schmidt-Cassegrain objective, 

I:29.17
Reflective semiconductor optical amplifiers 

(SOAs), V:19.28
Reflective systems, I:1.9
Reflective-refractive (RX) concentrators, 

II:39.17, 39.17f
Reflectivity:

at interface of solid, IV:8.12
nonlinear, IV:18.6–18.7, 18.7f
of solids, IV:8.23
of Wolter x-ray optics, V:47.5

Reflectivity amplitude, for solids, IV:8.15
Reflectometers, II:35.10, 40.52; IV:5.62–5.64, 

5.63f
Reflectometric sensors, III:19.1
Reflectors:

Bragg, V:13.45
conic, II:39.11, 39.11f
convergent, II:39.38f, 39.38–39.40, 39.39f
CPC-type (see Compound parabolic 

collectors)
divergent, II:39.8f, 39.9f, 39.38–39.40
faceted, II:39.39f, 39.39–39.41, 39.40f
headlamp, II:40.64
heat, IV:7.58, 7.58f
homogeneous/inhomogenous, II:39.39
involute, II:39.11–39.12, 39.12f
and lens array combinations, II:39.34–39.37, 

39.36f, 39.37f
luminaire, II:40.45, 40.45f
macrofocal, II:39.11

Reflectors (Cont.):
metal-dielectric, IV:7.81–7.82, 7.108, 7.109, 

7.110f
modulated grating, V:13.36
multilayer, IV:7.39–7.53

all-dielectric broadband reflectors, 
IV:7.39, 7.40f, 7.45f–7.47f, 7.45–7.47

coatings for ultrafast optics, IV:7.47–7.48, 
7.48f

for far-infrared region, IV:7.52, 7.52f
graded reflectivity mirrors, IV:7.52
imperfections in, IV:7.40–7.43, 7.41f–7.43f
for interferometers and lasers, 

IV:7.39f–7.40f, 7.39–7.40
narrowband reflection coatings, IV:7.43, 

7.44f
rejection filters, IV:7.48–7.50, 7.49f–7.51f
for soft x-ray and XUV regions, IV:7.53
and two-material periodic multilayers 

theory, IV:7.37–7.38, 7.38f
for neutron beams, V:64.3, 64.4, 64.4f
omnidirectional, IV:9.2
resonant, IV:7.43–7.45, 7.44f
tailored, II:39.37–39.39, 39.38f
very low loss, IV:7.41–7.42

Reflexive sensors, II:17.34
Refraction:

in calcite, I:13.2–13.6, 13.4t–13.5t
double, I:13.2f–13.3f, 13.2–13.6, 13.4t–13.5t
electro-, V:13.2
enhanced, IV:14.20
in Gaussian lens systems, I:1.54
in homogeneous media, I:1.24–1.25
in human eye, III:12.3, 16.1
Mueller matrices for, I:14.20–14.21
in neutron optics, V:63.19–63.23, 63.21f, 

63.23f
nonlinear, IV:16.7–16.9
ray tracing, I:1.37
and retinal image quality, III:1.21
subjective, III:12.6–12.7
in systems of revolution, I:1.38, 1.39
upon interfaces separating different media, 

III:8.14f, 8.14–8.15
in x-ray optics, V:26.6–26.8, 26.8f

Refraction gradients, index of, I:24.1 [see also 
Gradient index (GRIN) optics]

Refraction index, II:17.34
Refractive, defined, III:23.3
Refractive ametropia, III:20.2
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Refractive compensators, for spherical 
aberrations, II:13.24, 13.24f, 13.25

Refractive error correction, III:12.8–12.15, 
16.7–16.19

ametropias, III:16.8f
aphakia and pseudophakia, III:12.14–12.15
with contact lenses, III:12.11–12.14

hydrogel, III:12.12–12.13
for presbyopia, III:12.13–12.14
rigid, III:12.11–12.12

with laser ablation, III:16.11–16.19
ablation rate, III:16.16–16.18, 16.18f
corneal photoablation, III:16.16, 16.17f
refractive surgery modalities, 

III:16.11f–16.14f, 16.11–16.15
thermal, photochemical, and photoacoustic 

effects, III:16.18–16.19
prescribing, III:12.8
with refractive surgery, III:12.14, 16.9–16.15

corneal incisions/implants, III:16.9–16.11, 
16.10f

intraocular lenses, III:16.9
laser ablation modalities, III:16.11f–16.14f
modalities for, III:16.11–16.15

with spectacles, III:12.9–12.11, 12.10f, 12.11f
Refractive errors, III:12.1–12.17, 12.3f, 12.4f, 

16.4–16.19, 16.5f
assessment of, III:12.5–12.8

objective tests, III:12.5–12.6
presbyopia, III:12.7–12.8
subjective techniques, III:12.6–12.7

astigmatism, III:16.5–16.6
binocular factors, III:12.15–12.17

aniseikonia, III:12.16–12.17
anisometropia, III:12.16–12.17
convergence and accommodation, 

III:12.15–12.16
consequences for optical design, III:12.18
correction of (see Refractive error correction)
ocular wavefronts, III:16.6–16.7, 16.7t
as problem with computer work, III:23.10
spherical ametropias, III:16.5
types of, III:12.4–12.5

Refractive index (index of refraction), I:1.9; 
II:3.6, 34.13; III:8.12

of anisotropic crystals, IV:8.8
for Brewster angle transmission polarizers, 

I:12.21–12.22
complex, I:7.12–7.13, 12.5, 12.6; 

IV:1.16–1.17; V:48.1

Refractive index (index of refraction) (Cont.):
of cornea, III:14.5
of crystals and glasses, IV:2.6, 2.8, 8.10
defined, III:19.1
dispersion formulas for, IV:2.21–2.22
distributed, I:24.1
in dressed atoms, IV:14.19–14.20
and fiber Bragg gratings, V:17.2
in gradient index optics, I:24.2–24.3
in integrated optics, I:21.8–21.9
and Kolmogorov turbulence, V:4.7
in lens of human eye, III:1.5f, 1.5–1.6
of liquid crystals, V:8.17, 8.18
of metals, IV:4.3, 4.11, 4.12t–4.19t, 

4.21f–4.26f
in neutron optics, V:63.19–63.20
of particles in water, IV:1.20
phase velocity, V:7.15–7.16, 7.16f
of photonic crystal fibers, V:11.9–11.10
of polarizers, I:12.16, 12.18
in polymeric optics, IV:3.6–3.7, 3.6t, 3.7f
for rays in heterogeneous media, 

I:1.21–1.22
of shallow radical gradients, I:24.7–24.8
in solids, IV:8.22f, 8.23
structure function of, V:5.6–5.7
and temperature, IV:2.24–2.26
uniformity of, IV:2.5
of water, IV:1.16–1.20, 1.18f, 1.19t–1.20t
(see also Gradient index optics)

Refractive index spectrum, IV:22.6, 22.6f, 22.7f
Refractive lens exchange (RLE), 

III:21.18
Refractive optics, I:23.7, 23.8
Refractive power, defined, III:19.1
Refractive surgery, III:1.15, 1.25, 12.14, 

16.9–16.15
change in cornea with, III:16.3
corneal incisions/implants, 

III:16.9–16.11, 16.10f
intraocular lenses, III:16.9
laser corneal procedures, III:16.11–16.15

ablation profiles, III:16.14–16.15
Epi-LASIK, III:16.12, 16.13, 16.13f
LASEK, III:16.12, 16.13
LASIK, III:16.13–16.14, 16.14f
photorefractive keratectomy (PRK), 

III:16.11f, 16.11–16.12, 16.12f
for presbyopic correction, III:14.29

Refractive systems, I:1.9
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Refractive x-ray lenses, V:37.3–37.11
applications of, V:37.11
history of, V:37.3
nanofocusing, V:37.8–37.11, 37.9f, 37.10f
parabolic, V:37.4f, 37.4–37.8, 37.6f, 37.7f

Refresh rate, III:23.3
Region of interest, in human vision, III:24.7
Region of sag (axial gradients), I:24.4f
Registered detected point spread function 

(RDPSF), V:44.14, 44.15f
Regular astigmatism, III:1.6
Rejection filters, IV:7.48–7.50, 7.49f–7.51f
Rejection ratios, of bandpass filters, IV:7.77
Rejection region, for cutoff filters, IV:7.56
Relative directional sensitivity, III:9.6
Relative intensity noise (RIN):

defined, III:18.2
in fiber optic communication links, V:15.2, 

15.14
of laser diodes, V:13.18–13.19, 13.19f, 13.23
and optical fibers, V:9.11, 9.16
with SD-OCT, III:18.10

Relative measurements, absolute vs., 
II:34.20–34.21

Relative spectacle magnification (RSM), 
III:20.2, 20.32–20.33

Relative visual performance (RVP) model, 
II:40.5–40.6

Relativistic effect(s), in strong field interactions:
with atoms, IV:21.19–21.20
with free electrons, IV:21.6–21.8, 21.7f
with overdense plasmas, IV:21.52
self-focusing and self-channeling as, 

IV:21.44–21.45, 21.45f
self-phase modulation as, IV:21.45f, 

21.45–21.46
Relativistic electron ATI, IV:21.20, 21.21f
Relativistic electron beams, strong field 

interactions with, IV:21.9–21.10
Relativistic suppression of rescattering, 

IV:21.20
Relativity, of conjugate matrices, I:1.70
Relaxation:

configurational, V:2.14–2.17, 2.15f–2.18f
longitudinal and transverse, IV:11.5
photorelaxation, IV:5.70f

Relaxation oscillation, II:16.12, 19.31f, 
19.31–19.34; V:13.14–13.16

Relay lenses, I:17.10

Relay trains, in afocal lenses, I:18.17f, 
18.17–18.19, 18.18f

Rem jet, II:30.4
Remote sensing:

in atmospheric optics, V:3.36–3.40, 
3.37f–3.40f

polarimetry and, I:15.37–15.38
quantum, IV:23.14–23.15
in water, IV:1.46–1.47

Remote sensing scanners, I:30.2–30.4, 
30.14–30.25

circular scan, I:30.16, 30.18f
compound mirror optics configurations for, 

I:30.15f, 30.15–30.16
multiplexed image scanning by, I:30.23, 

30.24f
object- and image-space, I:30.18–30.23
parallel-beam, I:30.23–30.25, 30.24f–30.25f
pushbroom scan, I:30.18
resolution of, I:30.6–30.8, 30.7f
rotating wedge, I:30.16, 30.17f
single-mirror, I:30.14, 30.15f
two-dimensional, I:30.18, 30.19f

Remotely processed (RP) photocathodes, 
II:31.10, 31.24

Rendering, low-level vision models in, 
III:24.4

Reorientational Kerr effect, in solids, 
IV:16.13–16.14, 16.14f

Repeater spacing, for optical fibers, V:9.12–9.13
Repetition rate coupling, II:20.14–20.15, 20.15f
Rescattering effects:

relativistic suppression of, IV:21.20
in strong field interactions with atoms, 

IV:21.18f, 21.18–21.19, 21.19f
Rescattering model, semiclassical, II:21.3
Reset gate (RG), II:32.14
Residential lighting, II:40.57, 40.58, 40.59t
Residual amplitude modulation (RAM), II:22.14
Residual astigmatism:

and contact lens power, III:20.15
defined, III:20.2

Resins, IV:3.2, 3.11
Resistive bolometers, II:28.10f, 28.10–28.11, 

33.9
Resistive coupling noise, II:27.5, 27.6f
Resistivity:

coatings with high, IV:6.56
of metals, IV:4.54t
of polymers, IV:3.5
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Resolution:
angular, V:47.2f, 47.2–47.3, 47.10–47.11, 47.11f
of cameras, I:25.6f, 25.5–25.6
defined, III:23.3
of deflectors, V:6.25, 6.29, 6.30
field-weighted-average, V:44.10
of gratings and monochromators, V:38.7
and information theory, III:4.15–4.16
of microscopes, I:28.17–28.24

Airy disk and lateral resolution, 
I:28.17–28.19, 28.18f, 28.19f

depth of field, I:28.22–28.23
depth of focus, I:28.22
three-dimensional diffraction pattern, 

I:28.19–28.22, 28.20f, 28.21f
of NPM AOTFs, V:6.40
and objective optics, I:30.33
of optical system, II:4.6
optics of resolving capacity, III:4.4f, 4.4–4.5

contrast-transfer function, III:4.5
point-spread function, III:4.4, 4.5
spatial-frequency coordinates, III:4.5

Rayleigh, I:30.56, 33.17
in retinal imaging, III:15.21
of scanners, I:30.6–30.14

data rates and remote sensing, I:30.6–30.8, 
30.7f

input/output scanning, I:30.8–30.14, 
30.10f, 30.10t, 30.11t, 30.12f–30.13f

of solid-state cameras, I:26.15–26.16, 26.16f
spatial, V:26.10–26.11
and superresolution, III:4.15
of telescopes, V:4.2–4.3
thresholds of, III:4.6–4.7, 4.15
in x-ray imaging, V:62.3–62.5

Resolution enhancement techniques (RET), for 
extreme ultraviolet lithography, V:34.1

Resolution limit, I:1.80
Resolving power, photographic, II:29.24
Resonance:

cyclotron, IV:5.12, 5.12f, 5.40, 5.47–5.50, 
5.48f–5.50f

of PCFs, V:11.12
photonic, IV:22.9–22.13, 22.10f, 22.12f
slow light propagation and atomic, 

IV:22.2–22.9, 22.3f, 22.6f–22.8f
Resonance absorption, in overdense plasmas, 

IV:21.47f, 21.47–21.48
Resonant cavity light-emitting diodes 

(RC-LEDs), V:13.39, 13.40

Resonant circuits, electro-optic modulators 
and, V:7.34

Resonant degenerate four-wave mixing, 
IV:16.28

Resonant modes (RMs), IV:5.17
Resonant optical feedback, II:19.38, 19.38f
Resonant photodetectors, II:26.4f
Resonant photodiodes, V:13.65
Resonant pin photodiodes, II:26.15, 26.15f
Resonant Raman scattering, IV:16.15
Resonant reflectors, IV:7.43–7.45, 7.44f
Resonant scanners, I:30.41–30.44, 30.43f, 30.44f
Resonators, V:25.13, 25.16
Response time:

defined, II:24.12
as measure of performance, III:3.8
of photodetectors, II:25.4
of photoemissive detectors, II:24.40

Response to direction (gaze control), 
III:13.29–13.30

Responsive quantum efficiency (see Quantum 
efficiency)

Responsivity:
blackbody, II:24.10
of photodetectors, II:24.18, 24.19, 25.4
of photoemissive detectors, II:24.35f, 24.38
of pin diodes, V:13.65–13.66, 13.66f
of pin photodiodes, II:25.8
of solid-state cameras, I:26.9–26.10
spectral, II:24.12, 38.3, 38.18–38.19
of spectroradiometers, II:38.11–38.12, 38.12f

Restimulable phosphor detectors, 
V:60.8, 60.10t

Resting point of accommodation (RPA), 
III:23.3

Resting positions (eyes), III:13.21
Resting state (accommodation), III:1.33
Restricted exit angle concentrators, II:39.18, 

39.18f
Retail lighting, II:40.55–40.57, 40.56t–40.58t
Retardance, I:14.6, 15.8
Retardance modulators, I:15.20
Retardance space, I:14.6
Retardation plates, I:12.24–12.27, 12.25f, 

12.26f, 13.43–13.53, 13.43t–13.44t
achromatic, I:13.48–13.52, 13.50f, 13.53t
composite, I:13.52, 13.53
crystalline-quartz, I:13.46–13.48
defined, I:15.8
mica, I:13.45–13.46
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Retardation plates (Cont.):
quarter-wave and half-wave, I:12.24–12.27, 

12.25f, 12.26f
rhomb-type, I:13.52, 13.53t
variable, I:13.53

Retarder space, I:14.14–14.15, 14.15f
Retarders:

defined, I:15.8
Mueller matrices for, I:14.11–14.15, 14.12t, 

14.15f
phase, V:41.9, 43.6

Reticles and reticulation, II:12.13, 28.11, 28.12
Retina, II:34.37; III:1.3f, 21.2

aging-related changes in, III:14.9–14.11
anatomy of, III:2.9–2.11
AO-controlled light delivery to, 

III:15.22–15.24
alignment, III:15.23
in an AO SLO, III:15.23
conventional AO vision systems, III:15.23
to generate aberrations, III:15.24
longitudinal chromatic aberration, 

III:15.22
measuring activity of individual cones, 

III:15.24
transverse chromatic aberration, 

III:15.22–15.23
uses of, III:15.23–15.24

control of alignment in, III:8.7
direction-corresponding points, III:13.8
fovea, III:2.24
injury to, III:7.4
neural pathways in, III:2.9, 2.10f
nonfoveal areas of, III:2.24
OCT image of, III:18.4f
optic flow fields, III:2.38–2.39, 2.39f
physiology of, III:2.11–2.12
pigments of, III:14.9–14.11
and refraction in the eye, III:12.3
and resolving capacity of the eye, 

III:4.5–4.6, 4.6f
schematic diagram of, III:8.9f, 8.10f
UV light damage to, III:14.23

Retina cameras, AO, III:15.3, 15.12 (see also 
Ophthalmoscopes)

Retina pigment epithelium (RPE), III:8.12
Retinal burn, III:7.7
Retinal conjugate plane, in Maxwellian viewing, 

III:5.5f, 5.8–5.9
Retinal damage, II:40.9; IV:13.3

Retinal disorders, photoreceptor orientation/
realignment after, III:8.7

Retinal disparity, III:13.2
Retinal eccentricity, visual acuity and, 

III:4.10–4.11, 4.11f
Retinal illuminance, II:34.40–34.42; 

III:1.11–1.12
in free (newtonian) viewing, III:5.2–5.4, 5.3f
maximum permissible, III:5.18f
in Maxwellian viewing, III:5.6–5.7, 6.3–6.5
in normal viewing, III:6.3
and pupil diameter, III:1.8, 1.9

Retinal image:
AO ophthalmic applications, III:15.16–15.22

contrast and resolution, III:15.21–15.22
flood-illuminated AO ophthalmoscope, 

III:15.16f, 15.16–15.17, 15.17f
optical coherence tomography, 

III:15.19–15.21, 15.20f, 15.21f
scanning laser ophthalmoscope, 

III:15.17–15.19, 15.18f, 15.19f
light spread in, III:4.4–4.5
relating actual object and, III:4.2

Retinal image disparity, III:13.22
Retinal image quality, III:1.12–1.28

in aberration-free eye, III:1.12–1.14, 
1.13f, 1.14f

aging-related changes in, III:14.11–14.14
chromatic aberration, III:14.14
intraocular scatter, III:14.12
monochromatic aberrations, 

III:14.12–14.14, 14.13f
chromatic aberration, III:1.19–1.20
computing, III:2.3
intraocular scattered light, III:1.20–1.21
lenticular fluorescence, III:1.21
monochromatic ocular aberrations, 

III:1.14–1.19
off-axis, III:1.18f, 1.18–1.19, 1.26–1.27, 

1.27f
on the visual axis, III:1.15–1.18

in peripheral field, III:1.3
and pupil diameter, III:1.8
variation with field location, III:15.5
on the visual axis, III:1.21–1.28

calculation from aberration data, 
III:1.21–1.22

comparison between methods, III:1.23
effects of aberration correction, 

III:1.25–1.26
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Retinal image quality, on the visual axis (Cont.):
observed optical performance, III:1.23–1.25
ophthalmoscopic (double-pass) methods, 

III:1.22–1.23
psychophysical comparison method, 

III:1.22
Retinal imaging, with spectral domain OCT, 

III:18.27–18.29, 18.28f, 18.29f
Retinal irradiance, III:2.4, 7.7–7.8, 7.8f
Retinal layer of rods and cones model of bio-

logical waveguides, III:8.8–8.9, 8.9f, 8.10f, 
8.12–8.15

assumptions and approximations for, III:8.9, 
8.12–8.13

electromagnetic validity of, III:8.13
Retinal microscopy:

adaptive optics in, III:15.1–15.24
AO-controlled light delivery to the retina, 

III:15.22–15.24
control system, III:15.12–15.15
history of, III:15.2–15.3
imaging of the retina, III:15.16–15.22
implementation of, III:15.7–15.15
in ophthalmic applications, III:15.15–15.24
properties of ocular aberrations, 

III:15.4–15.7, 15.5f, 15.6f
wavefront corrector, III:15.9–15.12, 

15.10f, 15.11f
wavefront sensor, III:15.8f, 15.8–15.9

defined, III:15.2
Retinal nerve fiber layer (RNFL), 

III:18.25–18.27
Retinal neurons, III:2.5f

ganglion cells, III:2.10–2.11
information transmission by, III:2.11

Retinal pigmented epithelium (RPE), 
III:14.25, 18.2

Retinal processing, III:2.9–2.12
Retinal reflectance, III:1.11

layers of occurrence for, III:1.23
and ophthalmoscopic methods, III:1.23
and stray light, III:1.20

Retinal thermal hazard, II:36.17
Retinex theory (Land), III:11.71, 11.72
Retinopathy:

diabetic, III:14.1, 14.25–14.26
solar, III:7.1, 7.3

Retinoscopy, III:12.5–12.6
Retrofocus lenses, I:27.2 (see also Inverted 

telephoto camera lenses)

Retroreflection:
of guided light, V:13.6–13.7
measurement of, II:35.13

Retro-reflection testing and correction, 
I:15.28–15.29, 15.29f

Retroreflectors, I:19.3t, 19.28, 19.28f
Return-path ellipsometers (RPEs), 

I:16.16–16.17, 16.17f
Return-to-zero differential quadrature phase-

shift-keying (RZ-DQPSK) format, 
V:21.35, 21.35f, 21.36t, 21.37t

Return-to-zero differential-phase-shift-
keying (RZ-DPSK) format, V:21.28, 
21.34f, 21.36t, 21.37t

Return-to-zero (RZ) format, V:20.8, 20.9f, 
20.10f, 21.16, 21.29f, 21.31f

Return-to zero on-off keying (RZ-OOK), 
V:21.34, 21.36t

Reverse bias, II:26.3
Reverse telephoto lenses, I:17.29, 17.34f
Reverse-proton-exchanged (RPE) PPLN, 

IV:17.16
Reverse-saturable absorption (RSA), IV:13.5, 

13.6f, 13.7
Reversibility, of rays, I:1.9
Reversing shear interferometers, II:13.12, 

13.13f
Reversion prisms, I:19.3t, 19.14, 19.14f
Revolution, systems of, I:1.32–1.43

paraxial optics of, I:1.37–1.43
ray tracing in, I:1.35–1.37
surfaces, I:1.32–1.35
unfolded reflections, I:1.32

Rhabdomeric photoreceptors, III:8.3
Rhenium, II:40.27
Rhomboidal prisms, I:19.3t, 19.25, 19.25f
Rhomb-type retardation plates, I:13.52, 13.53t
Ribbon-type tungsten filaments, II:15.20f
Riccati-Bessel functions, I:7.12
Rician density function, V:3.36
Ridge waveguide (RWG) lasers, II:19.8, 19.9f; 

V:13.6
Right circular polarizers, Mueller matrices for, 

I:14.10t
Right half-wave circular retarders, Mueller 

matrices for, I:14.12t
Right-angle prisms, I:19.3, 19.3t, 19.4f; II:12.15, 

12.16, 12.16f, 12.17f
Right-circularly polarized light, 

I:12.27, 12.28n
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Rigid contact lenses:
correction of refractive errors with, 

III:12.11–12.12
early types of, III:20.2, 20.3
(see also Gas permeable contact lenses)

Rigid-body motions, V:45.6–45.7
Rigidity, of polymers, IV:3.3
Rimless mounting, III:12.2, 12.9
Ring field lens design, I:18.22
Ring flanges, continuous, II:6.4f, 6.11
Ring lasers, II:16.29

with additional Kerr crystal, II:20.17f, 
20.17–20.18

dye, II:20.15–20.16
Ti:sapphire, with saturable absorber, 

II:20.16f, 20.16–20.17, 20.17f
in two-level system analogy, 

II:20.24, 20.25f
Ring resonators, IV:12.7, 12.8f, 22.11, 22.12f
Ring topologies, for WDM networks, 

V:21.5f–21.7f, 21.5–21.6
Rings, aperture, II:3.20
Risley prisms, I:19.3t, 19.25f–19.27f, 

19.25–19.27; II:12.4, 12.4f
Ritchey-Chretien objectives, I:29.7–29.8
Ritchey-Chretien primaries, I:29.10
Ritchey-Chretien two-mirror imaging system, 

II:39.17
RLM lamp, II:40.46, 40.46f, 40.47
RMS (root mean square) contrast, III:3.4
RMS noise, II:24.12
RMS signal, II:24.12
rms-granularity, II:29.19–29.21
Roadway lighting, II:40.67, 40.69–40.71

and disability glare, II:40.10
and discomfort glare, II:40.12
sign lighting, II:40.71
street lighting, II:40.69–40.71, 40.70t, 

40.71t
tunnel lighting, II:40.71

Roberton’s correlated color temperature 
calculation, II:38.5

Robustness, of solitons, V:22.4–22.5
Rochon prisms, I:13.7, 13.18f, 13.18–13.21, 

13.19f, 13.24
Rock-salt lattices, IV:5.16
Rod amacrine cells, III:2.5f
Rod bipolar cells, III:2.5f
Rod pathway, III:2.9, 2.10, 2.10f

Rods, II:30.15, 30.16f, 34.37, 36.8f, 36.8–36.10, 
36.9f; III:2.5f, 10.3

and age-related scotopic vision changes, 
III:14.15

alignment of, III:8.4
amacrine cells, III:2.10
and color matching, III:10.17
in color-deficient observers, III:10.16
diameter of, III:2.6f
directional sensitivity of, III:8.5
function of, III:2.4
linear density of, III:2.6f
and maximum saturation color matching, 

III:10.7
optical standing waves in, III:8.17, 8.19f
optical waveguide properties of, III:14.11
photocurrent responses of, III:2.8f
in retinal layer of rods and cones model of 

biological waveguides, III:8.8–8.9, 8.9f, 
8.10f, 8.12–8.15

spatial distribution of, III:2.6
spectral sensitivities of, III:10.18
time constant of photopigment regeneration, 

III:2.7
Rome Air Development Center, II:7.19
Ronchi test, II:13.3f, 13.3–13.4, 13.4f
Roof prisms, I:19.11, 19.12f (see also Amici 

prisms)
Roof-mirror-lens arrays, II:32.21, 32.22f
Room temperature vulcanizing (RTV) sealing 

compound, II:6.4
Root-mean-square (rms) wavefront error, 

II:4.1, 4.3, 4.7, 4.8; III:1.15–1.17, 1.16f
ROSAT observatory, V:44.2, 44.4f, 44.8, 47.5
Rose model, for x-ray attenuation, V:31.2
Rostock Cornea Module (RCM) microscope, 

III:17.7, 17.9
Rotating anodes, as x-ray tube sources, V:54.12
Rotating glass block prisms, II:12.4, 12.4f
Rotating light pipe reflectometers, IV:5.62, 5.63f
Rotating retarders, I:15.20
Rotating wave approximation (RWA), IV:20.7
Rotating wedge scanners, I:30.16, 30.17f
Rotating-analyzer ellipsometer (RAE), I:16.13, 

16.13f, 16.14
Rotating-compensator fixed analyzer (RCFA) 

photopolarimeter, I:16.14
Rotating-detector ellipsometer (RODE), 

I:16.14, 16.14f
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Rotating-element photopolarimeters (REPs), 
I:16.13

Rotation sensors, for fiber interferometers, 
I:32.14–32.15, 32.15f

Rotational shear interferometers, II:13.12, 
13.13f

Rotational spectra, I:10.20–10.22
Rotationally parabolic profiles, for refractive 

x-ray lenses, V:37.4f, 37.4–37.8, 37.6f, 37.7f
Rotationally symmetric aspheric lenses, II:9.7, 

9.7f
Rotationally symmetric lenses, I:1.27, 

1.60–1.62, 1.62f
Rotationally symmetric optics:

hard mounting of, II:6.2–6.4, 6.3f, 6.4f
soft mounting of, II:6.4f, 6.4–6.5, 6.5f

Rotationally symmetric systems, I:1.17, 
1.89–1.90

Roto-optic effect, V:6.6
Roughened aluminum, IV:6.21, 6.22f, 6.30f
Roughness:

polycapillary x-ray optics, V:53.4
surface, IV:6.15

Routers, waveguide grating, I:21.24
Rowland circle, I:20.5, 20.7, 20.8, 20.10f; V:39.5, 

39.6
Rowland spherical grating, V:38.6
Rubidium, IV:14.17, 14.17f
Rubidium titanyl arsenate (RbTiOAsO4) (RTA), 

IV:17.1
Rubidium titanyl phosphate (RbTiOPO4) 

(RTP), IV:2.40t, 2.46t, 2.48t, 2.52t, 2.57t, 
2.64t

Ruby lasers, II:16.12, 16.13f, 16.32
Rugate filters, IV:7.49, 7.50
Rule-of-thumb PID design, II:22.11–22.12
“Rule-of-thumb” tolerance, II:6.2
Runs (trial sequences), III:3.9
Russell Saunders coupling, V:2.11
Rutile (TiO2), IV:2.40t, 2.45t, 2.48t, 2.53t, 2.58t, 

2.65t, 2.71t
Rydberg constant, I:10.3
Rydberg energy, V:54.7
Rydberg states, II:23.21
Rytov transformation, V:5.9
Rytov’s series of exponential approximations, 

I:9.4

S on 1 annealing, IV:19.3, 19.4
Saccades, III:1.42, 1.43, 1.43f, 13.20

Saccadic suppression, III:1.43
Safety, of head-mounted displays, III:25.2
Safety standards, for laser hazards, III:7.12
Sag, of surfaces, I:1.32, 1.33f
SAGE II satellite system, V:3.39, 3.40f
Sagittal fans and foci, I:1.35
Sagittal plane, III:19.1
Sagittal-focusing geometry, for monochroma-

tors, V:39.6
Sagnac interferometers, I:21.35, 21.36, 21.36f, 

32.3–32.4, 32.4f; V:20.22
Sagnac loops, V:17.8
Salt (NaCl), IV:2.40t, 2.44t, 2.48t, 2.52t, 2.57t, 

2.64t, 2.69t
Sample mounts, for scatterometers, V:1.9
Sampled gratings (SG), V:13.34, 13.34f
Sampled tracking, on optical disks, I:35.16, 35.16f
Sample-measuring polarimeters, I:15.4, 15.13f, 

15.13–15.14, 15.16–15.17
Sampling:

in OTDM networks, V:20.1, 20.4–20.6, 20.5f, 
20.6f

with solid-state cameras, I:26.16–26.19, 
26.17f–26.19f

Sandblasted aluminum, IV:6.45f
SAOBIC processor, I:11.20
Sapphire (Al2O3), V:12.3t, 12.9–12.10, 12.10f

dispersion formulas for, IV:2.60t
elastic constants of, IV:2.46t
infrared spectrum of, IV:2.13, 2.13f
lattice vibration model parameters for, IV:2.76t
mechanical properties of, IV:2.47t
optical modes of, IV:2.70t
optical properties of, IV:2.55t
properties of, IV:2.38t
thermal properties of, IV:2.50t
Ti:sapphire amplifiers, IV:21.5
Ti:sapphire lasers, IV:18.3

Sapphire (Ti:Al2O3) lasers, titanium-doped, 
II:16.34, 16.34f

Sapphire (Ti:Al2O3) ring lasers, titanium-
doped, II:20.16f, 20.16–20.17, 20.17f

Sapphire substrate (for HB-LEDs), II:18.2, 
18.3, 18.5, 18.6

Satellite spheres, II:39.26
Satisloh (company), II:9.4–9.6
Saturable absorbers, IV:18.5–18.11

fast, IV:18.9–18.10
self-amplitude modulation, IV:18.5–18.7, 

18.6f, 18.7f
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Saturable absorbers (Cont.):
semiconductor saturable absorber mirrors, 

IV:18.3, 18.10–18.11
slow, IV:18.7–18.9, 18.8f

Saturable absorption, IV:13.5
Saturable Bragg reflectors (SBRs), IV:18.3, 18.11
Saturated absorption spectroscopy, 

I:31.24f–31.26f, 31.24–31.26
Saturated colors, II:40.7
Saturated output power, of rare-earth-doped 

amplifiers, V:14.4
Saturation, II:40.5, 40.9; V:19.9–19.10, 19.10f
Saturation current, of semiconductor diodes, 

V:13.69
Saturation equivalent exposure (SEE), 

I:26.10–26.11
Saturation fluence, IV:18.5, 18.6
Saturation output power, of rare-earth-doped 

amplifiers, V:14.3
Saturation regime, for rare-earth-doped 

amplifiers, V:14.3
Savart plates, I:13.56
Sawing (of LEDs), II:17.24, 17.25
Scalar diffraction theory, for binary optics, 

I:23.10–23.13, 23.11t, 23.12f, 23.13f
Scalar field amplitude, I:5.3
Scaling law:

or photonic crystal fibers, V:11.7
of spectrum of light, I:5.21

Scan error reduction, I:30.48–30.51, 30.49t, 
30.50f, 30.51f

Scan magnification, I:30.5, 30.12–30.14
Scan rate, of high-resolution deflectors, V:6.29
Scanners, I:30.1–30.63; V:7.26f–7.28f, 7.26–7.28

acousto-optic, I:30.44–30.45
agile beam steering, I:30.51–30.63

decentered lens and mircolens arrays, 
I:30.57–30.60, 30.58f–30.60f, 
30.62–30.63

digital micromirror devices, I:30.60–30.61
gimbal-less two-axis scanning 

micromirrors, I:30.61–30.62, 30.62f
phased-array, I:30.52–30.57, 30.53f, 

30.62–30.63
electro-optic (gradient), I:30.45–30.48, 

30.46f–30.48f
error reduction in, I:30.48–30.51, 30.49t, 

30.50f, 30.51f
galvanometer and resonant, I:30.41–30.44, 

30.43f, 30.44f

Scanners (Cont.):
holographic, I:30.38–30.41, 30.40f–30.42f
input/output scanning, I:30.2, 30.4–30.6, 

30.4t, 30.25–30.34
objective, preobjective, and postobjective, 

I:30.28–30.29, 30.29f, 30.30f
objective optics, I:30.30–30.33, 

30.32f–30.33f
power density and power transfer of, 

I:30.25–30.28, 30.27f, 30.28f
resolution of, I:30.8–30.14, 30.10f, 30.10t, 

30.11t, 30.12f–30.13f
Keplerian afocal lenses for, I:18.13, 18.13f
modulation transfer function (MTF) for, I:4.6
monogon and polygon, I:30.34f, 

30.34–30.38, 30.35f
remote sensing, I:30.2–30.4, 30.14–30.25

circular scan, I:30.16, 30.18f
compound mirror optics configurations, 

I:30.15f, 30.15–30.16
multiplexed image scanning, I:30.23, 30.24f
object- and image-space, I:30.18–30.23, 

30.19f–30.23f
parallel-beam, I:30.23–30.25, 30.24f–30.25f
pushbroom scan, I:30.18
rotating wedge, I:30.16, 30.17f
single-mirror, I:30.14, 30.15f
two-dimensional, I:30.18, 30.19f

resolution of, I:30.6–30.14
data rates and remote sensing, I:30.6–30.8
input/output scanning, I:30.8–30.14, 

30.10f, 30.10t, 30.11t, 30.12f–30.13f
Scanning, active, I:30.4
Scanning arrays, II:33.6, 33.6f, 33.14
Scanning electron microscopy (SEM):

and magnetron-sputtered MLLs, 
V:42.6–42.7, 42.7f, 42.8f, 42.13, 42.13f

and x-ray fluorescence, V:29.2, 29.3
and x-ray spectral detection, V:62.1–62.3, 

62.2f
Scanning FPAs, II:33.17, 33.17f
Scanning laser ophthalmoscope (SLO), III:15.3, 

15.17, 17.9
applying adaptive optics to, III:15.17–15.19, 

15.18f, 15.19f, 15.23
AO-controlled stimulus delivery, 

III:15.17–15.19
visual acuity with, III:15.23–15.24

defined, III:15.2
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Scanning slit confocal microscopes, III:17.2, 
17.3, 17.6f, 17.6–17.9, 17.7f

Scanning white light interferometry (SWLI), 
II:10.13

Scatter function (cosine-corrected BRDF), 
V:1.6

Scatter rejection, polycapillary x-ray optics and, 
V:53.14–53.16, 53.15f–53.16f

Scatterance, of water, IV:1.5t, 1.10
Scattered light:

with cataracts, III:14.24
intraocular, III:1.20–1.21
and OTF calculation, III:1.21
and psychophysical comparison method, 

III:1.22
Scattered radiation effect, II:34.33
Scattering:

angular distribution of, IV:1.12
anisotropic, IV:12.7
anti-Stokes, V:10.5
and backscattering, I:6.5f, 6.5–6.7, 9.14f, 

9.14–9.15
Brillouin, I:31.30

backward, V:11.25
forward, V:11.25, 11.26
photonic crystal fibers, V:11.25f, 

11.25–11.26
stimulated, V:10.1, 10.7–10.9, 15.8, 21.20, 

25.6
by coated spheres, I:7.14
coherent and incoherent, I:9.2, 9.3
Compton, V:59.1

and circular polarization, V:43.6
inverse, V:59.1
and MXRF, V:29.5, 29.8f
and polycapillary x-ray optics, V:53.3, 

53.15, 53.18
and refractive x-ray lenses, V:37.5, 37.7
and x-ray attenuation, V:31.2
and x-ray optics, V:26.7, 36.1

in crystals and glasses, IV:2.27
by cylinders, I:7.14
Einstein-Smoluchowski theory of, IV:1.30
elastic, V:63.5
in heavy water, V:63.10
incoherent, V:26.7, 31.2, 63.7, 63.8
inelastic, V:63.3
Mie, I:7.11, 7.12, 9.17
molecular, I:7.11
neutron, I:9.6

Scattering (Cont.):
nonlinear, IV:13.4f, 13.8
in optical spectrometers, I:31.30–31.31, 

31.31f
by particles, I:7.1–7.17

in coherent vs. incoherent arrays, I:7.2–7.3
isotropic homogenous spheres, 

I:7.11–7.14
Mie scattering, I:7.11, 7.12
nonspherical particles, I:7.15–7.17
regular particles, I:7.14–7.15
single particles, I:7.2–7.3
theories of, I:7.3–7.4
volume scattering vs., I:9.2–9.3

and photographic film, II:29.18
and photonic crystal fibers, V:11.24–11.26, 

11.25f
and polarization, I:15.38f–15.40f, 15.38–15.39
Raman, I:31.30–31.31, 31.31f; V:11.24

and atmospheric optics, V:3.12, 3.21
and configurational relaxation of solids, 

V:2.15–2.17, 2.18f
Rayleigh, I:7.11, 9.17, 31.30; V:11.21

backscattering, V:10.8, 14.3
in glass, V:11.21
and green flashes, V:3.43
for HMFG fibers, V:12.4
and laser beacons, V:5.27, 5.30, 5.32
and MXRF, V:29.5, 29.8f
and optical fibers, V:9.4, 9.12
and Raman fiber amplifiers, V:14.9
in theory of interaction of light and 

atmosphere, V:3.12, 3.15–3.16
and x-ray optics, V:26.7

re-, II:21.3
rescattering, IV:21.18f, 21.18–21.20, 21.19f
by silica-air photonic crystal fibers, V:11.25
by silver halide crystals, II:30.5–30.7, 30.6f
small angle neutron, V:64.1
spectral, II:38.10
stimulated, IV:16.14–16.19
stimulated Raman, V:25.6

and fiber optic communication links, 
V:15.8

and optical fiber amplifiers, V:14.2, 14.8
in optical fibers, V:10.1, 10.4–10.7, 10.5f
and photonic crystal fiber guidance, 

V:11.23, 11.24, 11.26
and WDM networks, V:21.20

surface, II:7.23

Bass_HOI_p001-234.indd   I.188Bass_HOI_p001-234.indd   I.188 10/7/09   2:21:30 PM10/7/09   2:21:30 PM

DO
 N

OT
 D

UP
LI

CA
TE



INDEX  I.189

Scattering (Cont.):
from surface, IV:6.15
theory of, I:9.3–9.4, 9.4f
Thompson, V:26.7
Thomson, IV:21.8–21.9, 21.9f
Thomson backscattering, V:59.1
by water

inelastic and polarization, IV:1.47–1.49, 
1.48f, 1.49f

measurement, IV:1.29–1.30
particles, IV:1.30–1.35, 1.31t, 1.32f, 1.33f, 

1.34t–1.35t
pure water and pure sea water, IV:1.30
wavelength dependence, IV:1.35–1.40, 

1.35t, 1.36f, 1.37t, 1.38t, 1.39f, 1.40t
in water, V:63.10, 63.10t, 63.11f
x-ray, I:9.6
(see also specific scattering, e.g.: Anti-Stokes 

scattering)
[see also related topics, e.g.: Volume (multiple) 

scattering]
Scattering cross section, I:7.4; V:63.6t, 63.6–63.9, 

63.10t
Scattering force, IV:20.7
Scattering length, I:9.6; V:63.5–63.9, 63.6t, 

63.10t
Scattering length densities, of neutrons, 

V:63.9–63.11, 63.11f
Scattering losses, multilayer reflectors and, 

IV:7.41
Scattering matrices, I:7.10, 16.8–16.9 (see also 

Mueller matrices)
Scattering planes, I:7.9
Scattering potentials, I:9.6
Scattering rate, IV:20.4
Scattering sensors, II:17.34
Scatterometers, IV:7.13; V:1.3–1.16

BSDF, V:1.8, 1.8f
calibration of, V:1.14–1.15
configurations and components for, 

V:1.7–1.11, 1.8f–1.10f
error analysis of, V:1.15
incident power measurement of, V:1.14–1.15
instrument signature and quality, V:1.11f, 

1.11–1.13, 1.13t
measurement issues with, V:1.13–V:1.14
in metrology, V:1.16
specifications of, V:1.5f, 1.5–1.7

Schawlow-Townes linewidth, II:23.18; V:13.21

Scheelite (CaWO4), IV:2.38t, 2.45t, 2.47t, 2.51t, 
2.56t, 2.61t, 2.72t, 2.77t

Scheimpflug condition, I:1.61, 17.6f, 17.7, 18.4, 
25.18, 25.19f

Scheimpflug rule, I:18.4, 18.8
Schell model sources (of light), I:5.11
Schematic eye model, III:1.36, 1.37
Schiefspiegler objectives, I:29.26–29.27
Schlemm’s canal, III:14.5
Schmidt objectives, I:29.14

Baker super-Schmidt, I:29.21
field-flattened, I:29.14–29.15
reflective, I:29.15
reflective Schmidt-Cassegrain, I:29.17
Schmidt-Cassegrain, I:29.16–29.17
Schmidt-meniscus Cassegrain, I:29.21
Shafer-relayed-virtual, I:29.17–29.18, 29.18f
solid, I:29.16

Schmidt prisms, I:19.3t, 19.12, 19.12f
Schmidt-Cassegrain design, II:7.20
Schneider GmbH & Co. KG, II:9.4
Schott Glass Technologies, IV:6.57
Schott glasses, IV:2.22, 2.23, 2.26
Schottky barrier detectors (SBDs), II:33.7, 

33.8f, 33.12–33.13
Schottky barriers, V:13.58, 13.69
Schottky contact, II:26.3
Schottky junctions, II:26.3
Schottky photodiodes, II:26.16, 26.16f, 26.17f; 

V:13.63, 13.73
Schroder-Van Laar equation, V:8.14
Schrödinger equation, I:10.4; IV:2.16, 8.24, 

8.25; V:63.4–63.5
Schrödinger’s cat, IV:23.1, 23.9
Schwarzschild arrangement, for McCarthy 

objective, I:29.33
Schwarzschild objectives, I:29.12–29.13, 29.32; 

V:26.10, 51.1–51.3, 51.2f–51.4f
Schwarzschild optics, V:44.6, 48.2
Schwinger formula, V:55.15
Scintigraphy, V:32.1, 53.17, 53.18, 53.18f
Scintillation, V:3.26, 3.34–3.36, 3.35f
Scintillation x-ray detectors, V:60.7–60.8, 

60.9t, 60.10t
Scintillator-based flat panel detectors, V:61.4, 

61.4f, 61.7–61.8, 61.8f
Scintillators, neutron, V:63.33
Sclera, III:16.3, 21.2
Scophony TV projection system, I:30.45
Scorotron, in xerographic systems, I:34.2, 34.3f
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Scotoma, III:7.7
Scotopic troland, III:9.2
Scotopic vision, II:34.37–34.39, 34.38t, 36.8f, 

36.9, 36.9f, 36.10, 36.11f, 37.2, 40.3; III:10.3
age-related changes in, III:14.15, 14.16f
in color-deficient observers, III:10.16
Stiles-Crawford effect, III:1.10, 1.10f

Screen reflections, with computer work, 
III:23.5–23.6

Scribing, II:17.24–17.25
Scully-Lamb master equation, II:23.15, 

23.17–23.22
cavity losses, II:23.18
laser master equation, II:23.19f, 23.19–23.20
micromaser master equation, II:23.20–23.22

Sea water, IV:1.3, 1.18f, 1.18–1.21, 1.19t–1.20t, 
1.22t, 1.30

SEAL objective, I:29.27–29.28
Sealed beam lights, II:40.26t
Sealed-ampoule diffusion, II:17.23
Second Brewster angle, I:12.13
Secondary electrons, V:54.12
Secondary magnification, I:29.12, 29.38
Secondary sources of light, I:5.9–5.10
Secondary spectrum, I:29.7, 29.38
Secondary spectrum, of radiation, II:1.14, 1.15
Second-harmonic generation (SHG), III:17.2, 

17.9–17.10
Second-harmonic interferometers, 

I:32.17–32.18, 32.18f
Second-harmonic processes, conversion 

efficiencies for, IV:10.14–10.16
Second-order autocorrelator, II:21.9
Second-order nonlinear optics:

anharmonic oscillator model of susceptibility 
in, IV:10.7–10.9, 10.8f

phase matching in, IV:10.12f, 10.12–10.14, 
10.13f

properties of semiconductors in, 
IV:5.53–5.55

Second-order susceptibility tensor, 
IV:10.10–10.11

Second-site adaptation (color vision), 
III:11.17–11.22, 11.18f, 11.19f

desensitization by steady fields, III:11.17, 
11.18, 11.18f

field measurements and, III:11.29, 11.31
and field sensitivities, III:11.51, 11.52, 11.53f
habituation, III:11.19f, 11.19–11.20, 11.21f, 

11.22f

Second-site desensitization (color vision):
defined, III:11.3
by steady fields, III:11.17, 11.18, 11.18f, 11.54f

Sectors (optical disk data), I:35.4, 35.6–35.7
Seek operation, on optical disks, I:35.17
Segmented corrector, III:15.2
Segmented deformable mirrors, V:5.37, 5.37f
Segmented piston and piston/tip/tilt wavefront 

correctors, III:15.10, 15.10f
Seidel aberrations, I:1.90, 29.38; III:12.9
Seidel (third-order monochromatic) 

aberrations, II:3.9–3.10
Seidel astigmatism, II:11.27, 11.30, 11.35, 

11.39, 11.40
Selective area epitaxy, I:21.19–21.20; V:13.60
Selenium, IV:2.70t
Self-action effects, IV:16.25
Self-amplified spontaneous emission (SASE) 

mode, of lasers, V:58.1
Self-amplitude modulation (SAM), IV:18.3, 

18.5–18.8, 18.6f, 18.7f
Self-athermalized, II:8.7f, 8.7–8.8
Self-calibration, of silicon photodiodes, 

II:34.29
Self-centering lens springs, I:22.8, 22.8f
Self-channeling, IV:21.44–21.45, 21.45f
Self-coherence function, I:2.41
Self-defocusing, IV:13.7, 13.8, 19.9–19.11, 19.10f
Self-focusing:

and laser-induced damage, IV:19.5, 19.7
as relativistic effect in strong field 

interactions, IV:21.44–21.45, 21.45f
thermal, IV:13.7–13.8
of third-order optical nonlinearities, IV:16.25

Self-healing ring networks, for WDM, 
V:21.6, 21.6f

Self-heating, IV:17.12
Self-lensing, IV:19.5
Self-modulated wakefield generation, IV:21.41
Self-motion, III:13.8, 13.9
Selfoc lenses, I:24.2, 24.7f; II:32.21, 32.22f
Self-oscillation, IV:12.7–12.9
Self-phase modulation, II:20.6
Self-phase modulation (SPM), IV:21.45f, 

21.45–21.46 (see also Longitudinal Kerr 
effect)

in optical fibers, V:10.3–10.4
and solitons, V:22.3f, 22.3–22.4, 22.4f, 22.13
in WDM networks, V:21.18–21.19, 21.19f

Self-protecting limiters, IV:13.9
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Self-pumped phase conjugate mirrors 
(SPPCMs), IV:12.7, 12.8f–12.9f

Self-saturation effect, of EDFAs, V:14.6
Self-scanned array, II:31.2
Self-steepening, V:10.4
Self-trapped excitons, IV:5.26t
Sellaite (MgF2), IV:2.40t, 2.45t, 2.48t, 2.52t, 

2.57t, 2.63t, 2.71t
Sellenite (Bi12SiO20) BSO, IV:2.38t, 2.44t, 2.47t, 

2.50t, 2.55t, 2.61t, 2.75t
Sellmeier dispersion model, for crystals and 

glasses, IV:2.14, 2.15, 2.21–2.23, 2.25
Sellmeier formula, for refractive index, IV:8.14
Sellmeier model, for crystals and glasses, 

IV:2.10, 2.11
Selwyn coefficient, II:29.20
Selwyn’s law, II:29.20
Semiconductor(s), IV:5.1–5.83

arrays of, II:16.36
dielectrics and metals vs., IV:8.4
direct, II:17.4, 17.5f
and electroabsorption modulators, V:13.58
electromagnetic spectrum interactions with, 

IV:5.3–5.6, 5.4f
in electro-optic modulators, V:7.34
and extreme ultraviolet lithography, 

V:34.1–34.2, 34.2t
fiber amplifiers vs., V:9.13–9.14
indirect, II:17.4, 17.4f, 17.5f, 17.6
ion-implanted, IV:18.21
linear optical properties of, IV:5.11–5.39, 

5.12f, 5.13t, 5.35f–5.37f
free carriers, IV:5.33–5.36
impurity and defect absorption, 

IV:5.37–5.39, 5.38f, 5.39f
interband absorption, IV:5.21f–5.25f, 

5.21–5.33, 5.26t, 5.27f–5.28f, 
5.30f–5.34f

lattice absorption, IV:5.13–5.20, 5.15f, 
5.17t, 5.18f–5.19f, 5.20t, 5.21f

low-temperature, IV:18.21
magneto-optical properties of, IV:5.39–5.52, 

5.41t
effect of magnetic field on energy bands, 

IV:5.40, 5.42, 5.42f
interband effects, IV:5.42–5.46, 

5.43f–5.45f, 5.47f
intraband or free-carrier effects, 

IV:5.47–5.52, 5.48f–5.51f
semiconductor nanostructures, IV:5.52

Semiconductor(s) (Cont.):
material systems for, II:18.1–18.2
materials and applications of, IV:5.84t–5.86t
measurement techniques for (see 

Measurement techniques, for 
semiconductors)

nanostructure, IV:5.52
nonlinear, IV:5.52–5.56, 5.54t
optical/dielectric response in, IV:5.8–5.11
passive limiting in, IV:13.9, 13.10f
properties of substrates for, II:17.20t
signal processing in complementary metal 

oxide, V:62.5
structure of, IV:5.6–5.7
waveband structure of, II:17.3f–17.5f, 

17.3–17.6
Semiconductor bolometers, II:28.4–28.5
Semiconductor (x-ray) detectors, V:29.3, 

60.5–60.6, 60.9t, 60.10t
Semiconductor Equipment and Materials 

International (SEMI), V:1.4
Semiconductor interferometric modulators, 

V:13.2, 13.63
Semiconductor laser amplifier loop optical 

mirrors (SLALOM), V:20.22
Semiconductor laser amplifiers (SLAs), 

V:9.13–9.14
Semiconductor laser pumping, II:16.19
Semiconductor lasers, II:16.35f, 16.35–16.36, 

19.1–19.43; V:13.1
applications for, II:19.3–19.4
arrays of, II:19.26–19.29, 19.28f, 19.28t
fabrication and configurations of, 

II:19.6–19.8, 19.9f
gain mechanism of, II:19.4
high-power semiconductor lasers, 

II:19.18–19.30
arrays, II:19.26–19.29, 19.28f, 19.28t
commercial, II:19.19–19.23, 19.20t, 19.21f, 

19.22f
future directions for, II:19.23–19.26, 

19.25f, 19.25t, 19.26t, 19.27f
mode-stabilized lasers, II:19.18–19.19, 

19.19f
two-dimensional, II:19.29–19.30, 19.29t, 

19.30f
high-speed modulation of, II:19.30–19.36, 

19.31f–19.36f
operation of, II:19.4f–19.6f, 19.4–19.6
quantum cascade lasers, II:16.36
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Semiconductor lasers (Cont.):
quantum well lasers, II:19.9–19.18

GRIN SCH single, II:19.14, 19.14f
long wavelength, II:19.17f, 19.17–19.18
schematic of, II:19.10f
strained, II:19.15–19.17, 19.16f
threshold modal gain, II:19.12f, 

19.12–19.15, 19.13f, 19.15f
spectral properties of, II:19.36–19.39, 19.37f, 

19.38f
surface-emitting lasers, II:19.39–19.41

distributed grating, II:19.40f, 19.40–19.41
integrated laser with 45° mirror, II:19.39f, 

19.39–19.40
vertical cavity, II:16.36, 19.41, 19.42f, 

19.43t
Semiconductor optical amplifiers (SOAs), 

III:18.2; V:19.1–19.36
amplification in, V:19.1f–19.2f, 19.2, 

19.22f–19.26f, 19.22–19.27
ASE noise, V:19.3, 19.4f
confinement factor, V:19.6
device characterization, V:19.17f, 19.17–19.21, 

19.19f–19.21f
fabrication, V:19.15f–19.17f, 19.15–19.17
gain, V:19.4f–19.6f, 19.4–19.6
gain clamping, V:19.14f, 19.14–19.15
gain dynamics, V:19.12–19.13, 19.13f, 19.14f
gain ripple and feedback reduction, V:19.8, 

19.8f
history of, V:19.1
material systems, V:19.11f–19.12f, 19.11–19.12
noise figure, V:19.9
nonlinear applications, V:19.29f, 

19.29–19.36, 19.31f, 19.33f, 19.34f
and photonic integrated circuits, V:19.36
polarization dependence, V:19.7, 19.7f
saturation, V:19.9–19.10, 19.10f
switching and modulation, V:19.28, 19.28f

Semiconductor photodetectors, II:25.2, 38.9, 38.9t
Semiconductor saturable absorber mirror 

(SESAM), IV:18.3, 18.10–18.11; V:25.3, 
25.32

Semiconductor saturable absorbers, IV:18.4, 
18.5, 18.5f, 18.10

Semiconductor ultrafast nonlinearities, 
IV:18.15–18.23

applications of, IV:18.19–18.23
and carrier trapping, IV:18.21–18.23, 18.22f
in coherent regime, IV:18.19–18.20

Semiconductor ultrafast nonlinearities (Cont.):
and continuum excitations, IV:18.20
and excitonic excitations, IV:18.19–18.20
properties of, IV:18.16f, 18.16–18.17
and pump-probe spectroscopy, 

IV:18.18–18.19
in thermalization regime, IV:18.20–18.21
and transient four-wave mixing, IV:18.17f, 

18.17–18.18
Semiconductor-doped dielectric films, IV:18.11
Semiconductor-doped glasses, IV:18.11
Semiconductors, complementary metal-oxide, 

I:26.8–26.9
Semifield angles, of prisms, I:13.7
Semilinear mirrors, IV:12.7, 12.8f
Semiquantum four-parameter model, IV:2.12
Semisealed-ampoule diffusion, II:17.24
Sénarmont compensators, I:13.53, 28.38
Sénarmont polariscopes, I:12.30
Sénarmont prisms, I:13.7, 13.18, 13.18f, 13.21
Senescent changes in vision (see Age-related 

changes in vision)
Sensing reflection, for Fabry-Perot sensors, 

V:24.2
Sensitive area, of photoemissive detectors, II:24.41
Sensitivity:

defined, II:24.12
film spectral, II:29.11, 29.11f
film speed and, to high-energy radiation, 

II:30.19–30.20
of interferometers, II:13.13–13.14, 13.14f
of photoemissive detectors, II:24.34, 

24.35f–24.39f, 24.41
of pin diodes, V:13.65–13.66, 13.66f
quantum, II:30.9

Sensitometry variation, with film processing, 
II:29.10, 29.10f

Sensors:
active pixel, I:26.2, 26.8f, 26.8–26.9
area arrays of, II:32.24–32.32, 32.25t

about, II:32.2
frame transfer CCD, II:32.26–32.28, 

32.27f, 32.28f
image area dimensions for, II:32.25t
interline transfer CCD, II:32.28–32.32, 

32.29f–32.31f
linear image, II:32.2, 32.21–32.24, 32.22f, 

32.23f
metal-oxide-semiconductor, 

II:32.25–32.26, 32.26f
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Sensors (Cont.):
electro-optic modulators, V:7.38
extrinsic Fabry-Perot interferometric (EFPI), 

V:24.2f, 24.2–24.4, 24.3f
fiber optic chemical, V:12.3t
generalized, I:32.15f, 32.15–32.16
image, II:32.2–32.12, 32.3f, 32.21–32.34

antiblooming in, II:32.9, 32.10f
color imaging with, II:32.32–32.34, 32.33f, 

32.34f
dark current in, II:32.10–32.12, 32.11f
junction photodiodes, II:32.3–32.6, 

32.4f, 32.6f
linear arrays of, II:32.21–32.24, 32.22f, 

32.23f
MOS capacitors, II:32.7–32.8
photoconductors, II:32.8–32.9
pinned photodiodes, II:32.8

intrinsic Fabry-Perot interferometric (IFPI), 
V:24.4f, 24.4–24.5

LED detectors in, II:17.34
multiplexed, I:32.16
optical fiber, V:24.1–24.13

comparison of, V:24.13
extrinsic Fabry-Perot interferometric, 

V:24.2f, 24.2–24.4, 24.3f
fiber Bragg grating, V:24.5–24.8, 24.6f–24.7f
intrinsic Fabry-Perot interferometric, 

V:24.4f, 24.4–24.5
long-period grating sensors, V:24.8–24.13, 

24.9f–24.12f, 24.11t, 24.13t
rotation, I:32.14–32.15, 32.15f
Shack-Hartmann, V:5.21, 5.36, 5.40–5.43
Shack-Hartmann wavefront, V:50.5, 50.6f
staggered linear CCD, II:32.23f, 32.24
time-delay-and-integrate linear, II:32.23f, 

32.24
transition-edge, V:60.9

Separate confinement heterostructure (SCH), 
in fiber optic modulators, V:13.4f, 13.5

Separate confinement heterostructure 
waveguide, II:19.24

Separated absorption, grading, and 
multiplication layer APDs (SAGM APDs), 
II:26.17, 26.18f, 26.20f

Separated absorption and multiplication layer 
APDs (SAM APDs), II:26.3, 26.17

Sequential stimulus sequencing, III:3.9
Serial byte connection (SBCON) standard, 

V:23.1

Serial incoherent matrix-vector multipliers, 
I:11.17–11.18, 11.18f

Serial multiplexing, V:20.12
Service temperature, of polymers, IV:3.3
Servo lag, subaperture size and, V:5.41–5.42
Servo stability, II:22.8
Servos, II:22.5–22.12

Bode representation of, II:22.5–22.6, 22.6f
closed-loop performance, II:22.8
closed-loop stability issues, II:22.8–22.12, 

22.9f–22.11f
design with time delay, II:22.19–22.20
measurement noise not a performance limit, 

II:22.7–22.8
phase and amplitude responses vs. frequency, 

II:22.6f, 22.6–22.7, 22.7f
Seven-segment LED displays, II:17.10, 17.11f
Sewer cameras, I:25.22–25.23
Shack-Hartmann sensors, V:5.21, 5.36, 5.40–5.43
Shack-Hartmann technique, for adaptive 

optics, V:5.23f, 5.23–5.27, 5.25f, 5.26f
Shack-Hartmann wavefront sensing (SHWS), 

III:15.3, 15.8f, 15.8–15.9
Shack-Hartmann wavefront sensors, III:15.2, 

16.7; V:50.5, 50.6f
SHADOW code, V:35.2–35.5, 35.4f, 35.5f
Shadowmask color CRTs, III:22.4–22.6

common problems in, III:22.5, 22.6
geometry of, III:22.4–22.5, 22.5f, 22.6f

SHADOWVUI interface, V:35.3, 35.5, 35.5f
Shafer objectives:

five mirror unobscured, I:29.33–29.34
four mirror unobscured, I:29.33
Shafer relayed virtual Schmidt, 

I:29.17–29.18, 29.18f
two-mirror three reflection, I:29.25

Shake off model (of strong field behavior), 
IV:21.18

Shallow radial gradient index (SRGRIN), I:24.7
Shane telescope, V:5.27, 5.32
Shape factor:

of bandpass filters, IV:7.77
of lenses, I:17.12–17.13, 17.13f

Shapes, projected areas of common, II:36.3f, 
36.3–36.4, 36.3t

Sharpness, of photographic images, II:29.18, 
29.19, 29.22

Shear, III:13.2
Shear modulus, for metals, IV:4.69t
Shearing interferometers, I:32.4, 32.6f
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Sheet polarizers, I:13.25–13.28
Shells, mounting of, II:6.11, 6.12f
Shenker objective, I:29.23
Shenker objectives, I:29.23
Shielding, in neutron optics, V:63.13–63.14
Shift invariance, I:4.2
Shock specifications, for lenses, II:4.10
Short arc light sources, II:15.34, 15.35f, 40.39
Short flint glass, IV:2.42t
Short pulse, IV:11.7
Short-exposure images, V:4.3, 4.31f–4.34f, 

4.31–4.35, 4.35t
Short-period gratings (SPGs), V:24.6
Short-range motion discrimination mechanism, 

III:2.38
Short-wavelength infrared (SWIR), II:24.3, 

33.3, 33.5
Shot noise, II:24.12, 27.3, 27.3f, 32.12; III:18.9; 

V:13.70, 13.73
defined, III:18.2
with SD-OCT, III:18.10
of solid-state cameras, I:26.11

Shot-noise limit (SNL), IV:23.4–23.6, 23.5f
Shot-noise-limited detection, III:18.12–18.13
Shrinkage, polymer, IV:3.14
SI units, II:34.20, 37.7, 37.7t
Side lighting, II:40.12
Sidecar TDI, II:33.17, 33.17f
Sidelobe suppression, in AOTFs, V:6.41–6.42
Siemens star, I:28.30f, 28.47f
Sierpinski Gasket, I:8.9
Sign lighting, II:40.71
Signal, for solid-state cameras, I:26.9–26.11, 

26.13–26.14
Signal analysis, II:27.12–27.15

boxcar averaging, II:27.13, 27.13f
categories of, II:27.3
gated integration, II:27.12–27.13, 27.13f
lock-in amplifiers, II:27.13, 27.14, 27.14f
photon counting, II:27.14
selection of technique, II:27.14–27.15
transient photon counting, II:27.14
of unmodulated sources, II:27.12

Signal detection, II:27.1–27.12
and amplifiers, II:27.10–27.12, 27.11f
and noise sources, II:27.3f, 27.3–27.6, 27.5f, 

27.6f
photomultiplier applications in, 

II:27.6–27.10, 27.7f
technique selection for, II:27.2f, 27.2–27.3

Signal detection theory, III:2.17, 11.20, 11.23f, 
11.24

Signal processing, by wideband AO Bragg cells, 
V:6.30

Signal-dependent noises, V:9.11
Signal-to-noise ratio (SNR), II:22.12, 27.1, 

27.3, 29.1, 29.22–29.23, 33.2, 38.10; 
III:18.11

defined, III:18.2
for electro-optic modulators, V:7.16
for fiber optic communication links, V:15.2, 

15.4, 15.5
for in-vivo high speed human retinal 

imaging, III:18.15
for laser diodes, V:13.19
in neutron optics, V:63.13
optical

for SOAs, V:19.24–19.27
for WDM networks, V:21.20, 21.28, 21.34

of optical disk data, I:35.23
for optical fibers, V:9.9
and preferred frequency, III:2.24
with SD-OCT, III:18.7, 18.10
of solid-state cameras, I:26.13–26.14
for solitons, V:22.1, 22.6–22.8

Sikkens Aerospace Finishes, IV:6.39
Silica fibers, in lasers, V:25.27t, 25.28
Silica glass, fused, IV:2.43t, 2.49t, 2.54t, 2.59t, 

2.67t
Silica-air photonic crystal fibers, V:11.14, 

11.14f, 11.25
Silicon (Si):

absorptance of, IV:4.48t
crystals of, IV:2.40t, 2.44t, 2.48t, 2.52t, 2.57t, 

2.64t, 2.68t
and diamond turning, II:10.5
doped extrinsic, II:33.7, 33.8f
IR absorption due to interstitial oxygen in, 

IV:5.19f
multiphonon absorption of vacuum-grown, 

IV:5.18f
physical properties, IV:4.52t
reflectance, IV:4.46f
Si:Ga infrared detectors, II:24.95, 24.95f, 

24.96, 24.96f
thermal properties of

coefficient of linear thermal expansion, 
IV:4.56t, 4.58f

elastic stiffness, IV:4.69t
moduli and Poisson’s ratio, IV:4.69t
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Silicon (Si), thermal properties of (Cont.):
at room temperature, IV:4.55t
specific heat, IV:4.65t, 4.68f
strength and fracture properties, IV:4.70t
thermal conductivity, IV:4.58t, 4.63f–4.64f

Silicon avalanche photodiodes (APDs), 
II:24.62–24.65, 24.63f–24.66f

Silicon bolometers, II:28.7t
Silicon carbide (SiC):

absorptance of, IV:4.49f, 4.50f
optical properties of, IV:4.19t, 4.25f
particles of, IV:6.15
physical properties of, IV:4.52t
reflectance of, IV:4.41f, 4.42f, 4.46f
as surface material, IV:6.56
thermal properties of

coefficient of linear thermal expansion, 
IV:4.56t, 4.58f

elastic stiffness, IV:4.69t
moduli and Poisson’s ratio, IV:4.69t
at room temperature, IV:4.55t
specific heat, IV:4.65t, 4.68f
strength and fracture properties, IV:4.70t
thermal conductivity, IV:4.58t, 4.63f–4.64f

Silicon carbide (SiC) LED devices, II:17.18
Silicon carbide (SiC) substrate (for HB-LEDs), 

II:18.2, 18.3
Silicon carbide (SiC) UV detectors, II:24.47, 

24.47f
Silicon CCDs (SCCDs), II:33.11f, 33.11–33.13, 

33.12f, 33.17
Silicon nitride layer, II:17.23
Silicon oxide (SiO2) passivation, II:18.4
Silicon oxynitride layer, II:17.23
Silicon (Si) photoconductors, II:32.4f, 32.31, 

32.32
Silicon (Si) photodiodes, II:38.9, 38.9t

avalanche, II:24.62–24.65, 24.63f–24.66f
high-quality, II:34.30
light-trap, II:34.30
np, II:34.30
pin, II:24.55f–24.57f, 24.58–24.61, 24.59f, 

24.60f
pn, II:24.52f, 24.55f–24.59f, 24.55–24.58, 

34.30
self-calibration of, II:34.29
UV- and blue-enhanced, II:24.55f, 24.61f, 

24.61–24.62, 24.62f
Silicon photonics transmission, I:21.14–21.16, 

21.15f, 21.38–21.40

Silicon (Si) photovoltaic detectors, 
II:24.54–24.65, 24.55f, 24.56f

avalanche photodiodes, II:24.62–24.65, 
24.63f–24.66f

pin photodiodes, II:24.55f–24.57f, 
24.58–24.61, 24.59f, 24.60f

pn photodiodes, II:24.52f, 24.55f–24.59f, 
24.55–24.58

UV- and blue-enhanced photodiodes, 
II:24.55f, 24.61f, 24.61–24.62, 24.62f

Silicon pore optics, V:49.6–49.7, 49.7f
Silicone hydrogel contact lenses, III:20.2, 20.3
Silicon-intensifier-target (SIT) vidicons, II:31.8
Silicon-on-insulator planar waveguide, 

IV:22.15
Silicon-on-insulator (SOI) technology, 

I:21.14–21.15, 21.15f
Sillenites (cubic oxides), IV:12.17–12.19, 

12.18t, 12.19f
Silver:

absorptance of, IV:4.42f, 4.48t, 4.50t, 4.51t
colloidal, II:29.13
optical properties of, IV:4.17t–4.18t, 4.26f
physical properties of, IV:4.52t, 4.54t
reflectance of, IV:4.37t–4.38t, 4.42f
resistivity of, IV:4.54t
thermal properties of

coefficient of linear thermal expansion, 
IV:4.56t, 4.57f

elastic stiffness, IV:4.69t
moduli and Poisson’s ratio, IV:4.69t
at room temperature, IV:4.55t
specific heat, IV:4.65t, 4.66f
strength and fracture properties, IV:4.70t
thermal conductivity, IV:4.58t, 4.60f–4.61f

Silver gallium sulfide (AgGaS2) (AGS), IV:2.38t, 
2.44t, 2.47t, 2.50t, 2.55t, 2.60t, 2.74t, 2.76t

Silver halide crystals, II:30.1, 30.5–30.7, 30.6f
Silver halide fibers, V:12.3t, 12.8f, 12.8–12.9
Silver halide light detectors, II:30.7–30.9, 30.8f
Silver halide surfaces, II:29.4, 30.14–30.15, 30.15f
Silver mirrors, IV:7.106f–7.108f, 7.107–7.109
Silver selenogallate (AgGaSe2), IV:2.38t, 2.44t, 

2.47t, 2.50t, 2.55t, 2.60t, 2.74t, 2.76t
Simbol-X spacecraft, V:47.10
Simple cells (cortical neurons), III:2.14
Simple lens, thermal focus shift of, II:8.2–8.4, 

8.3t, 8.4t
Simplified schematic eye model, III:1.36, 1.37
Simulated annealing, II:3.19
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Simultaneous Bragg reflection (multiple-beam 
Bragg diffraction), V:43.6–43.8, 43.7f

Simultaneous measurement, in phase-shifting 
interferometry, II:13.22

Simultaneous multiple surfaces (SMSs), 
II:39.17, 39.17f

Simultaneous vision contact lenses, 
III:12.13–12.14, 14.28, 20.22

Sine condition, for stigmatic imaging, 
I:1.30–1.31

Sine plate, II:12.10, 12.11f
Single active electron approximation, IV:21.10
Single attach FDDI nodes, V:23.3
Single capillaries (see Monocapillary x-ray 

optics)
Single crystal diffraction, V:53.12, 53.12f–53.13f, 

53.12–53.14
Single crystal (SC) fibers, as infrared optical 

fibers, V:12.3t, 12.9–12.10, 12.10f
Single element lenses, I:17.12–17.17, 

17.13f–17.16f, 17.17t
Single heterojunction LEDs, II:17.12, 17.12f
Single isolated pulses, II:21.4
Single lens reflex (SLR) cameras:

autofocus, I:25.12–25.14, 25.13f
features of, I:25.9f
formats of, I:25.18
lenses for, I:27.1–27.2, 27.3f–27.4f
normal lenses for, I:27.2, 27.3f–27.4f
and time lag, I:25.8–25.9

Single material designs, II:6.22, 6.23f
Single mirror resonators, V:25.13
Single molecule high-resolution colocalization 

(SHREC), I:28.23
Single monochromators, II:38.15f, 38.16f
Single optical pulse, II:20.2–20.3, 20.3f, 

20.6–20.7
Single photon emission computed tomography 

(SPECT), V:32.1–32.4
Single point diamond turning (SPDT), 

II:6.1, 6.20
Single quantum well (SQW) LEDs, II:18.1
Single scattering, I:7.2–7.3

coherent and incoherent, I:9.4–9.7, 9.6f
dynamic, I:9.7f, 9.7–9.8
and volume scattering, I:9.2–9.8

Single sideband edge enhancement (SSEE) 
microscopy, I:28.29–28.33, 28.30f–28.33f

Single speckle, I:8.17

Single-bounce monocapillary x-ray optics, 
V:52.5f, 52.5–52.6

Single-cell-gap transreflective LCDs, V:8.34f, 
8.33–8.35

Single-channel systems, of SOAs, 
V:19.22f–19.24f, 19.22–19.24

Single-component development, in 
xerographic systems, I:34.9, 34.9f

Single-frequency lasers, II:19.37f
Single-lens arrays, II:39.33–39.34, 39.34f
Single-longitudinal-mode lasers, II:19.38
Single-longitudinal-mode (SLM) lasers, V:9.8
Single-mirror scanners, I:30.14, 30.15f
Single-mode excitation technique (SMET), 

V:25.3, 25.20
Single-mode fibers (SMFs):

dispersion in, V:21.16, 21.16f, 21.21, 21.21f
for E-LEDs, V:13.40
and photonic crystal fibers, V:11.2, 11.11, 

11.13, 11.23–11.25
Single-mode waveguides, I:21.4
Single-order plates, I:13.47
Single-particle excitation, IV:5.81, 5.82f
Single-pass absorption spectroscopy, 

IV:17.24–17.27, 17.25f, 17.26f
Single-pass photodetectors, II:26.4f
Single-point turning, of polymers, IV:3.12
Single-scattering albedo, IV:1.5t, 1.7f
Single-shot [f ]-to-2[f ] interferometers, II:21.6
Singlet lenses, I:17.37–17.38
Single-use cameras, II:30.26
Singly resonant optical parametric (SOP) 

oscillators, IV:10.18, 10.18f
Singly resonant oscillators (SROs), 

IV:17.2–17.16, 17.3f, 17.4f
guided-wave nonlinear structures, 

IV:17.15–17.16
MgO:sPPLT in, IV:17.14–17.15, 17.15f
PPLN crystals in, IV:17.4–17.13, 17.6f–17.11f
QPM nonlinear materials, IV:17.13–17.14

Singular value decomposition (SVD), 
I:15.25–15.27

Singular-value-decomposition (SVD) 
algorithms, V:5.25, 5.26

Sink, in molding, IV:3.14
Sinusoidal ray paths, I:24.2
Sisyphus laser cooling, IV:20.19
Site of limiting noise, III:11.24
Size, perceived, III:13.19
Size-of-source effect, II:34.33
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Skew invariant, I:1.21, 1.23
Skew movement, III:13.2
Skew ray limits, II:39.20, 39.20f
Skew rays, I:1.35, 1.73
Skewness, I:1.23; II:40.42
Skin depth, I:7.13
Skin depth (term), IV:4.5
Skin effect, anomalous, IV:21.49
Skot (unit), II:36.7
Skytubes, II:40.50f
Skywells, II:40.50f
Slab-coupled optical waveguide amplifiers 

(SCOWAs), V:19.21
Slater integrals, V:2.8
Slater parameters, I:10.12
Sliding prisms, II:12.4, 12.4f
Slit polynomials, II:11.30, 11.35t, 11.36t
Slit-lamp microscopes, III:17.2
Slit-scanning arrangements, in ophthalmo-

scopic methods, III:1.23
Sloan notch, III:11.34, 11.35f, 11.37

and chromatic adaptation, III:11.49, 11.51
and chromatic discrimination, III:11.57, 

11.58
Slope errors, V:38.7, 45.7–45.8
Slope measurement analysis, in x-ray mirror 

metrology, V:46.11–46.12
Slope of cutoff, IV:7.56
Slope profilometry, V:46.3–46.6
Slot interrupters, II:17.34
Slot-detection x-ray imaging, V:61.2, 61.2f
Slow axis, I:12.25, 15.8
Slow light propagation, IV:22.1–22.15

and atomic resonance, IV:22.2–22.9, 22.3f, 
22.6f–22.8f

in optical fibers, IV:22.13–22.15, 22.14f
and photonic resonance, IV:22.9–22.13, 

22.10f, 22.12f
Slow saturable absorbers, IV:18.7–18.9, 18.8f
Slowing, of atomic beams, IV:20.11–20.13, 

20.12f, 20.12t, 20.13f
Slowly varying envelope approximation 

(SVEA), V:10.2, 10.6
Small angle neutron scattering (SANS), V:64.1
Small field (color matching):

defined, III:10.9
standards for, III:10.11, 10.12

Small-perturbation approximation, for surface 
scattering, I:8.9–8.12

Small-signal gain coefficient, II:16.10

SMARTCUT technique, I:21.14, 21.15
Smectic phase, of liquid crystals, V:8.11f, 

8.8–8.12, 8.12f
Smith invariant, I:1.77 (see also Two-ray 

paraxial invariant)
Smith reflectors, I:28.44
Smoke detectors, II:17.34
Snakes, effect of laser exposures in, III:9.13
Snellen letters, III:4.1, 4.8
Snell’s law, I:1.24, 1.38, 12.16, 13.3, 13.5, 13.19; 

IV:7.7, 8.11, 8.23; V:19.8, 26.8
Snell’s law, biological waveguides and, III:8.14, 

8.15
Snow blindness, III:1.9, 7.3, 7.4
Snubbing, II:27.9–27.10
Society of Automotive Engineers (SAE), II:40.2, 

40.63–40.64
Society of Photooptical and Instrumentation 

Engineers (SPIE), II:25.2, 39.12
Sodium chloride (NaCl), IV:2.69t
Soft (hydrogel) contact lenses:

aberrations and, III:20.24
base curve radius for, III:20.3, 20.5
center thickness of, III:20.6
correction of refractive errors with, 

III:12.12–12.13
edge thickness of, III:20.6
OAD/OZD of, III:20.5
posterior peripheral curve systems of, 

III:20.6
power of, III:20.15–20.16
toric lenses

defined, III:20.2
power of, III:20.16–20.17

Soft mounting, II:6.1, 6.4f, 6.4–6.5
Soft x-ray region:

bandpass filters for, IV:7.94–7.96, 7.95f–7.96f
gratings and monochromators in, 

V:38.1–38.8
diffraction properties, V:38.1–38.3, 38.2f
dispersion properties, V:38.6–38.7
efficiency, V:38.8
focusing properties, V:38.3f, 38.3–38.6, 

38.4t–38.5t
resolution properties, V:38.7

interference polarizers for, IV:7.73, 
7.76f–7.77f

multilayer reflectors for, IV:7.42, 7.53
Soft x-ray telescopes, V:50.2
Soft x-rays, circularly polarized, V:55.6–55.7
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Software:
for lighting simulation, II:40.18–40.23
for nonimaging modeling, II:39.6–39.8
for optical design (see Optical design software)
for stray light suppression, II:7.24–7.27

Software implementation, for adaptive optics, 
V:5.21–5.38

higher-order wavefront sensing techniques, 
V:5.36–5.37

laser beacons, V:5.27–5.34, 5.28f–5.31f, 5.33f
real-time processors, V:5.34f, 5.34–5.35, 5.35f
Shack-Hartmann technique, V:5.23f, 

5.23–5.27, 5.25f, 5.26f
tracking, V:5.21–5.23, 5.22f
wavefront correctors, V:5.37–5.38, 5.38f

SOHO observatory, V:41.3
Solano objectives, I:29.26
Solar absorptance, IV:6.19, 6.21
Solar collection, II:39.1
Solar keratitis, III:14.23
Solar light pipes (SLPs), II:40.49, 40.51f
Solar retinitis, III:7.7
Solar retinopathy, III:7.1, 7.3
Solar x-ray Imager (SXI), V:44.9, 44.12–44.13, 

44.16f, 44.16–44.17, 44.17f
Solar-cell cover filters, IV:7.58, 7.59f
SolarChem, IV:6.44, 6.45f, 6.48f, 6.53f
Soleil compensators, I:13.55f, 13.55–13.56
Soleil-Babinet compensators, I:35.21n
Sol-gel formed glass, I:24.8
Sol-gels, IV:12.27t
Solid angles, II:34.9, 34.9f, 37.4, 39.5, 39.5f
Solid core photonic crystal fibers:

attenuation in, V:11.20, 11.21
Brillouin scattering in, V:11.25
group velocity dispersion, V:11.18, 11.18f, 

11.19f
Kerr effects for, V:11.23

Solid lightpipes, II:39.30–39.31
Solid Makutsov-Cassegrain objective, I:29.19
Solid Schmidt objective, I:29.16
Solid spacers, for bandpass filters, IV:7.83, 7.88
Solid state spectroscopy, I:10.22–10.26, 

10.23f–10.27f
Solids:

band structures and interband transitions of, 
IV:8.24–8.32

direct interband absorption, IV:8.27–8.28
energy band structures, IV:8.25–8.27, 8.26f
excitons, IV:8.31–8.32

Solids, band structures and interband 
transitions of (Cont.):
indirect transitions, IV:8.29f, 8.29–8.30
joint density of states, IV:8.28, 8.29f
multiphoton absorption, IV:8.30–8.31
quantum mechanical model, IV:8.24–8.25
selection rules and forbidden transitions, 

IV:8.28, 8.29
bound electronic optical Kerr effect in, 

IV:16.12–16.13, 16.13f
configurational relaxation in, V:2.14–2.17, 

2.15f–2.18f
dephasing in, IV:14.13–14.14
dispersion relations in, IV:8.14–8.16
EIT in, IV:14.33–14.36, 14.35f, 14.36f
extrinsic optical properties of, IV:8.3
free-electron properties of, IV:8.21–8.24, 8.22f
intrinsic optical properties of, IV:8.3
lattice interactions in, IV:8.16–8.18, 8.17f, 

8.19t–8.20t
optical absorption measurements of, 

V:2.7–2.13, 2.8f, 2.10f, 2.12f
optical properties of, IV:8.1–8.32
propagation of light in, IV:8.4–8.13

anisotropic crystals, IV:8.8–8.11, 8.9t, 8.10f
energy flow, IV:8.7–8.8
interfaces, IV:8.11–8.13, 8.12f, 8.13f
Maxwell’s equations, IV:8.4–8.6
wave equations and optical constants, 

IV:8.6–8.7
reorientational Kerr effect in, IV:16.13–16.14, 

16.14f
zero-phonon lines in, V:2.13–2.14, 2.14f

Solid-state cameras, I:26.1–26.20
applications, I:26.3
array performance in, I:26.9–26.12, 26.12f
and charge injection devices, I:26.6f–26.8f, 

26.6–26.7
and charge-coupled devices, I:26.3–26.5, 

26.4f–26.6f
complementary metal-oxide semiconductor 

(CMOS), I:26.8–26.9
modulation transfer function (MTF) for, 

I:26.14
performance metrics for, I:26.12–26.16, 26.16f
sampling with, I:26.16–26.19, 26.17f–26.19f

Solid-state detectors, IV:5.61; V:63.33–63.34
Solid-state ion chambers, V:60.5–60.6
Solid-state lasers, II:16.12, 16.13, 16.17–16.18, 

16.18f, 22.20–22.21; IV:18.3
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Solid-state lighting, II:18.4f, 18.4–18.5
Solid-state photomultipliers (SSPM), II:33.9
Soliton lasers, IV:18.14
Soliton modelocking, IV:18.8f, 18.12–18.14
Soliton solution, II:20.5–20.9
Solitons:

classical, V:22.2f–22.4f, 22.2–22.4
in communication systems, V:22.1–22.17
dispersion-managed, V:22.12–22.15, 22.13f, 

22.14f
effects of, V:22.1–22.2
errors, V:22.6
and frequency-guiding filters, V:22.7–22.9
in optical amplifiers, V:9.14
and optical fibers, V:10.1
photorefractive, IV:12.38
properties of, V:22.4–22.5
self-frequency shift cancellation, V:11.24
and third-order optical nonlinearities, 

IV:16.25–16.26
and transient Raman scattering, 

IV:15.27–15.28, 15.29f
transmission systems for, V:22.5–22.7
and wavelength division multiplexing, 

V:22.2, 22.9–22.12, 22.15–22.17
Soller collimators, V:28.2, 28.2f
Soller slits, V:26.7
Solves (term), II:3.5
SOR telescope, V:5.27, 5.32, 5.34, 5.38
Source coupling, II:40.41–40.42
Source debris, in extreme ultraviolet 

lithography, V:34.5
Source depth measurements, for x-ray tube 

sources, V:54.14, 54.14f
Source diameter, for fiber optics, II:17.33
Source modeling, II:39.7
Source modeling software, II:40.19–40.20
Source modulation, II:27.3
Source spot measurements, for x-ray tube 

sources, V:54.14, 54.14f, 54.15, 54.15f
Source-model technique, for photonic crystal 

fibers, V:11.7
Space, perception of, III:13.3–13.7

binocular cues, III:13.7
distortion of, III:13.16–13.19
extraretinal information for eye movements, 

III:13.7
kinetic cues, III:13.4–13.7, 13.5f, 13.6f
monocular cues, III:13.3–13.7

Space curves, differential geometry of, 
I:1.18–1.19

Space groups, of crystals, IV:2.27–2.28
Space-bandwidth product, I:6.9
Space-based surfaces, IV:6.17–6.18, 6.20t, 6.46
Space-charge region, of pin photodiodes, 

V:13.64
Spacecraft, IV:6.12, 6.16–6.17
Space-integrating correlator, I:11.11
Spacers, for bandpass filters, IV:7.83, 7.88–7.89
Spaciousness, perception of, II:40.5
Spar cutting, Ahrens method of, I:13.12
Sparrow criterion, I:28.18, 28.19
Spatial channels, in contrast detection, 

III:2.23–2.24
Spatial coherence, I:2.38f–2.39f, 2.38–2.40, 5.3, 

5.5; V:4.10
Spatial coherence length, V:27.2
Spatial dilution, II:39.6
Spatial equichromatic CSFs, III:11.45–11.46, 

11.46f
Spatial equiluminant CSFs, III:11.45–11.46, 

11.46f
Spatial fidelity (optical aberrations), III:15.4
Spatial filtering, I:11.5–11.6, 11.6f

with confocal microscopes, III:17.3
to despeckle light sources, III:5.21

Spatial frequency, III:4.1
Spatial frequency channels (in vision), III:3.2
Spatial frequency spectrum, V:6.16
Spatial hole burning, V:13.13, 20.2
Spatial impulse response, of photoreceptors, 

III:8.23
Spatial light modulation (SLM), V:6.4, 6.9
Spatial location conflicts, in head mounted 

display systems, III:13.33, 13.34f
Spatial multiplexing, I:23.8
Spatial noise, II:33.26f, 33.26–33.27
Spatial resolution, V:26.10–26.11
Spatial scale, adaptive optics and, V:5.10–5.13, 

5.11t, 5.12f, 5.13f
Spatial sinusoids, III:2.20
Spatial solitons, IV:16.26
Spatial vision, age-related changes in, III:14.7, 

14.17–14.19, 14.18f
Spatial-frequency content, I:4.8
Spatial-frequency coordinates, resolving 

capacity of the eye and, III:4.5
Spatially-modulated excimer laser ablation of 

cornea, III:1.25
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Spatio-temporal CSFs, III:2.29
Special-purpose sources (of radiation), II:15.53
Specific heat (see Heat capacity)
Specification, in polymeric optics, IV:3.10–3.11
Specifications, optical (see Optical specifications)
Specimen, for microscopes, I:28.22, 28.54–28.55
Speckle:

and coherence theory, I:5.22
laser, I:9.14
objective and subjective, I:33.9
single, I:8.17
in volume scattering, I:9.15f, 9.15–9.16

Speckle effects, II:39.32
Speckle fields, III:5.19, 5.21
Spectacle blur, III:12.12
Spectacle lenses:

anisophoria and, III:13.26
base curve of, III:12.1, 12.9
effective power of, III:20.8, 20.9t
and gaze control, III:13.29–13.30
materials for, III:12.9–12.10
optical power of, III:12.4
power of, III:20.6

Spectacle magnification (SM), III:20.2, 
20.31–20.32

Spectacles, III:15.2
correction by (see also Spectacle lenses)

for anisometropia, III:12.16, 13.17–13.18
aphakia, III:12.15
for presbyopia, III:14.27
for refractive errors, III:12.9–12.11, 12.10f, 

12.11f
defined, III:15.2
and response to distance, III:13.30

Spectra (code), V:55.14
Spectra Diode Labs, II:19.29, 19.29t, 19.41
Spectral (term), II:35.2, 35.3
Spectral absorptance, of water, IV:1.9
Spectral absorption, by detritus in water, 

IV:1.26f, 1.26–1.27
Spectral absorption coefficient:

for case 1 waters, IV:1.27–1.28
for phytoplankton, IV:1.24, 1.24f, 1.25f, 1.25t
upper bound, in sea water, IV:1.21, 1.22t
for waters, IV:1.10, 1.17, 1.20–1.21, 1.27f

Spectral and temporal modalities, of fiber 
lasers, V:25.29–25.33

Spectral beam attenuation coefficient, for 
water, IV:1.10

Spectral coherence, I:5.5

Spectral color sensitivities:
test method for, III:11.34, 11.35f, 11.36f, 11.37
in three-stage Müller zone model, III:11.7f
two-color measurements, III:11.34

Spectral D-double star, II:24.12
Spectral density, II:22.3–22.4
Spectral dependence (of radiometric quantities), 

II:34.9–34.10
Spectral detectivity, II:24.12
Spectral diffuse attenuation coefficient, for 

water, IV:1.12
Spectral diffusion, IV:11.15
Spectral (Fourier) domain OCT, III:18.5f, 

18.5–18.7, 18.6f, 18.9
defined, III:18.2
noise analysis of, III:18.9–18.10, 18.12f
OFDI vs., III:18.9
retinal imaging with, III:18.27–18.29, 

18.28f, 18.29f
sensitivity advantage of, III:18.9

Spectral downdwelling average cosine, of water, 
IV:1.12

Spectral downdwelling irradiance, of water, 
IV:1.8

Spectral downward scalar irradiance, of water, 
IV:1.8

Spectral D-star, II:24.12
Spectral emittance, II:35.7, 35.15
Spectral emittance, of metals, IV:4.6
Spectral errors, II:34.36
Spectral gain narrowing, in steady-state Stokes 

scattering, IV:15.21
Spectral hole, IV:18.20
Spectral hole burning, IV:22.6, 22.7f; V:13.13
Spectral inversion, four-wave mixing and, 

V:10.11
Spectral irradiance, II:38.1–38.2, 38.11t, 

38.13f–38.16f, 38.13–38.16
Spectral irradiance calibration transfer devices, 

II:34.31
Spectral irradiance lamps, II:15.11, 15.12, 15.13f
Spectral irradiance reflectance, of water, 

IV:1.12, 1.46, 1.47f
Spectral lambertian source, II:34.17
Spectral lamps, II:15.44, 15.45, 15.45f, 15.46f, 

15.46t
Spectral lines:

broadening of
Doppler, V:3.14, 5.32, 56.5
homogeneous, V:20.1
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Spectral lines, broadening of (Cont.):
Lorentzian, V:3.14
pressure, V:56.5–56.6
spectral, V:56.6–56.8

from laser generated plasmas, V:56.2–56.8
Spectral luminous efficiency, for photopic 

vision, II:36.8, 36.8f, 36.9f, 36.16f, 37.2
Spectral net irradiance, of water, IV:1.9
Spectral noise density, II:22.3–22.5
Spectral noise equivalent power, II:24.12
Spectral power density, vector representation 

of, III:10.24, 10.25f
Spectral power distribution, III:10.3

in colorimetric measurements, III:10.23
and tristimulus values, III:10.11, 10.36–10.37

Spectral properties:
of laser field, II:23.28–23.31, 23.30f
of micromaser field, II:23.31–23.33
of semiconductor lasers, II:19.36–19.39, 

19.37f, 19.38f
Spectral radiance, II:38.2, 38.11t, 38.13f–38.16f, 

38.13–38.16
thermal, V:3.18, 3.20, 3.20f
of water, IV:1.6

Spectral radiance calibration transfer devices, 
II:34.31

Spectral radiance ribbon filament lamps, 
II:15.11, 15.12f

Spectral radiance units, II:34.23–34.24
Spectral reflectance, II:35.4, 35.5, 38.2, 

38.17–38.18, 38.18f
Spectral response, of photodetectors, II:24.18, 

24.19f
Spectral responsivity, II:24.12, 38.3, 

38.18–38.19
Spectral scatterance, of water, IV:1.10
Spectral scattering, II:38.10
Spectral scattering coefficient, for water, 

IV:1.10
Spectral sensitivity, of photographic films, 

II:29.11, 29.11f
Spectral sensitizers, photographic, 

II:30.13–30.18
about, II:30.13–30.14, 30.14f
color science of, II:30.15–30.18, 30.16f, 

30.17f
photophysics of, on silver halide surfaces, 

II:30.14–30.15, 30.15f
Spectral transitions, I:10.6–10.7

Spectral transmission, in polymeric optics, 
IV:3.6

Spectral transmittance, II:35.10, 38.2, 38.17, 
38.17f; IV:7.3–7.4

Spectral upward plane irradiance, of water, 
IV:1.8

Spectral upward scalar irradiance, of water, 
IV:1.8

Spectral upwelling irradiance, of water, IV:1.8
Spectral volume scattering function (VSFs), 

IV:1.37–1.38, 1.38t
Spectrally stray radiation errors, II:34.36
Spectralon, II:38.12, 38.13
Spectrographs, charge, I:34.8
Spectrometers, I:31.1–31.31; IV:5.59–5.61, 

5.60f, 5.72, 7.12; V:1.14, 63.21f
Bunsen-Kirchhoff, I:20.5f
dispersive prisms and gratings for, 

I:20.2–20.3, 20.3f
high-resolution techniques of, I:31.23–31.29

fluorescence line narrowing, I:31.29, 
31.29f

laser Stark spectroscopy of molecules, 
I:31.27f, 31.27–31.29, 31.28f

polarized absorption spectrometers, 
I:31.26

saturated absorption, I:31.24f–31.26f, 
31.24–31.26

and light scattering, I:31.30–31.31, 31.31f
luminescence, I:31.5–31.12, 31.8f, 31.11f
optical absorption, I:31.2–31.5, 31.5f
and photoluminescence decay time, 

I:31.12–31.15, 31.13f, 31.14f
polarization, I:31.15–31.23

and optically detected magnetic resonance, 
I:31.21–31.23, 31.22f, 31.23f

polarized absorption by, I:31.15f, 
31.15–31.17, 31.18f

polarized absorption/luminescence 
techniques for, I:31.17, 31.19f, 
31.19–31.21

prism, I:20.2–20.3, 20.3f
Unicam double-monochromator, I:20.10, 

20.13, 20.15f
Spectrophotometers and spectrophotometry, 

II:34.6, 35.8–35.9, 38.17, 38.17f
Spectrophotometric measurements, I:12.15
Spectropolarimetry and spectropolarimeters, 

I:15.6, 15.8
Spectroradiometers, I:20.1, 20.2f, 20.14t
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Spectroradiometry, II:38.1–38.19
about, II:38.1
calculations for, II:38.3–38.5
calibration of, II:38.11–38.13, 38.11t, 38.12f
computer software for, II:38.11
detectors in, II:38.8–38.10, 38.9t, 38.10t
electronics of, II:38.10
errors in, II:38.5–38.6
figures of merit in, II:38.5–38.6
input (fore-) optics in, II:38.7
monochromators in, II:38.7–38.8
quantities used in, II:38.1–38.2
spectroradiometers, II:38.18, 38.18f
system designs in, II:38.13–38.19

spectral irradiance/radiance, 
II:38.13f–38.16f, 38.13–38.16

spectral reflectance, II:38.17–38.18, 
38.18f

spectral responsivity, II:38.18–38.19
spectral transmittance, II:38.17, 38.17f

Spectroscopic ellipsometry (SE), I:16.3; 
IV:5.66t

Spectroscopic lineshapes, I:10.6–10.7, 
10.22–10.27

in solid state spectroscopy, I:10.22–10.26, 
10.23f–10.27f

of spectral transitions, I:10.6–10.7
Spectroscopic measurement, IV:5.56–5.58
Spectroscopic transition, rates of, I:10.4–10.6
Spectroscopy, I:3.29, 10.1–10.22; 

IV:17.21–17.27
and absorption/photoluminescence of Cr3+, 

V:2.19f, 2.19–2.21, 2.20f
in adaptive optics, V:5.19f, 5.19–5.21, 5.20f
atomic, V:2.4–2.5
continuous-wave, IV:11.2
defined, IV:11.2
differential transmission, IV:18.18–18.19
evanescent wave, V:12.13
excitation, V:2.15f, 2.21
Fourier transform, V:2.5, 2.6f
high-resolution Doppler-free, IV:17.27
and homogeneous lineshapes of spectra, 

V:2.13–2.17, 2.14f–2.18f
knowledge derived from, IV:5.6
Lamb dip, V:2.5, 2.7f
Laser-Induced-Breakdown, V:3.39
measurements from, V:2.1–2.24
molecular, V:2.5–2.6, 2.6f, 2.7f
of multielectron atoms, I:10.10–10.11

Spectroscopy (Cont.):
of one-electron atoms, I:10.7–10.9, 10.8f, 

10.9f
optical, V:2.9–2.10, 2.10f
optical absorption measurements

of atomic energy levels, V:2.2–2.5, 2.4f
of solids, V:2.7–2.13, 2.8f, 2.10f, 2.12f

and outer electronic structure, I:10.12–10.16, 
10.13f–10.15f

photoacoustic, IV:17.22f–17.24f, 17.22–17.26, 
17.26f

photo-associative, IV:20.30–20.31, 20.31f
photon correlation, I:9.8
photon echo, IV:11.26–11.27
polarization, V:2.21–2.22, 2.23f
pump-probe, IV:18.18–18.19
Raman, IV:7.48, 7.66, 7.83, 7.96, 7.97f, 7.98
rates of spectroscopic transition, I:10.4–10.6
single-pass absorption, IV:17.24–17.27, 

17.25f, 17.26f
solid state, I:10.22–10.26
theoretical basis, I:10.3–10.4
time-dependent, IV:11.2
time-domain, V:7.37, 7.37f–7.38f
time-of-flight, V:2.5
of tri-positive rare earth ions, I:10.16–10.18, 

10.16t, 10.17f
and vibrational and rotational spectra, 

I:10.18–10.22, 10.19f, 10.21f
x-ray absorption, V:30.1–30.5, 30.2f–30.5f
x-ray absorption near edge, V:30.2, 30.2f, 

30.4f
Zeeman, V:2.23–2.24, 2.24f

Spectrum(a):
atomic, V:2.13
homogeneous lineshapes of, V:2.13–2.17, 

2.14f–2.18f
Kolmogorov, V:3.28, 3.31
of light, I:5.19–5.22

coherence functions for, I:5.5–5.6
coherent mode representation of, 

I:5.20–5.21
limitations, I:5.19, 5.20f
for primary sources, I:5.6
scaling law, I:5.21
Wolf shift, I:5.21

power, I:8.12–8.13
of primary light source, I:5.6
rotational, I:10.20–10.22
secondary, I:29.7, 29.38
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Spectrum(a) (Cont.):
spatial frequency, V:6.16
vibrational, I:10.18–10.20
von Kármán, V:3.28, 5.6
and wavefront division, I:2.17–2.18, 2.18f
of x-ray tube sources, V:54.4–54.10, 54.5f, 

54.8f
(see also Spectral lines)

Specular baffles, IV:6.14
Specular black surfaces, IV:6.14
Specular microscopes, III:17.2
Specular reflectance, II:35.10, 35.13; IV:6.26f
Specular reflection, III:23.3
Specular transmittance, II:35.3, 35.9f
Specular vanes, II:7.17, 7.17f
Speed:

of avalanche photodiodes, V:13.72
of LEDs, II:17.33
of photodetectors, II:24.20, 24.21
of pin diodes, V:13.67–13.68
(see also Photographic film speed)

Speed discrimination, III:2.37
SPEOS (optical software), II:7.27
Sphere(s):

aberrations in, II:11.30
integrating (see Integrating spheres)
nonuniformities with integrating, II:39.24f, 

39.24–39.26, 39.25f
projected area of, II:36.3f, 36.3–36.4, 36.3t
scattering by, I:7.11–7.14

Spherelike Brillouin zone, IV:9.4
Spherical aberrations, I:1.90, 29.7, 29.38; V:45.4

oblique, I:29.15, 29.21, 29.37
zonal, I:29.8, 29.38

Spherical ametropias, III:1.6–1.7, 16.5
hypermetropia, III:16.5
myopia, III:16.5

Spherical gradients, III:19.2–19.3
Spherical lambertian source, II:34.17
Spherical lenses, I:6.3; II:39.8, 39.9f
Spherical optics fabrication, II:9.4–9.6
Spherical primaries, in objective designs, I:29.9, 

29.11, 29.18, 29.30
Spherical surfaces, in systems of revolution, 

I:1.34
Spherical waves, I:2.4, 2.5f, 3.2–3.3

interference from, I:2.11–2.12, 2.12f, 2.13f
and plane waves, I:2.9–2.11, 2.10f

Spherical-grating monochromators (SGMs), 
V:38.3

Spherochromatism, I:24.3–24.6, 29.14; II:2.2
Spherocylindrical lenses, III:12.4, 12.5
Spherometers, II:12.18f, 12.18–12.19, 12.19f, 

12.19t
Spherule, III:8.2
Spin flippers, V:63.29
Spinel (MgAl2O4), IV:2.39t, 2.44t, 2.48t, 2.52t, 

2.57t, 2.63t, 2.73t
Spire Corporation, IV:6.51
Splay, of liquid crystals, V:8.22, 8.23f
Splice losses, for fiber optic communication 

links, V:15.7, 15.8t
Splicing, of PCFs, V:11.26
Spline surfaces, II:39.6
Split-aperture scanners, I:30.15f, 30.15–30.16
Split-off band, of strained layer quantum well 

lasers, V:13.27
Split-step beam propagation, IV:12.10
Spokes, aperture, II:3.20
Sponges, III:8.28–8.29
Spontaneous decay rate, I:10.6
Spontaneous emission, IV:9.8, 20.5; V:2.13, 

19.3, 20.1
Spontaneous emission lasers (see Correlated 

emission lasers)
Spontaneous emission rate, II:23.8
Spontaneous parametric down-conversion 

(SPDC), IV:23.10, 23.13
Spontaneous parametric process, 

IV:10.16–10.17, 10.17f
Spontaneous Raman scattering, IV:15.3, 15.5
Spot-diagram analysis, II:3.13–3.16
Spring-8 Compact SASE Source (SCSS), V:58.1
Spring-loaded mountings, II:6.13, 6.14f
Spurious-free dynamic range (SFDR), V:15.6
Sputtered beryllium surface, IV:6.6f
Sputtered surfaces, IV:6.56
Sputtering method, of manufacturing thin 

films, IV:7.11, 7.14
Square polynomials, II:11.30, 11.31t–11.34t, 

11.36t
Square root law, III:2.26
Square-ended Nicol prisms, I:13.16f, 13.17
Square-top multicavity bandpass filters, 

IV:7.82f–7.88f, 7.82–7.83
Squeezing, in quantum optical interferometry, 

IV:23.7
Squirm, I:13.14
SRI DSRC (company), II:19.41
SRW (code), V:55.14
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Stability:
of bandpass filters, IV:7.94
light, II:30.10
of photodetectors, II:24.21, 24.21f
of photoemissive detectors, II:24.41

Stability of fixation, III:1.44, 1.45f
Stabilization, light, II:30.12–30.13 (see also 

Laser stabilization)
Stable resonators, II:16.23, 16.23f
Stack and draw method, of fiber laser 

fabrication, V:25.27
Stacked actuator continuous facesheet 

deformable mirrors, V:5.37f, 5.38, 5.38f
Stadia, II:12.2–12.3, 12.3f
Staggered linear CCD image sensor, II:32.23f, 

32.24
Stagnation, II:3.17
Stainless steel:

physical properties of, IV:4.52t
thermal properties of, IV:4.55t–4.58t, 4.57f 

4.62f–4.63f, 4.65t, 4.67f, 4.69t, 4.70t
Staircase APDs, II:26.3
Standard atmosphere, composition of, 

V:3.6–3.11, 3.7t, 3.8f–3.11f
Standard dispersion-shifted fibers (DSFs), 

V:24.10–24.11, 24.11t, 24.13t
Standard for the Exchange of Product model 

data (STEP), II:40.19
Standard Notation (lenses), III:12.5
Standard observer:

CIE 1931, III:10.12
CIE 1964, III:10.13
defined, III:10.1, 10.4t
limitations of, III:10.15
standardized CMFs as, III:10.9

Standard rate equation model, IV:12.3–12.4
Standard Test Method (of ASTM), IV:6.17
Standards:

baseline, of radiation sources, II:15.9f, 
15.10f, 15.12f

for detectors, II:38.12–38.13
for infrared radiometry, II:15.11–15.12, 15.12f
international, II:4.11
for length measurements, II:12.2
for lighting, II:40.19
for lighting system layout and simulation, 

II:40.19
for optical image quality, II:4.6
published, II:4.10
of reflectance, II:35.14t

Standards (Cont.):
search engine for, II:4.11
of spectral transmittance, II:35.10
for vehicular lighting, II:40.63–40.64, 40.66f, 

40.66t
working, of radiation sources, II:15.9–15.13, 

15.10f, 15.12f, 15.13f
Star concentrators, II:39.20, 39.21
Star Instruments, IV:6.57
“Star” patterns (human vision), III:1.21
Star topologies, for WDM networks, V:21.5f, 

21.5–21.6, 21.7f
Starfire Optical Range, V:5.23
Staring arrays, II:33.6f, 33.6–33.7, 33.14
Staring FPAs, II:33.16–33.17, 33.29, 33.29t
Stark chirped rapid adiabatic passage (SCRAP), 

IV:14.1
Stark effect, I:21.11–21.12; V:2.21, 20.20, 25.24, 

56.6
Stark levels, of EDFAs, V:14.4, 14.5, 14.5f
Stark spectroscopy of molecules, laser, 

I:31.27–31.29
Static gain dynamic, for EDFAs, V:21.41, 21.41f
Static Jahn-Teller effect, V:2.9
Stationary anodes, of x-ray tube sources, 

V:54.12
Stationary phase approximation, in diffraction, 

I:3.29, 3.31–3.32
Stationary spectroscopy, IV:11.2
Stationary surfaces, Fresnel-Kirchhoff 

approximation for, I:8.6–8.8
Statistical radiometry, I:5.22
Steady-state pulse train, II:20.5–20.9
Steady-state Stokes scattering, IV:15.7–15.22

gain coefficients in, IV:15.16t–15.18t
gain narrowing in, IV:15.21
photon description in, IV:15.21–15.22
pump depletion in, IV:15.9, 15.10, 15.15, 

15.20, 15.20f
Raman linewidths in, IV:15.9, 15.10f, 

15.11t–15.20t
spectral gain narrowing in, IV:15.21
steady-state gain in, IV:15.8–15.9

Steeg and Reuter Nicol prisms, I:13.17
Steel, IV:4.50t, 4.51t
Stefan-Boltzmann law, II:34.24, 37.11
Stellar interferometers, I:32.19f, 32.19–32.21, 

32.20f
Step-and-scan stage, of extreme ultraviolet 

lithography, V:34.2
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Steradian, III:6.3
Steradian (sr), II:36.3, 37.4, 37.4f
Stereo cameras, I:25.23–25.24, 25.23f
Stereoacuity, III:2.41
Stereopsis, III:1.38–1.42, 2.40

acuity, III:1.39–1.40
age-related changes in, III:14.22
aniseikonia, III:1.41–1.42
Da Vinci, III:13.4
defined, III:13.2
factors affecting, III:2.40, 2.41
with head mounted visual displays, 

III:13.31, 13.32
with monocular magnification, 

III:13.13, 13.14
with monovision, III:14.28
in perception of depth, III:13.11f, 

13.11–13.12
stereoscopic and related instruments, III:1.41
tolerances in binocular instrumentation, 

III:1.41–1.42
Stereoscopic instruments, III:1.41
Sterilamps, II:15.35, 15.36f
Stern-Gerlach experiment, V:63.4
Stiffness, in crystals and glass, IV:2.30, 2.31t
Stigmatic imaging, I:1.29–1.31, 1.30f
Stilb (unit), II:34.43, 36.7, 36.8t
Stiles and Burch (1955) 2° color-matching 

functions, III:10.12
Stiles and Burch (1959) 10° color-matching 

functions, III:10.12, 10.13
Stiles’ p-mechanisms, III:11.16, 11.16f, 11.46, 

11.47, 11.47f
and contrast coding, III:11.16, 11.16f
and field additivity, III:11.51
limitation of, III:11.34

Stiles-Crawford effect, III:1.29, 2.8
of the first kind, III:1.21, 8.5 (see also 

Stiles-Crawford effect of the first kind)
correction for, III:9.1–9.15

just prior to phototransduction, III:6.14
and Maxwellian viewing, III:6.2
optical, III:9.2
and pupil size, III:6.7
of the second kind, III:8.3, 8.5, 9.2

and human eye, III:1.11
and waveguide models, III:8.21

Stiles-Crawford Effect of the first kind 
(SCE I/SCE-1), III:1.21, 8.5

and biological waveguides, III:8.3, 8.6f

Stiles-Crawford Effect of the first kind 
(SCE I/SCE-1) (Cont.):

correction for, III:9.1–9.15
adaptive optics techniques for, III:9.5
application of approach, III:9.13–9.14
confounds in, III:9.4–9.5
history of, III:9.5
with non-monochromatic stimulus to 

vision, III:9.5
Photometric Efficiency factor, III:9.3
sample point-by-point SCE-1 estimates, 

III:9.6–9.13, 9.7f, 9.9f–9.13f
teleological and developmental factors in, 

III:9.14
and trolands, III:9.2, 9.3
without adaptive optics, III:9.5–9.6

defined, III:9.2
and human eye, III:1.10, 1.10f, 1.11
and photoreceptor directionality, III:8.6–8.8
and waveguide analysis, III:8.21

Stimulated absorption, II:16.7–16.8, 16.8f
Stimulated Brillouin scattering (SBS), 

IV:15.43–15.54; V:10.1, 10.7–10.9, 15.8, 
21.20, 25.6

equations for, IV:15.44–15.48, 15.45f
phase conjugation, IV:15.48, 15.52f–15.54f, 

15.52–15.54
Raman vs., IV:15.1
scattering parameters of materials, IV:15.48, 

15.49t–15.51t
and slow light, IV:22.14–22.15
and stimulated photorefractive scattering, 

IV:12.9
third-order, IV:16.18–16.19

Stimulated emission, II:16.2, 16.7–16.8, 16.8f, 
16.8–16.9, 23.8; V:20.2

Stimulated emission depletion (STED), I:28.24
Stimulated parametric process, IV:10.17–10.18
Stimulated photon echo, IV:11.15–11.19, 

11.16f–11.19f
Stimulated photoreactive scattering (SPS), 

IV:12.9
Stimulated Raman adiabatic passage (STIRAP), 

IV:14.1, 14.4, 14.5, 14.7
Stimulated Raman anti-Stokes scattering, IV:15.2t
Stimulated Raman scattering (SRS), 

IV:15.3–15.43; V:25.6
anti-Stokes, IV:15.2t, 15.32–15.34, 15.33f, 

15.35f
backward, IV:15.41

Bass_HOI_p001-234.indd   I.205Bass_HOI_p001-234.indd   I.205 10/7/09   2:21:37 PM10/7/09   2:21:37 PM

DO
 N

OT
 D

UP
LI

CA
TE



I.206  INDEX

Stimulated Raman scattering (SRS) (Cont.):
coherent spectroscopy, IV:15.42, 15.42t, 15.43f
equations for, IV:15.6–15.7
and fiber optic communication links, V:15.8
focused beams, IV:15.41
formulas for, IV:15.20t
geometries for, IV:15.4, 15.4f
multiple Stokes generation, IV:15.38–15.40, 

15.40f
and noise, IV:15.35–15.38, 15.39f
and optical fiber amplifiers, V:14.2, 14.8
in optical fibers, V:10.1, 10.4–10.7, 10.5f
and photonic crystal fiber guidance, V:11.23, 

11.24, 11.26
in plasma, IV:21.38f, 21.38–21.39
polarization dependence, IV:15.41–15.42, 

15.42t
Raman susceptibility, IV:15.5–15.6
and slow light, IV:22.15
steady-state Stokes, IV:15.7–15.22

gain coefficients, IV:15.16t–15.18t
gain narrowing, IV:15.21
photon description, IV:15.21–15.22
pump depletion, IV:15.9, 15.10, 15.15, 

15.20, 15.20f
Raman linewidths, IV:15.9, 15.10f, 

15.11t–15.20t
spectral gain narrowing, IV:15.21
steady-state gain, IV:15.8–15.9

Stokes, IV:15.2t
terminology, IV:16.3t
third-order, IV:16.15f, 16.15–16.18, 16.17f
time-gated imaging, IV:15.42, 15.43, 15.44f
transient effects of, IV:15.22–15.32

broadband effects, IV:15.28–15.32, 15.29f
phase pulling, IV:15.26–15.27, 15.27f
pulsed, IV:15.22–15.25, 15.24f–15.26f, 15.24t
solitons, IV:15.27–15.28, 15.29f
spectral properties, IV:15.32

and WDM networks, V:21.20
Stimulated Rayleigh-Wing scattering, IV:16.3t
Stimulated scattering, IV:16.14–16.19 [see also 

Stimulated Brillouin scattering (SBS); 
Stimulated Raman scattering (SRS)]

Stimulus color spaces (colorimetry), III:10.11
Stimulus sequencing, in psychophysical 

measurement, III:3.9
Stimulus specification (visual acuity), 

III:4.2–4.4, 4.3f

Stochastic optical reconstruction microscopy 
(STORM), I:28.23

Stokes frequency, V:10.8, 21.42
Stokes intensity, V:10.6, 10.7
Stokes matrix, I:14.4 (see also Mueller matrix)
Stokes parameters, III:18.20

and Mueller matrices, I:14.4–14.6
and Poincaré sphere, I:14.4–14.6, 14.5f, 

14.26f, 14.33
Stokes polarimeters, I:15.4, 15.5, 15.25
Stokes power, V:14.9
Stokes scattering, IV:15.2–15.3, 15.2t, 15.3t (see 

also Anti-Stokes scattering; Steady-state 
Stokes scattering)

Stokes shift, IV:15.1, 15.43; V:2.15–2.16
Stokes shifted Raman scattering, IV:16.15, 

16.15f
Stokes vectors, I:12.14n, 12.28; III:18.2

and Mueller matrices, I:14.15–14.17, 
14.19–14.21

for nonhomogeneous polarization elements, 
I:14.26f

in polarimetry, I:15.3, 15.8–15.13
for radiative transfer, I:9.11
for speckle patterns, I:9.17

Stokes waves, IV:15.1, 15.43; V:10.4–10.9, 14.2
Stokes-Poincaré parameters, for polarization, 

V:43.2, 43.8
Stop lamps, II:40.64f, 40.67, 40.68t, 40.69f
Stop shift, I:1.92
Stop shifting, II:2.5, 2.6f
Stops:

aperture, I:1.74, 1.75f, 17.8, 29.5, 29.36; 
II:34.18, 34.19f

field, I:1.74, 17.9, 29.5, 29.37; II:34.18–34.19, 
34.19f

of lenses, I:17.8–17.9
Strabismus, III:13.2
S-trace formula, I:1.44
Straddling springs, II:6.13, 6.14f
Straight edges, cylindrical wavefronts and, 

I:3.14f, 3.14–3.16, 3.15f
Straightness measurement, II:12.10
Strain:

in crystals and glasses, IV:2.6t, 2.30, 2.31t, 
2.36

in fiber optic devices, V:13.2
Strained layer quantum well lasers, V:13.26f, 

13.26–13.28, 13.27f
Strained QW lasers, II:19.15–19.17, 19.16f
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Strained-layer superlattices (SLSs), V:2.11–2.13, 
2.12f

Stratified-medium model (SMM), in ellipsom-
etry, I:16.4

Stray capacitance noise, II:27.5, 27.6f
Stray light, II:29.15f, 29.15–29.16; IV:6.10, 6.19
Stray light suppression, I:29.5, 29.5f; II:7.1–7.32

about, II:7.1–7.2
aperture placement in, II:7.5–7.10

aperture stops, II:7.6–7.7, 7.7f, 7.8f
field stops, II:7.7, 7.8f, 7.9f
Lyot stops, II:7.8f–7.11f, 7.8–7.10

baffles in, II:7.10, 7.11
and BRDF characteristics, II:7.23, 7.24f
Cassegrain design with aperture stop at 

primary (example), II:7.3f
contamination levels in, II:7.18–7.19, 7.18t, 

7.19f–7.21f
evaluation methods for, II:7.27–7.29, 7.29f
illuminated objects in, II:7.5, 7.5f, 7.6f
imaged critical objects in, II:7.4, 7.5f
information sources on, II:7.31–7.32
issues with, II:7.30–7.31
and point source transmittance definitions, 

II:7.22–7.23
radiation transfer equation for, II:7.21–7.22
real-space critical objects in, II:7.2–7.4, 

7.3f, 7.4f
software for, II:7.24–7.27
and stray radiation paths, II:7.22
strut design in, II:7.20, 7.21, 7.21f
and surface scattering characteristics, II:7.23
vane spacing and depth in, II:7.13–7.17

angle considerations, II:7.13–7.16, 7.14f, 
7.15f

bevel placement, II:7.13, 7.14f
depth considerations, II:7.16, 7.16f, 7.17f
specular vanes, II:7.17, 7.17f

vanes in, II:7.11–7.12, 7.12f, 7.13f
Stray radiation paths, II:7.9, 7.22
Streak cameras, I:25.23–25.24, 25.24f
Street lighting, II:40.69–40.71, 40.70t, 40.71t
Strehl index, I:8.6
Strehl ratio, III:1.23–1.24, 1.24f, 1.28, 15.2

and adaptive optics, V:5.14, 5.14f–5.15f, 5.17, 
5.17f, 5.20–5.22, 5.22f, 5.29, 5.29f, 5.35, 
5.35f, 5.39, 5.40, 5.43, 5.43f–5.46f, 5.46

and imaging through atmospheric 
turbulence, V:4.13, 4.14f, 4.15t, 
4.27–4.28, 4.28f, 4.32–4.33, 4.34f, 4.36

Strength:
of crystals and glasses, IV:2.31–2.32, 2.32f, 

2.32t
of metals, IV:4.8, 4.70, 4.70t
of scattering in water, IV:1.12

Stress, II:6.2, 6.21
in crystals and glasses, IV:2.6t, 2.30, 2.31t
uniaxial, IV:5.66t

Stress tolerance, II:6.3
Stretched segment displays, II:17.30f, 

17.30–17.31, 17.31f
Strip loading, of RWG lasers, V:13.6
Strip mirror integrator (SMI), II:39.40
Stroma (cornea), III:14.5
Strong field approximation, II:21.3
Strong field approximation (SFA), IV:21.12
Strong field double ionization, IV:21.18–21.19
Strong field interactions, IV:21.1–21.55

about, IV:21.2–21.3
with atoms, IV:21.10–21.21

above threshold ionization, IV:21.14–21.17, 
21.15f, 21.16f

ionization stabilization, IV:21.20–21.21, 
21.22f

Keldysh parameter, IV:21.10
multiphoton and quasi-classical regimes, 

IV:21.10
multiphoton ionization, IV:21.10–21.12, 

21.11f
relativistic effects, IV:21.19–21.20, 21.21f
rescattering effects, IV:21.18f, 21.18–21.20, 

21.19f
tunnel ionization, IV:21.12f, 21.12–21.14, 

21.14f
with clusters, IV:21.31–21.36

Coulomb explosion, IV:21.33–21.34
intense laser pulse interactions, 

IV:21.35–21.36, 21.36f
ionization, IV:21.31–21.33, 21.32f
nanoplasma description, IV:21.34–21.35, 

21.35f
history of, IV:21.3–21.4
laser technology for, IV:21.4f, 21.4–21.5
with molecules, IV:21.22–21.26

Coulomb explosion, IV:21.24–21.25
nuclear motion and alignment, 

IV:21.22–21.23, 21.23t, 21.24f
triatomic and larger molecules, IV:21.26
tunnel ionization and ionization distance, 

IV:21.25f, 21.25–21.26, 21.27f
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Strong field interactions (Cont.):
nonlinear optics in gases, IV:21.27–21.31

attosecond pulse generation, IV:21.31
high order harmonic generation, 

IV:21.27–21.30, 21.28f
with single electrons, IV:21.5–21.10

interactions with relativistic electron 
beams, IV:21.9–21.10

nonlinear Thomson scattering, 
IV:21.8–21.9, 21.9f

ponderomotive force, IV:21.5–21.6
relativistic effects, IV:21.6–21.8, 21.7f

with underdense plasmas, IV:21.36–21.52
applications of, IV:21.52–21.55, 

21.53f–21.55f
direct laser acceleration and betatron 

resonance, IV:21.42–21.43
high harmonic generation, 

IV:21.50–21.52, 21.51f
intense laser pulses, IV:21.38f, 21.38–21.39
inverse Bremsstrahlung heating, IV:21.37, 

21.37f
ionization-induced defocusing, IV:21.43f, 

21.43–21.44
j ë B heating and anomalous skin effect, 

IV:21.49
ponderomotive channel formation, 

IV:21.42
ponderomotive steepening and hole 

boring, IV:21.49–21.50, 21.50f
relativistic effects and induced 

transparency, IV:21.52
resonance absorption, IV:21.47f, 

21.47–21.48
self-channeling and self-phase modulation, 

IV:21.44–21.46, 21.45f
structure of irradiated plasma, IV:21.46f, 

21.46–21.47
vacuum heating, IV:21.47f, 21.48–21.49
wakefield generation and electron 

acceleration, IV:21.39–21.42, 21.40f, 
21.42f

Strong VW reflectometer, II:35.10f
Strontium, IV:14.15, 14.16f
Strontium barium niobate (SBN), IV:12.17
Strontium fluoride (SrF2), IV:2.40t, 2.44t, 2.48t, 

2.52t, 2.57t, 2.64t, 2.69t
Strontium molybdate (SrMoO4), IV:2.40t, 

2.45t, 2.48t, 2.52t, 2.57t, 2.65t, 2.72t

Strontium titanate (SrTiO3), IV:2.40t, 2.44t, 
2.48t, 2.52t, 2.57t, 2.65t, 2.73t

Structured antireflection coatings, IV:7.25f, 
7.25–7.26, 7.26f

Strut design (in stray light suppression), 
II:7.20, 7.21, 7.21f

Styrene acrylonitrile (SAN), IV:3.4t, 3.6, 3.6t, 
3.7t

Subadditivity, III:11.51, 11.52f
Subaperture size, for adaptive optics, 

V:5.40–5.43, 5.42f
Sub-Doppler absorption spectroscopy, 

I:31.26–31.27
Subjective amplitude of accommodation, 

III:1.32
Subjective refraction, III:12.6–12.7
Subjective speckle, I:33.9
Subjective tasks, III:2.15n
Subjective tone reproduction, II:29.16
Submillimeter (SubMM) radiation, II:24.3
Subminiature lamps, II:15.53
Sub-Nyquist interferometry, II:13.27
Substrate(s):

absorbing, II:17.7, 17.7t
for HB-LEDs, II:18.2f, 18.2–18.3
LED, II:17.20–17.21, 17.20t
mirror, II:6.17f, 6.17–6.18, 6.18f
transparent, II:17.7, 17.7t

Subtractive adaptation, III:2.26
Sum frequency generation (SFG), IV:16.2, 16.3t
Sum rules:

for crystals and glasses, IV:2.9
for dispersion in solids, IV:8.14–8.15
for semiconductors, IV:5.11

Sum-frequency lasers, V:5.32
Suncatchers, II:40.48, 40.50f
Super resolution, IV:23.10, 23.12
Superadditivity, III:11.51, 11.52f
Super-Beer’s law, IV:23.15
Superconducting bolometers, II:28.5, 28.7t
Superconducting quantum (SQUID) detector, 

V:60.9
Superconducting tunneling junctions (STJ) 

detectors, V:60.9, 60.9t
Supercontinuum (SC) generation, V:11.23, 

11.24f
Superlinear absorption of light, IV:5.57
Supermirrors, IV:7.111; V:41.7, 41.8, 64.7
Superposition, II:39.2, 39.32, 39.33f; III:10.25, 

10.26f
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Superposition-of-sources nonlinearity 
measurement, II:34.33

Superresolution (visual acuity), III:4.1, 4.15
Supersensitizers, II:30.14, 30.15, 30.15f
Superstructure gratings (SSGs), V:13.34, 13.35f
Superzone construction, for micro-Fresnel 

lenses, I:22.36
Support wires, lightbulb, II:40.29f, 40.30
Suppression (binocular vision), III:13.12–13.13

of blur, III:13.18–13.19
defined, III:23.3
with head mounted visual displays, III:13.33

Suprathreshold models (color vision), III:11.41
Surface acoustic wave (SAW) devices, I:21.16
Surface axial coordinates, in grazing incidence 

optics, V:45.7
Surface coatings, IV:6.4t
Surface damage, laser-induced, IV:19.2–19.4
Surface emitting lasers (SELs) (SLASERs), 

II:19.39f, 19.39–19.41, 19.40f, 19.42f, 
19.43t, 25.15

Surface figure metrology, V:46.3–46.6, 46.5f
Surface finish metrology, V:46.2
Surface finishing, of diamond-turned optics, 

II:10.9f–10.11f, 10.9–10.11
Surface generation current, II:32.10, 32.11, 

32.11f
Surface measurement systems, II:40.53, 40.54
Surface micromachined MEMS devices, 

III:15.11
Surface mount device (SMD) package, II:18.5f
Surface mount LEDs (SMDs), II:40.37
Surface profilometers, II:9.6
Surface scattering, I:8.1–8.17; II:7.23

finish models for, I:8.14–8.15
and finite illumination area, I:8.11–8.12
Fresnel-Kirchhoff approximation for, 

I:8.5–8.9
fractal surfaces, I:8.8–8.9
statistically stationary surfaces, I:8.6–8.8

notation for, I:8.2–8.4
and power spectra, I:8.12–8.13, 8.13f
Rayleigh-Rice approximation, I:8.9–8.12
second-order statistical functions for, 

I:8.12–8.13
statistics for, I:8.12–8.15
and surface finish specifications, I:8.15–8.17

Surface-channel CCDs, II:32.14
Surface-channel MOS capacitors, II:32.4f, 32.7

Surface-emitting light-emitting diodes 
(S-LEDs), II:25.15; V:13.36–13.40, 13.38f

Surfaces, I:1.32
aspherical, I:1.35
conical, I:1.34–1.35
illuminants reflected from, III:10.32–10.36
metamerism for, III:10.38
modeling of, II:40.17
spherical, I:1.34

Surface-tension effects, from polymer molding 
process, IV:3.14

Surround, visual acuity and, III:4.12, 4.13f
Susceptibility:

nonlinear
anharmonic oscillator model of 

second-order, IV:10.7–10.9, 10.8f
of crystals and glasses, IV:2.26
quantum theory of, IV:10.9–10.10

Raman, IV:15.5–15.6
Suspended luminaires, II:40.13f
Suspension systems, of resonant scanners, 

I:30.43, 30.43f, 30.44
Suzaku observatory, V:33.3t, 33.3–33.4
SUZUKU spacecraft, V:47.6, 47.7f
SVGA (super video graphics array), III:23.3
Svishchev confocal microscope, III:17.6, 17.6f
Sweatt lenses, I:23.4
Sweatt model, I:23.4, 23.6
Swept Source OCT (SS-OCT), III:18.2 (see also 

Optical frequency domain imaging)
Swept-carrier time-domain optical memory, 

IV:11.25
Swift Burst Alert Telescope (BAT), V:33.1
Switches and switching:

for fiber-based couplers, V:16.4
in integrated optics, I:21.34f, 21.34–21.35
interferometric optical switches, I:32.19
for networking, V:18.4, 18.5, 18.5f, 18.11, 

18.11f, 18.12f
and SOAs, V:19.28, 19.28f
and third-order optical nonlinearities, 

IV:16.30–16.31
Sylvania, II:15.49
Symmetrical lenses, I:1.71, 17.26–17.27, 17.27f
Symmetry (color matching), III:10.8
Symmetry properties, of crystals and glasses, 

IV:2.5, 2.6t–2.8t
Synchronization standards, for color CRTs, 

III:22.13–22.14
Synchronotron radiation, II:34.26–34.27
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Synchronous digital hierarchy (SDH), V:9.17
Synchronous optical networks (SONETs), 

V:9.17, 21.6, 23.6
Synchronous pumping, II:16.29
Synchrotron beamlines, SHADOW code and, 

V:35.1–35.2, 35.4
Synchrotron radiation (SR) monochromators, 

V:39.6
Synchrotron radiation sources, V:55.1–55.20

adaptive x-ray optics for, V:50.2–50.7, 50.4f, 
50.6f, 50.8f

coherence of, V:55.17–55.20, 55.18f–55.19f
Compton sources vs., V:55.2–55.3, 55.3t
history of, V:55.1–55.2
insertion devices, V:55.9–55.16, 55.10f, 

55.12f, 55.13f
as linear polarizers, V:43.2, 43.3
and refractive x-ray lenses, V:37.5, 37.11
theory of synchrotron radiation emission, 

V:55.2f, 55.2–55.9, 55.3f, 55.5f–55.8f
Synthetic aperture radar data, I:11.6–11.8, 

11.7f–11.8f
System specifications, for lenses, II:4.3
Système International (SI), II:12.2, 36.2, 37.3 

(see also SI units)
System-response (SR) function, I:8.11

TABO, III:12.5, 12.7
Taillights, II:40.21, 40.22f, 40.64f, 40.67, 40.68t, 

40.69f
Tailored (T) reflectors, II:39.37–39.39, 39.38f
Tailoring (of uniformity), II:39.2
Takagi-Taupin calculations, for MLLs, 

V:42.12–42.14
Talbot autoimages, II:12.23, 12.24
Talbot’s law, II:34.33–34.34
Talystep stylus profiler, V:46.2
Tanabe-Sugano diagrams, V:2.9–2.11, 2.10f, 

2.19
Tandem limiters, IV:13.6, 13.6f
Tandem-lens arrays, II:39.34, 39.35f–39.37f
Tangent vectors, of space curves, I:1.18, 1.19
Tangential fans and foci, I:1.35
Tangential phase matching (TPM), V:6.12, 

6.13, 6.17, 6.25–6.27, 6.26f
Tantalum, IV:4.50t, 4.69t, 4.70t
Tantalum crown glass, IV:2.42t
Tapered fiber bundles (TFBs), V:25.3, 

25.10–25.11, 25.11f, 25.16

Tapered fiber coupler process, V:16.1–16.3, 
16.2f

Tapered fiber method, for adaptor fabrication, 
V:25.17, 25.17f

Tapered lightpipes, II:39.12–39.13, 39.13f, 
39.31f, 39.31–39.32

Target normal sheath acceleration, IV:21.54
“Target” sensitivity method (color vision) [see 

Test sensitivity method (color vision)]
Task lighting, II:40.12, 40.14
Taylor-Hobson Form TalySurf, II:9.6
Tear lens, III:12.12
Tears, aging-related changes in, III:14.4–14.5
Technical specifications, II:4.2
Teflon coatings, for infrared optical fibers, 

V:12.4, 12.7, 12.9
Teflon overcoat, IV:6.27
Teflon Wet Lubricant, IV:6.27
Tehis method, II:40.53, 40.54
Telecentric distribution, II:39.18, 39.18f
Telecentric lenses, I:18.12
Telecentric principle, III:6.6–6.7
Telecentric stop, I:17.9
Telecentricity, I:1.83–1.84, 30.31, 

30.31f, 30.32
Telecommunication systems, data 

communication vs., V:15.1–15.2
Telephoto lenses, I:17.29, 27.2, 27.6, 

27.7f–27.16f, 27.13
Telescope(s):

and adaptive optics, V:5.2–5.5, 5.3f, 5.4f, 
5.43f–5.46f, 5.43–5.46

astronomical, I:18.10; II:1.7f
and black surfaces, IV:6.21
Burst Alert, V:33.1
Calar Alto, V:5.27
Canada-France-Hawaii, V:5.23
Cassegrain, V:44.4
Cassegrainian, I:18.21
ESO, V:5.35
far-infrared, IV:6.48
field of view in, I:18.15f, 18.15–18.16
Galilean, I:18.15; II:1.7f
Gemini North, V:5.20, 5.21f
with grazing incidence optics, V:44.6–44.12, 

44.7f, 44.9f–44.11f, 45.1
ground-based, IV:6.12
hard vs. soft x-ray, V:50.2
Hobby-Eberly, V:5.2
Hubble, II:11.4, 13.24
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Telescope(s) (Cont.):
hyperboloid-hyperboloid (HH) grazing 

incidence x-ray, V:44.10–44.12, 44.11f
Keck, II:11.4; V:4.36, 5.2, 5.27
Keplerian, I:18.10
Large Binocular, V:5.5
Mersenne, I:18.19
Mt. Wilson, V:5.27
Multiple Mirror, V:5.5
objectives for, I:29.8, 29.9, 29.12, 29.

29–29.30
reflecting, II:11.4
resolution of, V:4.2–4.3
ROSAT, V:44.4, 44.6f
Shane, V:5.27
SOR, V:5.27
Swift Burst Alert, V:33.1
10-m, V:5.45f–5.46f, 5.45–5.46
terrestrial, I:18.10–18.11, 18.11f
3.5m, V:5.43f–5.45f, 5.43–5.45
unit magnification Galilean, II:12.4, 12.4f
wide-field lobster-eye, V:48.4
Wolter, V:44.4, 44.5f, 44.6–44.10, 44.7f, 

44.10f, 45.1–45.5, 45.2f
Wolter-Schwarzschild, V:44.7, 44.11, 45.1

Telescopic lenses, I:1.46 (see also Afocal lenses)
Telescopic transformations, I:1.57
Telescoping input optics, II:38.7
Television:

integrated optics and cable, I:21.2, 
21.32–21.34

Scophony TV projection system, I:30.45
Tellurites, for fiber lasers, V:25.27t, 25.28
Tellurium dioxide (TeO2), V:6.17, 6.21t, 6.25, 

6.29t, 6.34t, 6.39, 6.42
Temperature(s):

color, II:37.4t, 37.6–37.7
correlated color, II:37.7, 38.5
and crystalline-quartz retardation plates, 

I:13.48
of crystals and glasses, IV:2.32, 2.33
Curie, I:35.25
distribution, II:37.7
and integrated optics, I:21.12
in laser cooling, IV:20.5
and laser diodes, V:13.11
and liquid crystals, V:8.17, 8.21–8.22, 8.22f
and long-period grating sensors, V:24.13, 

24.13t
of metals, IV:4.7

Temperature(s) (Cont.):
and mounted optics, II:6.21–6.24, 

6.22f–6.24f
radiance, II:37.4t, 37.6
and refractive index of glasses, IV:2.24–2.26

Temperature control, of PZT transducers, 
II:22.19

Temperature dependence:
of bandpass filters, IV:7.94
of line broadening parameters, IV:15.19t
of line shift parameters, IV:15.19t

Temperature noise, II:24.12
Temperature specifications, for lenses, II:4.10
Temperature-dependence effects, II:34.36–34.37
Templates (for curvature measurement), 

II:12.17
Temporal beats, interference and, I:2.13
Temporal coherence, I:2.41, 5.3; III:18.2
Temporal coherence, of synchrotron radiation 

sources, V:55.17–55.18, 55.18f
Temporal contrast detection, III:2.27f,

 2.27–2.29, 2.29f
Temporal despeckling, III:5.21
Temporal instability, of metals, IV:4.9
Temporal signals, analog processing of, 

I:11.8–11.12, 11.9f–11.11f
Temporal vision, age-related changes in, 

III:14.19–14.21, 14.20f
10-m telescope systems, V:5.45f–5.46f, 

5.45–5.46
Tensile-strained QW lasers, II:19.16, 19.16f, 

19.17
Tensor, electro-optic, I:21.10
Tensor product, of Jones matrices, I:14.23
Tensor properties:

of crystals and glasses, IV:2.5, 2.6t
of third-order optical nonlinearities, 

IV:16.2–16.3
Tensors:

compliance, IV:2.30
dielectric, IV:2.17–2.18
d-tensor, IV:10.11
inverse dielectric, IV:2.6t, 2.19
second-order susceptibility, IV:10.10–10.11

Terabit (unit), V:20.2
Terahertz asymmetric optical demultiplexers 

(TOAD), V:20.22
Ternary layers, in fiber optic devices, V:13.2
Terrestrial telescopes, I:18.10–18.11, 18.11f
Tessar lenses, I:17.26, 17.26f
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Test plates (for curvature measurement), II:12.17
Test (“target”) sensitivity method (color 

vision), III:11.11, 11.12, 11.34–11.46
defined, III:11.3
and different directions of color space, 

III:11.39, 11.41–11.43, 11.44f, 
11.45–11.46, 11.46f

luminance, III:11.37–11.39, 11.38f, 11.40f
and spectral lights, III:11.34, 11.35f, 11.36f, 

11.37
Testing, II:13.1–13.27

aspherical wavefront measurement, 
II:13.23–13.27

holographic compensators, II:13.25, 
13.25f, 13.26f

infrared interferometry, II:13.25
Moiré tests, II:13.26–13.27
refractive or reflective compensators, 

II:13.24, 13.24f, 13.25
sub-Nyquist interferometry, II:13.27
two-wavelength interferometry, 

II:13.25, 13.26
wavefront stitching, II:13.27, 13.27f

computer-generated holograms in (see 
Computer-generated holograms)

of convex surfaces, II:14.5
interferogram evaluation, II:13.14–13.18

direct interferometry, II:13.17–13.18
fixed interferograms, II:13.14–13.15
Fourier analysis of interferograms, 

II:13.16–13.17, 13.17f
global and local interpolation of 

interferograms, II:13.15–13.16
interferometric, II:13.7–13.12

common path interferometer, II:13.9, 13.11f
Fizeau interferometer, II:13.8–13.9, 13.9f, 

13.10f
lateral shearing interferometers, 

II:13.9–13.12, 13.11f, 13.12f
multiple-pass interferometers, II:13.13
multiple-reflection interferometers, 

II:13.13
radial, rotational, and reversal shearing 

interferometers, II:13.12, 13.13f
sensitivity of interferometers, 

II:13.13–13.14, 13.14f
Twyman-Green interferometer, II:13.7f, 

13.7–13.8, 13.8f
Zernike phase-contrast method applied to 

interferometers, II:13.13–13.14, 13.14f

Testing (Cont.):
Knoop, IV:2.31, 2.32f
noninterferometric, II:13.1–13.7

Foucault test, II:13.2f, 13.2–13.3, 13.3f
Hartmann test, II:13.4–13.6, 13.5f
Hartmann-Shack test, II:13.6f, 13.6–13.7
Ronchi test, II:13.3f, 13.3–13.4, 13.4f

phase-shifting interferometry, II:13.18f, 
13.18–13.23, 13.19f, 13.20f

heterodyne interferometer, II:13.22
integrating bucket method, II:13.21, 13.21f
phase errors, II:13.22
phase stepping, II:13.20, 13.20f
phase-lock method, II:13.23, 13.23f
simultaneous measurement, II:13.22
two steps plus one method, II:13.21, 13.22

of polymers, IV:3.16
in wafer processing, II:17.24

Tests of visual acuity, III:4.7f, 4.7–4.8
for infants, III:4.8
traditional visual acuity chart, III:4.6

Tetragonal crystals, IV:8.9t, 8.19t
room-temperature elastic constants, 

IV:2.44t–IV:2.45t
symmetries of, IV:2.7t

Tetragonal perovskite, IV:2.73t
Tetrahedral lattice site, IV:5.6
Tewarson, I:12.30
Texas Instruments, II:28.12
Textured graphite surface, IV:6.8f
Thallium bromide (TlBr), IV:2.40t, 2.44t, 2.48t, 

2.53t, 2.58t, 2.65t, 2.68t
Thallium chloride (TlCl), IV:2.65t, 2.68t
Thef-number, II:38.8
Theodolites, II:12.13
Theoretical horopter, III:13.8, 13.9f
The Theory of Coherent Atomic Excitation 

(B. W. Shore), IV:14.3
Thermal arrays, II:28.7–28.12

about, II:28.7–28.8
noise equivalent temperature difference in, 

II:28.8–28.9
pyroelectric hybrid, II:28.11f, 28.11–28.12, 

28.12f
resistive bolometer, II:28.10f, 28.10–28.11
theoretical limits of, II:28.9f, 28.9–28.10
thermoelectric, II:28.12, 28.12f

Thermal blooming, IV:16.22
Thermal circuit theory, II:28.2
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Thermal coefficient of resistance (TCR), 
II:33.2, 33.14

Thermal compensation, II:8.1–8.15
about, II:8.2
and effect of thermal gradients, II:8.6–8.7
and homogeneous thermal effects, II:8.2–8.5, 

8.3t, 8.4t, 8.5f
intrinsic athermalization, II:8.7f, 8.7–8.8
mechanical athermalization, II:8.8f–8.10f, 

8.8–8.12, 8.11f, 8.12f
optical athermalization, II:8.12–8.15, 

8.13t–8.15t
tolerable homogeneous temperature change, 

II:8.5–8.6, 8.6f
Thermal conductivity:

of crystals and glasses, IV:2.6t, 2.35f, 
2.35–2.36

of metals, IV:4.7, 4.10t, 4.53, 4.55, 4.55t, 
4.58t, 4.60f–4.64f

Thermal control and correction, for adaptive 
optics, V:50.5, 50.6

Thermal cycling, of metals, IV:4.10
Thermal defocus, of compound lens, 

II:8.4, 8.5f
Thermal defocusing, IV:13.8
Thermal detector(s), II:24.4f, 24.4–24.6, 

28.1–28.12, 38.9, 38.9t
arrays of, II:28.7–28.12

about, II:28.7–28.8
noise equivalent temperature difference, 

II:28.8–28.9
pyroelectric hybrid arrays, II:28.11f, 

28.11–28.12, 28.12f
resistive bolometer arrays, II:28.10f, 

28.10–28.11
theoretical limits, II:28.9f, 28.9–28.10
thermoelectric arrays, II:28.12, 28.12f

bolometer, II:24.5f, 28.3–28.5, 28.4f
Golay cell, II:28.6
ideal, II:28.2–28.3, 28.3f
performance/sensitivity of, II:24.17, 24.18f
properties of, II:28.7, 28.7t
pyroelectric, II:24.6, 24.6f, 28.7
and thermal circuit theory, II:28.2
thermistor, II:24.5
thermocouple, II:28.4
thermopile, II:24.5f, 28.4–28.5

Thermal diffusivity, for metals, IV:4.10t
Thermal effects, on third-order optical 

nonlinearities, IV:16.22

Thermal expansion, II:33.14
of crystals and glasses, IV:2.6t, 2.34f, 

2.34–2.35
for metals, IV:4.10t
of metals, IV:4.6

Thermal fatigue, II:17.25
Thermal focus shift, II:8.2–8.4, 8.3t, 8.4t
Thermal gradients, effect of, II:8.6–8.7
Thermal imaging, V:12.3t
Thermal imaging cameras, I:25.25
Thermal infrared detectors, II:33.7, 33.8f
Thermal instability, of metals, IV:4.10
Thermal neutrons, V:63.3
Thermal noise, II:24.13, 27.4, 32.20
Thermal (Johnson) noise, V:13.70
Thermal optimization, of media, I:35.20, 35.20f
Thermal properties:

of crystals and glasses, IV:2.50t–2.53t, 2.55t
of high-power lasers, II:19.26, 19.27f
of metals, IV:4.6–4.7, 4.53, 4.55

coefficient of linear thermal expansion, 
IV:4.56t, 4.57f, 4.58f

elastic properties, IV:4.69, 4.69t
at room temperature, IV:4.55t
specific heat, IV:4.65t, 4.66f–4.69f
strength and fracture properties, IV:4.70, 

4.70t
thermal conductivity, IV:4.58t, 4.59f–4.63f

Thermal runaway, of lasers, V:13.11
Thermal self-focusing, IV:13.7–13.8
Thermal (Lambertian) sources of light, 

I:5.12–5.13
Thermal spectral radiance, V:3.18, 3.20, 3.20f
Thermal stability, of plastic packaging 

materials, II:17.26
Thermalization, of free electron and hole 

distributions, IV:18.20–18.21
Thermally expanded cores (TECs), V:25.3, 

25.17, 25.17f
Thermistor bolometers, II:24.24f, 24.24–24.25, 

24.25f, 28.7t
Thermistors, II:24.5
Thermocouple junctions, noise from, 

II:27.6, 27.6f
Thermocouples, II:24.5, 28.7t

about, II:28.1
manufacturers’ specifications for, II:24.22f, 

24.22–24.23
as thermal detectors, II:28.4

Thermoelectric arrays, II:28.12, 28.12f
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Thermoelectric coolers (TECs), 
V:19.4f, 19.5

Thermomagnetic recording process, 
I:35.17–35.20, 35.18f–35.20f

Thermomodulation, IV:5.66t
Thermo-optic coefficients, of crystals and 

glasses, IV:2.21, 2.24f, 2.24–2.26
Thermo-optic effect, IV:16.22
Thermopiles, II:24.5, 28.7t

defined, II:24.13
manufacturers’ specifications for, II:24.23f, 

24.23–24.24
as thermal detectors, II:28.4–28.5

Thermoplastic resins, IV:3.2
Thermoset resins, IV:3.2
q1/q2 concentrators, II:39.18–39.20, 39.19f
Thick lens systems, I:1.55
Thick window chips, II:17.7, 17.7t
Thickness errors, for multilayer reflectors, 

IV:7.40
Thin doublet, II:1.15–1.16
Thin film oxides, I:21.13–21.14
Thin film transistors (TFTs), V:61.3, 

61.4, 61.6
Thin lens systems, I:1.55
Thin lenses, II:1.5; V:40.3–40.4
Thin teflon diffusers, II:38.15f
Thin-disk lasers, II:16.18
Thin-film coatings:

and antireflection coatings, IV:7.27–7.28, 
7.28f

interference and, I:2.24
laser-induced damage to, IV:19.4
manufacturing of, IV:7.10–7.12
of metal, IV:7.104, 7.104f
for multiple reflection filters, IV:7.111, 7.112, 

7.112f, 7.113f
theory and design of, IV:7.5–7.10, 7.6f, 7.9f

Thin-lens model:
of Galilean afocal lenses, I:18.15, 18.15f
of Keplerian afocal lenses, I:18.7–18.8, 18.8f

Third-harmonic generation (THG), III:17.2, 
17.9–17.10

Third-order aberrations, I:1.90–1.91, 29.38
Third-order harmonic generation (THG), 

IV:16.2, 16.3t
in crystals, IV:16.14
energy level diagrams for, IV:16.5f
and semiconductors, IV:5.56

Third-order optical nonlinearities, 
IV:16.1–16.31

cascaded x(1):x(1) processes, IV:16.20–16.22, 
16.21f

cascaded x(2):x(2) processes, IV:16.22–16.24, 
16.23f, 16.24f

and four-wave mixing, IV:16.27–16.28, 16.28f
and interferometry, IV:16.28–16.29
Kerr effect, IV:16.11–16.14, 16.13f, 16.14f
Kramers-Kronig dispersion relations, 

IV:16.9–16.11
nonlinear absorption and nonlinear 

refraction, IV:16.7–16.9
propagation effects, IV:16.24–16.26
and quantum mechanics, IV:16.4–16.7, 16.5f
and semiconductors, IV:5.55
stimulated scattering, IV:16.14–16.19, 16.15f, 

16.17f
terms for, IV:16.1–16.3, 16.3t
third-harmonic generation, IV:16.14
and time-resolved excite-probe techniques, 

IV:16.26–16.27, 16.27f
two-photon absorption, IV:16.19–16.20
and Z-scan, IV:16.29–16.30, 16.30f

35-mm photographic films, II:30.21, 30.25
Thompson reversed Nicol prisms, I:13.16f, 13.17
Thomson backscattering, V:59.1
Thomson CSF, I:21.35
Thomson scattering, IV:21.8–21.9, 21.9f; V:26.7
Thomson scattering cross-section, V:59.2
Thoria (in incandescent lights), II:40.27
Threaded retaining rings, II:6.3, 6.3f
3.5-m telescopes, V:5.43f–5.45f, 5.43–5.45
Three-beam interferometers, I:32.7f, 32.7–32.8
Three-chip color systems, II:32.32, 32.33f
3D bandgap materials, IV:9.2
Three-dimensional color data, III:10.19–10.20, 

10.20f
3D concentrators, 2D vs., II:39.20f, 39.20–39.21, 

39.21f
Three-dimensional diffraction patterns, 

I:28.19–28.22, 28.20f, 28.21f
3D optical molasses, IV:20.16f, 20.16–20.17
3D photonic crystals, IV:9.4–9.8

criteria for, IV:9.4–9.5
examples of, IV:9.5, 9.5f
microcavities in, IV:9.7f, 9.7–9.8, 9.8f

3D profilometry, V:46.6
Three-lens prime focus corrector objective, 

I:29.10
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Three-level atomic systems, IV:14.4f, 14.4–14.6, 
14.6f

3M Black Velvet, IV:6.14
3M Black Velvet 101-C10, IV:6.12, 6.35
3M Company, II:29.25
3M Nextel Black Velvet, IV:6.35, 6.36f
3M paints, IV:6.35–6.37, 6.38f, 6.53f

3M Nextel Black Velvet, IV:6.35, 6.36f
MH 2200, IV:6.37
Nextel 2010, IV:6.35, 6.37
Nextel Suede Coating Series 3101-C10, 

IV:6.37, 6.38f, 6.53f
Three-material athermal solutions, II:8.14, 

8.14t, 8.15t
Three-mirror objectives, I:29.28–29.32, 29.34
Three-phase CCDs, II:32.15, 32.16f
Three-phase model (ellipsometry), I:16.5–16.8, 

16.6f–16.8f
Three-photon absorption (3PA), IV:19.9, 19.10, 

19.10f
Three-powered-mirror lenses, I:18.20, 18.20f, 

18.21
Three-ray rule, I:1.42
Three-segment model of biological waveguides, 

III:8.9, 8.11f, 8.11–8.15
assumptions and approximations for, 

III:8.9, 8.12–8.13
electromagnetic validity of, III:8.13

Three-stage zone models (color vision), 
III:11.6, 11.82–11.85, 11.85f

De Valois De Valois model, III:11.82
Müller model, III:11.6, 11.7f, 11.65f, 

11.84, 11.85f
Three-step rescattering model, II:21.3
Three-wave mixing, IV:14.26
Threshold carrier density, II:19.12, 19.12f, 

19.13, 19.13f
Threshold current, II:19.6, 19.6f
Threshold experiments, III:11.17
Threshold ionization:

absorbance above, IV:21.14–21.17, 
21.15f, 21.16f

defined, IV:21.3
Threshold modal gain, II:19.12, 19.12f, 

19.13, 19.13f
Threshold surface or contour (color vision), 

III:11.12–11.15, 11.13f
defined, III:11.3
and loss of information, III:11.20

Threshold surface or contour (color vision) 
(Cont.):

and noise, III:11.20, 11.23f, 11.23–11.26, 
11.25f

and second-site adaptation to steady fields, 
III:11.18f

Threshold voltage, II:25.11
Thresholding devices, IV:12.35–12.36, 12.36f
Threshold-limit values (TLVs), III:7.9
Thresholds, III:3.3f

in adjustment experiments, III:3.4
defined, 3; III:3.2
detection (color vision)

chromatic discrimination near, 
III:11.58–11.59

two-stage model of, III:11.23f
discrimination, III:4.6–4.7
estimation of, III:3.9
increment (color vision), III:11.16f
modulation, III:1.22
for motion detection/discrimination, 

III:2.37f
in psychophysics, III:3.2–3.3
suprathreshold models (color vision), 

III:11.41
of visual resolution, III:4.6–4.7, 4.15

Throughput, I:1.22, 13.7 (see also Étendue)
Thulium-doped fibers, V:25.23t, 25.25, 25.32
Tight binding approximations, for photonic 

crystal fibers, V:11.8
Tightly toleranced assembly, II:6.7, 6.7f
Tilt, III:13.2

atmospheric, V:5.14, 5.14f–5.15f
gradient (G-tilt), V:4.3

and adaptive optics, V:5.14–5.16
and angle of arrival, V:4.23, 4.25, 4.26

wavefront (Z-tilt), V:4.3, 4.23–4.25, 5.14, 5.15
Zernike, V:4.23–4.26

Tilt errors, for grazing incidence optics, V:45.7
Tilt-corrected phase variance, V:4.31f, 4.31–4.32
Tilted diffraction geometry, V:42.4
Tilted planes, for collineation, I:1.61, 1.62, 1.62f
Tilted-plane processors, I:11.8, 11.8f
Time:

coherence, I:5.3
visual acuity and, III:4.12, 4.13f

Time averages, in coherence theory, I:6.2n, 6.4–6.5
Time delay integration (TDI), II:33.4
Time delay integration (TDI) linear sensors, 

II:32.23f, 32.24
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Time delay integration (TDI) scanning FPAs, 
II:33.17, 33.17f

Time domain, I:7.17
Time domain OCT, III:18.2–18.5, 18.4f
Time evolution of the field, II:23.15f, 

23.15–23.17
Time lag, of cameras, I:25.8–25.9, 25.9f
Time shifts, of solitons, V:22.15, 22.16
Time-averaged color mixing, II:40.8
Time-based measurement, II:12.2, 12.4, 

12.5, 12.6f
Time-dependent error, II:34.35
Time-dependent (transient) spectroscopy, 

IV:11.2
Time-division multiplexing (TDM), V:9.12, 

20.3, 21.3
Time-domain atom interferometers, 

IV:11.22–11.24, 11.24f
Time-domain spectroscopy (TDS) systems, 

V:7.37, 7.37f–7.38f
Time-gated imaging, IV:15.42, 15.43, 15.44f
Time-integrated intensity, IV:11.18
Time-integrating correlators, I:11.11f, 

11.11–11.12
Time-of-flight distance measurement, II:12.4, 

12.5
Time-of-flight (TOF) measurement of velocity 

distribution, IV:20.13, 20.13f
Time-of-flight (TOF) spectroscopy, V:2.5
Time-resolved excite-probe techniques, 

IV:16.26–16.27, 16.27f
Time-sequential polarimeters, I:15.5
Timing recovery, in OTDM networks, V:20.10f, 

20.10–20.12, 20.11f
Timing standards, for color CRTs, 

III:22.13–22.14
Tin hypothiodiphosphate (Sn2P2S6), IV:12.17, 

12.18t
Tiodize V-E17, IV:6.49
Titanium, IV:4.48t, 4.50t, 4.52t, 4.55t
Titanium dioxide, IV:6.15
Titanium oxide (TiO2) UV detectors, II:24.47, 

24.48f
Titanium sapphire (Ti:sapphire) amplifiers, 

IV:21.5
Titanium sapphire (Ti:sapphire) lasers, IV:18.3
Titanium-doped sapphire (Ti:Al2O3) lasers, 

II:16.34, 16.34f
Titanium-doped sapphire (Ti:Al2O3) ring 

lasers, II:20.16f, 20.16–20.17, 20.17f

T-matrix method, I:7.15
T-number, I:1.79
Tokens, of FDDI connectors, V:23.3
Tokyo Institute of Technology, II:19.41
Tolerance budgeting, II:5.3
Tolerance verification, II:5.3
Tolerances, II:5.2–5.8

assembly, II:5.8
basis for, II:5.2–5.3
boresight, II:5.8
budgeting of, II:5.3
distortion, II:5.8
optical vs. mechanical, II:5.2
verification of, II:5.3
wavefront, II:5.3–5.7, 5.4f, 5.5f, 5.5t, 

5.6t, 5.7f
Tolerancing, II:5.8–5.11

and aberration balancing, II:11.35, 11.36
about, II:5.1–5.2
and material properties, II:5.9
measurement practices for, II:5.8–5.9
and optimization, II:3.20–3.21
problems in, II:5.11
procedures for, II:5.9–5.10
shop practices for, II:5.8

Tomography, IV:23.13; V:31.1, 31.5, 
31.5f–31.7f, 31.5–31.7

Tomosynthesis, digital, V:31.7–31.8
Tone reproduction, II:29.16–29.17, 29.17f
Toner, in xerographic systems, I:34.1, 34.8f, 

34.8–34.9
Tonic level of accommodation, III:1.33–1.34
Topothesy, of fractals, I:8.8
Toric lenses:

for astigmatism, III:12.13
bitoric, III:20.17–20.20, 20.18f–20.20f, 20.18t
intraocular, III:21.12, 21.13, 21.13f
power of, III:20.16f, 20.16–20.20, 20.17f
prism with, III:20.30

Toroidal reflectors, for neutron beams, V:64.4
Toroidal-grating monochromators (TGMs), 

V:38.3
Torsion, I:1.19; III:13.2, 13.8, 13.22
Torsional vergence, III:13.22, 13.27
Total emittance, of metals, IV:4.6
Total external reflection, V:64.1–64.2
Total flux into a hemisphere, II:34.15
Total hemispherical emittance, II:35.15, 35.15f
Total integrated excitance, for crystals and 

glasses, IV:2.19
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Total integrated scatter (TIS):
of neutrons, V:64.2–64.3
and scatterometers, V:1.4, 1.6–1.7, 1.10–1.11

Total internal reflection (TIR), II:39.12, 39.17, 
40.41; IV:8.13; V:11.2, 11.3, 11.14, 11.15

of optical waveguides, I:21.3
of Rochon prisms, I:13.20

Total internal reflection (TIR) Fresnel lenses, 
II:39.10

Total luminous flux, II:37.4t, 37.6
Total mass loss (TML), IV:6.17
Total power law, IV:2.19–2.20, 2.20f
Total radiant flux, II:37.4t, 37.6
Total strain, of crystals and glasses, IV:2.36
Total transmittance, II:35.3, 35.9f
TRACE observatory, V:41.3
Traceability:

of absolute measurements, II:34.21
errors in, II:34.28

TracePro (optical software), II:7.27
Track-error signal (TES), I:35.14–35.15, 

35.15f, 35.17
Tracking, for adaptive optics, V:5.15–5.18, 

5.17f, 5.21–5.23, 5.22f
Tracks, on optical disks, I:35.2–35.5, 35.3f–35.5f
Transconductance amplifiers, II:27.11f, 

27.11–27.12
Transducer resonance, II:22.8, 22.11–22.12
Transducers, II:22.17–22.20
Transfer, in xerographic systems, I:34.10
Transfer function (human vision), III:2.3

defined, III:6.1
of photoreceptors, III:8.23–8.24, 8.24f
temporal and spatial components of, 

III:2.11, 2.12f
Transfer functions [see specific functions, e.g.: 

Modulation transfer function (MTF)]
Transfer matrices, I:1.66
Transfer matrix solution (to Maxwell’s equations), 

IV:9.3
Transformers, in voltage amplifiers, II:27.11
Transient four-wave mixing (TFW), IV:18.17f, 

18.17–18.18
Transient photon counting, II:27.14
Transient Raman scattering, IV:15.22–15.32

broadband effects, IV:15.28–15.32, 15.29f
phase pulling, IV:15.26–15.27, 15.27f
pulsed, IV:15.22–15.25, 15.24f–15.26f, 15.24t
solitons, IV:15.27–15.28, 15.29f
spectral properties, IV:15.32

Transient response:
of laser diodes, V:13.13–13.18, 13.14f, 13.16f, 

13.17f
of light-emitting diodes (LEDs), 

V:13.41–13.42
Transillumination, in microscopes, I:28.5–28.7, 

28.6f
Transition-edge sensor (TES) microcalorimeter 

detectors, V:29.9f, 29.9–29.11, 29.11f
Transition-edge sensors (TES), V:60.9
Transition-metal ions, spectra of, V:2.8f, 

2.8–2.9
Transitions, IV:16.4 (see also specific transitions, 

e.g.: One-electron transitions)
Transitivity (color matching), III:10.8
Translation, by scanners, I:30.5
Transmission, II:4.7

actual/idealized, II:35.2f
of amplitude modulators, V:7.22
amplitude-shift-keyed, I:21.30
analog, I:21.32–21.34, 21.33f, 21.34f; 

V:9.15–9.17, 9.16f
atmospheric optical, V:3.22f–3.27f, 3.22–3.26
Bormann, V:43.3, 43.3f
broadband, V:3.23–3.24, 3.25f–3.26f
of coatings on substrate, IV:7.3
for cutoff filters, IV:7.54–7.55, 7.55f
defined, II:35.3
differential-phase-shift-keyed, I:21.30, 21.32
digital, I:21.31–21.32
electrical time domain multiplexed, V:20.3, 

20.25
formats for data, V:20.9f, 20.9–20.10
Gaussian, V:37.5
by Glan-Thompson-type prisms, I:13.9–13.10, 

13.10f, 13.11f
Laue, V:26.8, 26.9f, 63.24, 63.26
by LEDs, I:21.32
line-by-line, V:3.23, 3.24f
measurement of, IV:5.64
in multilayer systems, I:16.8–16.9
nonnormal-incidence, I:12.18–12.24
of NPM AOTFs, V:6.41
with optical fibers, V:9.7–9.8, 9.15–9.17
in OTDM networks, V:20.7–20.8, 20.12–20.17, 

20.14f–20.16f
in passband region, IV:7.53, 7.54
in polycapillary x-ray optics, V:53.5–53.8, 

53.6f, 53.7f
silicon photonics, I:21.14–21.16, 21.15f
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Transmission (Cont.):
by silicon photonics, I:21.38, 21.39
for solitons, V:22.5–22.7
WDM dispersion managed soliton, 

V:22.15–22.17
of x-ray tube sources, V:54.11–54.12

Transmission coefficient, for optical constants, 
IV:5.9–5.10

Transmission density, of photographic films, 
II:29.6–29.7, 29.7f

Transmission ellipsometry, I:16.10
Transmission filters, IV:7.3–7.5, 7.83, 7.88f
Transmission grating, IV:12.7, 12.8f
Transmission loss, in fiber optic links, V:15.7
Transmissive planar objects, I:6.3
Transmissive sensors, II:17.34
Transmissive thin-film transistor (TFT) LCDs, 

V:8.29–8.31, 8.30f, 8.31f, 8.34f, 8.32–8.35
Transmittance, II:35.3

of Brewster angle transmission polarizers, 
I:12.22

in human eye, III:1.9f, 1.9–1.11
at interface of solid, IV:8.12
measurement of, II:35.8–35.10, 35.9f
of metals, IV:4.6
of Mueller matrices, I:14.16–14.17
of optical coatings, IV:7.12–7.13
of pile-of-plates polarizers, I:12.15–12.17
principal, I:12.14–12.16
and reflectance/absorptance, II:35.7, 35.8, 

35.8t
spectral, II:38.2, 38.17, 38.17f; IV:7.3–7.4
of spherical lenses, I:6.3
of water, IV:1.5t

Transmitted state, of polarizers, I:15.19
Transmitter speed, for fiber optics, 

II:17.33
Transparency, II:39.23, 40.5

and absorption, IV:2.17
aging-related changes in, III:14.8 (see also 

Cataract)
EIT [see Electromagnetically induced 

transparency (EIT)]
induced, IV:21.52

Transparency point, II:19.5
Transparent fiber systems, V:14.1
Transparent HMDs, III:25.4–25.5
Transparent prisms, IV:5.59
Transparent substrate (TS) chips, 

II:17.7, 17.7t

Transportation lighting, II:40.63–40.71
roadway lighting, II:40.67, 40.69–40.71, 

40.70t, 40.71t
vehicular lighting, II:40.63–40.67, 40.64f, 

40.65t, 40.66f, 40.66t, 40.68t, 40.69f
Transreflective LCDs (TR-LCDs), V:8.32–8.35, 

8.33f, 8.34f
Transverse acoustic (TA) phonons, IV:5.24, 

5.25f
Transverse (lateral) chromatic aberration 

(TCA), III:1.19, 1.20, 15.22–15.23
measurement of, III:8.8
with visual instruments, III:1.28

Transverse coherence, V:55.18–55.20, 55.19f
Transverse effective wavelength, for PCFs, 

V:11.10
Transverse electric (TE) modes, of optical 

waveguides, I:21.6, 21.7
Transverse electric (TE) polarization, V:19.7
Transverse electric (TE) waveguide mode, of 

laser diodes, V:13.13
Transverse electromagnetic mode (TEM), 

II:16.21–16.23, 16.22f
Transverse electro-optic modulators, V:7.16, 

7.17, 7.17f
Transverse holographic technique, for fiber 

Bragg gratings, V:17.5, 17.5f
Transverse junction stripe (TJS) lasers, II:19.8, 

19.9f, 19.23–19.24, 19.36f
Transverse Kerr effect, IV:18.11, 18.12f, 

18.14–18.15
Transverse laser modes, II:16.21f–16.23f, 

16.21–16.23
Transverse magnetic (TM) modes:

of laser diodes, V:13.13
of optical waveguides, I:21.6, 21.7

Transverse magnetic (TM) polarization, V:19.7
Transverse magnification, I:1.28, 1.50–1.51
Transverse optical (TO) frequencies, for 

crystals and glasses, IV:2.11, 2.12
Transverse optical (TO) phonons, IV:5.24, 

5.25f, 5.80, 5.80f, 8.16–8.18
Transverse primary chromatic aberration 

(TPAC), I:17.22
Transverse ray aberration (TRA) equations, 

V:45.3–45.8
Transverse ray aberrations, I:1.87
Transverse ray plots, II:2.2–2.4, 3.13
Transverse relaxation time, IV:11.5
Transverse spatial coherence, V:55.16
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Transverse spatial modulation (TSM), 
V:6.11–6.12, 6.23, 6.30, 6.31

Transverse translational scan, I:30.28
Trap loss collisions, IV:20.29
Trap-assisted thermal generation current, 

V:13.69
Trapping atoms, IV:20.21–20.39

applications of, IV:20.26–20.39
and atomic beam brightening, IV:20.27f, 

20.27–20.28
and atomic clocks, IV:20.28
and Bose-Einstein condensation, 

IV:20.35–20.37, 20.36f
and dark states, IV:20.37–20.39, 20.38f
magnetic traps, IV:20.21–20.23, 20.22f
magneto-optical traps, IV:20.24f, 

20.24–20.25, 20.26f
and optical lattices, IV:20.31–20.34, 

20.32f–20.34f
optical traps, IV:20.23f, 20.23–20.24
and ultra-cold collisions, IV:20.28–20.31, 

20.30f, 20.31f
Traveling microscopes, II:12.20, 12.21, 12.21f
Traveling wave electro-optic modulators, 

V:7.28–7.30, 7.29f
Traveling wave modulators, I:21.26
Traveling wave photodetectors, II:26.4f, 26.5, 

26.14f
Traveling wave pumping, by EUV lasers, V:58.3
Traveling-wave amplification, V:19.3, 19.4f
Treaty of the Meter of 1875, II:34.20, 36.2
Tree topologies, of WDM networks, V:21.6, 

21.7
Tremor, III:1.44
Trials, experimental, III:3.2
Triatomic molecules, in strong fields, IV:21.26
Trichromacy (trichromatic vision), III:10.4–10.6

color appearance vs., III:11.5
in color matching, III:10.7–10.9
in color-deficient observers, III:10.16

Triclinic crystals, IV:2.7t, 2.18, 8.9t, 8.10
Trifocal lenses, III:12.10, 14.27
Trigger detection, with ODMR, I:31.21
Trigonal crystals, IV:8.9t, 8.19t
Trigonal selenium, IV:2.70t
Tri-Level highlight color process, I:34.12, 34.13f
Trim retarders, for LC panels, I:15.33
Trimmed Nicol-type polarizers, I:13.16f, 

13.16–13.18
Trinitron CRTs, III:22.5

Triphosphors, II:40.31, 40.32f
Triplet lenses, I:17.26, 17.26f; II:6.21, 6.22f
Triply resonant oscillators (TROs), IV:17.2–17.4, 

17.3f, 17.4f, 17.20–17.21, 17.21f
Tri-positive rare earth ions, I:10.16–10.18, 

10.16t, 10.17f
Trischiefspiegler objective, I:29.27
Tristimulus values, II:38.3–38.4; III:10.4

for arbitrary lights, III:10.9
in colorimetric measurements, III:10.23
and consistency across observers, III:10.9
defined, III:10.1, 10.4t
in maximum stimulus method, III:10.7
negative, III:10.7
and spectral power distribution, III:10.11
spectral power distributions from, 

III:10.36–10.37
tailored to individuals, III:10.15
uniqueness of, III:10.9
in vector representations, III:10.27–10.29

Tritanopes, III:10.16
Trivalent rare-earth ions, V:2.11
Trivex lenses, III:12.9
Troffers, fluorescent luminaire, II:40.47
Troland (unit), II:34.41–34.42, 37.7, 37.8; 

III:5.3–5.4, 6.3
defined, III:2.7n
“effective,” III:8.7
“equivalent,” III:9.2
limitations of, III:9.3
as unit of retinal illuminance, III:9.2

Trough reflectors, II:40.46f, 40.47
TRU-Color Diffuse Black, IV:6.49
Trumpet (term), II:39.15, 39.16f, 39.17
TRW, II:19.27
T-trace formula, I:1.44
Tube length (objective lenses), I:28.13, 28.13t
Tube voltage, of x-ray tube sources, V:54.9
Tubular PZT transducers, II:22.17–22.18
Tunable dispersion compensation, in WDM 

networks, V:21.23–21.26, 21.24f–21.26f
Tunable double resonance (electromagnetically 

induced transparency), IV:22.6–22.9, 
22.7f, 22.8f

Tunable filters, acousto-optic, V:6.23t, 
6.35–6.45

collinear beam, V:6.43, 6.43f, 6.45t
long-infrared, V:6.42
and longitudinal spatial modulation, V:6.12
mid-infrared, V:6.42
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Tunable filters, acousto-optic (Cont.):
noncritical phase-matching, V:6.37, 6.39–6.42, 

6.38f, 6.43t
principle of operation, V:6.36–6.39, 6.37f, 6.38f
ultraviolet, V:6.42

Tunable lasers, for fiber optic systems, 
V:13.32–13.36, 13.33f–13.36f

Tunable phase-dispersion filters, IV:7.89, 7.89f
Tungsten:

absorptance of, IV:4.42f, 4.48t, 4.50t, 4.51t
elastic properties of, IV:4.69t
extinction coefficient for, IV:4.18t–4.19t, 4.26f
in HID lamps, II:40.35
in incandescent lights, II:40.25, 40.27, 40.29
reflectance of, IV:4.38t–4.39t, 4.42f
refraction index for, IV:4.18t–4.19t, 4.26f
resistivity of, IV:4.54t
strength and fracture properties of, IV:4.70t

Tungsten hexafluoride, IV:6.56
Tungsten lamps, II:15.13, 40.26t, 40.28f
Tungsten silicide/silicon (WSi2/Si) bilayers, in 

MLLs, V:42.6, 42.7
Tungsten-arc lamps, II:15.47–15.48, 15.48f, 15.49f
Tungsten-filament lamps, II:15.11, 15.12, 

15.13f, 15.19, 15.20, 15.20f–15.22f, 34.31
Tungsten-halogen lamps, II:15.11, 15.12, 

15.13f, 40.25t, 40.26t, 40.30
Tuning relation, of NPM AOTFs, V:6.39–6.40
Tunnel diagram (see Williamson construction)
Tunnel ionization:

atomic, IV:21.12f, 21.12–21.14, 21.14f
molecular, IV:21.25f, 21.25–21.26, 21.27f
relativistic, IV:21.20

Tunnel lighting, II:40.71
Tunneling, collective, IV:21.18
Tunneling current, II:25.8
Turbulence:

and adaptive optics, V:5.5–5.21
anisoplanatism, V:5.19
atmospheric tilt and Strehl ratio, V:5.14, 

5.14f–5.15f
Fried’s coherence diameter and spatial 

scale, V:5.9–5.13, 5.11t, 5.12f, 5.13f
higher-order phase fluctuations, 

V:5.18–5.19
imaging, V:4.35–4.36, 5.19f, 5.19–5.21, 5.20f
Kolmogorov model, V:5.5–5.6
tracking requirements, V:5.15–5.18, 5.17f
variation of n and C 2

n parameters, 
V:5.6–5.8, 5.7f, 5.8f

Turbulence (Cont.):
in atmospheric optics, V:3.26, 3.28–3.36

beam spreading, V:3.32–3.33, 3.33f
beam wander, V:3.31–3.32
imaging and heterodyne detection, V:3.34
parameters for, V:3.28–3.31, 3.29f, 3.30f
scintillation, V:3.34–3.36, 3.35f

Hufnagel model of, V:3.29
Hufnagel-Valley model of, V:3.30, 5.7, 5.8
imaging through atmospheric, V:4.1–4.37

aberration variance and approximate 
Strehl ratio for, V:4.27–4.28, 4.28f

adaptive optics, V:4.35–4.36
angle of arrival fluctuations, V:4.23–4.26, 

4.25f, 4.26f
expansion coefficients, V:4.20–4.22, 4.21t, 

4.22f–4.23f
Kolmogorov turbulence and atmospheric 

coherence length, V:4.7–4.10, 
4.8f, 4.9f

long-exposure images, V:4.3–4.7
modal correction of turbulence, 

V:4.28–4.30, 4.29t, 4.30f
modal expansion of aberration function, 

V:4.17f–4.18f, 4.17–4.20, 4.19t, 4.20t
and resolution of telescopes, V:4.2–4.3
short-exposure image, V:4.31f–4.34f, 

4.31–4.35, 4.35t
systems with annular pupils, V:4.10–4.16, 

4.11f–4.15f, 4.15t
inner scale of, V:4.7
Kolmogorov, V:4.3, 4.7–4.10, 4.8f, 4.9f, 4.27, 

4.30, 4.36
Kolmogorov model of, V:5.5–5.6, 5.11
optical strength of (C2

n), V:5.6–5.8, 5.7f, 5.8f
outer scale of, V:4.7
phase structure function of, V:4.5

Turning, single-point, IV:3.12
Turn-on delay, of laser diodes, V:13.13–13.14, 

13.14f
Tutton’s test, I:13.45
Tweezers, optical, IV:20.23
Twilight myopia, III:1.34
Twin beams of light, correlated, IV:17.28, 

17.29f, 17.30f
Twin-channel lasers (TCLs), II:19.27
Twin-channel substrate mesa (TCSM) lasers, 

II:19.20t, 19.21f, 19.23
Twin-ridge structure (TRS) lasers, II:19.19, 

19.20t, 19.21f, 19.22–19.23
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Twist, of liquid crystals, V:8.22, 8.23f
Twist grain boundary (TGB) phases, of liquid 

crystals, V:8.11
Twisted nematic (TN) cells, V:8.16, 8.25–8.26, 

8.26f
Two-alternative forced choice (2afc), III:3.8
Two-beam coupling:

optical limiting by, IV:13.8–13.9
photorefractive gain in, IV:12.29–12.32, 

12.31f
photorefractive loss in, IV:12.31–12.32, 

12.33f–12.35f
and wave interactions, IV:12.4f, 12.4–12.6

Two-channel Maxwellian viewing, III:5.21, 
5.23f, 5.23–5.24

Two-color gating, II:21.7
Two-color threshold experiments, III:11.34, 11.37
Two-component magnetic brush development, 

in xerographic systems, I:34.5f–34.7f, 
34.5–34.7

Two-component systems, first-order layout for, 
II:1.5–1.7

2D (term), II:39.4
2D concentrators, 3D vs., II:39.20f, 

39.20–39.21, 39.21f
2D high-power laser arrays, II:19.29–19.30, 

19.29t, 19.30f
Two-dimensional images, analog processing 

for, I:11.12–11.17, 11.13f
2D photonic crystals, microcavities of, 

IV:9.8–9.12, 9.9f
in-plane coupling, IV:9.10–9.11
out-of-plane coupling, IV:9.11–9.12
waveguides in, IV:9.13f, 9.13–9.14

2D profilometry, V:46.6
Two-dimensional scanners, I:30.18, 30.19f
Two-interference pattern distance-measuring 

interferometer, II:12.7, 12.7f
Two-lens systems, I:17.20–17.22, 17.21f–17.22f
Two-level atoms:

coherence in, IV:14.4f, 14.4–14.5
force on, IV:20.6–20.7
at rest, IV:20.7–20.8

Two-level coupling, IV:14.30, 14.30f
Two-material periodic multilayers theory, 

IV:7.32–7.38
[(0.5A)B(0.5A)]N multilayers, IV:7.35, 7.36f
angular sensitivity, IV:7.37
multilayer reflectors of absorbing materials, 

IV:7.37–7.38, 7.38f

Two-material periodic multilayers theory 
(Cont.):

nonabsorbing [AB]N and [AB]NA multilayers, 
IV:7.32–7.34, 7.33f–7.35f

width of high-reflectance zone, IV:7.36–7.37, 
7.37f

[xH.(1-x)L]N.xH multilayers, IV:7.37
Two-mirror, three reflection objective, I:29.26
Two-mirror imaging system, II:39.17
Two-phase CCDs, II:32.15–32.16, 32.16f
Two-phase model (ellipsometry), I:16.5, 16.6f
Two-photon absorption (2PA):

energy level diagrams for, IV:16.5f
and laser-induced damage, IV:19.9, 19.10, 

19.10f
and optical limiting, IV:13.4, 13.5, 13.6f
of semiconductors, IV:5.56
symbols, IV:16.8
in third-order optical nonlinearities, 

IV:16.19–16.20
Two-photon transitions, IV:11.22–11.23, 11.24f
Two-powered-mirror lenses, I:18.20, 18.20f
Two-ray paraxial invariant, I:1.41
Two-stage baffle, II:7.10
Two-step rescattering model, II:21.3
Two-steps-plus-one phase shifting, II:13.21, 

13.22
Two-wave interaction (acousto-optic), V:6.8
Two-wavelength interferometry, I:32.9; 

II:13.25, 13.26
Twyman-Green interferograms, II:13.10f, 13.18f
Twyman-Green interferometers, I:2.28, 32.2, 

32.9, 33.5; II:13.7f, 13.7–13.8, 13.8f, 13.18
Tyler frequency, V:5.17
Type A errors (in absolute measurement), 

II:34.21–34.23
Type B errors and error sources (in absolute 

measurement), II:34.32–34.37
defined, II:34.21–34.23
nonideal aperture, II:34.35f, 34.35–34.36
nonlinearity of detector, II:34.34–34.35
nonuniformity, II:34.35
offset subtraction, II:34.32–34.33
polarization effects, II:34.33
scattered radiation effect, II:34.33
size-of-source effect, II:34.33
spectral errors, II:34.36
temperature-dependence effects, 

II:34.36–34.37
time-dependent error, II:34.35
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UHURU satellite, V:47.1
ULE glass, IV:2.43t, 2.49t, 2.54t
Ultimate strength, of metals, IV:4.8
Ultra fast nonlinear interferometers (UNIs), 

V:19.32
Ultra-cold collisions, IV:20.26, 20.28–20.31, 

20.30f, 20.31f
Ultrafast depletion, of semiconductor band 

states, IV:18.21
Ultrafast lasers, IV:11.26, 18.3–18.5, 18.4f, 18.5f
Ultrafast optics, coatings for, IV:7.47–7.48, 7.48f
Ultrahigh-speed OTDM, V:20.23–20.24, 20.24f
Ultrashort cavity microlasers, II:19.39
Ultrashort optics, II:20.1–20.28

about, II:20.1–20.2
cavities with two circulating pulses, 

II:20.15–20.22
linear lasers, II:20.18–20.19, 20.19f
optical parametric oscillators, II:20.20f, 

20.20–20.22, 20.21f
ring dye lasers, II:20.15–20.16
ring lasers, II:20.17f, 20.17–20.18
Ti:sapphire ring lasers, II:20.16f, 

20.16–20.17, 20.17f
coupling of circulating pulses, II:20.12f, 

20.12–20.15, 20.15f
optical pulses and pulse trains, II:20.2–20.9

single optical pulse, II:20.2–20.3, 20.3f
soliton solution and steady-state pulse 

train, II:20.5–20.9
train of pulses, II:20.3–20.5, 20.4f, 20.5f

and quantum mechanical two-level system, 
II:20.22–20.28

coherent interaction, II:20.22–20.23
experimental demonstration, 

II:20.24–20.27, 20.25f–20.27f
impact of analogy, II:20.27–20.28
laser as two-level system, II:20.23–20.24, 

20.25t
Rabi cycling, II:20.26f, 20.26–20.27, 20.27f

steady-state pulse, II:20.9–20.12, 20.11f
Ultrashort pulse generation, IV:18.1–18.23

Kerr effect, IV:18.11–18.15
longitudinal, IV:18.11–18.15, 18.12f
transverse, IV:18.14–18.15

saturable absorbers, IV:18.5–18.11
fast, IV:18.9–18.10
self-amplitude modulation, IV:18.5–18.7, 

18.6f, 18.7f

Ultrashort pulse generation, saturable 
absorbers (Cont.):
semiconductor saturable absorber mirrors, 

IV:18.3, 18.10–18.11
slow, IV:18.7–18.9, 18.8f

semiconductor ultrafast nonlinearities, 
IV:18.15–18.23

carrier trapping, IV:18.21–18.23, 18.22f
in coherent regime, IV:18.19–18.20
continuum excitations, IV:18.20
excitonic excitations, IV:18.19–18.20
experimental techniques, IV:18.17f, 

18.17–18.19
properties, IV:18.16f, 18.16–18.17
in thermalization regime, IV:18.20–18.21

and ultrafast lasers, IV:18.3–18.5, 18.4f, 18.5f
Ultrashort pulses (USPs), for fiber lasers, 

V:25.32–25.33
Ultraslow light pulses, IV:14.22–14.23, 14.23f
Ultrasonic-assisted machining, II:10.5
Ultraviolet (UV) AOTFs, V:6.42
Ultraviolet (UV) crystals, IV:10.22t
Ultraviolet (UV) detectors:

silicon carbide, II:24.47, 24.47f
TiO2, II:24.47, 24.48f

Ultraviolet (UV) enhanced photodiodes, 
II:24.55f, 24.61f, 24.61–24.62, 24.62f

Ultraviolet (UV) filters, II:40.12
Ultraviolet (UV) light:

and black surfaces, IV:6.21, 6.22f–6.25f
metal-dielectric reflectors for, 

IV:7.108–7.109, 7.109f
semiconductor interactions with, IV:5.4f, 5.5
[see also Extreme ultraviolet (XUV) light]

Ultraviolet (UV) radiation, II:34.6; III:14.23
cataract from, III:7.5–7.6
and color film, II:30.3
damage from, III:7.2
exposure limits for, III:7.9–7.10
far, II:15.12, 15.13
pterygium and droplet keratopathies from, 

III:7.6, 7.7
spectrum of, II:25.2
vacuum, II:24.3

Umweganregung (multiple-beam Bragg 
diffraction), V:43.6–43.8, 43.7f

Unaccommodated eye, III:16.5
Unbalanced nonlinear interferometers (UNI), 

V:20.22
Unblazed gratings, I:20.3–20.4
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Uncertainty principle, IV:23.4, 23.6
Uncertainty state, IV:23.6
Uncrossed reflectors, II:39.38, 39.38f
Underdense plasmas, strong field interactions 

with, IV:21.36–21.46
direct laser acceleration and betatron 

resonance, IV:21.42–21.43
intense laser pulses, IV:21.38f, 21.38–21.39
inverse Bremsstrahlung heating, IV:21.37, 

21.37f
ionization-induced defocusing, IV:21.43f, 

21.43–21.44
ponderomotive channel formation, IV:21.42
self-channeling and self-phase modulation, 

IV:21.44–21.46, 21.45f
wakefield generation and electron accelera-

tion, IV:21.39–21.42, 21.40f, 21.42f
Underillumination, for input/output scanning, 

I:30.14
Underscan, in color CRTs, III:22.12, 22.13f
Underwater cameras, I:25.24–25.25
Undulators, V:55.12f, 55.12–55.14, 55.13f, 58.1
Unfolded reflections, in systems of revolution, 

I:1.32
Uniaxial crystals, IV:8.8, 8.9t, 8.10f
Uniaxial stress, IV:5.66t
Unicam double-monochromator spectrometer, 

I:20.10, 20.13, 20.15f
Unified Glare Rating (UGR), II:40.10–40.11, 

40.11t
Uniform color spaces, III:10.40, 10.42
Uniform illumination, of nonimaging optics, 

II:39.22–39.41
with classic projection systems, II:39.23f, 

39.23–39.24
faceted structures in, II:39.39f, 39.39–39.41, 

39.40f
integrating cavities in, II:39.24f, 39.24–39.27, 

39.25f, 39.27f
lens arrays in, II:39.32–39.37, 39.33f–39.37f
lightpipes in, II:39.13f, 39.27–39.32, 

39.28f–39.30f
tailored reflectors, II:39.37–39.39, 39.38f

Uniformity:
angular, II:39.31
of binary optics, I:23.7
control of, II:39.1–39.2
of luminance/illuminance, II:40.7, 40.13f
of photodetectors, II:24.20
and visual discomfort, II:40.9

Unintentional (induced) prism, with contact 
lenses, III:20.31

Unipolar chromatic mechanisms, III:11.80–11.81
Unipolar mechanism (color vision), III:11.3
Unique hues, III:11.27

in color discrimination vs. color appearance 
tests, III:11.81–11.82

defined, III:11.3
and equilibrium colors, III:11.63–11.66
zero crossings, III:11.62–11.63

Unit cell, crystal, IV:2.30
Unit conversions:

for English and SI units, II:37.7, 37.7t
for illuminance, II:36.7t, 36.8t
for photometric and radiometric quantities, 

II:36.11–36.14, 36.12f–36.14f
Unit determinants, paraxial matrix methods 

for, I:1.67
Unit magnification Galilean telescope, II:12.4, 

12.4f
Unitary matrix, III:18.2
Unitraveling-carrier (UTC) photodiodes, 

V:13.68f, 13.68–13.69
Unity divergence ratio, for AO modulators, 

V:6.32–6.33
Univariance, III:10.4
Univariant mechanism (color vision):

defined, III:11.3
flicker, III:11.45
suprathreshold, III:11.58

Universal antireflection coatings, IV:7.26, 7.27f
Unlit-appearance modeling, II:40.21
Unmodulated signal sources, II:27.12
Unruh radiation, V:58.2
Unstable resonators, II:16.25–16.26, 16.26f
Unstrained QW lasers, II:19.15–19.16, 19.16f
Uplight, II:40.43, 40.44f, 40.45
Upper Atmospheric Research Satellite (UARS), 

V:3.36, 3.37f
Upward plane irradiance, IV:1.5t, 1.7f, 1.8
Upward scalar irradiance, IV:1.5t, 1.7f, 1.8
Upwelling average cosine, IV:1.6t, 1.7f
Upwelling irradiance, IV:1.7f, 1.8
Ur (code), V:55.14
Urbach tail model, IV:2.14–2.15
Urbach’s rule, IV:5.23
Urea [(NH4)2CO], IV:2.40t, 2.45t, 2.48t, 2.52t, 

2.57t, 2.64t
Urgent (code), V:55.14
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U.S. Air Force Cambridge Research 
Laboratories, V:3.22

U.S. Air Force three-bar target, II:4.6
U.S. Department of Defense, V:5.27
U.S. National Institute of Standards and 

Technology (NIST) database, V:3.26
U.S. Standard Atmosphere, V:3.5, 3.6, 3.8f, 3.9f
Useful life period, of LEDs, II:17.26, 17.26f
User interfaces, human image features and, 

III:24.8–24.9
Uviarc, II:15.28–15.29, 15.29f, 15.30f

Vacuum, laser gain media in, II:16.36–16.37, 
16.37f

Vacuum heating, IV:21.47f, 21.48–21.49
Vacuum lamps, II:34.31
Vacuum spark source, of z-pinch radiation, 

V:57.3, 57.3t
Vacuum ultraviolet (VUV) radiation, II:24.3; 

IV:14.3
Vacuum ultraviolet (VUV) region, gratings and 

monochromators in, V:38.1–38.8, 38.2f, 
38.3f, 38.4t–38.5t

Vacuum ultraviolet (VUV) spectrum, 
IV:5.4f, 5.5

Vacuum-metal interfaces, IV:4.43f
Valence band (VB), II:17.3, 17.4, 17.4f; IV:18.3
Valence lighting, II:40.13f
Van Cittert-Zernike theorem, I:2.38, 2.39, 

5.13–5.14, 5.17–5.19, 6.4, 6.8; III:6.12
Van der Waals theory, V:8.23
van Hove singularities, IV:8.28
Vander Lugt filters, I:11.13–11.14
Vanes (in stray light suppression), II:7.11–7.17

defined, II:7.11–7.12, 7.12f, 7.13f
placement design for, II:7.12f
and scatter path, II:7.13f
spacing and depth of, II:7.13–7.17, 7.14f–7.17f

Vanishing point, III:13.4, 13.4f
Vantage point, III:13.2
Vapor axial deposition (VAD), V:25.3, 25.26
Vapor exposure, in LED packaging, II:17.26
Vapor phase epitaxy (VPE), I:21.17, 21.18; 

II:17.21, 17.22
Variable optical attenuators (VOAs), V:21.12, 

21.13f
Variable retardation plates, I:13.53
Variable temperature blackbody, II:15.10f
Variable-angle spectroscopic ellipsometry 

(VASE), I:16.3

Variable-orientation mirrors, II:6.17
Varian (company), II:15.34
Variational integral, of rays, I:1.19
Varifocal systems, first-order layout for, 

II:1.11–1.12
Vector aberration theory, I:29.5
Vector diffraction, I:3.32f–3.37f, 3.32–3.37, 

23.13–23.14, 23.14f
Vector flux, II:39.21–39.22
Vector Huygens secondary source (unit), 

I:3.33–3.36, 3.37f
Vectors:

electric field, I:2.3–2.4
of space curves, I:1.18, 1.19

Vector-scattering amplitude, I:7.8
Vee (V) coupling, IV:14.1, 14.6f
Vehicular lighting, II:40.63–40.67, 40.64f, 

40.65t, 40.66f, 40.66t, 40.68t, 40.69f
Veiling reflections, II:40.12, 40.14
Velocity distribution measurement, IV:20.13, 

20.13f
Velocity-changing collisions, IV:11.15
Velocity-selective coherent population trapping 

(VSCPT), IV:14.5, 20.37
Verdet constant, V:18.7
Vergence (disjunctive) eye movements, III:1.42, 

1.44, 13.20, 13.21
Vergence system, III:1.29, 1.30, 1.32, 1.34, 

1.43–1.44
binocular parallax, III:13.22
defocus and effort to clear vision, 

III:13.22–13.23
effect of lenses and prisms on, III:13.25–13.27
with head mounted visual displays, 

III:13.31–13.32
intrinsic stimuli to, III:13.21–13.22
and variations of cross-coupling, 

III:13.23–13.24
zone of clear and single binocular vision, 

III:13.24–13.25, 13.25f
Verification (of tolerance), II:5.3
VeriMask, I:33.19
Vernier acuity, III:4.1
Vernier acuity task, III:2.34, 2.35f
Version eye movements (see Conjugate eye 

movements/position)
Vertex, for figure of revolution, I:1.32
Vertex curvature, I:1.32–1.33
Vertex distance, III:12.9, 16.8
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Vertical alignment (VA) cells, V:8.25, 8.28f, 
8.27–8.28

Vertical antiblooming, II:32.9, 32.10f
Vertical Bridgeman technique, II:17.21
Vertical cavity lasers, II:19.41, 19.42f, 19.43t
Vertical cavity semiconductor lasers, II:16.36
Vertical cavity surface-emitting lasers 

(VCSELs), II:16.36; V:13.1–13.2, 13.43f
commercial, V:13.48
electrical injection and current confinement 

for, V:13.45, 13.45f
light out vs. current in (L-I curve) of, 

V:13.46–13.47
and linear optical amplifiers, V:19.14
and mirror reflectivity, V:13.44
and optical fibers, V:9.7n
polarization of, V:13.48
and quantum wells, V:13.43
and spatial characteristics of emitted light, 

V:13.46
spectral characteristics of, V:13.47–13.48

Vertical coupling, of electroabsorption 
modulators, V:13.60

Vertical half-wave linear retarders, Mueller 
matrices for, I:14.12t

Vertical horopter, III:13.9
Vertical illuminance, II:40.7
Vertical linear polarizers, I:14.10t
Vertical quarter-wave linear retarders, Mueller 

matrices for, I:14.12t
Vertical scanning, in color CRTs, 

III:22.11–22.12, 22.12f
Vertically integrated photodiode (VIP) FPAs, 

II:33.10
Vertically illuminated pin photodiodes, II:26.3, 

26.4f, 26.5, 26.10, 26.12f, 26.12–26.13
Very dense crown glass, IV:2.42t
Very light flint glass, IV:2.41t
Very low loss reflectors, IV:7.41–7.42
Very-long-wavelength infrared (VLWIR) 

radiation, II:24.3
Very-long-wavelength semiconductor lasers, 

II:19.7–19.8
Vestibulo-ocular reflex (VOR), III:13.20
Vestibulo-ocular responses, III:1.42
Vibration(s):

lattice, IV:2.11–2.12, 2.76t–2.77t
local, IV:5.17, 5.18, 5.19f, 5.20, 5.20f, 5.82f, 5.83
phonon, IV:5.14–5.16
planes of, I:12.6

Vibration specifications, for lenses, II:4.10
Vibrational optic effects, IV:5.17–5.20, 

5.18f–5.19f, 5.20t, 5.21f
Vibrational relaxation, I:31.14, 31.14f
Vibrational sidebands, I:10.24
Vibrational spectra, I:10.18–10.20
Vibration-resistant optical reference cavity, 

II:22.16, 22.17f
Video cameras, I:25.7–25.8
Video display terminal (VDT), III:23.3
Video head sets (see Head-mounted displays)
Video monitors, in optical systems, III:5.16
Video Quality Experts Group (VQEG), III:24.4
Videocassette recorders (VCRs), I:35.1
Video-enhanced differential-interference 

contrast (VE-DIC), I:28.41
Vieth-Müller circle, III:13.8, 13.9, 13.9f
Vieth-Müller horopter, III:2.40
View cameras, I:25.19f, 25.18–25.20
Viewing environments:

for color CRTs, III:22.19–22.20
for computer work, III:23.4–23.9

lighting, III:23.4–23.5, 23.5t
monitor characteristics, III:23.6–23.8
screen reflections, III:23.5–23.6
work habits, III:23.8–23.9
workstation arrangement, III:23.8

Vignetting, I:1.81, 1.81f, 1.82, 17.8, 29.6, 29.38; 
II:3.4, 34.19

Virtual images, I:29.38
Virtual phase CCDs, II:32.16f, 32.16–32.17
Virtual pupils, I:1.76
Virtual rays, I:1.10
Virtual reality:

head-mounted displays for, III:25.1–25.12
characterizing, III:25.7–25.10, 25.8f, 

25.9t–25.10t
design considerations, III:25.2–25.7

research in development of, III:24.9
Virtual transitions, IV:16.4
Virtual tributaries, of SONET, V:23.6
Viruses, in water, IV:1.14
Viscosities, of liquid crystals, V:8.24f, 8.23–8.25
Visible array detectors, II:32.1–32.34

about, II:32.2
image sensing elements of, II:32.2–32.12, 32.3f

antiblooming, II:32.9, 32.10f
dark current, II:32.10–32.12, 32.11f
junction photodiode, II:32.3–32.6, 

32.4f, 32.6f
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Visible array detectors, image sensing elements 
of (Cont.):
MOS capacitor, II:32.7–32.8
photoconductor, II:32.8–32.9
pinned photodiode, II:32.8

readout elements of, II:32.12–32.21
CCD, II:32.12–32.20, 32.13f, 32.15f–32.18f
MOS, II:32.20–32.21

sensor architectures of, II:32.21–32.34
area image sensor arrays, II:32.24–32.32, 

32.25t, 32.26f–32.31f
color imaging, II:32.32–32.34, 32.33f, 32.34f
linear image sensor arrays, II:32.21–32.24, 

32.22f, 32.23f
Visible light, hazards from, III:7.10
Visible light photon counters (VLPCs), II:33.9
Visible near-IR nonlinear optical crystals, 

IV:10.21t, 10.22t
Visible (VIS) radiation, II:24.3, 25.2
Vision, II:40.3–40.6, 40.9

biology of, II:40.3–40.4
defined, III:23.4
and perception, II:40.4–40.5
photopic/scotopic/mesopic, II:34.37–34.39, 

37.2
(see also Human eye)

Vision experiments/research:
displays for, III:22.1–22.40

color cathode ray tubes (color CRTs), 
III:22.1–22.34

liquid crystal displays (LCDs), 
III:22.34–22.40

using Maxwellian view in (see Maxwellian 
view)

(see also Psychophysical measurement)
Vision laboratories, control of light sources in 

(see Optical generation of visual stimulus)
Vision therapy, III:23.4
Visual acuity, III:2.33–2.35, 2.34f, 2.35f, 

4.1–4.13, 12.6, 12.7
age-related changes in, III:14.17, 14.19
and color, III:4.10
and contrast, III:4.12, 4.12f
defined, III:4.1, 12.2, 15.2, 23.1
and defocus, III:4.9, 4.9f, 4.10f
factors affecting, III:4.9–4.13
hyperacuity, III:4.13–4.16, 4.14f

defined, III:4.1
and superresolution, III:4.15

and luminance, III:4.11, 4.11f, 4.12

Visual acuity (Cont.):
practice effect on, III:4.12
and pupil, III:4.9
resolution

and information, III:4.15–4.16
and superresolution, III:4.15

resolving capacity of the eye, III:4.4f, 4.4–4.5
contrast-transfer function, III:4.5
point-spread function, III:4.4, 4.5
spatial-frequency coordinates, III:4.5

and retinal eccentricity, III:4.10–4.11, 4.11f
retinal limitations, III:4.5–4.6, 4.6f
and stage of development/aging, III:4.13
stimulus specification, III:4.2–4.4, 4.3f
and surround, III:4.12, 4.13f
tests of visual acuity, III:4.7f, 4.7–4.8
and time, III:4.12, 4.13f
visual resolution threshold determination, 

III:4.6–4.7
Visual angles:

angular extent, III:5.2
defined, III:2.3, 4.1, 10.1, 10.4t
degrees of, III:10.9
and image formation, III:2.3
steradian of, III:6.3

Visual axis, III:2.3
Visual clarity, perception of, II:40.5
Visual differences predictor, III:24.3
Visual discomfort, II:40.9–40.12, 40.11t
Visual discomfort probability (VCP), II:40.10
Visual displays, measuring performance of 

(see Psychophysical measurement)
Visual fields:

age-related changes in, III:14.21, 14.21f
binocular overlap of, III:13.7
defined, III:13.2
perception of, III:13.3

Visual instruments:
and accommodation response in eye, 

III:1.34–1.35
and chromostereopsis, III:1.20
exit pupil of, III:1.27–1.28
retinal image quality with, III:1.27–1.28
stereoscopic, III:1.41

Visual magnification, I:1.28
Visual performance, III:2.1–2.41

aging-related changes in, III:14.14–14.22
color vision, III:14.15, 14.17
depth and stereovision, III:14.22

Bass_HOI_p001-234.indd   I.226Bass_HOI_p001-234.indd   I.226 10/7/09   2:21:44 PM10/7/09   2:21:44 PM

DO
 N

OT
 D

UP
LI

CA
TE



INDEX  I.227

Visual performance, aging-related changes in 
(Cont.):
minimal, III:14.22
sensitivity under scotopic and photopic 

conditions, III:14.15, 14.16f
spatial vision, III:14.17–14.19, 14.18f
temporal vision, III:14.19–14.21, 14.20f
visual field, III:14.21, 14.21f

binocular stereoscopic discrimination, 
III:2.40–2.41, 2.41f

central visual processing, III:2.12–2.14
anatomy of LGN, III:2.12–2.13, 2.13f
physiology of LGN, III:2.13–2.14

contrast detection, III:2.19–2.31
adaptation and inhibition, III:2.25–2.27
chromatic, III:2.29–2.31, 2.30f
eye movements, III:2.21
as function of spatial frequency, 

III:2.20f
optical transfer function, 

III:2.21–2.22, 2.22f
optical/retinal inhomogeneity, 

III:2.24, 2.25f
receptors, III:2.22–2.23
spatial channels, III:2.23–2.24
temporal, III:2.27f, 2.27–2.29, 2.29f

contrast discrimination, III:2.31f, 2.31–2.32
contrast estimation, III:2.33
contrast masking, III:2.32f, 2.32–2.33
ideal-observer theory, III:2.16–2.19, 2.19f
image formation, III:2.2–2.4
image sampling by photoreceptors, 

III:2.4–2.9
information-processing model for, III:2.15f, 

2.15–2.16
motion detection/discrimination, 

III:2.36–2.40
optic flow fields, III:2.39f
thresholds, III:2.37f

pattern discrimination, III:2.35–2.36
retinal processing, III:2.9–2.12

anatomy of retina, III:2.9–2.11
physiology of retina, III:2.11–2.12

visual acuity, III:2.33–2.35, 
2.34f, 2.35f

Visual photometry, II:36.4
Visual plane, III:13.2
Visual resolution threshold, determination of, 

III:4.6–4.7
Visual science, II:34.37

Visual stimuli:
in decision tasks, III:3.2
optical generation of (see Optical generation 

of visual stimulus)
in psychophysical experiments, III:3.3–3.4
spatial frequency content of, III:5.8

Visual stress, III:23.4
Visual systems (colorimetry), III:10.38–10.40
Visual tasks, III:2.15
Visualization, in electronic imaging, III:24.8
Visual-vestibular conflicts, in head mounted 

display systems, III:13.32–13.33
Vitreous humor/gel, III:1.3f, 14.9, 16.3, 18.2
Vivid color (VC) film, II:30.27
VLSI-CMOS technology, silicon photonics for, 

I:21.15, 21.16
Voigt function, V:56.7
Voigt lineshape profiles, V:3.23
Volkov state, IV:21.12
Voltage, of x-ray tube sources, V:54.9
Voltage amplifiers, II:27.10–27.11
Voltage-controlled oscillators (VCOs), V:20.11, 

20.11f
Volume Bragg gratings (VBGs), V:25.29, 25.30
Volume diffraction calculations, for MLLs, 

V:42.4–42.5, 42.5f
Volume imaging ideal, I:1.29
Volume scattering, I:9.1–9.17

multiple scattering, I:9.8–9.17
analytical theory of, I:9.9f, 9.9–9.10
depolarization, I:9.16–9.17, 9.17f
effective-medium representation, I:9.8
radiative transfer, I:9.10–9.13, 9.11f, 9.13f
speckle patterns, I:9.15f, 9.15–9.16
weak localization, I:9.13–9.17, 9.14f

single particle scattering vs., I:9.2–9.3
and single scattering, I:9.4–9.8, 9.6f, 9.7f
theory of, I:9.3–9.4, 9.4f

Volume scattering function (VSFs):
for sea water and ocean water, IV:1.34t–1.35t
spectral, IV:1.37–1.38, 1.38t
of water, IV:1.5t, 1.7f, 1.31, 1.31t, 1.32f, 1.33
wavelength dependence of, IV:1.36f

Volumetric reflection, I:7.7f
Volumetric scattering cross section, I:7.7f
Von Bezold spreading, III:11.3, 11.4f
Von Kármán spectrum, V:3.28, 5.6
Von Kries adaptation, III:11.3, 11.49, 

11.51, 11.68
V-parameter, of fiber lasers, V:25.3

Bass_HOI_p001-234.indd   I.227Bass_HOI_p001-234.indd   I.227 10/7/09   2:21:45 PM10/7/09   2:21:45 PM

DO
 N

OT
 D

UP
LI

CA
TE



I.228  INDEX

W. M. Keck Observatory, V:5.27
W point, IV:9.4
Wadsworth condition, V:38.6
Wadsworth configuration, I:20.5f, 20.8, 20.12f, 

20.14t
Wafer processing, II:17.23–17.25
Wakefield generation, IV:21.39–21.42, 21.40f
“Walking” backward, by solitons, IV:15.28
Wall effect, in gas detectors, V:63.32
Wall slot lighting, II:40.13f
Wall-grazing illumination, II:40.13f
Wall-washing illumination, II:40.13f
WALRUS objective, I:29.28
Wannier excitons, IV:5.26–5.27, 5.26t, 8.31
Water, IV:1.3–1.50

absorption, IV:1.20–1.29
bio-optical models for, IV:1.27f, 1.27–1.29, 

1.28t
by dissolved organic matter, IV:1.22–1.23, 

1.23t
by organic detritus, IV:1.25–1.27, 1.25t, 

1.26f
by phytoplankton, IV:1.23–1.25, 1.24f–1.25f
by polymers, IV:3.4
by sea water, IV:1.21, 1.22t

apparent optical properties, IV:1.12–1.13
attenuation

beam, IV:1.40–1.41, 1.41f, 1.42f
diffuse and Jerlov water types, 

IV:1.42–1.46, 1.43t–1.45t, 1.44f, 1.45f
constituents of natural waters, IV:1.13–1.15

dissolved substances, IV:1.13
particulate substances, IV:1.14–1.15

electromagnetic properties of, IV:1.16–1.17, 
1.18t

inherent optical properties, IV:1.9–1.12, 1.10f
irradiance reflectance and remote sensing, 

IV:1.46–1.47, 1.47f
particle size distributions, IV:1.15–1.16, 1.16f
pure, IV:1.3
radiometric quantities, IV:1.4–1.9, 

1.5t–1.6t, 1.7f
refraction index, IV:1.18–1.20

particles, IV:1.20
sea water, IV:1.18f, 1.18–1.20, 

1.19t–IV:1.20t
scattering, IV:1.30

inelastic and polarization, IV:1.47–1.49, 
1.48f, 1.49f

measurement of, IV:1.29–1.30

Water, scattering (Cont.):
by particles, IV:1.30–1.35, 1.31t, 1.32f, 

1.33f, 1.34t–1.35t
by pure water and pure sea water, IV:1.30
wavelength dependence of, IV:1.35–1.40, 

1.35t, 1.36f, 1.37t, 1.38t, 1.39f, 1.40t
scattering in, V:63.10, 63.10t, 63.11f
in standard atmosphere, V:3.6, 3.10–3.11, 

3.11f
terminology and notation, IV:1.3–1.4

Water vapor regained (WVR), IV:6.17
Watercolor illusion/effect, III:11.72, 11.73f
Watt (unit), II:39.2t
Wave aberration, III:15.2
Wave equation, I:12.4–12.6
Wave equations, for light propagation in solids, 

IV:8.6–8.7
Wave interactions, photorefractive effect and, 

IV:12.4f, 12.4–12.7, 12.6f
Wave modulation distance meter, II:12.5, 12.6f
Wave normals, I:13.5
Wave propagation, reciprocity of, V:4.9–4.10
Wave structure function, V:4.6, 5.9n
Waveband materials, II:8.3t, 8.4t
Waveband structure of semiconductors, 

II:17.3f–17.5f, 17.3–17.6
Wavefront aberration, I:1.86–1.88; III:1.15–1.19, 

1.16f, 1.16t, 1.17f
and defocus of visual instruments, III:1.28
and final retinal image quality, III:1.21–1.22

Wavefront aberration coefficients, I:1.90
Wavefront correctors (AO systems for the eye), 

III:15.3, 15.7f, 15.9–15.12, 15.10f, 15.11f
Wavefront correctors, for adaptive optics, 

V:5.37–5.38, 5.38f
Wavefront division, I:2.14
Wavefront division, interference by, I:2.14–2.19, 

2.15f–2.18f
Wavefront error (W), II:4.1, 4.3, 4.7, 4.8; 

V:4.35, 5.40–5.41
Wavefront measurement, aspherical (see 

Aspherical wavefront measurement)
Wavefront multiplexers, I:23.11, 23.11t, 23.12
Wavefront quality, of binary optics, I:23.8
Wavefront sensing techniques, V:5.36–5.37
Wavefront sensor (AO systems for the eye), 

III:15.3, 15.7f, 15.8f, 15.8–15.9
Wavefront stitching, II:13.27, 13.27f
Wavefront tilt (Z-tilt), V:4.3, 4.23–4.25, 

5.14, 5.15
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Wavefront tolerancing, II:5.3–5.7, 5.4f, 5.5f, 
5.5t, 5.6t, 5.7f

Wavefronts, I:3.4
aberrated, I:2.12, 2.13
cylindrical, I:3.13–3.21, 3.14f

Cornu’s spiral, I:3.16–3.19
opaque strip construction, I:3.20–3.21
from rectangular apertures, I:3.19–3.20
from straight edge, I:3.14–3.16

disturbance of, I:3.5–3.6
for cylindrical wavefronts, I:3.13–3.14, 

3.14f
and straight edges, I:3.14–3.15

geometrical, I:1.12–1.13
gradients of, V:5.23
and interference, I:2.4–2.5
from lenses, II:4.3–4.5, 4.5t

Waveguide bends, IV:9.14–9.16, 9.15f, 9.16f
Waveguide confinement factor, V:13.4f, 13.5
Waveguide grating routers (WGRs), I:21.24
Waveguide intersections, IV:9.16–9.17, 9.17f
Waveguide modulators, V:7.30–7.32, 

7.31f–7.33f, 13.56, 13.57f
Waveguide parameter (V-parameter), III:8.2, 

8.17, 8.20–8.21
Waveguide photodetectors, II:26.4f, 26.5
Waveguide pin photodiodes, II:26.13–26.14, 

26.14f
Waveguides:

attenuated total reflectance, V:12.11
biological (see Biological waveguides)
double heterostructure, V:19.3f
evanescent-wave coupled pin, V:13.68
integrated optics, I:21.3f–21.5f, 21.3–21.8, 

21.7f
leaky, I:21.3
and photonic bandgaps, IV:9.12–9.17

in photonic crystals with 2D periodicity, 
IV:9.13f, 9.13–9.14

waveguide bends, IV:9.14–9.16, 9.15f, 9.16f
waveguide intersections, IV:9.16–9.17, 9.17f

photorefractive, IV:12.37
silicon-on-insulator planar, IV:22.15
of SOAs, V:19.15f–19.16f, 19.15–19.16

Wavelength(s):
attenuation vs., V:15.7
Bragg, V:17.3, 20.15, 24.7
color data as functions of, III:10.21, 10.23, 

10.23f
in fiber optics, II:17.33–17.34

Wavelength(s) (Cont.):
of liquid crystals, V:8.19–8.22, 8.20f
and modulation transfer function, I:17.38, 

17.39
in optical systems, III:5.11–5.13, 5.12t
of plane waves, I:2.4
pump, V:14.5–14.6
transverse effective, V:11.10

Wavelength blockers (WB), V:21.12, 21.13f
Wavelength dependence, of scattering, 

IV:1.35–1.40, 1.35t, 1.36f, 1.37t, 1.38t, 
1.39f, 1.40t

Wavelength dispersion, V:9.6–9.7
Wavelength dispersive detectors (WDS), V:62.2
Wavelength division multiplexing (WDM):

dense
and AOTFs, V:6.43, 6.44
and optical fiber amplifiers, V:14.1
and SOAs, V:19.25f, 19.25–19.27, 19.26f

and dispersion-managed solitons, 
V:22.15–22.17

and ESCON standard, V:23.2
and fiber-based couplers, V:16.1, 16.4
and solitons, V:22.2, 22.8–22.12, 22.15–22.17
(see also Wavelength-division multiplexing 

networks)
Wavelength division multiplexing (WDM) 

systems:
fabrication of, I:21.14
filters for, I:21.23
in integrated optics, I:21.37f–21.39f, 

21.37–21.38
Wavelength errors, II:34.36
Wavelength interval (between oscillations), 

I:12.10
Wavelength modulation, IV:5.66t
Wavelength scans, for scatterometers, V:1.14
Wavelength-dispersive x-ray fluorescence 

(WDXRF), V:29.2f, 29.2–29.3
Wavelength-division multiplexing (WDM) 

networks, V:18.4, 18.6, 21.1–21.44
architecture of

circuit and packet switching, 
V:21.7–21.11, 21.8f–21.11f

network reconfigurability, V:21.12f, 
21.12–21.13, 21.13f

point-to-point links, V:21.4
star, ring, and mesh topologies, 

V:21.5f–21.7f, 21.5–21.7
wavelength-routed networks, V:21.5, 21.5f
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Wavelength-division multiplexing (WDM) 
networks (Cont.):

fiber bandwidth, V:21.2f, 21.2–21.3
fiber system impairments, V:21.13–21.26

chromatic dispersion, V:21.14–21.16, 
21.15f, 21.16f

dispersion and nonlinearities 
management, V:21.20–21.26, 21.21f, 
21.23f–21.27f

fiber attenuation and optical power loss, 
V:21.13–21.14

fiber nonlinearities, V:21.18–21.20, 
21.19f, 21.20f

polarization-mode dispersion, 
V:21.16–21.18, 21.17f–21.18f

history of, V:21.1–21.2
optical amplifiers in, V:21.37f, 21.37–21.44

EDFA, V:21.38f–21.42f, 21.38–21.41
Raman, V:21.42f–21.44f, 21.42–21.44

and optical fibers, V:9.8, 9.12, 9.13, 9.15
optical modulation formats for, 

V:21.27–21.36
basic concepts, V:21.27–21.29, 

21.28f–21.30f
carrier-suppressed return-to-zero and 

duobinary, V:21.30–21.33, 21.31f, 
21.32f

comparisons of, V:21.36, 21.36t, 21.37t
DPSK and DQSK, V:21.33f–21.35f, 

21.33–21.36, 21.36t, 21.37t
in real systems, V:21.3f, 21.3–21.4, 21.4f

Wavelength-routed networks, V:21.5, 21.5f
Wavelengths, de-Broglie, IV:8.4
Wavelength-selective couplers (WSCs), V:14.2
Wavelength-selective switches (WSS), 

V:21.12, 21.13f
Waveplates, I:15.8
Waves, I:2.3–2.6

amplitudes of, I:2.4, 2.5, 12.5
diffraction of, I:3.2–3.3, 3.3f
interference of, I:2.5–2.6
plane, I:2.4, 2.5f, 3.3, 3.17

decomposition of, I:3.23
interference of, I:2.8–2.9, 2.9f
and spherical waves, I:2.9–2.11, 2.10f

spherical, I:2.4, 2.5f, 3.2–3.3
interference of, I:2.11–2.12, 2.12f, 2.13f
and plane waves, I:2.9–2.11, 2.10f

Waviness, in polycapillary x-ray optics, 
V:53.4, 53.4f

Weak polarization elements (Mueller matrices), 
I:14.26–14.27

Wearout period, II:17.26, 17.26f
Weber contrast, in vision experiments, III:3.4
Weber’s law, III:11.16f

and cone contrast spaces, III:11.32
and contrast coding, III:11.15–11.16, 11.16f
defined, III:11.3
first-site adaptation, III:11.15, 11.16f
second-site adaptation, III:11.18

Webvision, III:11.5
Wedge filters, IV:7.90, 7.91, 7.91f
Wedged multilayer Laue lenses (wMLLs), 

V:42.12–42.13, 42.13f, 42.14f
Weighting functions, II:36.17
Welder’s flash, III:1.9, 7.4
Weld-line, in molding, IV:3.14
Well and barrier intermixing, V:13.60
Well capacity, II:25.11
Welsbach mantle, II:15.17, 15.18
Wernicke prisms, I:20.6f
Wet age-related macular degeneration, 

III:14.1, 14.24
Wetherell and Womble objectives, I:29.31
Weyl’s integral, I:5.17
Weyl’s plane-wave decomposition, I:3.23
Whiffletrees (lever mechanisms), II:6.19
White balance, in color CRTs, III:22.9
White light, II:18.4f, 18.4–18.5, 40.7, 40.8, 40.24
White noise, III:18.2
White surfaces, reflectivity of, II:17.31
White-light LEDs, II:40.37, 40.38
WI 9 lamps, II:15.21f
WI 14 lamps, II:15.21f
WI 16/G lamps, II:15.21f, 15.22f
WI 17/G lamps, II:15.22f
WI 40/G lamps, II:15.22f
WI 41/G lamps, II:15.22f
Wide area networks (WANs), V:9.14, 21.7
Wide bandpass filters, IV:7.90, 7.90f
Wide-angle bandpass filters, IV:7.93f, 7.93–7.94
Wide-angle models (of human eye), III:1.38
Wide-angle photography:

cameras for, I:25.26f, 25.25
lenses for, I:27.2, 27.5f

with nonrectilinear distortion, I:27.6
with rectilinear distortion correction, 

I:27.6, 27.13f, 27.14f
Wideband AO Bragg cells, V:6.27, 6.30, 6.31t
Wide-field lobster-eye telescopes, V:48.4
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Wide-field objective with Maksutov correction, 
I:29.20

Wieman-Hansch experiment, I:31.26
Wiener filter, I:11.15–11.17
Wiener spectrum, II:29.21
Wiener-Khintchine theorem, I:5.5, 5.21
Wien’s displacement law, II:15.7, 34.23, 

34.24, 37.11
Wien’s wavelength displacement law, I:31.4
Wigglers, V:55.11–55.12
Wigner distribution function, I:5.8
Williamson construction, II:39.12–39.13, 

39.13f, 39.28, 39.29f, 39.31, 39.32
Wilson H. R., III:2.33
Winchester heads, I:35.6
Window structure, of SOAs, V:19.8, 19.8f
Windowing, in x-ray mirror metrology, 

V:46.9, 46.10f
Window/photocathode assemblies, of image 

intensifiers, II:31.10–31.12, 31.11f, 31.12f
Windows:

and daylight sources, II:40.41, 40.47, 40.48, 
40.49f, 40.50f

mounting of optical, II:6.11, 6.11f, 6.12f
Wire array sources, of z-pinch radiation, 

V:57.3t, 57.3–57.4, 57.4f
Wire grids, I:13.30n
Wire-grid polarizers, I:13.30–13.33, 13.31f, 

13.32t
Wire-wound thermopile arrays, II:24.23
With-the-rule astigmatism, III:1.6
Wolf shift, I:5.21
Wollaston prisms, I:13.7, 13.18, 13.18f, 13.21, 

13.24; V:46.4
for DIC microscopes, I:28.39, 28.40
in Nomarski interferometers, I:32.4
and nondispersive prisms, I:19.3t, 19.15, 

19.15f
Wolter geometries, V:63.21
Wolter mirror configurations, V:52.4, 64.6, 

64.6f
Wolter optics, V:26.10, 48.1, 48.2, 49.4–49.6, 

49.5f–49.6f
Wolter telescopes, V:44.4, 44.5f, 44.6–44.10, 

44.7f, 44.10f, 45.1–45.5, 45.2f
Wolter x-ray optics, V:47.2f, 47.2–47.7, 47.4f, 

47.6f, 47.7f
Wolter-Schwarzschild (WS) telescopes, V:44.7, 

44.11, 45.1
Wood lens, III:19.3–19.4, 19.4f

Work function (of photons), II:25.2
Working distance:

of objective lenses, I:28.13
retinoscopy, III:12.2, 12.6

Workstation arrangement, for computer work, 
III:23.8

World Health Organization (WHO), III:7.9
Wright objectives, I:29.15
Write-once-read-many (WORM) technology, 

I:35.2
Wulfenite (PbMoO4), IV:2.40t, 2.45t, 2.48t, 

2.52t, 2.57t, 2.64t, 2.72t
Wurtzite (a-ZnS):

in crystals and glasses, IV:2.70t
lattices of, IV:5.6
properties of, IV:2.41t, 2.44t, 2.46t, 2.48t, 

2.53t, 2.58t, 2.66t, 2.69t, 2.70t
Wyszecki lens, III:9.5

Xenon lamps, II:15.34f, 15.35f, 40.31, 40.35f
Xerographic systems, I:34.1–34.13, 34.2f

cleaning and erasing in, I:34.10
color in, I:34.11f–34.13f, 34.11–34.12
control of, I:34.11
development in, I:34.5f–34.9f, 34.5–34.10
fusing in, I:34.10
and latent image, I:34.1–34.4, 34.2f–34.3f
transfer in, I:34.10

XEUS/IXO mission, V:49.7
XMM mission, V:44.6
XMM-Newton observatory, V:33.3, 33.3t, 47.2, 

47.4f, 47.6, 47.6f
X-pinch sources of radiation, V:57.3, 57.3t, 57.4
X-ray absorption fine structure (EXAFS), 

V:29.3, 60.4
X-ray absorption near edge spectroscopy 

(XANES), V:30.2, 30.2f, 30.4f
X-ray absorption near-edge structure 

(XANES), V:29.3, 60.4
X-ray absorption spectroscopy (XAS), 

V:30.1–30.5, 30.2f–30.5f
X-ray astronomy, V:33.1–33.4, 33.3t
X-ray astronomy satellite (SAX), V:44.6
X-ray detectors, V:60.3–60.10

cryogenic, V:60.8–60.9, 60.9t, 60.10t
film, V:60.8, 60.9t, 60.10t
ionization, V:60.3–60.7, 60.9t, 60.10t
scintillation, V:60.7–60.8, 60.9t, 60.10t

X-ray diffraction (XRD), V:28.1–28.7, 
28.3f–28.6f
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X-ray fluorescence (XRF), V:29.1–29.11, 54.8
energy-dispersive, V:29.3–29.11, 29.5f, 29.6f, 

29.8f–29.11f
history of, V:29.1
and polycapillary x-ray optics, 

V:53.10–53.11, 53.11f
wavelength-dispersive, V:29.2f, 29.2–29.3
and x-ray diffraction, V:28.1
and x-ray imaging, V:62.5, 62.6f

X-ray imaging detectors, V:61.1–61.8, 61.2f
CCD detectors, V:61.7–61.8, 61.8f
flat panel detectors, V:61.3–61.7, 61.4f, 

61.6t, 61.7f
X-ray lasers, II:16.31; V:58.1–58.4, 58.3f
X-ray mapping, V:62.4, 62.5, 62.6f
X-ray microscopes, V:37.6
X-ray mirrors:

and grazing incidence optics, V:44.3–44.6, 
44.3f–44.6f

metrology of, V:46.1–46.12
history of, V:46.1–46.2
profile analysis considerations, 

V:46.6–46.12, 46.7f, 46.10f
surface figure metrology, V:46.3–46.6, 46.5f
surface finish metrology, V:46.2

X-ray monochromators, V:30.1–30.4, 50.6–50.7
X-ray observatories, V:33.1–33.4, 33.3t
X-ray optics:

adaptive, V:50.1–50.8
hard vs. soft x-ray telescopes, V:50.2
history of, V:50.1, 50.2f
synchrotron and lab-based sources, 

V:50.2–50.8, 50.4f, 50.6f, 50.8f
astronomical, V:47.1–47.11

angular resolution of, V:47.10–47.11, 47.11f
hard, V:47.9–47.10
history of, V:47.1–47.2
Kirkpatrick-Baez optics, V:47.7–47.8, 

47.8f, 47.9f
Wolter, V:47.2f, 47.2–47.7, 47.4f, 

47.6f, 47.7f
coherent, V:27.1–27.5, 27.3f–27.5f
gratings and monochromators in, 

V:38.1–38.8
diffraction properties, V:38.1–38.3, 38.2f
dispersion properties, V:38.6–38.7
efficiency, V:38.8
focusing properties, V:38.3f, 38.3–38.6, 

38.4t–38.5t
resolution properties, V:38.7

X-ray optics (Cont.):
and inverse Compton x-ray sources, 

V:59.1–59.4, 59.3t
and medical imaging, V:31.1–31.4, 

31.2f–31.4f
monocapillary, V:52.1–52.6, 52.2f–52.5f, 

52.2t
multifoil, V:48.1–48.4, 48.2f, 48.3f
and neutron optics, V:26.5–26.11, 26.8f, 

26.9f, 26.11f, 36.2f
polycapillary, V:53.1–53.19, 53.2f

alignment and measurement, V:53.5–53.8, 
53.6f, 53.7f

collimation, V:53.8f–53.9f, 53.8–53.9
energy filtering, V:53.10
focusing, V:53.9–53.10, 53.10t
monochromatic imaging, V:53.16–53.17, 

53.17f
powder diffraction, V:53.14, 53.14f
radiation resistance, V:53.5
scatter rejection in imaging, 

V:53.14–53.16, 53.15f–53.16f
scintigraphy, V:53.17, 53.18, 53.18f
simulations and defect analysis, 

V:53.3f–53.5f, 53.3–53.5
single crystal diffraction, V:53.12f, 

53.12–53.14, 53.13f
therapy, V:53.18–53.19
x-ray fluorescence, V:53.10–53.11, 53.11f

and pore optics, V:49.1–49.7
ray tracing for, V:35.1–35.6, 35.4f, 35.5f
and Schwarzschild objective, V:51.3, 

51.3f–51.4f
spectral detection and imaging in, 

V:62.1–62.5, 62.2f–62.6f
and x-ray properties of materials, V:36.1–36.9

Auger energies, V:36.3t, 36.9t
electron binding energies, V:36.3t–36.6t
photoabsorption and scattering, V:36.1
photon energies, V:36.7t–36.8t
x-ray and neutron optics, V:36.2f

X-ray region:
beam splitters for, IV:7.63
soft

bandpass filters for, IV:7.94–7.96, 
7.95f–7.96f

interference polarizers for, IV:7.73, 
7.76f–7.77f

multilayer reflectors for, IV:7.42, 7.53
X-ray scattering, I:9.6
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X-ray spectral detection and imaging, 
V:62.1–62.5, 62.2f–62.6f

X-ray tube sources, V:54.3–54.16
brightness and intensity of, V:54.11–54.15, 

54.13f–54.15f
cathode design and geometry, V:54.10–54.11
characteristics of, V:54.3, 54.4f
optimization of, V:54.15–54.16
spectra of, V:54.4–54.10, 54.5f, 54.8f

X-rays:
circularly polarized soft, V:55.6–55.7
nanofocusing of hard, V:42.1–42.17

history of, V:42.2f, 42.2–42.4, 42.3f
instrumental beamline arrangement and 

measurements for, V:42.9f–42.12f, 
42.9–42.10

limitations of, V:42.15–42.17, 42.16f–42.17f
with magnetron-sputtered MLLs, 

V:42.5–42.7, 42.6f–42.8f
on MLLs with curved interfaces, 

V:42.14, 42.15f
Takagi-Taupin calculations for, 

V:42.12–42.14
volume diffraction calculations for, 

V:42.4–42.5, 42.5f
with wedged MLLs, V:42.12–42.13, 42.13f, 

42.14f
polarization of, V:43.1–43.2

X-Y addressing, II:33.16

Y-branch interferometric modulators, 
V:13.51–13.52

Y-coupled junctions, II:19.27, 19.29
Yellow filter dyes, II:30.4
Yellow light, II:29.13, 29.13f
Yellow matter, IV:1.13, 1.21–1.23, 1.28
Yes-no judgments, III:3.6
Yield strength, of metals, IV:4.8, 4.70, 4.70t
Yoked eye movements, III:13.2, 13.20
Yolo objectives, I:29.26
Young-Helmholtz trichromatic theory, III:11.5
Young’s astigmatic formulae, I:1.44
Young’s double slit experiment, I:2.14–2.15, 2.15f
Young’s fringes, I:13.45; III:1.22
Young’s modulus:

for crystals, IV:2.30, 2.31
of infrared optical fibers, V:12.3t, 12.9
for metals, IV:4.7, 4.10t, 4.69t
for molded microlenses, I:22.12t
for polymers, IV:3.3

Young’s two pinhole interferometer, I:6.3
Young-Thollon half prisms, I:20.7f
Ytterbium-doped fiber amplifiers (YDFAs), 

V:14.2, 14.7
Ytterbium-doped fibers, V:25.23t, 25.24–25.25, 

25.31, 25.33
Yttria (Y2O3), IV:2.40t, 2.44t, 2.48t, 2.53t, 2.58t, 

2.65t, 2.76t
Yttrium aluminum garnet (Y3Al5O12) (YAG), 

IV:2.44t, 2.53t, 2.58t, 2.65t, 2.76t
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II:18.4
Yttrium lithium fluoride (LiYF4) (YLF), 

IV:2.45t, 2.48t, 2.52t, 2.57t, 2.63t, 2.72t
Yttrium vanadate (YVO4), IV:2.40t, 2.45t, 2.48t, 

2.53t, 2.58t, 2.65t, 2.76t
Yurke state, IV:23.8

ZBLAN (fluorozirconate glass), IV:2.43t, 2.49t, 
2.54t, 2.59t, 2.68t; V:12.5, 12.5f

and fiber lasers, V:25.3, 25.24, 25.27t, 25.28
fluoraluminate glass vs., V:12.3t, 12.4, 12.4t

Z-dependent oscillary term, III:8.22, 8.23
Zeeko (company), II:9.5–9.6
Zeeman effect, I:31.17, 31.18f, 31.19–31.21; 

V:2.21
Zeeman spectroscopy, V:2.23–2.24, 2.24f
Zeiss Infinity Color-Corrected Systems Plan 

Apo, I:28.15, 28.15f
Zeiss prism system, I:19.3t, 19.16, 19.16f
Zeiss sheet polarizers, I:13.26
ZEMAX (optical software), II:7.26–7.27; V:35.1
Zenger prisms, I:20.6f
Zernike annular expansion coefficients, V:4.25
Zernike coefficient(s):

for RMS wavefront error, III:1.15–1.19, 
1.16t, 1.17f

variance of, V:4.22, 4.22f, 4.23f, 4.36
Zernike decomposition elements, V:5.37
Zernike dispersion formula, IV:2.22
Zernike modes of aberrations, V:5.11, 5.11t, 5.12f
Zernike phase-contrast test, II:13.13–13.14, 13.14f
Zernike polynomials, I:1.90, 23.3; II:5.9; 

V:4.17–4.20, 4.20t, 5.10, 46.6
annular, II:11.13–11.21, 11.14f, 11.16t–11.21t
circle, II:11.4, 11.6–11.12, 11.8t–11.9t, 

11.9f–11.11f, 11.12t, 11.39
defined, III:15.2
for representing ocular aberrations, III:15.4, 
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Zernike tilts, V:4.23–4.26
Zero dispersion point, for glasses, IV:2.23
Zero order, of radiation, V:40.1
Zerodur glass, IV:2.43t, 2.49t, 2.54t
Zerodur glass shells, V:47.5
Zerodur prisms, II:6.16, 6.16f
Zero-phonon lines, in solids, V:2.13–2.14, 2.14f
Zero-phonon transitions, I:10.24f, 10.24–10.26
Zeros, in paraxial matrices, I:1.68
ZEST, III:3.9
Zinc, II:17.23; IV:4.48t
Zinc crown glass, IV:2.41t
Zinc diffusion, II:17.9–17.10, 17.10f
Zinc doping, II:17.20
Zinc oxide (ZnO) doped GaP, II:17.16, 

17.21–17.22
Zinc selenide (ZnSe), II:17.19; IV:2.41t, 2.48t, 

2.53t, 2.58t, 2.66t, 2.69t
Zinc telluride (ZnTe), IV:2.41t, 2.48t, 2.53t, 

2.58t, 2.66t, 2.69t
Zincblende (b-ZnS):

in crystals and glasses, IV:2.69t
lattices of, IV:5.6, 5.16, 5.17t
properties of, IV:2.41t, 2.44t, 2.46t, 2.48t, 

2.53t, 2.58t, 2.65t, 2.69t, 2.70t
Zinc-doped germanium (Ge:Zn) detectors, 

II:24.84f, 24.98–24.100, 24.99f
Zinc-germanium diphosphide (ZnGeP2), 

IV:2.41t, 2.45t, 2.48t, 2.53t, 2.58t, 2.65t
Zirconia, cubic (ZrO2:0.12Y2O3), IV:2.41t, 

2.44t, 2.48t, 2.69t
Zirconium arc lamps, II:15.47, 15.48f
ZO-MOD BLACK, IV:6.56

Zonal approach, to wavefront error correction, 
V:4.35

Zonal cavity lighting simulation, II:40.17
Zonal refractive lenses (IOLs), III:21.15
Zonal spherical aberrations, I:29.8, 29.38
Zone models (color vision), III:11.5

three-stage, III:11.6, 11.7f, 11.8, 11.82–11.85, 
11.85f

two-stage, III:11.5, 11.6f
Zone plate law, V:42.4
Zone plates, I:3.11–3.13, 3.12f; V:40.1–40.10

amplitude, V:40.4–40.5, 40.5f
and Bragg-Fresnel lenses, V:40.9f, 40.9–40.10
diffraction efficiencies of, V:40.4–40.8, 40.5f, 

40.7f, 40.8f
Fresnel, V:40.2, 42.3, 42.3f, 55.16
geometry of, V:40.1–40.3, 40.2f
neutron, V:63.25
phase, V:40.5–40.7, 40.7f
as thin lenses, V:40.3–40.4

Zonules, III:1.3f, 21.2
Zoom lenses, I:27.17, 27.20f–27.22f
Zoom systems, II:1.11–1.12, 3.20
Zooplankton, in water, IV:1.14
Z-pinch plasma, V:57.1–57.5, 57.2f, 57.3t, 57.4f
Z-scan:

for nonlinear optical parameters, IV:19.9, 
19.9f, 19.10f

and third-order optical nonlinearities, 
IV:16.29–16.30, 16.30f

Z-system (eccentric pupil design), II:7.11, 
7.12f, 7.15f, 7.15–7.17, 7.17f, 7.19, 7.21f

Z-tilt (wavefront tilt), V:4.3, 4.23–4.25, 5.14, 5.15

Bass_HOI_p001-234.indd   I.234Bass_HOI_p001-234.indd   I.234 10/7/09   2:21:47 PM10/7/09   2:21:47 PM

DO
 N

OT
 D

UP
LI

CA
TE


	About the Editors
	Copyright
	Contents
	Contributors
	Volume I
	About the Editors
	Contents
	Contributors
	Brief Contents of All Volumes
	Editors' Preface
	Preface to Volume I
	Glossary and Fundamental Constants
	Part 1. Geometrical Optics
	Chapter 1. General Principles of Geometrical Optics
	1.1 Glossary
	1.2 Introduction
	1.3 Fundamentals
	1.4 Characteristic Functions
	1.5 Rays in Heterogeneous Media
	1.6 Conservation of Etendue
	1.7 Skew Invariant
	1.8 Refraction and Reflection at Interfaces between Homogeneous Media
	1.9 Imaging
	1.10 Description of Systems of Revolution
	1.11 Tracing Rays in Centered Systems of Spherical Surfaces
	1.12 Paraxial Optics of Systems of Revolution
	1.13 Images About Known Rays
	1.14 Gaussian Lens Properties
	1.15 Collineation
	1.16 System Combinations: Gaussian Properties
	1.17 Paraxial Matrix Methods
	1.18 Apertures, Pupils, Stops, Fields, and Related Matters
	1.19 Geometrical Aberrations of Point Images: Description
	1.20 References


	Part 2. Physical Optics
	Chapter 2. Interference
	2.1 Glossary
	2.2 Introduction
	2.3 Waves and Wavefronts
	2.4 Interference
	2.5 Interference by Wavefront Division
	2.6 Interference by Amplitude Division
	2.7 Multiple Beam Interference
	2.8 Coherence and Interference
	2.9 Applications of Interference
	2.10 References

	Chapter 3. Diffraction
	3.1 Glossary
	3.2 Introduction
	3.3 Light Waves
	3.4 Huygens-Fresnel Construction
	3.5 Cylindrical Wavefront
	3.6 Mathematical Theory of Diffraction
	3.7 Stationary Phase Approximation
	3.8 Vector Diffraction
	3.9 Acknowledgments
	3.10 References

	Chapter 4. Transfer Function Techniques
	4.1 Glossary
	4.2 Introduction
	4.3 Definitions
	4.4 MTF Calculations
	4.5 MTF Measurements
	4.6 References

	Chapter 5. Coherence Theory
	5.1 Glossary
	5.2 Introduction
	5.3 Some Elementary Classical Concepts
	5.4 Definitions of Coherence Functions
	5.5 Model Sources
	5.6 Propagation
	5.7 Spectrum of Light
	5.8 Polarization Effects
	5.9 Applications
	5.10 References
	5.11 Additional Reading

	Chapter 6. Coherence Theory: Tools and Applications
	6.1 Glossary
	6.2 Introduction
	6.3 Key Definitions and Relationships
	6.4 Propagation, Diffraction, and Scattering: Enhanced Backscatter and the Lau Effect
	6.5 Image Formation: Lukosz-Type Super-Resolving System
	6.6 Efficient Sampling of Coherence Functions
	6.7 An Example of When Not to Use Coherence Theory
	6.8 Concluding Remarks
	6.9 References

	Chapter 7. Scattering by Particles
	7.1 Glossary
	7.2 Introduction
	7.3 Scattering: An Overview
	7.4 Scattering by Particles: Basic Concepts and Terminology
	7.5 Scattering by an Isotropic, Homogeneous Sphere: The Archetype
	7.6 Scattering by Regular Particles
	7.7 Computational Methods for Nonspherical Particles
	7.8 References

	Chapter 8. Surface Scattering
	8.1 Glossary of Principal Symbols
	8.2 Introduction
	8.3 Notation
	8.4 The Fresnel-Kirchhoff Approximation
	8.5 The Rayleigh-Rice (RR) or Small-Perturbation Approximation
	8.6 Effects of Finite Illumination Area
	8.7 Surface Statistics
	8.8 Surface Finish Specification
	8.9 Retrospect and Prospect
	8.10 References and Endnotes

	Chapter 9. Volume Scattering in Random Media
	9.1 Glossary
	9.2 Introduction
	9.3 General Theory of Scattering
	9.4 Single Scattering
	9.5 Multiple Scattering
	9.6 References

	Chapter 10. Optical Spectroscopy and Spectroscopic Lineshapes
	10.1 Glossary
	10.2 Introductory Comments
	10.3 Theoretical Preliminaries
	10.4 Rates of Spectroscopic Transition
	10.5 Lineshapes of Spectral Transitions
	10.6 Spectroscopy of One-Electron Atoms
	10.7 Multielectron Atoms
	10.8 Optical Spectra and the Outer Electronic Structure
	10.9 Spectra of Tri-Positive Rare Earth Ions
	10.10 Vibrational and Rotational Spectra of Molecules
	10.11 Lineshapes in Solid State Spectroscopy
	10.12 References

	Chapter 11. Analog Optical Signal and Image Processing
	11.1 Glossary
	11.2 Introduction
	11.3 Fundamental Analog Operations
	11.4 Analog Optical Fourier Transforms
	11.5 Spatial Filtering
	11.6 Coherent Optical Processing of Synthetic Aperture Radar Data
	11.7 Coherent Optical Processing of Temporal Signals
	11.8 Optical Processing of Two-Dimensional Images
	11.9 Incoherent Processing of Discrete Signals
	11.10 Concluding Remarks
	11.11 References


	Part 3. Polarized Light
	Chapter 12. Polarization
	12.1 Glossary
	12.2 Basic Concepts and Conventions
	12.3 Fresnel Equations
	12.4 Basic Relations for Polarizers
	12.5 Polarization by Nonnormal-Incidence Reflection (Pile of Plates)
	12.6 Polarization by Nonnormal-Incidence Transmission (Pile of Plates)
	12.7 Quarter-Wave Plates and Other Phase Retardation Plates
	12.8 Matrix Methods for Computing Polarization
	12.9 References

	Chapter 13. Polarizer
	13.1 Glossary
	13.2 Prism Polarizers
	13.3 Glan-Type Prisms
	13.4 Nicol-Type Prisms
	13.5 Polarizing Beam-Splitter Prisms
	13.6 Feussner Prisms
	13.7 Noncalcite Polarizing Prisms
	13.8 Dichroic and Diffraction-Type Polarizers
	13.9 Non-Normal-Incidence Reflection and Transmission Polarizers
	13.10 Retardation Plates
	13.11 Variable Retardation Plates and Compensators
	13.12 Half-Shade Devices
	13.13 Miniature Polarization Devices
	13.14 References

	Chapter 14. Mueller Matrices
	14.1 Glossary
	14.2 Conventions
	14.3 Objectives
	14.4 Stokes Parameters and Mueller Matrices
	3	14.5 The Stokes Parameters and the Poincar�e Sphere	480
	14.6 Mueller Matrices
	14.7 Sequences of Polarization Elements
	14.8 Polarization Elements' Properties in the Mueller Calculus
	14.9 Rotation of an Element About the Optical Axis
	14.10 Nonpolarizing Mueller Matrices
	14.11 Mueller Matrices of Ideal Polarizers
	14.12 Retarder Mueller Matrices
	14.13 Retarder Mueller Matrices Ambiguities and Retarder Space
	14.14 Transmittance and Diattenuation
	14.15 Polarizance
	14.16 Mueller Matrices of Diattenuators
	14.17 Normalizing a Mueller Matrix
	14.18 Coordinate System for the Mueller Matrix
	14.19 Mueller Matrices for Refraction
	14.20 Mueller Matrices for Reflection
	14.21 Conversion between Mueller Matrices and Jones Matrices
	14.22 Nondepolarizing Mueller Matrices and Mueller-Jones Matrices
	14.23 Homogeneous and Inhomogeneous Polarization Elements
	14.24 Mueller Matrices Near the Identity Matrix, Weak Polarization Elements
	14.25 Matrix Roots of Nondepolarizing Mueller Matrices
	14.26 Depolarization and the Depolarization Index
	14.27 Degree of Polarization Surfaces and Maps
	14.28 The Depolarization Index
	14.29 The Average Degree of Polarization
	14.30 Determining Mueller Matrix Properties
	14.31 Generators for Depolarization
	14.32 Interpretation of Arbitrary Mueller Matrices, the Polar Decomposition of Mueller Matrices
	14.33 Physically Realizable Mueller Matrices
	14.34 Acknowledgments
	14.35 References

	Chapter 15. Polarimetry
	15.1 Glossary
	15.2 Objectives
	15.3 Polarimeters
	15.4 Light-Measuring Polarimeters
	15.5 Sample-Measuring Polarimeters
	15.6 Complete and Incomplete Polarimeters
	15.7 Polarization Generators and Analyzers
	15.8 Classes of Polarimeters
	15.9 Time-Sequential Measurements
	15.10 Polarization Modulation
	15.11 Division of Aperture
	15.12 Division of Amplitude
	15.13 Spectropolarimeters
	15.14 Imaging Polarimeters
	15.15 Definitions
	15.16 Stokes Vectors and Mueller Matrices
	15.17 Phenomenological Definition of the Stokes Vector
	15.18 Polarization Properties of Light Beams
	15.19 Mueller Matrices
	15.20 Data Reduction for Light-Measuring Polarimeters
	15.21 Sample-Measuring Polarimeters for Measuring Mueller Matrix Elements
	15.22 Polarimetric Measurement Equation and Polarimetric Data-Reduction Equation
	15.23 Dual Rotating Retarder Polarimeter
	15.24 Incomplete Sample-Measuring Polarimeters
	15.25 Nonideal Polarization Elements
	15.26 Elliptical and Circular Polarizers and Analyzers
	15.27 Common Defects of Polarization Elements
	15.28 Polarization Modulators, Retardance Modulators
	15.29 Rotating Retarders
	15.30 Photo-Elastic Modulators
	15.31 Liquid Crystal Retarders
	15.32 Electro-Optical Modulators
	15.33 Magneto-Optical Modulators
	15.34 Fiber Squeezers
	15.35 Polarimeter Design Metrics
	15.36 Singular Value Decomposition Examples
	15.37 Polarimeter Error Analysis
	15.38 The Mueller Matrix for Polarization Component Characterization
	15.39 Retro-Reflection Testing and Correction for Supplemental Optics
	15.40 Applications of Polarimetry
	15.41 Ellipsometry and Generalized Ellipsometry
	15.42 Liquid Crystal Cell and System Testing
	15.43 Polarization Aberrations
	15.44 Remote Sensing
	15.45 Polarization Light Scattering
	15.46 Ophthalmic Polarimetry
	15.47 Acknowledgments
	15.48 References

	Chapter 16. Ellipsometry
	16.1 Glossary
	16.2 Introduction
	16.3 Conventions
	16.4 Modeling and Inversion
	16.5 Transmission Ellipsometry
	16.6 Instrumentation
	16.7 Jones-Matrix Generalized Ellipsometry
	16.8 Mueller-Matrix Generalized Ellipsometry
	16.9 Applications
	16.21 References


	Part 4. Components
	Chapter 17. Lenses
	17.1 Glossary
	17.2 Introduction
	17.3 Basics
	17.4 Stops and Pupils
	17.5 F-Number and Numerical Aperture
	17.6 Magnifier or Eye Loupe
	17.7 Compound Microscopes
	17.8 Field and Relay Lenses
	17.9 Aplanatic Surfaces and Immersion Lenses
	17.10 Single Element Lens
	17.11 Landscape Lenses and the Influence of Stop Position
	17.12 Two-Lens Systems
	17.13 Achromatic Doublets
	17.14 Triplet Lenses
	17.15 Symmetrical Lenses
	17.16 Double-Gauss Lenses
	17.17 Petzval Lenses
	17.18 Telephoto Lenses
	17.19 Inverted or Reverse Telephoto Lenses
	17.20 Performance of Representative Lenses
	17.21 Rapid Estimation of Lens Performance
	17.22 Bibliography

	Chapter 18. Afocal System
	18.1 Glossary
	18.2 Introduction
	18.3 Gaussian Analysis of Afocal Lenses
	18.4 Keplerian Afocal Lenses
	18.5 Galilean and Inverse Galilean Afocal Lenses
	18.6 Relay Trains and Periscopes
	18.7 Reflecting and Catadioptric Afocal Lenses
	18.8 References

	Chapter 19. Nondispersive Prisms
	19.1 Glossary
	19.2 Introduction
	19.3 Inversion, Reversion
	19.4 Deviation, Displacement
	19.5 Summary of Prism Properties
	19.6 Prism Descriptions
	19.7 References

	Chapter 20. Dispersive Prisms and Gratings
	20.1 Glossary
	20.2 Introduction
	20.3 Prisms
	20.4 Gratings
	20.5 Prism and Grating Configurations and Instruments
	20.6 References

	Chapter 21. Integrated Optics
	21.1 Glossary
	21.2 Introduction
	21.3 Device Physics
	21.4 Integrated Optics Materials and Fabrication Technology
	21.5 Circuit Elements
	21.6 Applications of Integrated Optics
	21.7 Future Trends
	21.8 References

	Chapter 22. Miniature and Micro-Optics
	22.1 Glossary
	22.2 Introduction
	22.3 Uses of Micro-Optics
	22.4 Micro-Optics Design Considerations
	22.5 Molded Microlenses
	22.6 Diamond Turning
	22.7 Lithography for Making Refractive Components
	22.8 Monolithic Lenslet Modules
	22.9 Distributed-Index Planar Microlenses
	22.10 Micro-Fresnel Lenses
	22.11 Liquid Lenses
	22.12 Other Technologies
	22.13 References

	Chapter 23. Binary Optics
	23.1 Glossary
	23.2 Introduction
	23.3 Design--Geometrical Optics
	23.4 Design--Scalar Diffraction Theory
	23.5 Design--Vector Diffraction Theory
	23.6 Fabrication
	23.7 References

	Chapter 24. Gradient Index Optics
	24.1 Glossary
	24.2 Introduction
	24.3 Analytic Solutions
	24.4 Mathematical Representation
	24.5 Axial Gradient Lenses
	24.6 Radial Gradients
	24.7 Radial Gradients with Curved Surfaces
	24.8 Shallow Radial Gradients
	24.9 Materials
	24.10 References


	Part 5. Instruments
	Chapter 25. Cameras
	25.1 Glossary
	25.2 Introduction
	25.3 Background
	25.4 Properties of the Final Image
	25.5 Film Choice
	25.6 Resolving Fine Detail
	25.7 Film Sizes
	25.8 Display
	25.9 Distributing the Image
	25.10 Video Cameras
	25.11 Instant Pictures
	25.12 Critical Features
	25.13 Time Lag
	25.14 Automation
	25.15 Flash
	25.16 Flexibility through Features and Accessories
	25.17 Advantages of Various Formats
	25.18 Large Format: A Different World
	25.19 Special Cameras
	25.20 Further Reading

	Chapter 26. Solid-State Cameras
	26.1 Glossary
	26.2 Introduction
	26.3 Imaging System Applications
	26.4 Charge-Coupled Device Array Architecture
	26.5 Charge Injection Device
	26.6 Complementary Metal-Oxide Semiconductor
	26.7 Array Performance
	26.8 Camera Performance
	26.9 Modulation Transfer Function
	26.10 Resolution
	26.11 Sampling
	26.12 Storage, Analysis, and Display
	26.13 References

	Chapter 27. Camera Lenses
	27.1 Introduction
	27.2 Imposed Design Limitations
	27.3 Modern Lens Types
	27.4 Classification System
	27.5 Lens Performance Data
	27.6 Acknowledgments
	27.7 Further Reading

	Chapter 28. Microscopes
	28.1 Glossary
	28.2 Introduction
	28.3 Optical Arrangements, Lenses, and Resolution
	28.4 Contrast and Imaging Modes
	28.5 Manipulation of Specimen
	28.6 Acknowledgment
	28.7 References

	Chapter 29. Reflective and Catadioptric Objectives
	29.1 Glossary
	29.2 Introduction
	29.3 Glass Varieties
	29.4 Introduction to Catadioptric and Reflective Objectives
	29.5 Field-of-View Plots
	29.6 Definitions
	29.7 References

	Chapter 30. Scanners
	30.1 Glossary
	30.2 Introduction
	30.3 Scanned Resolution
	30.4 Scanners for Remote Sensing
	30.5 Scanning for Input/Output Imaging
	30.6 Scanner Devices and Techniques
	30.7 Scan-Error Reduction
	30.8 Agile Beam Steering
	30.9 References
	30.10 Further Reading

	Chapter 31. Optical Spectrometers
	31.1 Glossary
	31.2 Introduction
	31.3 Optical Absorption Spectrometers
	31.4 Luminescence Spectrometers
	31.5 Photoluminescence Decay Time
	31.6 Polarization Spectrometers
	31.7 High-Resolution Techniques
	31.8 Light Scattering
	31.9 References

	Chapter 32. Interferometers
	32.1 Glossary
	32.2 Introduction
	32.3 Basic Types of Interferometers
	32.4 Three-Beam and Double-Passed Two-Beam Interferometers
	32.5 Fringe-Counting Interferometers
	32.6 Two-Wavelength Interferometry
	32.7 Frequency-Modulation Interferometers
	32.8 Heterodyne Interferometers
	32.9 Phase-Shifting Interferometers
	32.10 Phase-Locked Interferometers
	32.11 Laser-Doppler Interferometers
	32.12 Laser-Feedback Interferometers
	32.13 Fiber Interferometers
	32.14 Interferometeric Wave Meters
	32.15 Second-Harmonic and Phase-Conjugate Interferometers
	32.16 Stellar Interferometers
	32.17 Gravitational-Wave Interferometers
	32.18 References

	Chapter 33. Holography and Holographic Instruments
	33.1 Glossary
	33.2 Introduction
	33.3 Background and Basic Principles
	33.4 Holographic Interferometry
	33.5 Holographic Optical Elements
	33.6 Holographic Inspection
	33.7 Holographic Lithography
	33.8 Holographic Memory
	33.9 Conclusion
	33.10 References

	Chapter 34. Xerographic Systems
	34.1 Introduction and Overview
	34.2 Creation of the Latent Image
	34.3 Development
	34.4 Transfer
	34.5 Fusing
	34.6 Cleaning and Erasing
	34.7 Control Systems
	34.8 Color
	34.9 References

	Chapter 35. Principles of Optical Disk Data Storage
	35.1 Introduction
	35.2 Preliminaries and Basic Definitions
	35.3 The Optical Path
	35.4 Automatic Focusing
	35.5 Automatic Tracking
	35.6 Thermomagnetic Recording Process
	35.7 Magneto-Optical Readout
	35.8 Materials of Magneto-Optical Recording
	35.9 Concluding Remarks
	35.10 Further Information
	35.11 Bibliography


	Index
	Color Plates

	Volume II
	About the Editors
	Contents
	Contributors
	Brief Contents of All Volumes
	Editors' Preface
	Preface to Volume II
	Glossary and Fundamental Constants
	Part 1. Design
	Chapter 1. Techniques of First-Order Layout
	1.1 Glossary
	1.2 First-Order Layout
	1.3 Ray-Tracing
	1.4 Two-Component Systems
	1.5 Afocal Systems
	1.6 Magnifiers and Microscopes
	1.7 Afocal Attachments
	1.8 Field Lenses
	1.9 Condensers
	1.10 Zoom or Varifocal Systems
	1.11 Additional Rays
	1.12 Minimizing Component Power
	1.13 Is It a Reasonable Layout?
	1.14 Achromatism
	1.15 Athermalization

	Chapter 2. Aberration Curves in Lens Design
	2.1 Glossary
	2.2 Introduction
	2.3 Transverse Ray Plots
	2.4 Field Plots
	2.5 Additional Considerations
	2.6 Summary
	2.7 References

	Chapter 3. Optical Design Software
	3.1 Glossary
	3.2 Introduction
	3.3 Lens Entry
	3.4 Evaluation
	3.5 Optimization
	3.6 Other Topics
	3.7 Buying Optical Design Software
	3.8 Summary
	3.9 References

	Chapter 4. Optical Specifications
	4.1 Glossary
	4.2 Introduction
	4.3 Preparation of Optical Specifications
	4.4 Image Specifications
	4.5 Element Description
	4.6 Environmental Specifications
	4.7 Presentation of Specifications
	4.8 Problems with Specification Writing
	4.9 References

	Chapter 5. Tolerancing Techniques
	5.1 Glossary
	5.2 Introduction
	5.3 Wavefront Tolerances
	5.4 Other Tolerances
	5.5 Starting Points
	5.6 Material Properties
	5.7 Tolerancing Procedures
	5.8 Problems in Tolerancing
	5.9 References

	Chapter 6. Mounting Optical Components
	6.1 Glossary
	6.2 Introduction and Summary
	6.3 Mounting Individual Rotationally Symmetric Optics
	6.4 Multicomponent Lens Assemblies
	6.5 Mounting Windows and Domes
	6.6 Mounting Small Mirrors and Prisms
	6.7 Mounting Moderate-Sized Mirrors
	6.8 Contact Stresses in Optics
	6.9 Temperature Effects on Mounted Optics
	6.10 References

	Chapter 7. Control of Stray Light
	7.1 Glossary
	7.2 Introduction
	7.3 Concepts
	7.4 Optical Software for Stray Light Analysis
	7.5 Methods
	7.6 Conclusion
	7.7 Sources of Information on Stray Light and Scattered Light
	7.8 References

	Chapter 8. Thermal Compensation Techniques
	8.1 Glossary
	8.2 Introduction
	8.3 Homogeneous Thermal Effects
	8.4 Tolerable Homogeneous Temperature Change (No Compensation)
	8.5 Effect of Thermal Gradients
	8.6 Intrinsic Athermalization
	8.7 Mechanical Athermalization
	8.8 Optical Athermalization
	8.9 References


	Part 2. Fabrication
	Chapter 9. Optical Fabrication
	9.1 Introduction
	9.2 Material Forms of Supply
	9.3 Basic Steps in Spherical Optics Fabrication
	9.4 Plano Optics Fabrication
	9.5 Asphere Optics Fabrication
	9.6 Crystalline Optics
	9.7 Purchasing Optics
	9.8 Conclusion
	9.9 References

	Chapter 10. Fabrication of Optics by Diamond Turning
	10.1 Glossary
	10.2 Introduction
	10.3 The Diamond-Turning Process
	10.4 The Advantages of Diamond Turning
	10.5 Diamond-Turnable Materials
	10.6 Comparison of Diamond Turning and Traditional Optical Fabrication
	10.7 Machine Tools for Diamond Turning
	10.8 Basic Steps in Diamond Turning
	10.9 Surface Finish of Diamond-Turned Optics
	10.10 Metrology of Diamond-Turned Optics
	10.11 Conclusions
	10.12 References


	Part 3. Testing
	Chapter 11. Orthonormal Polynomials in Wavefront Analysis
	Abstract
	11.1 Glossary
	11.2 Introduction
	11.3 Orthonormal Polynomials
	11.4 Zernike Circle Polynomials
	11.5 Zernike Annular Polynomials
	11.6 Hexagonal Polynomials
	11.7 Elliptical Polynomials
	11.8 Rectangular Polynomials
	11.9 Square Polynomials
	11.10 Slit Polynomials
	11.11 Aberration Balancing and Tolerancing, and Diffraction Focus
	11.12 Isometric, Interferometric, and PSF Plots for Orthonormal Aberrations
	11.13 Use of Circle Polynomials for Noncircular Pupils
	11.14 Discussion and Conclusions
	11.15 References

	Chapter 12. Optical Metrology
	12.1 Glossary
	12.2 Introduction and Definitions
	12.3 Length and Straightness Measurements
	12.4 Angle Measurements
	12.5 Curvature and Focal Length Measurements
	12.6 References

	Chapter 13. Optical Testing
	13.1 Glossary
	13.2 Introduction
	13.3 Classical Noninterferometric Tests
	13.4 Interferometric Tests
	13.5 Increasing the Sensitivity of Interferometers
	13.6 Interferogram Evaluation
	13.7 Phase-Shifting Interferometry
	13.8 Measuring Aspherical Wavefronts
	13.9 References

	Chapter 14. Use of Computer-Generated Holograms in Optical Testing
	14.1 Glossary
	14.2 Introduction
	14.3 Plotting CGHs
	14.4 Interferometers Using Computer-Generated Holograms
	14.5 Accuracy Limitations
	14.6 Experimental Results
	14.7 Discussion
	14.8 References


	Part 4. Sources
	Chapter 15. Artificial Sources
	15.1 Glossary
	15.2 Introduction
	15.3 Radiation Law
	15.4 Laboratory Sources
	15.5 Commercial Sources
	15.6 References

	Chapter 16. Lasers
	16.1 Glossary
	16.2 Introduction
	16.3 Laser Properties Associated with the Laser Gain Medium
	16.4 Laser Properties Associated with Optical Cavities or Resonators
	16.5 Special Laser Cavities
	16.6 Specific Types of Lasers
	16.7 References

	Chapter 17. Light-Emitting Diodes
	17.1 Glossary
	17.2 Introduction
	17.3 Light-Generation Processes
	17.4 Light Extraction
	17.5 Device Structures
	17.6 Material Systems
	17.7 Substrate Technology
	17.8 Epitaxial Technology
	17.9 Wafer Processing
	17.10 LED Quality and Reliability
	17.11 LED-Based Products
	17.12 References

	Chapter 18. High-Brightness Visible LEDs
	18.1 The Materials Systems
	18.2 Substrates and Epitaxial Growth
	18.3 Processing
	18.4 Solid-State Lighting
	18.5 Packaging

	Chapter 19. Semiconductor Lasers
	19.1 Glossary
	19.2 Introduction
	19.3 Applications for Semiconductor Lasers
	19.4 Basic Operation
	19.5 Fabrication and Configurations
	19.6 Quantum Well Lasers
	19.7 High-Power Semiconductor Lasers
	19.8 High-Speed Modulation
	19.9 Spectral Properties
	19.10 Surface-Emitting Lasers
	19.11 Conclusion
	19.12 References

	Chapter 20. Ultrashort Optical Sources and Applications
	20.1 Introduction
	20.2 Description of Optical Pulses and Pulse Trains
	20.3 Pulse Evolution toward Steady State
	20.4 Coupling Circulating Pulses Inside a Cavity
	20.5 Designs of Cavities with Two Circulating Pulses
	20.6 Analogy of a Two-Level System
	20.7 Conclusion
	20.8 References

	Chapter 21. Attosecond Optics
	21.1 Glossary
	21.2 Introduction
	21.3 The Driving Laser
	21.4 Attosecond Pulse Generation
	21.5 Attosecond Pulse Characterization
	21.6 Acknowledgments
	21.7 References

	Chapter 22. Laser Stabilization
	22.1 Introduction and Overview
	22.2 Servo Principles and Issues
	22.3 Practical Issues
	22.4 Summary and Outlook
	22.5 Conclusions and Recommendations
	22.6 Acknowledgments
	22.7 References

	Chapter 23. Quantum Theory of the Laser
	23.1 Glossary
	23.2 Introduction
	23.3 Some History of the Photon Concept
	23.4 Quantum Theory of the Laser
	23.5 The Laser Phase-Transition Analogy
	23.6 Exotic Masers and Lasers
	23.7 Acknowledgments
	23.8 References


	Part 5. Detectors
	Chapter 24. Photodetectors
	24.1 Scope
	24.2 Thermal Detectors
	24.3 Quantum Detectors
	24.4 Definitions
	24.5 Detector Performance and Sensitivity
	24.6 Other Performance Parameters
	24.7 Detector Performance
	24.8 References
	24.9 Suggested Readings

	Chapter 25. Photodetection
	25.1 Glossary
	25.2 Introduction
	25.3 Principle of Operation
	25.4 Applications
	25.5 Reliability
	25.6 Future Photodetectors
	25.7 Acknowledgment
	25.8 References
	25.9 Additional Reading

	Chapter 26. High-Speed Photodetectors
	26.1 Glossary
	26.2 Introduction
	26.3 Photodetector Structures
	26.4 Speed Limitations
	26.5 p-i-n Photodetectors
	26.6 Schottky Photodiode
	26.7 Avalanche Photodetectors
	26.8 Photoconductors
	26.9 Summary
	26.10 References

	Chapter 27. Signal Detection and Analysis
	27.1 Glossary
	27.2 Introduction
	27.3 Prototype Experiment
	27.4 Noise Sources
	27.5 Applications Using Photomultipliers
	27.6 Amplifiers
	27.7 Signal Analysis
	27.8 References

	Chapter 28. Thermal Detectors
	28.1 Glossary
	28.2 Thermal Detector Elements
	28.3 Arrays
	28.4 References


	Part 6. Imaging Detectors
	Chapter 29. Photographic Films
	29.1 Glossary
	29.2 Structure of Silver Halide Photographic Layers
	29.3 Grains
	29.4 Processing
	29.5 Exposure
	29.6 Optical Density
	29.7 The D-Log H Curve
	29.8 Spectral Sensitivity
	29.9 Reciprocity Failure
	29.10 Development Effects
	29.11 Color Photography
	29.12 Microdensitometers
	29.13 Performance of Photographic Systems
	29.14 Image Structure
	29.15 Acutance
	29.16 Graininess
	29.17 Sharpness and Graininess Considered Together
	29.18 Signal-to-Noise Ratio and Detective Quantum Efficiency
	29.19 Resolving Power
	29.20 Information Capacity
	29.21 List of Photographic Manufacturers
	29.22 References

	Chapter 30. Photographic Materials
	30.1 Introduction
	30.2 The Optics of Photographic Films and Papers
	30.3 The Photophysics of Silver Halide Light Detectors
	30.4 The Stability of Photographic Image Dyes toward Light Fade
	30.5 Photographic Spectral Sensitizers
	30.6 General Characteristics of Photographic Films
	30.7 References

	Chapter 31. Image Tube Intensified Electronic Imaging
	31.1 Glossary
	31.2 Introduction
	31.3 The Optical Interface
	31.4 Image Intensifiers
	31.5 Image Intensified Self-Scanned Arrays
	31.6 Applications
	31.7 References

	Chapter 32. Visible Array Detectors
	32.1 Glossary
	32.2 Introduction
	32.3 Image Sensing Elements
	32.4 Readout Elements
	32.5 Sensor Architectures
	32.6 References

	Chapter 33. Infrared Detector Arrays
	33.1 Glossary
	33.2 Introduction
	33.3 Monolithic FPAs
	33.4 Hybrid FPAs
	33.5 Performance: Figures of Merit
	33.6 Current Status and Future Trends
	33.7 References


	Part 7. Radiometry and Photometry
	Chapter 34. Radiometry and Photometry
	34.1 Glossary
	34.2 Introduction
	34.3 Radiometric Definitions and Basic Concepts
	34.4 Radiant Transfer Approximations
	34.5 Absolute Measurements
	34.6 Photometry
	34.7 References

	Chapter 35. Measurement of Transmission, Absorption, Emission, and Reflection
	35.1 Glossary
	35.2 Introduction and Terminology
	35.3 Transmittance
	35.4 Absorptance
	35.5 Reflectance
	35.6 Emittance
	35.7 Kirchhoff's Law
	35.8 Relationship between Transmittance, Reflectance, and Absorptance
	35.9 Measurement of Transmittance
	35.10 Measurement of Absorptance
	35.11 Measurement of Reflectance
	35.12 Measurement of Emittance
	35.13 References
	35.14 Further Reading

	Chapter 36. Radiometry and Photometry: Units and Conversions
	36.1 Glossary
	36.2 Introduction and Background
	36.3 Symbols, Units, and Nomenclature in Radiometry
	36.4 Symbols, Units, and Nomenclature in Photometry
	36.5 Conversion of Radiometric Quantities to Photometric Quantities
	36.6 Conversion of Photometric Quantities to Radiometric Quantities
	36.7 Radiometric/Photometric Normalization
	36.8 Other Weighting Functions and Conversions
	36.9 References
	36.10 Further Reading

	Chapter 37. Radiometry and Photometry for Vision Optics
	37.1 Introduction
	37.2 Basis of Physical Photometry
	37.3 Photometric Base Unit--the Candela
	37.4 Quantities and Units in Photometry and Radiometry
	37.5 Principles in Photometry and Radiometry
	37.6 Practice in Photometry and Radiometry
	37.7 References

	Chapter 38. Spectroradiometry
	38.1 Introduction
	38.2 Definitions, Calculations, and Figures of Merit
	38.3 General Features of Spectroradiometry Systems
	38.4 Typical Spectroradiometry System Designs
	38.5 References

	Chapter 39. Nonimaging Optics: Concentration and Illumination
	39.1 Introduction
	39.2 Basic Calculations
	39.3 Software Modeling of Nonimaging Systems
	39.4 Basic Building Blocks
	39.5 Concentration
	39.6 Uniformity and Illumination
	39.7 Acknowledgments
	39.8 References

	Chapter 40. Lighting and Applications
	40.1 Glossary
	40.2 Introduction
	40.3 Vision Biology and Perception
	40.4 The Science of Lighting Design
	40.5 Luminaires
	40.6 Lighting Measurements
	40.7 Lighting Application Areas
	40.8 Acknowledgments
	40.9 References


	Index
	Color Plates

	Volume III
	Contents
	Contributors
	Brief Contents of All Volumes
	Editors' Preface
	Preface to Volume III
	Glossary and Fundamental Constants
	Chapter 1. Optics of the Eye
	1.1 Glossary
	1.2 Introduction
	1.3 Ocular Parameters and Ametropia
	1.4 Ocular Transmittance and Retinal Illuminance
	1.5 Factors Affecting In-Focus Retinal Image Quality
	1.6 Final Retinal Image Quality
	1.7 Depth-of-Focus and Accommodation
	1.8 Eye Models
	1.9 Two Eyes and Stereopsis
	1.10 Movements of the Eyes
	1.11 Conclusion
	1.12 References

	Chapter 2. Visual Performance
	2.1 Glossary
	2.2 Introduction
	2.3 Optics, Anatomy, Physiology of the Visual System
	2.4 Visual Performance
	2.5 Acknowledgments
	2.6 References

	Chapter 3. Psychophysical Methods
	3.1 Introduction
	3.2 Definitions
	3.3 Visual Stimuli
	3.4 Adjustments
	3.5 Judgments
	Magnitude Estimation
	3.6 Stimulus Sequencing
	3.7 Conclusion
	3.8 Tips from the Pros
	3.9 Acknowledgments
	3.10 References

	Chapter 4. Visual Acuity and Hyperacuity
	4.1 Glossary
	4.2 Introduction
	4.3 Stimulus Specifications
	4.4 Optics of the Eye's Resolving Capacity
	4.5 Retinal Limitations--Receptor Mosaic and Tiling of Neuronal Receptive Fields
	4.6 Determination of Visual Resolution Thresholds
	4.7 Kinds of Visual Acuity Tests
	4.8 Factors Affecting Visual Acuity
	4.9 Hyperacuity
	4.10 Resolution, Superresolution, and Information Theory
	4.11 Summary
	4.12 References

	Chapter 5. Optical Generation of the Visual Stimulus
	5.1 Glossary
	5.2 Introduction
	5.3 The Size of the Visual Stimulus
	5.4 Free or Newtonian Viewing
	5.5 Maxwellian Viewing
	5.6 Building an Optical System
	5.7 Light Exposure and Ocular Safety
	5.8 Light Sources
	5.9 Coherent Radiation
	5.10 Detectors
	5.11 Putting It Together
	5.12 Conclusions
	5.13 Acknowledgments
	5.14 General References
	5.15 References

	Chapter 6. The Maxwellian View: with an Addendum on Apodization
	6.1 Glossary
	6.2 Introduction
	6.3 Postscript (2008)

	Chapter 7. Ocular Radiation Hazards
	7.1 Glossary
	7.2 Introduction
	7.3 Injury Mechanisms
	7.4 Types of Injury
	7.5 Retinal Irradiance Calculations
	7.6 Examples
	7.7 Exposure Limits
	7.8 Discussion
	7.9 References

	Chapter 8. Biological Waveguides
	8.1 Glossary
	8.2 Introduction
	8.3 Waveguiding in Retinal Photoreceptors and the Stiles-Crawford Effect
	8.4 Waveguides and Photoreceptors
	8.5 Photoreceptor Orientation and Alignment
	8.6 Introduction to the Models and Theoretical Implications
	8.7 Quantitative Observations of Single Receptors
	8.8 Waveguide Modal Patterns Found in Monkey/Human Retinal Receptors
	8.9 Light Guide Effect in Cochlear Hair Cells and Human Hair
	8.10 Fiber-Optic Plant Tissues
	8.11 Sponges
	8.12 Summary
	8.13 References

	Chapter 9. The Problem of Correction for the Stiles-Crawford Effect of the First Kind in Radiometry and Photometry, a Solution
	9.1 Glossary
	9.2 Introduction
	9.3 The Problem and an Approach to Its Solution
	9.4 Sample Point-by-Point Estimates of SCE-1 and Integrated SCE-1 Data
	9.5 Discussion
	9.6 Teleological and Developmental Factors
	9.7 Conclusions
	9.8 References

	Chapter 10. Colorimetry
	10.1 Glossary
	10.2 Introduction
	10.3 Fundamentals of Colorimetry
	10.4 Color Coordinate Systems
	10.5 Matrix Representations and Calculations
	10.6 Topics
	10.7 Appendix--Matrix Algebra
	10.8 References

	Chapter 11. Color Vision Mechanisms
	11.1 Glossary
	11.2 Introduction
	11.3 Basics of Color-Discrimination Mechanisms
	11.4 Basics of Color-Appearance Mechanisms
	11.5 Details and Limits of the Basic Model
	11.6 Conclusions
	11.7 Acknowledgments
	11.8 References

	Chapter 12. Assessment of Refraction and Refractive Errors and Their Influence on Optica Design
	12.1 Glossary
	12.2 Introduction
	12.3 Refractive Errors
	12.4 Assessment of Refractive Error
	12.5 Correction of Refractive Error
	12.6 Binocular Factors
	12.7 Consequences for Optical Design
	12.8 References

	Chapter 13. Binocular Vision Factors That Influence Optical Design
	13.1 Glossary
	13.2 Combining the Images in the Two Eyes into One Perception of the Visual Field
	13.3 Distortion of Space by Monocular Magnification
	13.4 Distortion of Space Perception from Interocular Aniso-Magnification (Unequal Binocular Magnification)
	13.5 Distortions of Space from Convergence Responses to Prism
	13.6 Eye Movements
	13.7 Coordination and Alignment of the Two Eyes
	13.8 Effects of Lenses and Prism on Vergence and Phoria
	13.9 Prism-Induced Errors of Eye Alignment
	13.10 Head and Eye Responses to Direction (Gaze Control)
	13.11 Focus and Responses to Distance
	13.12 Video Head Sets, Head's Up Displays and Virtual Reality: Impact on Binocular Vision
	13.13 References

	Chapter 14. Optics and Vision of the Aging Eye
	14.1 Glossary
	14.2 Introduction
	14.3 The Graying of the Planet
	14.4 Senescence of the Eye's Optics
	14.5 Senescent Changes in Vision
	14.6 Age-Related Ocular Diseases Affecting Visual Function
	14.7 The Aging World from the Optical Point of View: Presbyopic Corrections
	14.8 Conclusions
	14.9 Acknowledgments
	14.10 References

	Chapter 15. Adaptive Optics in Retinal Microscopy and Vision
	15.1 Glossary
	15.2 Introduction
	15.3 Properties of Ocular Aberrations
	15.4 Implementation of AO
	15.5 Application of AO to the Eye
	15.6 Acknowledgments
	15.7 References

	Chapter 16. Refractive Surgery, Correction of Vision, PRK and LASIK
	16.1 Glossary
	16.2 Introduction
	16.3 Refractive Surgery Modalities
	16.4 Laser Ablation
	16.5 Acknowledgments
	16.6 References

	Chapter 17. Three-Dimensional Confocal Microscopy of the Living Human Cornea
	17.1 Glossary
	17.2 Introduction
	17.3 Theory of Confocal Microscopy
	17.4 The Development of Confocal Instruments
	17.5 The Scanning Slit and Laser Scanning Clinical Confocal Microscopes
	17.6 Clinical Applications of Confocal Microscopy
	17.7 Perspectives
	17.8 Summary
	17.9 Acknowledgments
	17.10 References

	Chapter 18. Diagnostic Use of Optical Coherence Tomography in the Eye
	18.1 Glossary
	18.2 Introduction
	18.3 Principle of OCT: Time Domain OCT
	18.4 Principle of OCT: Spectral Domain OCT
	18.5 Principle of OCT: Optical Frequency Domain Imaging
	18.6 SD-OCT Versus OFDI
	18.7 Sensitivity Advantage of SD-OCT Over TD-OCT
	18.8 Noise Analysis of SD-OCT Using Charge Coupled Devices (CCDs)
	18.9 Signal to Noise Ratio and Autocorrelation Noise
	18.10 Shot-Noise-Limited Detection
	18.11 Depth Dependent Sensitivity
	18.12 Motion Artifacts and Fringe Washout
	18.13 OFDI at 1050 NM
	18.14 Functional Extensions: Doppler OCT and Polarization Sensitive OCT
	18.15 Doppler OCT and Phase Stability
	18.16 Polarization Sensitive OCT (PS-OCT)
	18.17 PS-OCT in Ophthalmology
	18.18 Retinal Imaging with SD-OCT
	18.19 Conclusion
	18.20 Acknowledgment
	18.21 References

	Chapter 19. Gradient Index Optics in the Eye
	19.1 Glossary
	19.2 Introduction
	19.3 The Nature of an Index Gradient
	19.4 Spherical Gradients
	19.5 Radial Gradients
	19.6 Axial Gradients
	19.7 The Eye Lens
	19.8 Fish
	19.9 Octopus
	19.10 Rat
	19.11 Guinea Pig
	19.12 Rabbit
	19.13 Cat
	19.14 Bovine
	19.15 Pig
	19.16 Human/primate
	19.17 Functional Considerations
	19.18 Summary
	19.19 References

	Chapter 20. Optics of Contact Lenses
	20.1 Glossary
	20.2 Introduction
	20.3 Contact Lens Material, Composition, and Design Parameters
	20.4 Contact Lens Power
	20.5 Other Design Considerations
	20.6 Convergence and Accommodation Effects
	20.7 Prismatic Effects
	20.8 Magnification
	20.9 Summary
	20.10 Acknowledgments
	20.11 References

	Chapter 21. Intraocular Lenses
	21.1 Glossary
	21.2 Introduction
	21.3 Cataract Surgery
	21.4 Intraocular Lens Design
	21.5 Intraocular Lens Side Effects
	21.6 Summary
	21.7 References

	Chapter 22. Displays for Vision Research
	22.1 Glossary
	22.2 Introduction
	22.3 Operational Characteristics of Color Monitors
	22.4 Colorimetric Calibration of Video Monitors
	22.5 An Introduction to Liquid Crystal Displays
	22.6 Acknowledgments
	22.7 References

	Chapter 23. Vision Problems at Computers
	23.1 Glossary
	23.2 Introduction
	23.3 Work Environment
	23.4 Vision and Eye Conditions
	23.5 References

	Chapter 24. Human Vision and Electronic Imaging
	24.1 Introduction
	24.2 Early Vision Approaches: The Perception of Imaging Artifacts
	24.3 Higher-Level Approaches: The Analysis of Image Features
	24.4 Very High-Level Approaches: The Representation of Aesthetic and Emotional Characteristics
	24.5 Conclusions
	24.6 Additional Information on Human Vision and Electronic Imaging
	24.7 References

	Chapter 25. Visual Factors Associated with Head-mounted Displays
	25.1 Glossary
	25.2 Introduction
	25.3 Common Design Considerations among All HMDs
	25.4 Characterizing HMD
	25.5 Summary
	25.6 Appendix
	25.7 Acknowledgments
	25.8 References

	Index

	Volume IV
	Copyright
	Contents
	Contributors
	Brief Contents of All Volumes
	Editors' Preface
	Preface to Volume IV
	Glossary and Fundamental Constants
	Part 1. Properties
	Chapter 1. Optical Properties of Water
	1.1 Introduction
	1.2 Terminology, Notation, and Definitions
	1.3 Radiometric Quantities Useful in Hydrologic Optics
	1.4 Inherent Optical Properties
	1.5 Apparent Optical Properties
	1.6 The Optically Significant Constituents of Natural Waters
	1.7 Particle Size Distributions
	1.8 Electromagnetic Properties of Water
	1.9 Index of Refraction
	1.10 Measurement of Absorption
	1.11 Absorption by Pure Sea Water
	1.12 Absorption by Dissolved Organic Matter
	1.13 Absorption by Phytoplankton
	1.14 Absorption by Organic Detritus
	1.15 Bio-Optical Models for Absorption
	1.16 Measurement of Scattering
	1.17 Scattering by Pure Water and by Pure Sea Water
	1.18 Scattering by Particles
	1.19 Wavelength Dependence of Scattering: Bio-Optical Models
	1.20 Beam Attenuation
	1.21 Diffuse Attenuation and Jerlov Water Types
	1.22 Irradiance Reflectance and Remote Sensing
	1.23 Inelastic Scattering and Polarization
	1.24 Acknowledgments
	1.25 References

	Chapter 2. Properties of Crystals and Glasses
	2.1 Glossary
	2.2 Introduction
	2.3 Optical Materials
	2.4 Properties of Materials
	2.5 Properties Tables
	2.6 References

	Chapter 3. Polymeric Optics
	3.1 Glossary
	3.2 Introduction
	3.3 Forms
	3.4 Physical Properties
	3.5 Optical Properties
	3.6 Optical Design
	3.7 Processing
	3.8 Coatings
	3.9 References

	Chapter 4. Properties of Metals
	4.1 Glossary
	4.2 Introduction
	4.3 Summary Data
	4.4 References

	Chapter 5. Optical Properties of Semiconductors
	5.1 Glossary
	5.2 Introduction
	5.3 Optical Properties
	5.4 Measurement Techniques
	5.5 Acknowledgments
	5.6 Summary and Conclusions
	5.7 References

	Chapter 6. Characterization and Use of Black Surfaces for Optical Systems
	6.1 Introduction
	6.2 Selection Process for Black Baffle Surfaces in Optical Systems
	6.3 The Creation of Black Surfaces for Specific Applications
	6.4 Environmental Degradationof Black Surfaces
	6.5 Optical Characterization of Black Surfaces
	6.6 Surfaces for Ultraviolet and Far-Infrared Applications
	6.7 Survey of Surfaces with Optical Data
	6.8 Paints
	6.9 Conclusions
	6.10 Acknowledgments
	6.11 References
	6.12 Further Readings

	Chapter 7. Optical Properties of Films and Coatings
	7.1 Introduction
	7.2 Theory and Design of Optical Thin-Film Coatings
	7.3 Thin-Film Manufacturing Considerations
	7.4 Measurements on Optical Coatings
	7.5 Antireflection Coatings
	7.6 Two-Material Periodic Multilayers Theory
	7.7 Multilayer Reflectors--Experimental Results
	7.8 Cutoff, Heat-Control, and Solar-Cell Cover Filters
	7.9 Beam Splitters and Neutral Filters
	7.10 Interference Polarizers and Polarizing Beam Splitters
	7.11 Bandpass Filters
	7.12 High Performance Optical Multilayer Coatings
	7.13 Multilayers for Two or Three Spectral Regions
	7.14 Phase Coatings
	7.15 Interference Filters with Low Reflection
	7.16 Reflection Filters and Coatings
	7.17 Special Purpose Coatings
	7.18 References

	Chapter 8. Fundamental Optical Properties of Solids
	8.1 Glossary
	8.2 Introduction
	8.3 Propagation of Light in Solids
	8.4 Dispersion Relations
	8.5 Lattice Interactions
	8.6 Free Electron Properties
	8.7 Band Structures and Interband Transitions
	8.8 References

	Chapter 9. Photonic Bandgap Materials
	9.1 Glossary
	9.2 Introduction
	9.3 Maxwell's Equations
	9.4 Three-Dimensional Photonic Crystals
	9.5 Microcavities in Three-Dimensional Photonic Crystals
	9.6 Microcavities in Photonic Crystals with Two-Dimensional Periodicity
	0.7 Waveguides
	9.8 Conclusion
	9.9 References


	Part 2. Nonlinear Optics
	Chapter 10. Nonlinear Optics
	10.1 Glossary
	10.2 Introduction
	10.3 Basic Concepts
	10.4 Material Considerations
	10.5 Appendix
	10.6 References

	Chapter 11. Coherent Optical Transients
	11.1 Glossary
	11.2 Introduction
	11.3 Optical Bloch Equations
	11.4 Maxwell-Bloch Equations
	11.5 Free Polarization Decay
	11.6 Photon Echo
	11.7 Stimulated Photon Echo
	11.8 Phase Conjugate Geometry and Optical Ramsey Fringes
	11.9 Two-Photon Transitions and Atom Interferometry
	11.10 Chirped Pulse Excitation
	11.11 Experimental Considerations
	11.12 Conclusion
	11.13 References

	Chapter 12. Photorefractive Materials and Devices
	12.1 Introduction
	12.2 Materials
	12.3 Devices
	12.4 References
	12.5 Further Reading

	Chapter 13. Optical Limiting
	13.1 Introduction
	13.2 Basic Principles of Passive Optical Limiting
	13.3 Examples of Passive Optical Limiting in Specific Materials
	13.4 References

	Chapter 14. Electromagnetically Induced Transparency
	14.1 Glossary
	14.2 Introduction
	14.3 Coherence in Two- and Three-Level Atomic Systems
	14.4 The Basic Physical Concept of Electromagnetically Induced Transparency
	14.5 Manipulation of Optical Properties by Electromagnetically Induced Transparency
	14.6 Electromagnetically Induced Transparency, Driven by Pulsed Lasers
	14.7 Steady State Electromagnetically Induced Transparency, Driven by CW Lasers
	14.8 Gain without Inversion and Lasing without Inversion
	14.9 Manipulation of the Index of Refraction in Dressed Atoms
	14.10 Pulse Propagation Effects
	14.11 Ultraslow Light Pulses
	14.12 Nonlinear Optical Frequency Conversion
	14.13 Nonlinear Optics at Maximal Atomic Coherence
	14.14 Nonlinear Optics at the Few Photon Level
	14.15 Electromagnetically Induced Transparency in Solids
	14.16 Conclusion
	14.17 Further Reading
	14.18 References

	Chapter 15. Stimulated Raman and Brillouin Scattering
	15.1 Introduction
	15.2 Raman Scattering
	15.3 Stimulated Brillouin Scattering
	15.4 References
	15.5 Additional References

	Chapter 16. Third-Order Optical Nonlinearities
	16.1 Introduction
	16.2 Quantum Mechanical Picture
	16.3 Nonlinear Absorption and Nonlinear Refraction
	16.4 Kramers-Kronig Dispersion Relations
	16.5 Optical Kerr Effect
	16.6 Third-Harmonic Generation
	16.7 Stimulated Scattering
	16.8 Two-Photon Absorption
	16.9 Effective Third-Order Nonlinearities; Cascaded X1:X1 Processes
	16.10 Effective Third-Order Nonlinearities; Cascaded X(2):X(2) Processes
	16.11 Propagation Effects
	16.12 Common Experimental Techniques and Applications
	16.13 References

	Chapter 17. Continuous-Wave Optical Parametric Oscillators
	17.1 Introduction
	17.2 Continuous-Wave Optical Parametric Oscillators
	17.3 Applications
	17.4 Summary
	17.5 References

	Chapter 18. Nonlinear Optical Processes for Ultrashort Pulse Generation
	18.1 Glossary
	18.2 Abbreviations
	18.3 Introduction
	18.4 Saturable Absorbers: Macroscopic Description
	18.5 Kerr Effect
	18.6 Semiconductor Ultrafast Nonlinearities: Microscopic Processes
	18.7 References

	Chapter 19. Laser-Induced Damage to Optical Materials
	19.1 Introduction
	19.2 Practical Estimates
	19.3 Surface Damage
	19.4 Package-Induced Damage
	19.5 Nonlinear Optical Effects
	19.6 Avoidance of Damage
	19.7 Fundamental Mechanisms
	19.8 Progress in Measurements of Critical NLO Parameters References


	Part 3. Quantum and Molecular Optics
	Chapter 20. Laser Cooling and Trapping of Atoms
	20.1 Introduction
	20.2 General Properties Concerning Laser Cooling
	20.3 Theoretical Description
	20.4 Slowing Atomic Beams
	20.5 Optical Molasses
	20.6 Cooling Below the Doppler Limit
	20.7 Trapping of Neutral Atoms
	20.8 Applications
	20.9 References

	Chapter 21. Strong Field Physics
	21.1 Glossary
	21.2 Introduction and History
	21.3 Laser Technology Used in Strong Field Physics
	21.4 Strong Field Interactions with Single Electrons
	21.5 Strong Field Interactions with Atoms
	21.6 Strong Field Interactions with Molecules
	21.7 Strong Field Nonlinear Optics in Gases
	21.8 Strong Field Interactions with Clusters
	21.9 Strong Field Physics in Underdense Plasmas
	21.10 Strong Field Physics at Surfaces of Overdense Plasmas
	21.11 Applications of Strong Field Interactions with Plasmas
	21.12 References

	Chapter 22. Slow Light Propagation in Atomic and Photonic Media
	22.1 Glossary
	22.2 Introduction
	22.3 Atomic Resonance
	22.4 Bandwidth Limitations in Atomic Schemes
	22.5 Photonic Resonance
	22.6 Slow Light in Optical Fibers
	22.7 Conclusion
	22.8 References

	Chapter 23. Quantum Entanglement in Optical Interferometry
	23.1 Introduction
	23.2 Shot-Noise Limit
	23.3 Heisenberg Limit
	23.4 "Digital" Approaches
	23.5 N00N State
	23.6 Quantum Imaging
	23.7 Toward Quantum Remote Sensing
	23.8 References


	Index

	Volume V
	Contents
	Contributors
	Brief Contents of All Volumes
	Editors' Preface
	Preface to Volume V
	Glossary and Fundamental Constants
	Part 1. Measurements
	Chapter 1. Scatterometers
	1.1 Glossary
	1.2 Introduction
	1.3 Definitions and Specifications
	1.4 Instrument Configurations and Component Descriptions
	1.5 Instrumentation Issues
	1.6 Measurement Issues
	1.7 Incident Power Measurement, System Calibration, and Error Analysis
	1.8 Summary
	1.9 References

	Chapter 2. Spectroscopic Measurements
	2.1 Glossary
	2.2 Introductory Comments
	2.3 Optical Absorption Measurements of Energy Levels
	2.4 The Homogeneous Lineshape of Spectra
	2.5 Absorption, Photoluminescence, and Radiative Decay Measurements
	2.6 References


	Part 2. Atmospheric Optics
	Chapter 3. Atmospheric Optics
	3.1 Glossary
	3.2 Introduction
	3.3 Physical and Chemical Composition of the Standard Atmosphere
	3.4 Fundamental Theory of Interaction of Light with the Atmosphere
	3.5 Prediction of Atmospheric Optical Transmission: Computer Programs and Databases
	3.6 Atmospheric Optical Turbulence
	3.7 Examples of Atmospheric Optical Remote Sensing
	3.8 Meteorological Optics
	3.9 Atmospheric Optics and Global Climate Change
	3.10 Acknowledgments
	3.11 References

	Chapter 4. Imaging through Atmospheric Turbulence
	Abstract
	4.1 Glossary
	4.2 Introduction
	4.3 Long-Exposure Image
	4.4 Kolmogorov Turbulence and Atmospheric Coherence Length
	4.5 Application to Systems with Annular Pupils
	4.6 Modal Expansion of Aberration Function
	4.7 Covariance and Variance of Expansion Coefficients
	4.8 Angle of Arrival Fluctuations
	4.9 Aberration Variance and Approximate Strehl Ratio
	4.10 Modal Correction of Atmospheric Turbulence
	4.11 Short-Exposure Image
	4.12 Adaptive Optics
	4.13 Summary
	4.14 Acknowledgments
	4.15 References

	Chapter 5. Adaptive Optics
	5.1 Glossary
	5.2 Introduction
	5.3 The Adaptive Optics Concept
	5.4 The Nature of Turbulence and Adaptive Optics Requirements
	5.5 AO Hardware and Software Implementation
	5.6 How to Design an Adaptive Optical System
	5.7 Acknowledgments
	5.8 References


	Part 3. Modulators
	Chapter 6. Acousto-Optic Devices
	6.1 Glossary
	6.2 Introduction
	6.3 Theory of Acousto-Optic Interaction
	6.4 Acousto-Optic Materials
	6.5 Acousto-Optic Deflector
	6.6 Acousto-Optic Modulator
	6.7 Acousto-Optic Tunable Filter
	6.8 References

	Chapter 7. Electro-Optic Modulators
	7.1 Glossary
	7.2 Introduction
	7.3 Crystal Optics and the Index Ellipsoid
	7.4 The Electro-Optic Effect
	7.5 Modulator Devices
	7.6 Applications
	7.7 Appendix: Euler Angles
	7.8 References

	Chapter 8. Liquid Crystals
	Abstract
	8.1 Glossary
	8.2 Introduction to Liquid Crystals
	8.3 Types of Liquid Crystals
	8.4 Liquid Crystals Phases
	8.5 Physical Properties
	8.6 Liquid Crystal Cells
	8.7 Liquid Crystals Displays
	8.8 Polymer/Liquid Crystal Composites
	8.9 Summary
	8.10 References
	8.11 Bibliography


	Part 4. Fiber Optics
	Chapter 9. Optical Fiber Communication Technology and System Overview
	9.1 Introduction
	9.2 Basic Technology
	9.3 Receiver Sensitivity
	9.4 Bit Rate and Distance Limits
	9.5 Optical Amplifiers
	9.6 Fiber-Optic Networks
	9.7 Analog Transmission on Fiber
	9.8 Technology and Applications Directions
	9.9 References

	Chapter 10. Nonlinear Effects in Optical Fibers
	10.1 Key Issues in Nonlinear Optics in Fibers
	10.2 Self- and Cross-Phase Modulation
	10.3 Stimulated Raman Scattering
	10.4 Stimulated Brillouin Scattering
	10.5 Four-Wave Mixing
	10.6 Conclusion
	10.7 References

	Chapter 11. Photonic Crystal Fibers
	11.1 Glossary
	11.2 Introduction
	11.3 Brief History
	11.4 Fabrication Techniques
	11.5 Modeling and Analysis
	11.6 Characteristics of Photonic Crystal Cladding
	11.7 Linear Characteristics of Guidance
	11.8 Nonlinear Characteristics of Guidance
	11.9 Intrafiber Devices, Cutting, and Joining
	11.10 Conclusions
	11.11 Appendix
	11.12 References

	Chapter 12. Infrared Fibers
	12.1 Introduction
	12.2 Nonoxide and Heavy-Metal Oxide Glass IR Fibers
	12.3 Crystalline Fibers
	12.4 Hollow Waveguides
	12.5 Summary and Conclusions
	12.6 References

	Chapter 13. Sources, Modulators, and Detectors for Fiber Optic Communication Systems
	13.1 Introduction
	13.2 Double Heterostructure Laser Diodes
	13.3 Operating Characteristics of Laser Diodes
	13.4 Transient Response of Laser Diodes
	13.5 Noise Characteristics of Laser Diodes
	13.6 Quantum Well and Strained Lasers
	13.7 Distributed Feedback and Distributed Bragg Reflector Lasers
	13.8 Tunable Lasers
	13.9 Light-Emitting Diodes
	13.10 Vertical Cavity Surface-Emitting Lasers
	13.11 Lithium Niobate Modulators
	13.12 Electroabsorption Modulators
	13.13 Electro-Optic and Electrorefractive Modulators
	13.14 PIN Diodes
	13.15 Avalanche Photodiodes, MSM Detectors, and Schottky Diodes
	13.16 References

	Chapter 14. Optical Fiber Amplifiers
	14.1 Introduction
	14.2 Rare-Earth-Doped Amplifier Configuration and Operation
	14.3 EDFA Physical Structure and Light Interactions
	14.4 Other Rare-Earth Systems
	14.5 Raman Fiber Amplifiers
	14.6 Parametric Amplifiers
	14.7 References

	Chapter 15. Fiber Optic Communication Links (Telecom, Datacom, and Analog)
	15.1 Figures of Merit
	15.2 Link Budget Analysis: Installation Loss
	15.3 Link Budget Analysis: Optical Power Penalties
	15.4 References

	Chapter 16. Fiber-Based Couplers
	16.1 Introduction
	16.2 Achromaticity
	16.3 Wavelength Division Multiplexing
	16.4 1 x N Power Splitters
	16.5 Switches and Attenuators
	16.6 Mach-Zehnder Devices
	16.7 Polarization Devices
	16.8 Summary
	16.9 References

	Chapter 17. Fiber Bragg Gratings
	17.1 Glossary
	17.2 Introduction
	17.3 Photosensitivity
	17.4 Properties of Bragg Gratings
	17.5 Fabrication of Fiber Gratings
	17.6 The Application of Fiber Gratings
	17.7 References

	Chapter 18. Micro-Optics-Based Components for Networking
	18.1 Introduction
	18.2 Generalized Components
	18.3 Network Functions
	18.4 Subcomponents
	18.5 Components
	18.6 References

	Chapter 19. Semiconductor Optical Amplifiers
	19.1 Introduction
	19.2 Device Basics
	19.3 Fabrication
	19.4 Device Characterization
	19.5 Applications
	19.6 Amplification of Signals
	19.7 Switching and Modulation
	19.8 Nonlinear Applications
	19.9 Final Remarks
	19.10 References

	Chapter 20. Optical Time-Division Multiplexed Communication Networks
	20.1 Glossary
	20.2 Introduction
	20.3 Multiplexing and Demultiplexing
	20.4 Introduction to Device Technology
	20.5 Summary and Future Outlook
	20.6 Bibliography

	Chapter 21. WDM Fiber-Optic Communication Networks
	21.1 Introduction
	21.2 Basic Architecture of WDM Networks
	21.3 Fiber System Impairments
	21.4 Optical Modulation Formats for WDM Systems
	21.5 Optical Amplifiers in WDM Networks
	21.6 Summary
	21.7 Acknowledgments
	21.8 References

	Chapter 22. Solitons in Optical Fiber Communication Systems
	22.1 Introduction
	22.2 Nature of the Classical Soliton
	22.3 Properties of Solitons
	22.4 Classical Soliton Transmission Systems
	22.5 Frequency-Guiding Filters
	22.6 Sliding Frequency-Guiding Filters
	22.7 Wavelength Division Multiplexing
	22.8 Dispersion-Managed Solitons
	22.9 Wavelength-Division Multiplexed Dispersionmanaged Soliton Transmission
	22.10 Conclusion
	22.11 References

	Chapter 23. Fiber-Optic Communication Standards
	23.1 Introduction
	23.2 ESCON
	23.3 FDDI
	23.4 Fibre Channel Standard
	23.5 ATM/SONET
	23.6 Ethernet
	23.7 Infiniband
	23.8 References

	Chapter 24. Optical Fiber Sensors
	24.1 Introduction
	24.2 Extrinsic Fabry-Perot Interferometric Sensors
	24.3 Intrinsic Fabry-Perot Interferometric Sensors
	24.4 Fiber Bragg Grating Sensors
	24.5 Long-Period Grating Sensors
	24.6 Comparison of Sensing Schemes
	24.7 Conclusion
	24.8 References
	24.9 Further Reading

	Chapter 25. High-Power Fiber Lasers and Amplifiers
	25.1 Glossary
	25.2 Introduction
	25.3 Fiber Laser Limitations
	25.4 Fiber Laser Fundamentals
	25.5 Fiber Laser Architectures
	25.6 LMA Fiber Designs
	25.7 Active Fiber Dopants
	25.8 Fiber Fabrication and Materials
	25.9 Spectral and Temporal Modalities
	25.10 Conclusions
	25.11 References


	Part 5. X-Ray and Neutron Optics
	Subpart 5.1. Introduction and Applications
	Chapter 26. An Introduction to X-Ray and Neutron Optics
	26.1 History
	26.2 X-Ray Interaction with Matter
	26.3 Optics Choices
	26.4 Focusing and Collimation
	26.5 References

	Chapter 27. Coherent X-Ray Optics and Microscopy
	27.1 Glossary
	27.2 Introduction
	27.3 Fresnel Wave Propagation
	27.4 Unified Approach for Near- and Far-Field Diffraction
	27.5 Coherent Diffraction Microscopy
	27.6 Coherence Preservation in X-Ray Optics
	27.7 References

	Chapter 28. Requirements for X-Ray Diffraction
	28.1 Introduction
	28.2 Slits
	28.3 Crystal Optics
	28.4 Multilayer Optics
	28.5 Capillary and Polycapillary Optics
	28.6 Diffraction and Fluorescence Systems
	28.7 X-Ray Sources and Microsources
	28.8 References

	Chapter 29. Requirements for X-Ray Fluorescence
	29.1 Introduction
	29.2 Wavelength-Dispersive X-Ray Fluorescence (WDXRF)
	29.3 Energy-Dispersive X-Ray Fluorescence (EDXRF)
	29.4 References

	Chapter 30. Requirements for X-Ray Spectroscopy
	30.1 References

	Chapter 31. Requirements for Medical Imaging and X-Ray Inspection
	31.1 Introduction to Radiography and Tomography
	31.2 X-Ray Attenuation and Image Formation
	31.3 X-Ray Detectors and Image Receptors
	31.4 Tomography
	31.5 Computed Tomography
	31.6 Digital Tomosynthesis
	31.7 Digital Displays
	31.8 Conclusion
	31.9 References

	Chapter 32. Requirements for Nuclear Medicine
	32.1 Introduction
	32.2 Projection Image Acquisition
	32.3 Information Content in SPECT
	32.4 Requirements for Optics For SPECT
	32.5 References

	Chapter 33. Requirements for X-Ray Astronomy
	33.1 Introduction
	33.2 Trade-Offs
	33.3 Summary

	Chapter 34. Extreme Ultraviolet Lithography
	34.1 Introduction
	34.2 Technology
	34.3 Outlook
	34.4 Acknowledgments
	34.5 References

	Chapter 35. Ray Tracing of X-Ray Optical Systems
	35.1 Introduction
	35.2 The Conceptual Basis of SHADOW
	35.3 Interfaces and Extensions of SHADOW
	35.4 Examples
	35.5 Conclusions and Future
	35.6 References

	Chapter 36. X-Ray Properties of Materials
	36.1 X-Ray and Neutron Optics
	36.2 Electron Binding Energies, Principal K- and L-Shell Emission Lines, and Auger Electron Energies
	36.3 References


	Subpart 5.2. Refractive and Interference Optics
	Chapter 37. Refractive X-Ray Lenses
	37.1 Introduction
	37.2 Refractive X-Ray Lenses with Rotationally Parabolic Profile
	37.3 Imaging with Parabolic Refractive X-Ray Lenses
	37.4 Microfocusing with Parabolic Refractive X-Ray Lenses
	37.5 Prefocusing and Collimation with Parabolic Refractive X-Ray Lenses
	37.6 Nanofocusing Refractive X-Ray Lenses
	37.7 Conclusion
	37.8 References

	Chapter 38. Gratings and Monochromators in the VUV and Soft X-Ray Spectral Region
	38.1 Introduction
	38.2 Diffraction Properties
	38.3 Focusing Properties
	38.4 Dispersion Properties
	38.5 Resolution Properties
	38.6 Efficiency
	38.7 References

	Chapter 39. Crystal Monochromators and Bent Crystals
	39.1 Crystal Monochromators
	39.2 Bent Crystals
	39.3 References

	Chapter 40. Zone Plates
	40.1 Introduction
	40.2 Geometry of a Zone Plate
	40.3 Zone Plates as Thin Lenses
	40.4 Diffraction Efficiencies of Zone Plates
	40.5 Manufacture of Zone Plates
	40.6 Bragg-Fresnel Lenses
	40.7 References

	Chapter 41. Multilayers
	41.1 Glossary
	41.2 Introduction
	41.3 Calculation of Multilayer Properties
	41.4 Fabrication Methods and Performance
	41.5 Multilayers for Diffractive Imaging
	41.6 References

	Chapter 42. Nanofocusing of Hard X-Rays with Multilayer Laue Lenses
	99.9 Abstract
	42.1 Introduction
	42.2 MLL Concept and Volume Diffraction Calculations
	42.3 Magnetron-Sputtered MLLs
	42.4 Instrumental Beamline Arrangement and Measurements
	42.5 Takagi-Taupin Calculations
	42.6 Wedged MLLs
	42.7 MMLs with Curved Interfaces
	42.8 MLL Prospects
	42.9 Summary
	42.10 Acknowledgments
	42.11 References

	Chapter 43. Polarizing Crystal Optics
	43.1 Introduction
	43.2 Linear Polarizers
	43.3 Linear Polarization Analyzers
	43.4 Phase Plates for Circular Polarization
	43.5 Circular Polarization Analyzers
	43.6 Acknowledgments
	43.7 References


	Subpart 5.3. Reflective Optics
	Chapter 44. Image Formation with Grazing Incidence Optics
	44.1 Glossary
	44.2 Introduction to X-Ray Mirrors
	44.3 Optical Design and Residual Aberrations of Grazing Incidence Telescopes
	44.4 Image Analysis for Grazing Incidence X-Ray Optics
	44.5 Validation of Image Analysis for Grazing Incidence X-Ray Optics
	44.6 References

	Chapter 45. Aberrations for Grazing Incidence Optics
	45.1 Grazing Incidence Telescopes
	45.2 Surface Equations
	45.3 Transverse Ray Aberration Expansions
	45.4 Curvature of the Best Focal Surface
	45.5 Aberration Balancing
	45.6 On-Axis Aberrations
	45.7 References

	Chapter 46. X-Ray Mirror Metrology
	46.1 Glossary
	46.2 Introduction
	46.3 Surface Finish Metrology
	46.4 Surface Figure Metrology
	46.5 Practical Profile Analysis Considerations
	46.6 References

	Chapter 47. Astronomical X-Ray Optics
	47.1 Introduction
	47.2 Wolter X-Ray Optics
	47.3 Kirkpatrick-Baez Optics
	47.4 Hard X-Ray Optics
	47.5 Toward Higher Angular Resolution
	47.6 References

	Chapter 48. Multifoil X-Ray Optics
	48.1 Introduction
	48.2 Grazing Incidence Optics
	48.3 Multifoil Lobster-Eye Optics
	48.4 Multifoil Kirkpatrick-Baez Optics
	48.5 Summary
	48.6 References

	Chapter 49. Pore Optics
	49.1 Introduction
	49.2 Glass Micropore Optics
	49.3 Silicon Pore Optics
	49.4 Micromachined Silicon
	49.5 References

	Chapter 50. Adaptive X-Ray Optics
	50.1 Introduction
	50.2 Adaptive Optics in X-Ray Astronomy
	50.3 Active and Adaptive Optics for Synchrotron- and Lab-Based X-Ray Sources
	50.4 Conclusions
	50.5 References

	Chapter 51. The Schwarzschild Objective
	51.1 Introduction
	51.2 Applications to X-Ray Domain
	51.3 References

	Chapter 52. Single Capillaries
	52.1 Background
	52.2 Design Parameters
	52.3 Fabrication
	52.4 Applications of Single-Bounce Capillary Optics
	52.5 Applications of Condensing Capillary Optics
	52.6 Conclusions
	52.7 Acknowledgments
	52.8 References

	Chapter 53. Polycapillary X-Ray Optics
	53.1 Introduction
	53.2 Simulations and Defect Analysis
	53.3 Radiation Resistance
	53.4 Alignment and Measurement
	53.5 Collimation
	53.6 Focusing
	53.7 Applications
	53.8 Summary
	53.9 Acknowledgments
	53.10 References


	Subpart 5.4. X-Ray Sources
	Chapter 54. X-Ray Tube Sources
	54.1 Introduction
	54.2 Spectra
	54.3 Cathode Design and Geometry
	54.4 Effect of Anode Material, Geometry, and Source Size on Intensity and Brightness
	54.5 General Optimization
	54.6 References

	Chapter 55. Synchrotron Sources
	55.1 Introduction
	55.2 Theory of Synchrotron Radiation Emission
	55.3 Insertion Devices (Undulators and Wigglers)
	55.4 Coherence of Synchrotron Radiation Emission in the Long Wavelength Limit
	55.5 Conclusion
	55.6 References

	Chapter 56. Laser-Generated Plasmas
	56.1 Introduction
	56.2 Characteristic Radiation
	56.3 Bremsstrahlung
	56.4 Recombination Radiation
	56.5 References

	Chapter 57. Pinch Plasma Sources
	57.1 Introduction
	57.2 Types of Z-Pinch Radiation Sources
	57.3 Choice of Optics for Z-Pinch Sources
	57.4 References

	Chapter 58. X-Ray Lasers
	58.1 Free-Electron Lasers
	58.2 High Harmonic Production
	58.3 Plasma-Based EUV Lasers
	58.4 References

	Chapter 59. Inverse Compton X-Ray Sources
	59.1 Introduction
	59.2 Inverse Compton Calculations
	59.3 Practical Devices
	59.4 Applications
	59.5 Industrial/Military/Crystallographic Uses
	59.6 References


	Subpart 5.5. X-Ray Detectors
	Chapter 60. Introduction to X-Ray Detectors
	60.1 Introduction
	60.2 Detector Type
	60.3 Summary
	60.4 References

	Chapter 61. Advances in Imaging Detectors
	61.1 Introduction
	61.2 Flat-Panel Detectors
	61.3 CCD Detectors
	61.4 Conclusion
	61.5 References

	Chapter 62. X-Ray Spectral Detection and Imaging
	62.1 References


	Subpart 5.6. Neutron Optics and Applications
	Chapter 63. Neutron Optics
	63.1 Neutron Physics
	63.2 Scattering Lengths and Cross Sections
	63.3 Neutron Sources
	63.4 Neutron Optical Devices
	63.5 Refraction and Reflection
	63.6 Diffraction and Interference
	63.7 Polarization Techniques
	63.8 Neutron Detection
	63.9 References

	Chapter 64. Grazing-Incidence Neutron Optics
	64.1 Introduction
	64.2 Total External Reflection
	64.3 Diffractive Scattering and Mirror Surface Roughness Requirements
	64.4 Imaging Focusing Optics
	64.5 References



	Index
	Color Plates

	Index



